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Preface

For the last decade, the topics of organic crystal chemistry have become diversified,
and each topic has been substantially advanced in concert with the rapid devel-
opment of various analytical and measurement techniques for solid-state organic
materials. The aim of this book is to systematically summarize and record the
recent notable advances in various topics of organic crystal chemistry involving
liquid crystals and organic–inorganic hybrid materials that have been achieved
mainly in the last 5 years or so. The summaries and records contained herein are
by invited members of the Division of Organic Crystals in the Chemical Society
of Japan (CSJ) and prominent invited authors from abroad. In this first volume,
most of the authors were plenary or invited speakers at the Joint Congress of the
11th International Workshop on the Crystal Growth of Organic Materials (CGOM
11) and the Asian Crystallization Technology Symposium 2014 (ACTS-2014)
held in Nara, Japan, 17–20 June 2014. The 35 papers contributed to this volume
are roughly classified into eight categories: (1) Nucleation and Crystal Growth,
(2) Crystal Structure Determination and Molecular Orbital Calculation, (3) Crystal
Structure, (4) Polymorphism, (5) Chirality, (6) Solid-State Reaction, (7) Photo-
induced Behavior, and (8) Electric and Magnetic Properties.

The Division of Organic Crystals was founded in CSJ in 1997 as a stimulus
for research in organic crystal chemistry in Japan. The first president was the late
Professor Fumio Toda, who performed a great service in establishing the division.
Today’s activities consist of two annual domestic conferences (the Symposium on
Organic Crystals in the autumn and the Annual Spring Meeting of CSJ at the end
of March) and biannual publication of the Organic Crystals Division News Letter.
We hope that this edited volume will be published periodically, at least every 5 years,
as one of the division’s activities through contributions by prominent authors in
Japan and from abroad.
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vi Preface

Finally, we editors would like to express our sincerest gratitude to all authors for
their great contributions to Advances in Organic Crystal Chemistry: Comprehensive
Reviews 2015.

Kyoto, Japan Rui Tamura
Suita, Japan Mikiji Miyata
February 2015
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Part I
Nucleation and Crystal Growth



Chapter 1
Photochemically Induced Crystallization
of Protein

Tetsuo Okutsu

Abstract A photochemical reaction of protein triggers crystal growth. Residual
Trp or Tyr radical intermediates are produced by photochemical reactions. The
intermediates collide with other proteins to form protein dimers, and some of the
dimers grow larger than the critical radius to form crystal nuclei; however, not all
dimers grow into nuclei. It appears that, in order to grow into a nucleus, a dimer
needs to have the same configuration as two adjacent molecules in the crystal.
Molecules that have such configurations are called template molecules. In the case
of lysozyme, a dimer combined at Tyr53-Tyr53 residuals was considered a template
molecule. It was also found that not all the dimers produced always grew to template
molecules; thus, we examined a strategy to produce template molecules.

Keywords Protein crystallization • Photochemical reaction • Photo-induced
crystallization

1.1 Introduction

We have discovered a phenomenon of photo-induced crystallization in which
crystals were produced easily by irradiating protein solution with ultraviolet light
to induce a photochemical reaction and have researched its mechanism [1–13]. In
this chapter, we explain its experimental technique, consider a relationship between
photochemical reactions of protein and crystallization, examine photochemical
reactions at an amino acid level, and describe the crystallization mechanism.
Crystallization of protein is an important technique to realize genome-based drug
discovery, and a further development of the technology is expected [14]. Although
it is said that crystallization of protein depends largely on experiences and intuitions
of researchers, we hope our study contributes to the development of genome-based
drug discovery by observing phenomena related to crystal growth and by developing
a method that guides crystallization logically.

T. Okutsu (�)
Applied Chemistry/Biochemistry, Graduate School of Engineering, Gunma University, 1-5-1
Tenjin-cho, Kiryu-shi, Gunma-ken 376-8515, Japan
e-mail: okutsu@gunma-u.ac.jp

© Springer Japan 2015
R. Tamura, M. Miyata (eds.), Advances in Organic Crystal Chemistry,
DOI 10.1007/978-4-431-55555-1_1
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4 T. Okutsu

1.2 Mechanism of Photo-Induced Crystallization

Sazaki et al. shows that although protein is a biomolecule, the mechanism of its
crystal growth can be explained by a mechanism similar to that of the crystal
growth of ordinary inorganic or organic compounds [15]. First, we explain why
a photochemical reaction of protein triggers crystallization. Figure 1.1 shows a
model of the initial stage of crystal growth. Molecules first come in contact and
are combined by an intermolecular force to form a bimolecular cluster. Since this
cluster has the minimum combined stabilization energy, its lifespan is generally
short. A third molecule collides with the bimolecular cluster during its lifespan
to form a three-molecular cluster, which dissociates again or grows into a four-
molecular cluster. At this initial stage, there is a region in which a small cluster is
unstable, even if the solution is supersaturated, and does not grow into a bulk crystal.

Suppose that a stable bimolecular cluster is added to such a solution. Although
bimolecular clusters have been known to be unstable and do not grow easily into
a three-molecular cluster, however, starting with a stable bimolecular cluster would
enable easier formation of a critical nucleus. A method of protein crystallization
triggered by a photochemical reaction produces a stable dimer of protein or a stable
cluster in the system that induces nucleus formation.

This does not mean, however, that production of a stable dimer always starts
crystal nucleus formation. We assumed that a dimer which grows into a crystal
should have configurations which construct part of the crystal. In other words,
having similar configurations as the two adjacent molecules in crystal is considered
a necessary condition. Such a molecule is called a template molecule. We believe
that it is possible to explain the configurations of a dimer produced by the reaction
intermediates of radicalized amino acid protein by photoexciting the protein. By

Stable 

nucl eus

Aggregation
Growth

Unstable

Fig. 1.1 A model illustrating photo-induced crystallization. Although a dimer formed initially is
most unstable, a stable covalent dimer is formed by photochemical reaction and a nucleus is easily
formed
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following photochemical reactions at an amino acid level, we have been conducting
a study to clarify the dimer configurations, which is described below.

1.3 Experiment on Photo-Induced Crystallization of Protein

Here, we explain a method of photo-induced crystallization experiment. For crystal-
lization, we used a light source with a radiation spectrum at 280 nm to excite amino
acids of protein such as Trp, Tyr, and Phe. We mainly used ultraviolet portion of Xe
lamp light. To analyze reaction intermediates, we also used a YAG laser of 266 nm
as a light source to excite protein.

We performed crystal growth by salting out. A representative example of
crystallization is a hanging drop vapor diffusion method [16, 17]. When a mixed
solution of protein and salt as well as a reservoir solution of concentrated salt
are placed together in a sealed container, the solvent vaporizes eventually so that
the salt concentrations become equal, condensing the protein solution beyond
the solubility and leading to crystal formation. Since unsaturated protein solution
initially prepared gradually becomes supersaturated, crystallization is expected. The
vapor diffusion method is used as a main method for practical protein crystallization.
On the other hand, when the crystal growth of protein and nucleus formation
mechanism are discussed, a batch method may be used, in which a supersaturated
solution is prepared from the beginning and the concentration of salt in the solution
is not changed. In order to determine whether a crystal appears, we conducted a
seed crystal method. In this method, a metastable protein solution was prepared at
the point of crystal formation, and crystal nuclei formed by photochemical reaction
were added to this solution. Figure 1.2 shows a schematic of the photo-induced
crystallization experiment performed in this study. We first prepared two types of
protein solutions. One was a protein solution in which nuclei were formed by light
irradiation. The other was a solution in a metastable condition for nucleus growth.
These two solutions were blended and left to rest. Then, the crystals that appeared a
few days later in the well were observed with a microscope.

Figure 1.3 shows typical results of the crystallization experiment. These pho-
tographs were taken a day after 5 �l of lysozyme solution was dropped onto a

Fig. 1.2 Experiment on
photo-induced crystallization
of protein. We conducted this
experiment by a seed crystal
method using a solution in
which a nucleus was formed
by photochemical reaction
and a metastable solution in
which a crystal grows

Seed solution

Protein solution in a
metastable condition
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Fig. 1.3 Typical results of photo-induced crystallization. (a) After being irradiated with UV light
for 60 s, a lysozyme solution was added to a growing solution, and (b) the solution was not
irradiated with light

micro-batch plate and irradiated with light, and equal quantity of the growing protein
solution was blended and left at 20 ıC. Figure 1.3a is the solution that was blended
with a solution irradiated with light for 1 min, and Fig. 1.3b is the solution in which
the drops not irradiated with light were added as the control experiment. Lysozyme
crystals appeared in the well in which the solution irradiated with light was mixed.
However, the accuracy of this experiment is poor since handling of solution is
subject to a scale of �l. To solve this problem, we conducted many experiments
simultaneously and studied the statistical significance. Alternatively, we handled
solution in a scale of ml to improve accuracy.

1.4 Photochemical Reaction of Protein

In this section, we describe photochemical properties of protein. Since protein
consists of amino acids, its absorption spectrum is an overlapped absorption
spectrum of amino acids. Here, we describe the photochemistry of hen egg-white
lysozyme, a typical protein. Among the amino acids that make up lysozyme, those
that have the  -electron system and are involved in photochemical reaction are Trp,
Tyr, and Phe. Figure 1.4a–d shows absorption and fluorescence spectra of lysozyme
and these amino acids at a steady state. Lysozyme contains six Trp, four Tyr, and two
Phe. The absorption spectrum of lysozyme is overlapped absorption spectra of these
amino acids. On the other hand, the fluorescence spectrum of lysozyme is almost the
same as that of the Trp. This was explained by photochemical studies in the 1970s.
When amino acid residuals of Tyr and Phe cause optical absorption, excitation
energy transfer occurs efficiently in lysozyme molecules, an excited state of Trp
with the lowest excited state energy is established, and fluorescence is generated
[18–21]. That is, although a protein consists of various amino acids, the most likely
phenomenon is the eventual appearance of an excited state of Trp, and an excited
state of protein can be considered as an excited state of residual Trp.



1 Photochemically Induced Crystallization of Protein 7

Fig. 1.4 Absorption spectra
and fluorescence spectra of
lysozyme and amino acids
involved in photochemical
reaction. Absorption spectra
of protein can be explained by
a sum of absorption spectra of
amino acids. Fluorescence
spectra are emissions from
residual Trp. This is because
when amino acids such as Tyr
and Phe absorb light, energy
transfer occurs efficiently in
protein molecules and an
excited state of Trp appears
eventually
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Next, we describe what occurs in a photochemical reaction. For this, we used
transient absorption measurement. Transient absorption measurement is a method
that uses pulsed lasers to simultaneously excite a sample with a large amount
of photon, producing reaction intermediates at high density (10�6 M) to measure
absorption. At the initial stage of photochemical reaction of lysozyme, reaction
intermediate radicals of Trp are observed. It is known that reaction intermediates of
residual Trp indicate that another residual Trp reacts with a radicalized lysozyme or
with lysozyme in a ground state. Although reaction intermediates of phenol group
radicals of residual Tyr are also expected to be produced, these intermediates are
masked by intermediates of residual Trp and are not observed clearly. However,
fluorescence derived from dityrosine, a combined Tyr-Tyr, is observed in lysozyme
solution irradiated with light [22]. This shows that the residual Tyr also gets involved
in photochemical reaction.

Proteins of radicalized amino acids produce covalent protein dimers. Figure 1.5
shows the result of the electrophoresis experiment before and after irradiation of
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Fig. 1.5 Experimental
results of electrophoresis of
protein after photochemical
reaction. Lanes 1–4 are
lysozyme irradiated with
light. Production amount of
dimers increased as
irradiation time increased.
Lane 5 is electrophoresis of
purified dimer sample

lysozyme. Reaction intermediates are protein of residual amino acid radicals, and,
with time, they are expected to react with other proteins to form oligomers and
become crystal nuclei. We conducted an experiment to confirm that dimers were
produced by electrophoresis. Lane 1 is a lysozyme before irradiation, Lanes 2–4 are
irradiated lysozyme solution, and Lane 5 is a lysozyme dimer produced chemically
by repetition of freezing and heating [23, 24]. Irradiation lasted 0, 15, 30, and
60 min. When irradiated, a spot at the position of double the molecular weight
of a parent molecule became clear. In an SDS-PAGE method, a van der Waals
assembly that is not in covalent bonding dissociates and is observed as a monomer.
This experimental result shows that a covalent dimer is formed by irradiation. As
expected from the experimental result of transient absorption, it was confirmed by
the electrophoresis experiment that two molecules of reaction intermediate radicals
of protein were combined to form a dimer.

We investigated whether dimer formation could be a mechanism of photo-
induced crystallization. As a function of the volume of a cluster, bulk free energy
changes in the direction of stabilization as molecules aggregate. On the other hand,
surface free energy disadvantage is proportional to a surface area and changes in
the unstable direction. Crystal nucleus formation is expressed as a sum of bulk free
energy and surface free energy disadvantage, and it is understood that as the nuclear
radius exceeds the maximum value (r*) and increases, free energy change turns
to minus and nucleus formation starts spontaneously. In some cases, proteins may
dissolve dozens more times than the solubility. The causes for this are considered to
be the following: the protein has large anisotropy and a crystal nucleus with proper
orientation is difficult to be formed, and the intermolecular force to form a crystal
is small compared to the size of a molecule. That is, since a cluster larger than r* is
not formed even in a supersaturated condition, spontaneous crystallization does not
occur.
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We studied how much the wall of free energy (to exceed the critical radius r*)
dropped between two cases where the nucleus formation process started from a
monomer and a dimer. Vekilov et al. estimated nucleus formation frequency under
the actual condition of lysozyme crystallization and reported that in our experimen-
tal conditions (protein concentration, salt concentration, buffer, and temperature),
the critical size was a cluster of 4 molecules [25]. As a result, it was estimated
that free energy required from the start of a stable dimer to the formation of a
critical nucleus made of four molecules dropped to 2/3 and that nucleus formation
frequency became 107 times larger than that in the case where the nucleus formation
process started from a monomer.

Then, we conducted an experiment in which we added a dimer in supersaturated
solution to confirm that crystallization was accelerated. We also conducted another
experiment in which a dimer was added in unsaturated solution. The solution was
condensed gradually to supersaturation to see if crystallization was accelerated.
We show the concept of the experiment using a solubility curve. Figure 1.6
shows the solubility curve of lysozyme, a region where nucleus formation occurs
spontaneously, a region where it does not occur, and an amorphous region. Then, a
solution was prepared in which nucleus formation, shown as A in the figure, occurs
spontaneously. In this solution, nucleus formation occurs, a crystal grows, degree of
supersaturation drops, and concentration in the solution changes to C. If a dimer is
added at point A, the number of crystals should increase since the dimer grows into
a crystal.

Another experiment was conducted in which we prepared unsaturated solution,
shown as B in the figure, and condensed it gradually by the vapor diffusion
method to form a crystal. When the solution is condensed to the nucleus formation
region, nucleus formation begins, and crystallization proceeds toward C. When the
solution stays in a metastable condition due to poor condensation at A0, however, a

Fig. 1.6 Solubility curve of
lysozyme. In high
supersaturation (amorphous
region), aggregation occurs
and nucleus formation does
not occur. In medium
supersaturation (nucleus
formation region), nucleus
formation occurs
spontaneously. In low
supersaturation (metastable
region), nucleus formation
does not occur but a nucleus
grows
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crystal does not appear. If the solution contains a cluster that grows into a crystal,
crystallization starts when the solution exceeds the solubility curve, and crystal
growth proceeds along the chain line in the figure.

We conducted an experiment to confirm that a covalent dimer forms a crystal in
the process, as discussed above. We used hen egg-white lysozyme as protein and
a covalent dimer—isolated as impurity contained in a lysozyme monomer—as a
lysozyme dimer. A batch method was used in which a dimer was added in a solution
having a degree of supersaturation 7, corresponding to A in the figure, and a dimer
was added in unsaturated solution (degree of supersaturation 0.6), corresponding
to B in the figure, and condensed it by vapor diffusion. We then compared them
with cases in which the dimer was not added. The number of molecules of the
dimer added was a ratio of 5 � 10�6 to that of monomer molecules contained in
the solution. We prepared the solution and observed it 1 week later. At the same
time, we used eight wells and a hanging drop method to carry out an experiment
under the same conditions.

The results are shown in Fig. 1.7. Figures (a) and (b) are experiment results by the
batch method, and (c) and (d) are average experiment results by the vapor diffusion

Fig. 1.7 Photographs of metastable solution in which a dimer was added. They were taken 7 days
after addition. (a) and (b) are experiment results by the batch method. (a) is the well in which a
dimer was not added, and (b) is the well in which a dimer was added. (c) and (d) are experiment
results by the vapor diffusion method. (c) is the well in which a dimer was not added, and (d) is
the well in which a dimer was added
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method. In the batch method experiment, (a) shows the result of the control solution
in which a dimer was not added, and (b) shows the result of a solution in which a
dimer was added. In the control solution, on average, five crystals appeared in one
well. In the wells in which a dimer was added, 20 crystals appeared on average.
Since spontaneous nucleus formation is possible in the control, crystals do appear.
But the fact that the number of crystals increased with additional dimer can be
explained by dimers growing into crystals.

On the other hand, in the vapor diffusion method experiment, in the well of (c)
in which a dimer was not added as control, crystals did not appear. This is because
the condensed solution did not reach the nucleus formation region. In (d), in which
a dimer was added, a crystal appeared in each of the four wells among eight wells.
The frequency of appearance of crystal was 0.5. In this experiment, it appeared that
when the solution was condensed and the solubility was exceeded, a nucleus that
could grow into a crystal started to grow. And since the solution changed along
the solubility curve while maintaining a low degree of supersaturation, new nucleus
formation did not occur, and only a minimum number of crystals appeared. These
experimental results show that a dimer grows into a crystal.

1.5 Dimer as a Template Molecule that Grows into a Crystal

Finally, we studied what properties a dimer should have as a molecule that grows
into a crystal. For a dimer to grow into a crystal, the dimer should function as a
template molecule. This template molecule is considered to be a “molecule having
the same configurations as the two adjacent molecules in a crystal.” The dimer
used in the dimer addition experiment described above is a dimer isolated and
purified from a lysozyme monomer. It appears at the position of about double
of the molecular weight by electrophoresis and it also has enzyme activity, but
its configurations are not known. The number of dimers added in one well was
approximately 1011, but only a few dimers grew to crystals. Therefore, not all dimers
grow into crystals, and it seems that some natural dimers grow into crystals while
others do not.

On the converse, since the reactive sites in the structure of a dimer molecule
formed by photochemical reaction are limited, its configuration types can be
defined. We investigated whether a molecule formed by reaction could be a
template molecule and found that intermediates formed by photochemical reaction
of lysozyme are 52nd residual Trp radicals and any of the 20th, 23rd, and 53rd
residual Tyr radicals on the surface of the molecule. Although the details of the
experimental methods are omitted here, the protein of 62nd residual Trp radicals
reacts with other protein of residual Trp radicals at the same site to form a dimer.
Figure 1.8a shows the configuration of a dimer formed at the site. A dimer such
as this is formed under conditions where radical density increases, for example,
where photon density of excitation light is increased with a pulsed laser. Some
experimental results showed that when dimers were formed efficiently with a pulsed
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Fig. 1.8 (a) Configurations of a dimer expected to be formed by photochemical reaction when
excited with high-density photon. (b) Unit lattice of lysozyme. (c) Configurations of a dimer in
covalent bond at Tyr53-Tyr53

laser, crystallization was not accelerated, and it was considered that a dimer having
these configurations could not grow into a nucleus. It is also known that protein of
the residual Trp radicals reacts with residual Trp of other protein and that reaction
with other amino acids is slow and negligible.

Some experiment showed that protein of residual Tyr radicals reacted with other
residual Tyr on the surface of lysozyme. Since lysozyme has three residual Tyr on
the surface, there are six possible combinations. Figure 1.8b shows the unit lattice of
lysozyme. A dimer combined at Tyr53-Tyr53 shown in Fig. 1.8c has configurations
similar to two adjacent molecules in the unit lattice. This showed that a template
molecule was formed among some of the formed dimers.

From the above discussion, we can infer that a formed dimer does not always
have the configurations of a template molecule. That is, since reactive sites are
limited by positions of residual Trp and Tyr, configurations of a formed dimer
are limited, but it does not always have the same configurations as two adjacent
molecules in crystal. We have succeeded so far in photo-induced crystallization of
some proteins, but there is a possibility that formation of the template molecule was
only a coincidence.

If this method was to be applied for other types of proteins in order to facilitate
crystallization, it is not promising to form a template molecule by a method of
exciting protein directly to produce radicals of specific amino acid in the protein
and reacting the radicals with other proteins to form a dimer. This is because the
configuration of a formed dimer is limited by the configuration of the amino acid
on the surface of the protein. To overcome this problem, it is necessary to form
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dimers with diverse configurations without depending on the individual properties
of a protein and to cause reaction in which one of these configurations functions as
a template molecule.

We are currently working on a method to create such a reaction by using
photochemical reactions. We are hopeful that we will be reporting on the results
in the near future.

1.6 Conclusion

A photochemical reaction of protein triggers crystal growth. Residual Trp or Tyr
radical intermediates are produced by photochemical reactions. The intermediates
collide with other proteins to form protein dimers, and some of the dimers grow
larger than the critical radius to form crystal nuclei; however, not all dimers grow
into nuclei. It appears that, in order to grow into a nucleus, a dimer needs to have
the same configuration as two adjacent molecules in the crystal. Molecules that have
such configurations are called template molecules. In the case of lysozyme, a dimer
combined at Tyr53-Tyr53 residuals was considered a template molecule. It was also
found that not all the dimers produced always grew to template molecules; thus, we
examined a strategy to produce template molecules.
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Chapter 2
Ultrasonication-Forced Amyloid Fibrillation
of Proteins

Masatomo So, Yuichi Yoshimura, and Yuji Goto

Abstract Amyloid fibrils are self-assemblies of proteins with an ordered cross-
“ architecture and are associated with serious disorders. Amyloid fibrillation is
similar to the crystallization of solutes from a supersaturated solution. We found
that ultrasonication triggers the spontaneous formation of fibrils in solutions of
monomeric amyloidogenic proteins. Cavitation microbubbles are likely to play a
key role in effectively converting the metastable state of supersaturation to the labile
state, leading to spontaneous fibrillation. With a newly constructed instrument, a
HANdai Amyloid Burst Inducer (HANABI), the ultrasonication-forced fibrillation
of proteins can be automatically and rapidly analyzed. The results with hen egg-
white lysozyme suggested that the large fluctuation observed in the lag time
for amyloid fibrillation originated from a process associated with a common
amyloidogenic intermediate. The HANABI system will also be useful for studying
the mechanism of crystallization of proteins because proteins form crystals by the
same mechanism as amyloid fibrils under supersaturation.

Keywords Amyloid fibrils • High-throughput analysis • Protein aggregation •
Solubility and supersaturation • Ultrasonication
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2.1 Introduction

Amyloid fibrils are linear self-assemblies of proteins with an ordered cross-“
structure in which the “-strands are arranged perpendicular to the long fibril axis
[1–4]. As seen from Fig. 2.1, amyloid fibrils are around 10 nm in diameter and
several �m in length. Formation of amyloid fibrils (hereinafter referred to as
“amyloid fibrillation”) is thought to be a result of protein misfolding because their
deposition is associated with the pathology of more than 20 serious disorders such
as Alzheimer’s disease, Parkinson’s disease, type II diabetes, and dialysis-related
amyloidosis [5, 6]. On the other hand, amyloid-like structures are also utilized for
beneficial purposes in nature, known as functional amyloids [7–9]. Because many
structurally unrelated proteins can form amyloid fibrils, amyloid fibrillation is likely
to be a general property of polypeptide chains [4].

Human “2-microglobulin (“2-m), a protein responsible for dialysis-related amy-
loidosis, is one of the most extensively studied proteins [10–18]. Dialysis-related
amyloidosis is a common and serious complication in patients receiving hemodial-
ysis for more than 10 years [14, 19]. “2-m, a typical immunoglobulin domain
made of 99 amino acid residues, is present as the non-polymorphic light chain of
the class I major histocompatibility complex (MHC-I) [20]. Renal failure disrupts
the clearance of “2-m from the serum, and “2 -m does not pass through the
dialysis membrane, resulting in an increase in the “2-m concentration by up to
50-fold in the blood circulation [14, 21]. “2-m then self-associates to formamyloid

Fig. 2.1 Morphology of amyloid fibrils. (a) AFM image of amyloid fibrils of “2-m. The scale bar
indicates 500 nm. (b) Electron microscopic image of amyloid fibrils of hen egg-white lysozyme.
The scale bar indicates 200 nm
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fibrils. Although the details are still unclear, it is evident that an increase in the
concentration of “2-m in the blood is one of the most important risk factors for the
disease.

Hen egg-white lysozyme is also extensively used to study amyloid fibrillation
[22, 23]. Although lysozyme in the native state does not easily form amyloid fibrils,
destabilization of the native structure by guanidine hydrochloride (Gdn-HCl) and
alcohols induces amyloid fibrillation [24–26].

Amyloid fibrillation consists of nucleation and growth [27–29]. The nucleation
process, in which a number of monomers associate to form a minimal fibril unit,
does not readily occur. Once a nucleus is formed, however, subsequent growth of
fibrils proceeds rapidly via the incorporation of the monomers into seed fibrils.
These characteristics are similar to those of the crystal growth of solute substances,
where agitation of the solution often accelerates the nucleation process. Indeed,
shaking and stirring of solutions have been used widely to promote amyloid
fibrillation [30]. While “2-m does not readily form amyloid fibrils at pH 2.5 under
the quiescent conditions, agitation induces amyloid fibrillation. Recent studies have
focused on the accelerating effects of ultrasonic irradiation on amyloid fibrillation
of “2-m [31–34].

2.2 Ultrasonication-Induced Amyloid Fibrillation

Ultrasonication has been routinely used for preparing seeds from preformed fibrils,
where long fibrils are fragmented to produce short fibrils [28]. Because the ends of
fibrils act as the templates of subsequent growth, ultrasonic treatment is effective
to maximize the seeding potential of preformed fibrils. The same effects have
been applied to the amplification of infectious prion proteins [35, 36]. Consid-
ering the strong mechanical impacts of ultrasonication on the preformed fibrils,
ultrasonic irradiation is another type of agitation for accelerating the nucleation
process. Stathopulos et al. [37] showed that for various proteins (i.e., bovine serum
albumin, horse heart myoglobin, hen egg-white lysozyme, Tm0979, recombinant
hisactophilin, and human cytosolic Cu/Zn superoxide dismutase), ultrasonication
results in the formation of amyloid-like aggregates.

Ohhashi et al. [31] studied in detail the effects of ultrasonication on “2-m. After
the reaction mixture (i.e., 0.3 mg/mL “2-m monomer at pH 2.5 containing 0.1 M
NaCl) was prepared in an Eppendorf tube, ultrasonic treatment was started with the
tube placed in a water bath-type ultrasonicator (ELESTEIN 070-GOT, Elekon) at
37 ıC. The effects of ultrasonication were monitored by fluorometric analysis with
thioflavin T (ThT), a specific dye for amyloid fibrils [38]. Repeated ultrasonication
induced a sudden and remarkable increase of ThT fluorescence after a lag time of
about 2 h. The fibrils were confirmed by atomic force microscopy (AFM) and acted
as seeds for subsequent growth.
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2.3 Developing a High-Throughput Assay System

2.3.1 Combined Use of Ultrasonication and a Microplate
Reader

It is likely that a large proportion of proteins have the potential to cause amyloidosis
[39]. Potential amyloidogenicity argues the necessity for a genome-wide search for
the amyloidogenicity of proteins. A high-throughput assay system for screening
acceleratory and inhibitory factors is also important for developing therapeutic
strategies. Giehm and Otzen [30] proposed a high-throughput screening assay of
amyloid fibrillation with a microplate reader, in which the orbital shaking of each
well with glass beads was employed to increase reproducibility.

So et al. [33] combined the use of ultrasonication and a microplate reader, taking
advantage of the marked effects of ultrasonication. As illustrated in Fig. 2.2a, a
microplate (6 cm � 10 cm with 8 � 12 wells) was set at the center of the water bath,

Fig. 2.2 High-speed assay of amyloid fibrillation using ultrasonication and a microplate reader.
(a) Illustration of the experimental procedure. The microplate was set at the center of a water bath-
type ultrasonicator. The formation of fibrils was monitored by measuring ThT fluorescence with a
microplate reader. (b) Distribution of the lag time on the microplate defined by the gray scale bar.
(c) Time course of the formation of fibrils in 96 wells monitored by measuring ThT fluorescence.
Lines of different colors represent the kinetics in different wells, shown with the same color as
defined in (b). (d) AFM image of the fibrils. The scale bar represents 1 �m (The figures were
reproduced from So et al. [33] with permission)
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and ultrasonic pulses ( 19 kHz) from three directions were applied to the microplate.
In a standard experiment, the wells were filled with the sample solutions of “2-m
(0.2 mL each at 0.3 mg/mL at pH 2.5) containing 0.1 M NaCl and 5 �M ThT. The
plate was subjected to ultrasonic irradiation. After the ultrasonication treatment, the
plate was set on the microplate reader to assay the ThT fluorescence. The process
was repeated during the incubation period.

The microplate was subjected to cycles of ultrasonication for 1 min followed by
9-min quiescence and 37 ıC. Many wells exhibited an increase in ThT fluorescence
after a lag period (Fig. 2.2b, c). The increase was much faster than that on
agitating the microplate by shaking. No increase in fluorescence occurred for
2 days under quiescent conditions. The AFM image showed many short fibrils
(Fig. 2.2d). However, the lag time for fibrillation varied significantly depending
on the location in the microplate due to the relatively wide microplate, and the
final fluorescence intensity also varied, indicating that the amyloid fibrillation is
predominantly determined by the ultrasonication power.

Although So et al. [33] developed the method of the use of a 96-well
microplate for simultaneous assays of ultrasonication-forced amyloid fibrillation,
the microplate has to be moved manually from the ultrasonicator to the microplate
reader after each ultrasonic irradiation. In order to analyze the ultrasonication-forced
amyloid fibrillation of proteins automatically, Umemoto et al. [40] constructed an
instrument, HANdai Amyloid Burst Inducer (HANABI, see Fig. 2.3). With the

Fig. 2.3 Overview (a) and schematic illustration (b) of HANABI. HANABI combines a water
bath-type ultrasonicator and a fluorescence microplate reader (The figure was reproduced from
Umemoto et al. [40] with permission)
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HANABI system, ultrasonic irradiation was performed in a water bath, the plate was
then moved to the microplate reader, and ThT fluorescence was monitored; these
three processes were repeated automatically under programmed time schedules. In
order to irradiate all the sample solutions as evenly as possible, the microplate can
be moved horizontally during ultrasonication periods (see below).

2.3.2 Measurements of Ultrasonic Power

To understand the variation of fibrillation depending on the location, So et al.
[33] monitored the ultrasonic amplitude (or pressure) of each well using a lead
zirconate titanate (PZT) detector. The ultrasonic amplitude varied depending on
the position of the well (Fig. 2.4a), and the variation was similar to that for lag
time (Fig. 2.2b), suggesting that the amyloid fibrillation depends critically on the
ultrasonic amplitude. The lag times were plotted against ultrasonic amplitude,
obtaining a correlation coefficient value of 0.5 (Fig. 2.4b). Although scattering of the
data is significant, a linear correlation between the lag time and ultrasonic amplitude
confirms that the amyloid fibrillation is predominantly determined by ultrasonic
amplitude. The apparent scattering is likely to be caused by both the difficulty in
accurately measuring the ultrasonic amplitude and the intrinsic fluctuation of the
lag time even under the same ultrasonic amplitude.

There are several additional methods to quantitatively determine ultrasonic
power [41]. Calorimetry is often used to specify the ultrasonic power dissipated
into a solution, where the initial rate of temperature increase is measured upon
irradiation of the solution with ultrasonic pulses. With the calorimetric method,
ultrasonic power (Q) is calculated using the equation Q D (dT/dt) cp M, where cp

Fig. 2.4 Correlation of the lag time with ultrasonic amplitude. (a) Distribution of ultrasonic
amplitude on the microplate measured with a PZT detector. (b) Correlation of the lag time as
shown in Fig. 2.2b with ultrasonic amplitude (The figures were reproduced from So et al. [33] with
permission)
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is the heat capacity of water (4.2 J g�1 K�1) and M is the mass of water (g).
(dT/dt) is the increase in temperature per second. Yamaguchi et al. [42] investigated
the position dependence of the ultrasonic power of a water bath-type ultrasonic
transmitter (ELESTEIN 070-GOT, Elekon) using the calorimetric method, showing
that the ultrasonic power ranged from 0.3 to 2.7 W.

Chemical dosimetries have also been proposed for the calibration of ultrasonic
power [41]. Chemical dosimetry gives sonochemical efficiency in a whole reaction
solution, based on oxidation and/or reduction reactions occurring in an aqueous
solution. A conventional system is the generation of the triiodide (I3

�) ion from
an aqueous potassium iodide (KI) solution by ultrasonic irradiation, known as KI
oxidation. When ultrasound is irradiated into the KI solution, I� ions are oxidized
to give diatomic molecules (I2). When excess I� ions are present in solutions, I2

reacts with the excess I� ions to form I3
� ions. The amount of I3

� ions produced
after an adequate duration of sonication, which can be estimated by measuring the
absorbance of I3

� at 355 nm, is regarded as a relative measure of ultrasonic power.
Yamaguchi et al. [42] investigated the position dependence of the amount of I3

�
ions produced by a water bath-type ultrasonic transmitter (ELESTEIN 070-GOT,
Elekon) and revealed that the ultrasonic strength determined by KI oxidation was in
agreement with that determined by calorimetry. Therefore, KI oxidation would also
be useful for evaluating the position dependence of amyloid fibrillation.

2.3.3 Minimizing the Well-Dependent Variation

For high-throughput screening assays, the well-dependent variation in ultrasonic
amplitude should be minimized for comparing the amyloidogenicity of various
samples. So et al. [33] rotated the microplate horizontally at the center of the plate
so as to apply power evenly to all the wells. Rotation of the microplate led to a
significant improvement in synchronized amyloid fibrillation as well as a slight
shortening of the lag time. The mean ˙ standard deviation (SD) values of 96 wells
with and without rotation were 69.0 min ˙ 11.0 min and 107.2 min ˙ 26.4 min,
respectively (Fig. 2.5). Although the lag time was still scattering, the results suggest
a promising approach to achieving a uniform distribution of ultrasonic energy.

By constructing a HANdai Amyloid Burst Inducer (HANABI), which combines
the use of a water bath-type ultrasonicator and microplate reader (Fig. 2.3),
Umemoto et al. [40] examined the effects of plate movements by monitoring the
oxidation of KI. The plate was horizontally translated during the ultrasonication
periods. The mean, standard deviation (SD), and coefficient of variation (CV) for
the KI oxidation rate in the 96 wells were obtained in the presence and absence
of plate movements. Here, the CV value, defined as the ratio of the SD to the
mean, indicates a degree of relative variation. Without plate movements, the rate
of KI oxidation was low in many wells and varied significantly depending on the
well. These variations were attributed to fluctuations in the ultrasonic power, even
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Fig. 2.5 Effects of the rotation of the microplate on the fibrillation of “2-m. (a and b) Time course
of the formation of amyloid fibrils without (a) and with (b) rotation at 6 rpm. The gradient of colors
was used in terms of the lag time, as defined by the gray scale bar. The distribution of the lag time
on the microplate wells is also shown with the same colors. (c) The distribution of the lag time
with (white) or without (gray) rotation. The lines were obtained by Gaussian curve fittings (The
figure was reproduced from So et al. [33] with permission)
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though the 3 ultrasonic transducers were set to maximize the ultrasonic intensity
at the location of the plate. Upon moving the microplate, on the other hand, the
oxidation rate increased and the variation in the KI oxidation rate was significantly
suppressed. The CV values in the absence and presence of the plate movements were
1.4 and 0.2, respectively. Because KI oxidation is a simple reaction that is directly
proportional to the ultrasonic energy, it was assumed that the observed variations
in the KI oxidation rate represented the basic performance of the HANABI system.
The ultrasonication-dependent KI oxidation experiments were repeated three times
in the presence and absence of the plate movement. The CV values were constant
in the three experiments, which suggested that fluctuations between the experiments
were minimal.

2.3.4 High-Throughput Analysis of Amyloid Fibrillation
with HANABI

The HANABI system makes it possible to perform the fibrillation experiments with
many samples efficiently, providing extensive understanding of amyloidogenicity.
Umemoto et al. [40] performed the experiments using hen egg-white lysozyme
at various concentrations of Gdn-HCl. The lysozyme solutions were incubated at
37 ıC with the plate movements during cycles of ultrasonication for 3 min at 7-
min intervals, and the fibrillation was monitored by measuring ThT fluorescence.
Figure 2.6 represents the distribution of lag times at various concentrations of
Gdn-HCl. The fibrillation experiments were repeated three times. At 1.0 M Gdn-
HCl, fibrillation occurred with a significant variation in the lag time from 1 to
11 h depending on the wells. Fibrillation was the fastest in the presence of 3.0 M
Gdn-HCl, with a lag time of less than 1.5 h for most of the wells. At 5.0 M
Gdn-HCl, fibrillation became slow with apparently scattered lag times. The results
provided an important insight into the mechanism underlying amyloid fibrillation.
At 1.0 M Gdn-HCl, the concentration at which lysozyme dominantly assumes its
native structure, the protein had to unfold to form fibrils. At 5.0 M Gdn-HCl, highly
disordered proteins returned to the amyloidogenic conformation with some degree
of compaction. The lag time of the fibrillation showed a minimum at 3.0 M Gdn-
HCl, where amyloidogenic conformation was stably populated.

The mean, SD, and CV of the lag time were obtained for each of the experiments
at various Gdn-HCl concentrations (Fig. 2.6f, g). The mean and SD depended on
the concentration of Gdn-HCl. Scattering of the lag time at the lower and higher
Gdn-HCl concentrations was larger than that at 2.0–4.0 M Gdn-HCl. However, the
CV was constant at a value of 0.4, independent of the Gdn-HCl concentration.
The larger CV value for the fibrillation than KI oxidation with the CV value of 0.2
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Fig. 2.6 Dependence of the lag time of lysozyme fibrillation on the Gdn-HCl concentration
on the basis of “whole plate analysis.” (a–e) Histograms of the lag time at various Gdn-HCl
concentrations. (f, g) The average lag times with the standard deviations (f) and coefficients of
variation (g) at various Gdn-HCl concentrations. The results of three experiments are shown (The
figure was reproduced from Umemoto et al. [40] with permission)

represents a complicated mechanism of amyloid nucleation. Although the factors
that produce a high CV value have yet to be determined, the HANABI system has
the potential to address these factors by advancing the high-throughput analysis of
the forced fibrillation of proteins.

2.4 Ultrasonication-Dependent Crystallization of Lysozyme

Ultrasonication was previously shown to be useful for accelerating the crystal-
lization of proteins [43, 44]. Umemoto et al. [40] installed a CCD camera to the
HANABI system in order to rapidly and automatically monitor the crystallization
of hen egg-white lysozyme at a concentration of 20 mg/mL, pH 4.8, and 25 ıC,
as described previously [43]. No crystals were observed after 1-day incubation at
1.0 M NaCl in the absence of agitation (Fig. 2.7a). However, when the solution
was subjected to ultrasonication for 5 min, crystals appeared at 10 h and grew in
size by 30 h (Fig. 2.7b). These results indicated that the supersaturated protein
solution can no longer be kept metastable upon ultrasonic irradiation, leading to
protein crystallization.
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Fig. 2.7 Monitoring the crystallization of lysozyme. (a) Crystallization without ultrasonication.
(b) Crystallization with 5-min ultrasonication followed by quiescence. (c) Crystallization with
5-min ultrasonication followed by 30-min quiescence, 1-min ultrasonication, and quiescence.
Sizes of images were 3 mm � 4 mm (The figure was reproduced from Umemoto et al. [40] with
permission)

Ultrasonication has been shown to exert opposing effects on amyloid fibrils: the
induction of monomers to form fibrils and the breakdown of preformed fibrils into
smaller fibrils [32, 45]. This also appears to be true for protein crystals based on
the finding that ultrasonication-induced crystals were relatively homogeneous and
small in size [43]. A smaller number of ultrasonic pulses followed by incubation
without agitation were useful for obtaining a smaller number of larger crystals [43].
Thus, the size and homogeneity of protein crystals can be regulated by manipulating
ultrasonic pulses. Extensive ultrasonication, which was achieved by repeated pulses,
resulted in a large number of small and homogeneous crystals (Fig. 2.7c).

2.5 Mechanism of Ultrasonication-Forced Fibrillation

Ultrasonication has become an important approach to inducing amyloid fibrillation
in apparently monomeric protein solutions. Then, what are the mechanisms of the
ultrasonication-forced amyloid fibrillation (Fig. 2.8)? Generally, irradiation of an
aqueous solution with ultrasonic waves produces cavitation microbubbles, which
repeatedly grow and collapse in synchrony with the driving acoustic pressure (or
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Fig. 2.8 The mechanism of ultrasonication-induced amyloid fibrillation (The figure was repro-
duced from Yoshimura et al. [55] with permission. Copyright (2013) The Japan Society of Applied
Physics)

ultrasonic amplitude) [46]. When the microbubbles collapse, the temperature inside
drastically increases because of isothermal compression effects, providing hot spots
and free radical species [47, 48]. These decompose organic compounds in the
solution, that is, a sonochemical reaction [49–51]. The sonochemical reactions occur
most effectively in focused regions with a high-amplitude acoustic resonant mode
where the ultrasonic amplitude is much higher than the standard amplitude [46].

However, because “2-m is intact even after extensive ultrasonication [31, 32],
sonochemical reactions do not seem to be the main mechanisms responsible for
the breakdown and formation of the fibrils. On the other hand, the repeated
growth and collapse of cavitation bubbles and concomitant large shearing forces
[52–54] seem to be directly linked to triggering of the amyloid nucleation in
supersaturated monomeric solutions. One possible mechanism of ultrasonication-
forced nucleation is the formation of glassy (i.e., amorphous) aggregates at the
hydrophobic liquid-gas interface of cavitation bubbles. Development of the nucleus-
competent conformation in the glassy aggregates triggers the growth of crystal-like
amyloid fibrils in the supersaturated metastable region. Large shearing forces,
breaking the growing fibrils and thus increasing the number of nuclei (i.e., secondary
nucleation), further accelerate spontaneous fibrillation. Moreover, ultrasonication is
likely to induce denaturation of the native proteins at the hydrophobic liquid-gas
interface, leading to the acceleration of their fibrillation. Clarifying the physical
nature of these effects is the next challenge for advancing the general mechanism of
amyloid fibrillation in supersaturated solutions.
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2.6 Conclusion

Amyloid fibrils form in supersaturated solutions of precursor proteins by a nucle-
ation and growth mechanism characterized by a lag time. We have shown that
ultrasonication dramatically accelerates the formation of amyloid fibrils by break-
ing supersaturation. We suggest that cavitation microbubbles play a key role in
effectively converting the metastable state of supersaturation to the labile state,
leading to spontaneous fibrillation. A HANABI system, which combines the use of
a water bath-type ultrasonicator and microplate reader, enables a high-throughput
analysis of the amyloid fibrillation. The HANABI system will also be useful for
analyzing crystallization of proteins because proteins form crystals by the same
mechanism as amyloid fibrils under supersaturation. Moreover, supersaturation-
limited reactions are common to various natural phenomena including supercooling
of water and polymerization of actins and microtubules. Ultrasonication and thus
HANABI will become an important approach for addressing the mechanism of
various supersaturation-limited phase transitions.
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Chapter 3
In Situ Solid-State NMR Studies
of Crystallization Processes

Kenneth D.M. Harris, Colan E. Hughes, and P. Andrew Williams

Abstract While solid-state NMR spectroscopy is a versatile technique for studying
structural and dynamic properties of solids, adaptation of this technique for in situ
monitoring of chemical processes is often associated with technical challenges.
In this regard, it is only very recently that an in situ solid-state NMR strategy
for monitoring the evolution of crystallization processes has been developed. The
early results from the application of this strategy suggest that it is a powerful
approach both for identifying the sequence of polymorphic forms (or other solid
forms) present as a function of time during crystallization from solution and for
discovering new polymorphs. Furthermore, the latest development of this in situ
technique (called “CLASSIC NMR”) allows the simultaneous measurement of both
liquid-state and solid-state NMR spectra as a function of time during crystallization,
yielding complementary information on the evolution of both the solid and liquid
phases. This article describes the foundations of these techniques and presents
several examples of applications that highlight the potential of in situ solid-state
NMR to deepen our understanding of crystallization processes.

Keywords In situ NMR • Crystallization • Polymorphism

3.1 Introduction

In the present day, the experimentalist interested in the study of organic crystal
chemistry is blessed with the availability of a vast array of experimental techniques
that may be exploited to reveal insights into specific aspects of the material
of interest. While each individual technique can reveal different (and in many
cases unique) information about the properties of the material, solid-state NMR
spectroscopy [1, 2] is perhaps the most versatile technique in terms of the wide
variety of different types of knowledge that can be obtained, including information
on local structural properties, internuclear interactions and dynamic processes
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occurring across a broad range of characteristic timescales. Furthermore, as each
NMR-active isotope has a unique set of NMR properties, solid-state NMR studies
of different nuclei within a given material give access to different types of NMR
experiment and different types of NMR phenomenon, yielding potentially a vast
amount of complementary information about the structural and dynamic properties
of the material.

However, although solid-state NMR is a powerful and versatile technique for the
physico-chemical characterization of solids, adaptation of this technique for in situ
studies of chemical processes is often associated with technical challenges. These
challenges include the fact that high-resolution solid-state NMR spectra are usually
recorded under conditions of rapid sample spinning (at frequencies typically around
10,000 revolutions per second; see Sect. 2) and the fact that the sample is located in
a sealed rotor within a confined and relatively inaccessible space inside the magnet
of the solid-state NMR spectrometer. For these reasons, the development of in situ
solid-state NMR techniques has tended to lag behind the advances that have been
made in other in situ experimental strategies (e.g. those based on diffraction, other
spectroscopies and microscopy).

Among the various types of chemical process for which the potential advan-
tages of deploying experimental techniques for in situ investigations have been
recognized, the study of crystallization processes from solution poses particular
challenges as such systems intrinsically comprise two phases (liquid and solid).
Crystal growth processes [3, 4] are encountered in many different fields of scientific
endeavour and are crucially important in many aspects of chemical, pharma-
ceutical and biological sciences. Progress towards improving our understanding
of crystallization processes has important practical implications, not least the
importance of improving our ability to exert control over the polymorphic form of
crystals produced in industrial applications. Deepening our fundamental physico-
chemical understanding of crystallization relies significantly on the development
and application of new experimental strategies, particularly those that allow direct
in situ monitoring of the process. In general, crystallization processes are governed
by kinetic factors, and metastable polymorphs are often produced rather than
the thermodynamically stable polymorph (in this context, polymorphs [5–12]
are defined as crystalline materials that have identical chemical composition but
different crystal structures). Furthermore, crystallization processes often evolve
through a sequence of different solid forms before reaching the final crystallization
product, and details of the time evolution of the process can depend critically
on the exact conditions of the crystallization experiment. In order to optimize
and control crystallization in such situations, it is essential to understand the
sequence of events involved in the evolution of the solid form, rather than simply
characterizing the final crystalline phase collected at the end of the process. In this
regard, exploitation of experimental strategies that allow direct in situ monitoring
of crystallization processes is clearly essential. A wide variety of in situ techniques
have been used to study crystallization [13], including scattering techniques [e.g.
X-ray diffraction (either in energy-dispersive or angular-dispersive mode), small-
angle X-ray scattering, neutron diffraction and small-angle neutron scattering],
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spectroscopic methods (e.g. infrared, Raman and X-ray absorption spectroscopies)
and microscopy (e.g. atomic force microscopy). Until now, however, solid-state
NMR spectroscopy has not been used extensively in this regard, presumably as a
consequence of the technical challenges discussed above.

In order to make progress to address this issue, our recent research on fun-
damental aspects of crystallization processes has explored the development of a
new in situ solid-state NMR technique [14, 15] for monitoring the evolution of the
solid phase during crystallization from solution. This technique has the potential to
yield new insights on several issues relating to crystallization processes, particularly
concerning the evolution of different polymorphic forms (and interconversion
between polymorphs) as a function of time during crystallization. Very recently
[16], we further extended this methodology by proposing and demonstrating a
strategy for in situ studies of crystallization involving combined liquid-state and
solid-state NMR measurements, allowing the evolution of both the solid phase and
the liquid phase to be probed as a function of time during the same crystallization
experiment.

This chapter presents an overview of all these recent developments in the in situ
monitoring of crystallization processes using NMR spectroscopy.

3.2 Essential Background to High-Resolution Solid-State
NMR

A basic premise underlying the development of solid-state NMR for in situ studies
of crystallization processes is the well-established fact that high-resolution solid-
state NMR can be utilized for the identification of different polymorphic forms
[11, 17, 18]. In the case of organic solids, for example, the high-resolution solid-
state 13C NMR spectrum should contain one peak for each crystallographically
distinguishable carbon atom in the crystal structure (although, in practice, the actual
number of observed peaks may be less than this number as a consequence of
accidental peak overlap). The peak positions (i.e. the isotropic chemical shifts) in the
high-resolution solid-state 13C NMR spectrum depend both on the environment of
the 13C nucleus within the molecule and also on the local environment surrounding
the 13C nucleus within the crystal structure. As a consequence, for a given 13C
site within an organic molecule, the peak positions in high-resolution solid-state
13C NMR spectra can typically differ within a range of about ˙5 ppm between
different polymorphs (or other solid forms) due to the dependence of the isotropic
chemical shift on the crystal structure. Of course, larger differences in peak positions
may arise between polymorphs that contain significantly different conformations or
different tautomeric forms of the molecule. In the present context, we give only a
brief introduction to the experimental methods for measuring high-resolution solid-
state NMR spectra of powder samples, which nowadays can be applied relatively
routinely on dedicated solid-state NMR spectrometers.
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In the case of high-resolution solid-state 13C NMR of organic solids (at natural
isotopic abundance), the primary contributions to line broadening arise from
chemical shift anisotropy and from direct 13C–1H dipole–dipole interactions. The
line broadening can be effectively eliminated (resulting in high-resolution 13C NMR
spectra) by a combination of rapid magic-angle sample spinning (MAS), typically
at spinning frequencies of around 10 kHz, and high-power 1H decoupling.

Another experimental technique that is commonly applied in the measurement
of high-resolution solid-state 13C NMR spectra of organic materials is 1H !13C
cross polarization (CP) [1, 2, 11]. In this technique, rather than directly exciting
the 13C nuclei followed by detection of the 13C NMR signal, the procedure is to
excite the 1H nuclei, followed by transfer of magnetization from the 1H nuclei to the
13C nuclei (i.e. the “cross-polarization” process) and detection of the resulting 13C
NMR signal. In the measurement of high-resolution solid-state 13C NMR spectra of
powder samples, the major benefit of using 1H !13C CP is that it gives a significant
enhancement of signal intensity compared to normal 13C direct excitation. However,
as discussed in Sect. 3, in the context of applying high-resolution solid-state 13C
NMR for in situ studies of crystallization from solution, the use of 1H !13C CP has
the critical benefit of allowing selective detection of the 13C NMR signal only from
the solid component of the heterogeneous solid/liquid system that exists during the
crystallization process.

More details of these techniques and other technical aspects of solid-state NMR
spectroscopy can be found elsewhere [1, 2].

3.3 Experimental Aspects of In Situ Solid-State NMR
Studies of Crystallization Processes

Until recently, the prospect of using solid-state NMR for in situ studies of
crystallization from solution was limited by the difficulty of securely sealing a
fluid phase inside an NMR rotor such that MAS could be carried out at several
kHz without problems arising from leakage of the liquid from the rotor. Recently,
suitable rotor technology has been developed (Fig. 3.1) for sealing solutions inside
NMR rotors for MAS experiments, and this technical development paved the way
for the types of experiment described here.

In the in situ solid-state NMR strategy that we have developed for monitoring
crystallization processes, a homogeneous (undersaturated) solution is initially
prepared inside the NMR rotor at elevated temperature, and crystallization is then
induced by decreasing the temperature rapidly to a specific target temperature at
which the solution is supersaturated (Fig. 3.2). Crystallization is thermodynamically
favoured at the target temperature, and the time dependence of the crystallization
process is monitored by repeatedly recording high-resolution solid-state NMR



3 In Situ Solid-State NMR Studies of Crystallization Processes 35

Fig. 3.1 Examples of designs that have overcome the challenges of sealing liquid-containing
samples inside NMR rotors for use in rapid MAS experiments, as required for in situ solid-state
NMR studies of crystallization from solution. The rotor designs shown represent schematics of
sealing systems used by Varian (left) and Bruker (right)

Fig. 3.2 Schematic of the strategy for in situ solid-state NMR studies of crystallization processes,
illustrated by the case of a system in which the crystallization process initially produces a
metastable polymorph A (red) followed by a polymorphic transformation to produce a more stable
polymorph B (green). The corresponding changes in the measured solid-state NMR spectrum as a
function of time are shown at the bottom
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spectra as a function of time. Clearly, the time resolution of the in situ monitoring
of the crystallization process depends on the time required to record an individual
NMR spectrum of adequate quality to identify and distinguish the different solid
forms present during the evolution of the system. As discussed in Sect. 2, sufficiently
good spectral resolution is also required in order to identify and assign the solid
phases present at different stages of the crystallization process. Clearly, it is
desirable to be able to detect and identify the first solid particles produced in
the crystallization process, at which stage the amount of solid in the system is
generally very low. Thus, optimization of the sensitivity of the measurement is also
important, allowing solid-state NMR spectra of adequate quality to be recorded in
the shortest possible time. In order to maximize the sensitivity, isotopic labelling
of the material to be crystallized is desirable (although not always essential and/or
feasible), and carrying out the experiments at high applied magnetic field is clearly
also advantageous. For this reason, much of our recent research on the application
of the techniques described here has been carried out at the UK National High-Field
(850 MHz) Solid-State NMR Facility.

A key feature of our solid-state NMR strategy for in situ studies of crystallization
processes is that it exploits the opportunity afforded by NMR of complete selectivity
in detecting only the solid component in the crystallization system, such that the
dissolved solute and solvent remain undetected in the measurement. In the case
of organic materials, such discrimination between solid and solution phases may
be achieved by recording 13C NMR spectra under conditions of 1H !13C cross
polarization (CP). As a consequence of the differences in the dynamic behaviour
of molecules in the solid state and the solution state, measurements under normal
conditions for 1H !13C CP give rise to a signal only from the solid phase. Thus,
even if only a small fraction of the solute has crystallized (e.g. in the early stages
of the crystallization experiment), it is only the solid particles that contribute to the
measured NMR spectrum, while the dissolved solute molecules (present in much
higher amount in the early stages of the crystallization process) are “invisible” to
the measurement.

In contrast, for in situ studies of crystallization processes based on X-ray or
neutron scattering techniques, scattering occurs both from the crystalline solid
particles (giving rise to Bragg diffraction peaks) and from the solution phase (giving
rise to a broad background scattering). As a result, the scattering data may be
dominated by the contribution from the solution phase, particularly in the early
stages of the crystallization process when the amount of the solid phase is low.
Furthermore, it is important to emphasize that, in the in situ solid-state NMR
experiment, essentially the entire crystallization system (i.e. the sample inside the
NMR rotor) is studied. In the case of in situ X-ray or neutron scattering experiments,
on the other hand, a finely focused incident beam is usually used, which interrogates
only a fraction of the sample inside the in situ cell.
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3.4 Applications of In Situ Solid-State NMR to Study
Polymorphic Evolution During Crystallization

The first applications of our in situ solid-state NMR technique focused on the crys-
tallization of glycine (H3

CNCH2CO2
�) from different solvents. As crystallization

of glycine has been very widely studied [19–37], it has acquired the status of a
prototypical system in polymorphism research. Under ambient conditions, three
polymorphs of glycine (denoted ˛, ˇ and � ) are known [19–23]. The � polymorph
is the thermodynamically stable form, while the ˇ polymorph is the least stable
form [28, 38]. The consensus in the literature is that crystallization from water at
neutral pH produces the metastable ˛ polymorph. However, it was suggested in an
early publication [21] that crystallization from deuterated water may promote the
formation of the � polymorph, although systematic studies of this isotope effect
were only reported very recently [33, 35], in which it was demonstrated inter alia
that deuteration (even at levels as low as 1 %) does indeed lead to a significant
increase in the probability of obtaining the � polymorph. In high-resolution solid-
state 13C NMR spectra, the isotropic peaks for the carboxylate group in the ˛, ˇ
and � polymorphs of glycine are at 176.5, 175.5 and 174.5 ppm, respectively [30],
and these peaks are sufficiently well resolved to allow the three polymorphs to be
readily distinguished. In contrast, the peaks for the CH2 group are not sufficiently
well resolved.

Our first demonstration of the in situ solid-state NMR strategy [14] involved
crystallization of glycine (for a sample with 13C labelling in both carbon envi-
ronments) from water with natural isotopic abundance (Fig. 3.3a). At the earliest

Fig. 3.3 In situ solid-state 13C NMR spectra (showing only the carboxylate region) recorded
as a function of time during crystallization of glycine from (a) H2O and (b) D2O. (c) The
relative amounts of the ˛ (blue) and � (red) polymorphs of glycine as a function of time during
crystallization from D2O, established from the in situ solid-state 13C NMR data shown in (b)
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stages of the crystallization process, a peak emerges at 176.5 ppm and the intensity
increases as a function of time. From the chemical shift, this solid phase is assigned
as the ˛ polymorph. These observations indicate that formation and growth of
the ˛ polymorph occur under these conditions, with no detectable amounts of
the ˇ polymorph or � polymorph observed throughout the duration (13 h) of the
experiment.

To explore the isotope effect discussed above, a separate in situ solid-state NMR
experiment (Fig. 3.3b) investigated the crystallization of glycine (again for a sample
with 13C labelling in both carbon environments) from deuterated water. In this
experiment, the total level of deuteration of all exchangeable hydrogen sites in the
system (i.e. the water molecules and the NH3

C group of the zwitterionic glycine
molecules) was 86 %. Our in situ solid-state 13C NMR results indicate that the
˛ polymorph is again the first solid form produced in the crystallization process,
suggesting that the same nucleation pathway is followed in both H2O and D2O.
The amount of the ˛ polymorph continues to increase during the first ca. 1.5 h
of the crystallization process. However, at this time, a new peak emerges in the
solid-state 13C NMR spectrum at 174.5 ppm, characteristic of the � polymorph. The
intensity of this new peak then increases as a function of time, while the intensity
of the peak due to the ˛ polymorph exhibits a concomitant decrease. The relative
amounts of the ˛ and � polymorphs present as a function of time, established from
integrated peak intensities (corrected to allow for the different cross-polarization
efficiencies of the ˛ and � polymorphs), are shown in Fig. 3.3c. There is no evidence
for the presence of any intermediate solid phase in the transformation from the ˛
polymorph to the � polymorph, consistent with the rate of increase in the amount of
the � polymorph mirroring the rate of decrease in the amount of the ˛ polymorph
(Fig. 3.3c). Throughout the period after ca. 1.5 h, the total amount of solid glycine
remains approximately constant. The polymorphic transformation is assigned as a
solution-mediated process rather than a direct solid-state phase transition [based, in
part, on the observation that a “dry” powder sample of the ˛ polymorph (i.e. not in
contact with a liquid phase) under ambient conditions transforms to the � polymorph
only over a much longer timescale than the duration of the in situ solid-state NMR
study]. For each of the two isotopomeric systems, the final polymorph obtained at
the end of the in situ solid-state NMR study (i.e. the ˛ polymorph in the natural
abundance system and the � polymorph in the deuterated system) is consistent with
the preferred polymorphic outcome observed in conventional (ex situ) laboratory
crystallization experiments [35] carried out under the same conditions and over the
same total period of time.

Next, we consider the application of the in situ solid-state 13C NMR strategy
to study crystallization of glycine under conditions (from methanol/water) that are
anticipated [31] to promote the formation of the ˇ polymorph. The in situ solid-
state 13C NMR spectra recorded as a function of time in this experiment [15] are
shown in Fig. 3.4 and selected spectra are shown in Fig. 3.5. In these experiments,
the glycine was 13C labelled only in the carboxylate group, thus eliminating the
line broadening due to unresolved 13C : : : 13C J-coupling in the double 13C-labelled
sample of glycine used in the experiments described above (thus, the linewidths
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Fig. 3.4 In situ solid-state 13C NMR spectra (showing the carboxylate region) recorded as a
function of time during crystallization of glycine from water/methanol

in Figs. 3.4 and 3.5 are significantly narrower than those in Fig. 3.3). In the first
spectrum recorded (Fig. 3.5a), the solid phase is identified as a virtually pure sample
of the ˇ polymorph (with a very small amount of the ˛ polymorph also present).
Thus, it is clear that the very early stages of crystallization yield a significant
excess of the ˇ polymorph in this system. Further experiments [15], including ex
situ studies to characterize the crystallization products by powder X-ray diffraction,
confirmed that a pure sample of the ˇ polymorph is formed immediately on adding
methanol to an aqueous solution of glycine. Thus, we can deduce that the low-
intensity signal from the ˛ polymorph observed in the first spectrum in the in situ
solid-state NMR study (Fig. 3.5a) emerges after the initial crystallization event (but
still within the time taken to record the first spectrum in the in situ solid-state 13C
NMR study). The transformation from the ˇ polymorph to the ˛ polymorph is again
assigned as a solution-mediated transformation. Importantly, the results from our in
situ solid-state 13C NMR study allow the timescale of the transformation from the ˇ
polymorph to the ˛ polymorph to be established and indicate that a viable strategy
for isolating the ˇ polymorph would be to stop the crystallization experiment at the
stage of the initial crystallization product, within only a few minutes of triggering
the crystallization process.

Another example of the application of the in situ solid-state NMR strategy to
explore polymorphic evolution during crystallization concerns crystallization of m-
aminobenzoic acid (m-ABA) from methanol. Five polymorphs of m-ABA have been
reported [39, 40]. The crystal structures of four polymorphs (Forms II, III, IV and
V) are known, while the crystal structure of Form I has not yet been determined.
Interestingly, in Forms I, III and IV, the m-ABA molecules exist as zwitterions,
whereas in Forms II and V, the m-ABA molecules are non-zwitterionic. As shown
in Fig. 3.6, each polymorph is uniquely distinguished by its high-resolution solid-
state 13C NMR spectrum, which enables the polymorphs present during the in situ
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Fig. 3.5 Selected solid-state 13C NMR spectra from Fig. 3.4. Dashed lines represent the position
of the isotropic peak for the carboxylate group in each of the ˛, ˇ and � polymorphs

crystallization experiments to be identified [16]. The results from the in situ solid-
state 13C NMR study of crystallization of m-ABA from methanol are shown in
Fig. 3.7 (left) (focusing on the region of the spectrum for the carboxylate/carboxylic
acid group of m-ABA) and in Fig. 3.7 (right) (focusing on the region of the spectrum
for the aromatic carbons). It is clear from the peak assignments that the first solid
form produced during the crystallization process is Form I of m-ABA (black dashed
lines in Fig. 3.7). Subsequently, a polymorphic transformation occurs to produce
Form III (green dashed lines in Fig. 3.7). From ca. 9 h after commencing the
experiment, the crystallization product is a monophasic sample of Form III.
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Fig. 3.6 High-resolution solid-state 13C NMR spectra recorded for powder samples of the five
polymorphs of m-ABA

Fig. 3.7 In situ solid-state 13C NMR spectra recorded as a function of time during crystallization
of m-ABA from methanol. Left: the region of the spectrum containing the peak for the carboxylate
group (the known peak positions for the carboxylate groups in Form I and Form III are highlighted
by dashed lines). Right: the region of the spectrum containing the peaks for the aromatic ring
(the known peak positions for C3, the carbon directly bonded to the NH3

C group, in Form I and
Form III are highlighted by dashed lines). Intensity contour intervals are defined on a logarithmic
scale, with the same scale used both for contours of positive intensity (red shades) and contours of
negative intensity (blue shades)
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3.5 Applications of In Situ Solid-State NMR for Polymorph
Discovery

The examples discussed in the previous section demonstrated the capability of
the in situ solid-state NMR strategy to observe transient polymorphic forms on
the pathway to the final crystallization product in cases for which the transient
polymorphs were already known and well characterized. Clearly, the in situ solid-
state NMR technique also affords the opportunity to reveal the existence of new
(previously unknown) polymorphs, and the technique therefore has the potential to
have an impact within the domain of polymorph discovery [41]. Furthermore, in
such cases, the results from in situ solid-state NMR studies provide insights on
the specific crystallization parameters required to produce each new polymorph
observed, including the appropriate “time window” during which a specific new
polymorph is present.

As an example, we consider hydrogen-bonded co-crystals formed between even-
chain ˛,!-dihydroxyalkanes and urea (in 1:2 molar ratio). These co-crystals have
been reported previously [42] for ˛,!-dihydroxyalkanes HO(CH2)nOH with n D 6,
8, 10, 12, 14 and 16. The crystal structures (Fig. 3.8) contain double-stranded,
hydrogen-bonded ribbons of urea molecules. Adjacent ribbons are linked by
hydrogen bonding to the ˛,!-dihydroxyalkane molecules, resulting in a ladderlike
arrangement. The observed crystal structures can be subdivided into three well-
defined structure types (Fig. 3.8) characterized by the following features: (1) the
two strands of the hydrogen-bonded urea ribbon are either parallel [observed
only for 1,8-dihydroxyoctane-(urea)2] or antiparallel [observed for all other ˛,!-
dihydroxyalkane-(urea)2 co-crystals studied], and (2) the angle between the axis of
the ˛,!-dihydroxyalkane molecule and the positive direction of the urea strand is
either acute [observed for 1,6-dihydroxyhexane-(urea)2 and 1,8-dihydroxyoctane-
(urea)2] or obtuse [observed for all other ˛,!-dihydroxyalkane-(urea)2 co-crystals
studied]. In spite of the structural diversity exhibited by this family of materials,
however, no polymorphism has been observed for any member of the family. Thus,
for a given ˛,!-dihydroxyalkane, only one of the three structure types of ˛,!-
dihydroxyalkane-(urea)2 co-crystals has been observed.

Here we focus on crystallization of the 1,10-dihydroxydecane/urea system.
Our in situ solid-state 13C NMR study [41] of the co-crystallization of urea and
1,10-dihydroxydecane from methanol was carried out under conditions known
to promote the formation of the 1:2 co-crystal rather than the conventional urea
inclusion compound [43–49] (in which the 1,10-dihydroxydecane molecules are
located as “guests” inside the one-dimensional tunnels in a hydrogen-bonded urea
“host” structure). In these experiments, 13C-labelled urea was used in order to
enhance the sensitivity of the measurement. The time resolution of the in situ study,
dictated by the time taken to record a single 13C NMR spectrum, was 2.67 min.

The results of the in situ solid-state 13C NMR study are shown in Fig. 3.9,
focusing on the region of the solid-state 13C NMR spectrum containing the peak for
the 13C site in urea (we note that, in high-resolution solid-state 13C NMR studies
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Fig. 3.8 Examples of the three structure types observed for co-crystals of urea and
˛,!-dihydroxyalkanes, illustrated by 1,6-dihydroxyhexane-(urea)2 (antiparallel/acute, top left),
1,8-dihydroxyoctane-(urea)2 (parallel/acute, top right), and 1,10-dihydroxydecane-(urea)2

(antiparallel/obtuse, bottom)

of materials containing urea, the peak for the 13C site in urea often exhibits an
asymmetric line shape as a consequence of second-order quadrupolar effects [50]
from the directly bonded 14 N nuclei). The first spectrum recorded has a single
isotropic peak at 164.12 ppm, which grows in intensity during the subsequent
40 min. At this stage, a new peak at 164.58 ppm appears suddenly and then grows
rapidly in intensity. The new peak corresponds to the known 1,10-dihydroxydecane-
(urea)2 co-crystal, which has the antiparallel/obtuse structure type. After the peak
due to the known co-crystal phase appears, the peak due to the initially observed
solid phase cannot be monitored because these peaks overlap significantly and
because the intensity of the peak for the known co-crystal increases very rapidly.
At the end of the in situ crystallization experiment (11.4 h), only the peak at
164.58 ppm is present. Ex situ powder X-ray diffraction analysis of the solid phase
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Fig. 3.9 In situ solid-state 13C NMR spectra (showing the region of the spectrum containing the
peak for urea) recorded as a function of time during co-crystallization of 1,10-dihydroxydecane
and 13C-labelled urea from methanol. Intensity contour intervals are defined on a logarithmic scale

collected at the end of the in situ solid-state NMR experiment confirms that the
final crystallization product (corresponding to the peak at 164.58 ppm) is indeed
a monophasic sample of the known 1,10-dihydroxydecane-(urea)2 co-crystal phase
with the antiparallel/obtuse structure type.

The in situ solid-state 13C NMR results reveal clearly that a transient solid form
is present in the early stages of crystallization, preceding the formation of the known
1,10-dihydroxydecane-(urea)2 co-crystal phase, and it is clear that the transient solid
form contains urea. In these experiments, the 13C NMR spectrum is dominated by
the contribution from 13C-labelled urea, and the conditions of the measurement
were not optimized for detecting the substantially weaker contribution from the
unlabelled 1,10-dihydroxydecane. Significantly, however, summation of all solid-
state 13C NMR spectra recorded during the first 40 min of the experiment shows a
weak (but unambiguous) set of peaks characteristic of 1,10-dihydroxydecane, sug-
gesting that the transient solid form contains both urea and 1,10-dihydroxydecane.
Comparison of the measured 13C chemical shift (164.12 ppm) for urea in the tran-
sient solid form with the 13C chemical shifts for urea in different materials provides
further insights into the identity of the transient solid form. First, the possibility
that the transient solid form is either the conventional 1,10-dihydroxydecane/urea
inclusion compound (165.05 ppm) or pure solid urea (162.9 ppm) can be ruled
out. Second, as discussed above, the family of ˛,!-dihydroxyalkane-(urea)2 co-
crystals can be subdivided into three structure types. The isotropic 13C chemical
shifts for urea in representative examples of each of the three structure types
are antiparallel/acute, 164.29 ppm [1,6-dihydroxyhexane-(urea)2]; parallel/acute,
164.06 ppm [1,8-dihydroxyoctane-(urea)2]; and antiparallel/obtuse, 164.58 ppm
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[1,10-dihydroxydecane-(urea)2]. Significantly, the isotropic 13C chemical shift for
urea in the transient solid form observed in the early stages of crystallization in the
1,10-dihydroxydecane/urea system (164.12 ppm) closely matches the isotropic 13C
chemical shift for urea in the 1,8-dihydroxyoctane-(urea)2 co-crystal (164.06 ppm),
from which we may suggest that the transient solid form present in the early stages
of the crystallization process may be a 1,10-dihydroxydecane-(urea)2 co-crystal
with the parallel/acute structure type.

As a second example of polymorph discovery, we consider an in situ solid-
state 31P NMR study of crystallization of methyldiphenylphosphine oxide (MDPPO,
Fig. 3.10) from toluene. Initially, we note that only one crystal structure of MDPPO
has been reported in the literature [51]. In the in situ study, 31P NMR spectra were
recorded using 1H !31P CP (allowing selective detection of the solid phase in the
crystallization process) and high-power 1H decoupling. The high-resolution solid-
state 31P NMR spectrum of a powder sample of the known solid form of MDPPO has
a single peak at 30.78 ppm. The in situ solid-state 31P NMR study of crystallization
from toluene involved the measurement of 327 spectra consecutively over 17.4 h
(3.2 min per spectrum). As shown in Fig. 3.10, it is advantageous to focus on the
time evolution of the first-order spinning sideband at higher chemical shift than the
isotropic peak, as this spinning sideband is the most intense peak of the spinning
sideband manifold. From Fig. 3.10 (which shows the first 16 spectra recorded in
the experiment), it is clear that crystallization had already commenced by the time
of recording the first spectrum and all spectra are dominated by the intense peak
(at 65.6 ppm) corresponding to the known solid form of MDPPO. However, careful
inspection of the spectra reveals that two additional peaks of much lower intensity
are also present in the spectrum in the early stages of the crystallization process,
with first-order spinning sidebands at 63.7 ppm and 64.5 ppm (corresponding to
isotropic peaks at 28.8 ppm and 29.6 ppm, respectively). As only one crystalline

Fig. 3.10 In situ solid-state
31P NMR spectra recorded as
a function of time during
crystallization of MDPPO
from toluene, showing the
first spinning sidebands at
higher chemical shift than the
isotropic peaks. Intensity
contour intervals are defined
on a logarithmic scale
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Fig. 3.11 Individual
solid-state 31P NMR spectra
recorded during
crystallization of MDPPO
from toluene, showing the
first spinning sidebands at
higher chemical shift than the
isotropic peaks. The spectra
were recorded after 9.6 min
(black), 35 min (red) and 16 h
(blue). Arrows indicate the
two peaks due to new solid
forms

phase of MDPPO has been reported, these two peaks must clearly represent new
solid forms of MDPPO produced at a very early stage of the crystallization process.
The intensity of the new peaks is highest in the first spectrum recorded and then
diminishes as a function of time (see Fig. 3.11). The assignment that these two
peaks represent different solid forms (rather than a single solid phase with two
distinguishable 31P environments) is inferred from the fact that the intensities of
these peaks decay at significantly different rates. Thus, the peak at 63.7 ppm
becomes indiscernible after ca. 16 min, whereas the peak at 64.5 ppm is observed
until ca. 6 h. From the 31P NMR results, we cannot rule out the possibility that one
or both of these new solid forms could be a toluene solvate of MDPPO (however, it
is noted that no toluene solvate of MDPPO has been reported previously).

In addition to revealing the existence of new solid forms of MDPPO, the results
of the in situ solid-state 31P NMR study also indicate the conditions (particularly
the time window) under which each of these new solid forms exists during
the crystallization process. In principle, this information may be used to design
experimental protocols in which crystallization is arrested at a specific time to allow
crystals of the new solid forms to be collected. However, in the case of MDPPO, this
task is challenging as the two new solid forms always exist concomitantly with the
known polymorph and in substantially smaller amounts than the known polymorph.

3.6 Combined Liquid- and Solid-State In Situ Crystallization
NMR: “CLASSIC NMR”

The in situ solid-state NMR strategy described above has been shown to be a
powerful approach for establishing the sequence of solid phases produced during
crystallization (inter alia, indicating the time period in which each transient solid
phase is present) and for the discovery of new polymorphs. Our most recent
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development of the in situ NMR technique, which has the potential to yield
significantly deeper insights into crystallization processes than the version described
above, exploits the fact that NMR spectroscopy is able to study both the liquid
phase and the solid phase in a heterogeneous solid/liquid system using the same
instrument, simply by changing the pulse sequence used to record the NMR data.
Specifically, by alternating between two different pulse sequences in an in situ
NMR study of crystallization, alternate solid-state NMR and liquid-state NMR
spectra are recorded, yielding essentially simultaneous information on the time
evolution of both the solid phase and the liquid phase during the crystallization
process (Fig. 3.12). This strategy is called “CLASSIC NMR” (Combined Liquid-
And Solid-State In situ Crystallization NMR). Significantly, the CLASSIC NMR
experiment can be carried out on any standard solid-state NMR spectrometer,
without requiring modification of the instrumentation.

The aim of the CLASSIC NMR experiment is to elucidate the complementary
changes that occur in the solid phase and in the liquid phase as a function of
time during the crystallization process. The time evolution of the crystallization in
terms of both the amount and the polymorphic identity of the solid phase present
is established from the solid-state NMR spectra. Concomitantly, the solution phase
becomes more dilute as crystallization proceeds, and the changes in the solution-
state speciation and the modes of molecular aggregation in solution are monitored
from the time evolution of the liquid-state NMR spectrum.

In the CLASSIC NMR experiment, spectra are recorded using an alternating
cycle of two pulse sequences (Fig. 3.12). The key requirement is that one pulse
sequence is selective for detecting a signal from the solid phase (ideally with

Fig. 3.12 Schematic of the CLASSIC NMR experiment, in which NMR spectra are recorded in
situ as a function of time during the crystallization process using two alternating pulse sequences.
One pulse sequence (red) detects the solid phase selectively and the other pulse sequence (blue)
detects the liquid phase selectively. After completion of the experiment, the two sets of data
are separated to give a time-resolved set of solid-state NMR spectra (red) and a time-resolved
set of liquid-state NMR spectra (blue). Thus, the CLASSIC NMR experiment effectively allows
simultaneous monitoring of the evolution of both the solid phase and the liquid phase as a function
of time during the crystallization process
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the liquid phase “invisible” to the measurement) and the other pulse sequence
is selective for detecting a signal from the liquid phase (ideally with the solid
phase “invisible” to the measurement). Clearly, the details of the specific pulse
sequences selected for the solid-state and liquid-state measurements may depend
on the specific system under investigation.

The advantages of the CLASSIC NMR strategy have been demonstrated [16] in a
13C NMR study of crystallization of m-aminobenzoic acid (m-ABA) from dimethyl
sulfoxide (DMSO). As described in Sect. 4, there are five known polymorphs of
m-ABA. Each polymorph of m-ABA is uniquely distinguished by its high-resolution
solid-state 13C NMR spectrum (see Fig. 3.6), enabling the polymorphs present in in
situ crystallization experiments to be identified.

In the CLASSIC NMR study of crystallization of m-ABA from DMSO, the high-
resolution solid-state 13C NMR spectrum was recorded using 1H !13C CP with
high-power 1H decoupling, allowing selective detection of the signal only from
the solid phase. To record the liquid-state 13C NMR spectrum, a direct-excitation
13C NMR pulse sequence was used, with no 1H decoupling and with a relatively
short recycle delay (of the magnitude typically used to record liquid-state NMR
spectra). The absence of 1H decoupling and the short recycle delay ensure that
no significant signal is detected from the solid phase. The solution of m-ABA in
DMSO was initially held at 120 ıC for 1 h to ensure complete dissolution and then
cooled to 33 ıC over ca. 15 min. The CLASSIC NMR strategy was then applied
for a total time of 15 h. The time to record each solid-state 13C NMR spectrum was
38.4 min, and the time to record each liquid-state 13C NMR spectrum was 6.4 min.
Thus, the effective time resolution for the CLASSIC NMR study was 44.8 min.
In extensive ex situ tests of crystallization of m-ABA from DMSO under normal
laboratory conditions, only Form I was observed as the final crystallization product.

The evolution of the solid-state 13C NMR spectrum in the CLASSIC NMR
experiment is shown in Fig. 3.13. The first solid-state signal emerged ca. 2 h after
commencing the experiment, signifying the start of crystallization. From the 13C
chemical shifts, the solid phase is assigned as Form I of m-ABA. The total integrated
intensity of the solid-state 13C NMR spectrum then increased monotonically with
time (Fig. 3.14), indicating an increase in the amount of solid, levelling off at ca. 8 h.
No change in 13C chemical shifts was observed with time, indicating that only Form
I was present during the crystallization process and no polymorphic transformation
was observed within the duration of the experiment.

The liquid-state 13C NMR spectra recorded in the CLASSIC NMR experiment
contain sharp peaks for each of the seven 13C environments in the m-ABA molecule,
and only the J-coupling to directly bonded 1H nuclei is resolved. Time-dependent
changes in the concentration of m-ABA in the solution phase can be monitored from
the total integral of the liquid-state 13C NMR spectrum. As shown in Fig. 3.14, this
integral is constant until the time (ca. 2 h) at which the first signal was observed
in the solid-state 13C NMR spectrum. The total integral then decreases with time,
before reaching a constant value at ca. 8 h.

Significantly, the results from both the solid-state and liquid-state components of
the CLASSIC NMR data are in excellent agreement, concurring that crystallization
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Fig. 3.13 Solid-state component of the CLASSIC 13C NMR data recorded for crystallization of
m-ABA from DMSO. The sum of all spectra (shown at top) is identified as Form I of m-ABA, with
no evidence that any other polymorph was present during the crystallization process

Fig. 3.14 Fraction of
m-ABA molecules in the
liquid (blue, C marks) and
solid (red, � marks) phases as
a function of time, established
from the integrals of the
liquid-state and solid-state
components of the CLASSIC
NMR data, respectively

commenced ca. 2 h after the start of the experiment. Crystal growth then continued
for the next ca. 6 h. Thereafter, the total amounts of m-ABA in the liquid and solid
phases showed no further evolution with time suggesting that, by this stage, the
system comprised an equilibrium saturated solution.

A more detailed interpretation of the changes in the liquid phase during the
crystallization process can be gained from analysis of changes in the peak positions
in the liquid-state 13C NMR spectrum as a function of time. Figure 3.15 shows the
13C chemical shift for each 13C site in the m-ABA molecule as a function of time
relative to the corresponding value at the start of the CLASSIC NMR measurement.
At the start of the measurement, the system is a supersaturated solution. After
crystallization begins, the supersaturation decreases with time, and by the end of
the crystallization process, the system is an equilibrium saturated solution. It is
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Fig. 3.15 Evolution of 13C chemical shifts in the liquid-state component of the CLASSIC 13C
NMR data recorded for crystallization of m-ABA from DMSO. The vertical dashed line indicates
the time at which crystallization commenced (see also Fig. 3.13)

known from independent studies [52] that, in an equilibrium saturated solution
of m-ABA in DMSO, the m-ABA molecules exist in the non-zwitterionic form.
From this knowledge, and by rationalizing the change in the 13C chemical shift for
each 13C site in m-ABA observed as a function of time during the CLASSIC NMR
experiment, significant insights can be gained on the nature of the supersaturated
solution that exists at the start of the crystallization experiment.

As discussed in detail in the original paper [16], the observed changes in
13C chemical shifts as a function of time during the crystallization process are
consistent with the supersaturated solution of m-ABA in DMSO at the start of the
crystallization experiment having (a) a higher proportion of zwitterionic m-ABA
molecules and/or (b) a higher proportion of non-zwitterionic m-ABA molecules
present in hydrogen-bonded aggregates, relative to a saturated solution of m-ABA
in DMSO. Both scenarios (a) and (b) represent an increased degree of protonation
of the NH2 group of m-ABA, leading to increased positive charge on the N atom
and promoting the specific changes in 13C chemical shifts observed. Although the
crystal structure of Form I of m-ABA has not yet been determined, the m-ABA
molecules are known [from N(1 s) XPS studies] to be zwitterionic [40] and clearly
either situation (a) or situation (b) is a plausible solution-state precursor to the
O� � � � H–NC hydrogen bonds that must exist between m-ABA zwitterions in the
crystal structure of Form I. Although it is not possible from the available evidence
to distinguish whether situation (a) or situation (b) is predominant, the results
nevertheless give clear insights into the nature of the speciation and interactions
that exist in the supersaturated pre-nucleation solution of m-ABA in DMSO prior
to crystallization, relative to those in the saturated solution at the end of the
crystallization process.

Furthermore, the change in the 13C chemical shift for the solvent DMSO as
a function of time in the liquid-state component of the CLASSIC NMR data
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(Fig. 3.15) can be rationalized straightforwardly. As DMSO has no hydrogen-
bond donor group, the only strong hydrogen bonds that DMSO can form in the
m-ABA/DMSO solution are hydrogen bonds involving m-ABA molecules as the
donor and DMSO molecules as the acceptor. As the concentration of m-ABA
decreases during the crystallization process, there must be a corresponding decrease
in the proportion of DMSO molecules engaged as the acceptor in hydrogen bonds
with m-ABA molecules, resulting in the observed 13C chemical shift of DMSO
becoming progressively more positive as a function of time.

3.7 Future Prospects

The results from the applications of the in situ solid-state NMR strategy described
in this chapter suggest that the technique has considerable scope and potential for
characterizing the evolution of the solid phase during crystallization processes,
including the capability to observe the formation and transformation of transient
polymorphs and to enable the discovery of new polymorphs. This technique offers
new opportunities for directly monitoring the time evolution of crystallization
processes, yielding new fundamental insights that could not be gained from ex situ
analysis of the final solid product recovered from the crystallization experiment.
Importantly, the in situ solid-state NMR technique gives insights not only on
the crystallization conditions required to produce new solid forms but also yields
knowledge of the specific time window during which each new solid form is
present during the crystallization process. Furthermore, the recently developed
CLASSIC NMR experiment extends significantly the scope and capability of in situ
monitoring of crystallization processes, as it is unique in providing simultaneous and
complementary information on the time evolution of both the solid phase and the
liquid phase. We fully anticipate that the advantages of the CLASSIC NMR strategy
will yield significant new insights on a wide range of crystallization systems in the
future.

Acknowledgements We are grateful to the UK 850 MHz Solid-State NMR Facility for the award
of significant amounts of time for in situ NMR studies of crystallization processes. This facility
is funded by EPSRC, BBSRC and the University of Warwick, including part funding through
Birmingham Science City Advanced Materials Projects 1 and 2 supported by Advantage West
Midlands and the European Regional Development Fund. We particularly appreciate the assistance
of the Facility Manager, Dr Dinu Iuga.

References

1. D.C. Apperley, R.K. Harris, P. Hodgkinson, Solid State NMR: Basic Principles & Practice
(Momentum Press LLC, New York, 2012)



52 K.D.M. Harris et al.

2. M.J. Duer, Introduction to Solid-State NMR Spectroscopy (Blackwell Publishing Ltd., Oxford,
2004)

3. B. Kahr, J.M. McBride, Angew. Chem. Int. Ed. 31, 1–26 (1992)
4. Crystal Growth and Nucleation, Faraday Discuss., Vol. 136 (RSC Publishing, 2007)
5. J.D. Dunitz, Pure Appl. Chem. 63, 177–185 (1991)
6. J. Bernstein, Polymorphism in Molecular Crystals. IUCr Monographs on Crystallography

(Oxford University Press, Oxford, 2002)
7. R.J. Davey, Chem. Commun., 1463–1467 (2003)
8. J. Bernstein, Chem. Commun., 5007–5012 (2005)
9. S. Chen, H. Xi, L. Yu, J. Am. Chem. Soc. 127, 17439–17444 (2005)

10. S. Ahn, F. Guo, B.M. Kariuki, K.D.M. Harris, J. Am. Chem. Soc. 128, 8441–8452 (2006)
11. R.K. Harris, Analyst 131, 351–373 (2006)
12. S.L. Price, Acc. Chem. Res. 42, 117–126 (2008)
13. N. Pienack, W. Bensch, Angew. Chem. Int. Ed. 50, 2014–2034 (2011)
14. C.E. Hughes, K.D.M. Harris, J. Phys. Chem. A 112, 6808–6810 (2008)
15. C.E. Hughes, K.D.M. Harris, Chem. Commun. 46, 4982–4984 (2010)
16. C.E. Hughes, P.A. Williams, K.D.M. Harris, Angew. Chem. Int. Ed. 53, 8939–8943 (2014)
17. G.E. Balimann, C.J. Groombridge, R.K. Harris, K.J. Packer, B.J. Say, S.F. Tanner, Philos.

Trans. R. Soc. A 299, 643–663 (1981)
18. K.D.M. Harris, J.M. Thomas, J. Solid State Chem. 94, 197–205 (1991)
19. G. Albrecht, R.B. Corey, J. Am. Chem. Soc. 61, 1087–1103 (1939)
20. Y. Iitaka, Acta Crystallogr. 13, 35–45 (1960)
21. Y. Iitaka, Acta Crystallogr. 14, 1–10 (1961)
22. P.-G. Jönsson, Å. Kvick, Acta Crystallogr. Sect. B 28, 1827–1833 (1972)
23. Å. Kvick, W.M. Canning, T.F. Koetzle, G.J.B. Williams, Acta Crystallogr. Sect. B 36, 115–120

(1980)
24. B.A. Garetz, J. Matic, A.S. Myerson, Phys. Rev. Lett. 89, 175501 (2002)
25. V.A. Drebushchak, E.V. Boldyreva, T.N. Drebushchak, E.S. Shutova, J. Cryst. Growth 241,

266–268 (2002)
26. T.N. Drebushchak, E.V. Boldyreva, E.S. Shutova, Acta Crystallogr. Sect. E 58, o634–o636

(2002)
27. E.S. Ferrari, R.J. Davey, W.I. Cross, A.L. Gillon, C.S. Towler, Cryst. Growth Des. 3, 53–60

(2003)
28. E.V. Boldyreva, V.A. Drebushchak, T.N. Drebushchak, I.E. Paukov, Y.A. Kovalevskaya, E.S.

Shutova, J. Therm. Anal. Calorim. 73, 409–418 (2003)
29. C.S. Towler, R.J. Davey, R.W. Lancaster, C.J. Price, J. Am. Chem. Soc. 126, 13347–13353

(2004)
30. R.E. Taylor, Concepts Magn. Reson. 22A, 79–89 (2004)
31. I. Weissbuch, V.Y. Torbeev, L. Leiserowitz, M. Lahav, Angew. Chem. Int. Ed. 44, 3226–3229

(2005)
32. M. Xu, K.D.M. Harris, J. Phys. Chem. B 111, 8705–8707 (2007)
33. C.E. Hughes, S. Hamad, K.D.M. Harris, C.R.A. Catlow, P.C. Griffiths, Faraday Discuss. 136,

71–89 (2007)
34. S.K. Poornachary, P.S. Chow, R.B.H. Tan, Cryst. Growth Des. 8, 179–185 (2007)
35. C.E. Hughes, K.D.M. Harris, New J. Chem. 33, 713–716 (2009)
36. C. Chen, O. Cook, C.E. Nicholson, S.J. Cooper, Cryst. Growth Des. 11, 2228–2237 (2011)
37. G.J. Han, S. Thirunahari, P.S. Chow, R.B.H. Tan, CrystEngComm 15, 1218–1224 (2013)
38. G.L. Perlovich, L.K. Hansen, A. Bauer-Brandl, J. Therm. Anal. Calorim. 66, 699–715 (2001)
39. A. Théorêt, Spectrochim. Acta, Part A 27, 11–18 (1971)
40. P.A. Williams, C.E. Hughes, G.K. Lim, B.M. Kariuki, K.D.M. Harris, Cryst. Growth Des. 12,

3104–3113 (2012)
41. C.E. Hughes, P.A. Williams, T.R. Peskett, K.D.M. Harris, J. Phys. Chem. Lett. 3, 3176–3181

(2012)



3 In Situ Solid-State NMR Studies of Crystallization Processes 53

42. J. Martí-Rujas, B.M. Kariuki, C.E. Hughes, A. Morte-Ródenas, F. Guo, Z. Glavcheva-Laleva,
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Chapter 4
Nucleation and Crystal Growth in Limited
Crystallization Field

Hiroshi Takiyama

Abstract The crystallization operation is widely used in chemical processes and is
one of the unit operations which deals with crystallization phenomena. The purposes
of crystallization are to separate desired component and to produce crystalline
particles. However, phenomena of crystallization are not simple and the relation-
ships between operation conditions and product specification are complicated. The
driving force of crystallization is supersaturation in nonequilibrium process. So the
operation strategy for designing supersaturation is important to keep the high quality
of size distribution and crystal morphology. In the general crystallizer, nucleation
and growth occur in the same location and at the same time, because the driving
force of both phenomena is only supersaturation. However, if the location and start
period of nucleation and growth can be limited separately, it becomes easy to control
the quality of crystalline particles. In this chapter, the examples which controlled the
quality of crystalline particles by designing both nucleation and growth phenomena
in a limited crystallization field are introduced.

Keywords Industrial crystallization • Templated crystallization • Anti-solvent
crystallization

4.1 Introduction

Crystallization is widely used in various chemical industries such as pharmaceuti-
cals and the food field. Crystallization is the unit operation with the nonequilibrium
crystallization phenomenon of which driving force is supersaturation. A crystal is
the solid form which the molecule and the ion arranged orderly, and crystallization
is used not only as separation but as purification operation. In the case of solution-
suspended crystallization, crystallization operation is also used for manufacturing
crystalline particles. Thus, crystallization operation is the method to realize “sep-
aration and purification” and “crystalline particle production.” However, demand
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Fig. 4.1 Relationships among crystallization phenomena

to crystalline qualities has been getting severe recently. The strategy of operation
design to manufacture the crystalline particles with high quality is important.

The generation of supersaturation is essential to crystallization, because it is
the driving force for nucleation and crystal growth. When crystalline particles are
manufactured, particle size distribution is determined by the suspended crystallizer.
In batch crystallization operation, as crystal growth proceeds, solution concentration
changes. Accordingly, the subsequent nucleation and crystal growth processes
are influenced by reduced supersaturation (Fig. 4.1). It is the characteristic of
crystallization to have feedback structure in such processes. And the product
quality of crystals is decided through these phenomena. Especially, when industrial
productivity is taken into consideration, it is necessary to control the crystal size
distribution. When the research target is extended to the field which deals with the
nucleation and growth by the driving force of supersaturation, the application range
of crystallization becomes wide. There are many contact points with crystallization
operation in the field of solid-state material production of nanomaterial develop-
ment. This chapter focuses on the solution crystallization operation in which the
characteristics of crystalline particles are observed.

4.2 Supersaturation in Crystallization Operation

In order to deposit crystals, the temperature must be lowered than the solubility
curve, or the concentration must be higher than the solubility curve. If the clear
solution (point P of Fig. 4.2) is cooled, this solution is saturated when solution
states cross the solubility curve (point S). If the solution is cooled continuously, the
solution reaches the supersaturation condition. If the solution temperature further
decreases, nucleation occurs (point N) and the solution concentration begins to
decrease because crystal growth begins. Since the supersaturation condition can be
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Fig. 4.2 Solution
concentration profile during
cooling crystallization (phase
diagram)
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maintained whenever cooling operation continues, crystalline particles continue to
grow. If the cooling operation stops, the solution concentration reaches the saturated
concentration at this temperature (point E), and crystal growth stops. The driving
force of crystallization is the supersaturation which is defined by Eq. (4.1) and is
expressed as ln S and/or ¢ .
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The growth rate and the nucleation rate are required to decide a production
rate and to estimate the number of crystals which is generated during operation,
respectively. Therefore, it is important to estimate a degree of supersaturation. The
growth phenomena are dominant if an operation point is in the region near the
solubility curve. The nucleation becomes dominant if an operation point is more
distant from the solubility curve. In cooling crystallization, the operation is carried
out in a metastable zone [18] so that a nucleation may not become dominant [15].

Figure 4.3 is the time profile for the change in the solution concentration
shown in Fig. 4.2. If an operating point exceeds a metastable zone, a nucleation
occurs frequently. Therefore, the crystalline particles with undesired particle size
distribution are obtained (Profile A). On the other hand, if a supersaturation peak
is reduced, growth phenomenon becomes dominant and can control nucleation.
For example, if sufficient quantity of seed crystals is introduced at the early
stages of cooling, the consumption rate of solute becomes high and the peak of
supersaturation decreases. Moreover, even if the cooling rate decreases at an early
time, there is a possibility that the peak of supersaturation decreases (Profile B).
In this way, it is important how the trajectory of supersaturation is designed in
crystallization operation [21].
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Fig. 4.3 Solution
concentration profile during
cooling crystallization
(changes in supersaturation)
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4.3 Quality of Crystalline Particles

Since pharmaceuticals are life-related substances, severe qualities of crystalline
particles are required. In pharmaceutical production, the suspended-type crystallizer
of batch process is often used. “Cooling crystallization” which deposits crystals
by cooling, “anti-solvent addition method” which adds the solvent whose target
pharmaceuticals do not dissolve, and “concentrating method” which removes the
solvent by evaporation are used. Of course, there is also a crystallization method
which combined these methods [16]. In addition to the high purity, the particle
size distribution, polymorphism, and morphology which are required in industrial
crystallization, bioavailability, solubility, and stability are important in pharmaceu-
ticals production. Moreover, from the viewpoint of a pharmaceutical preparation
process, the quality of compressibility, flowability, plasticity, and mixing nature
are important. Such qualities are deeply concerned with particle size distribution
and crystal morphology. It is necessary to carry out the operation in which various
crystalline qualities are satisfied simultaneously. However, as shown in Fig. 4.1,
there are few operational parameters, and most of those qualities are dependent on
the supersaturation described earlier. That is, the generation method and generation
rate of supersaturation are very important for the determination of crystalline
qualities. And if the location and start period of nucleation and growth processes
can be limited, it becomes easy to control the quality of crystalline particles.

4.4 Milli-segmented Flow Crystallizer

4.4.1 Anti-Solvent Crystallization

A grinding process is commonly used for producing fine crystalline particles.
However, there are problems such as the difficulties in crystal size distribution
and crystal shape control, improvement in energy efficiency, and treatment free
of contamination. In the pharmaceutical industry, the denaturation behavior of
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Fig. 4.4 Definition of
supersaturation in
anti-solvent crystallization
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materials by mechanical and thermal energy is also an important problem. The
demands for manufacturing fine crystalline particles by solution crystallization are
also growing for simplification of the pharmaceutical preparation process.

Anti-solvent crystallization (crystallization by mixing two solutions) is one of the
techniques for producing crystalline particles. This crystallization process consists
of three steps: (1) mixing of a feed solution and an anti-solvent, (2) nucleation from
the mixed solution, and (3) crystal growth. In particular, supersaturation is achieved
by mixing the feed solution and the anti-solvent, and then nucleation and crystal
growth occur.

The generation method of the supersaturation of anti-solvent crystallization is
illustrated on the phase diagram (Fig. 4.4). If solution B (point X) and solution A
(anti-solvent, point Y) are mixed, the initial apparent concentration is point M. This
solution is supersaturated, since crystallization occurs and the solution concentration
reduces to give the saturated condition (point S). There is an operational merit
that temperature operation is unnecessary, and it is possible to generate various
supersaturation only by changing the mixing ratio.

If the number of crystal generation is controlled and crystal growth can be
restricted, it can be expected that fine crystalline particles having monodispersed
CSD (crystal size distribution) will be produced. In a stirred tank crystallizer, it
takes a certain time period to mix a solution, since the crystallization field is large.
Therefore, concentration distribution arises in the stirred tank. The existence of
a concentration distribution has been clarified by a simulation [5]. Furthermore,
it is difficult to control not only mixing but also nucleation because of the large
crystallization field. Therefore, it is difficult for the stirred tank crystallizer to
produce fine crystalline particles having monodispersed CSD.
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A new crystallization method which produces fine crystals using a micro-reactor
has been studied. The aim of this method is the restriction of crystal growth. For
example, there are studies using a tubular crystallizer ([8]). The research of fine
crystalline particle production using a micro-reactor has been reviewed by Zhao
et al. [27]. The improvement in solution mixing behavior by using a segmented
flow tubular reactor (SFTR) [6] has been studied. Solution volume is limited by
segmented flow, which consists of the feed solution and anti-solvent joined at a
mixer by immiscible fluid. The residence time of each segment in the tubular reactor
is maintained constant if the flow rate of each fluid is controlled. However, in
general, the crystallization using a micro-reactor also has a disadvantage in that the
flow channel becomes clogged because of rapid crystal growth. On the other hand,
in batch cooling crystallization, temperature profiles to produce crystals having a
monodispersed CSD have been studied [14]. Takiyama et al. [20] reported that it is
possible to make crystals with improved CSD by modulating the cooling program
with heating operation (undersaturation operation) in the non-seeding operation.

If these approaches are applied and integrated with anti-solvent crystallization,
it is expected that the CSD of fine crystals will be improved. For example, the
nucleation zone can be introduced to a part of the segment flow in a milli-sized
tube flow. There is a possibility of a further improvement in CSD by introducing
temperature-modulated operation at the part of flow channel after nucleation.
Furthermore, it is possible to prevent the flow channel clogging by introducing
modulated operation. Thus, if each operating zone of a tubular crystallizer with
milli-sized segmented flow has a crystallization function, it is expected to produce
crystals which have a monodispersed CSD.

4.4.2 Nucleation Control

The nucleation control method was carried out for producing fine particles. The
experiment was performed with the tubular-type crystallizer shown in Fig. 4.5.
A taurine (solute) – water (solvent) – EtOH (anti-solvent) system was used. The

298 K / 303 K298 K

Pump

Pump

Pump

Anti-solvent

Feed

Air Ultrasonic
irradiation

313 K

Air/Solution segmented flow

Fig. 4.5 Schematic diagram of the experimental apparatus
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feed solution and anti-solvent were a saturated taurine aqueous solution and pure
ethanol, respectively. The tube flow crystallizer consisted of a Y-connector, T-
connector, flexible connection tube, and metal tube ([10]). The metal tube was used
for enhancement of nucleation by ultrasound irradiation. The Y-connector and T-
connector were used as a mixer and a segmenter.

4.4.3 Production of Fine Crystals

The experimental conditions and obtained crystal qualities are shown in Table 4.1.
An SEM image for the samples of Run X and Run D is shown in Fig. 4.6.

Based on Table 4.1, the effect of nucleation is not observed only under the
cooling operation condition. On the other hand, ultrasound irradiation is effective in
inducing nucleation. In addition, it was observed that the nucleation was enhanced
by integrating ultrasound irradiation and temperature modulation. For Run D and
Run X, each number-based CSD is shown in Fig. 4.7.

While the CSD became wide and the mean size of crystals also became larger in
the early stage in the case of Run X, which was carried out as a batch crystallization,
fine crystalline particles which have monodispersed and comparatively narrow
CSD were obtained in Run D. From these results, it became clear that the

Table 4.1 Experimental conditions and crystal quality

Run no. Type Temperature modulation Ultrasonic irradiation Crystal quality

X Tank – – Rod crystals
A Tube – – Nearly no crystals
B ı – Nearly no crystals
C – ı Needle and rod crystals
D ı ı Numerous rod crystals

Fig. 4.6 SEM photomicrographs for samples of Run X and Run D
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Fig. 4.7 CSDs for samples
of Run X and Run D

integration method of ultrasound irradiation and temperature modulation in milli-
sized segmented flow is capable of controlling nucleation, and fine particles with
monodispersed CSD were produced.

Based on these results, an operation strategy could be proposed. This strategy is
the adjustment of slurry concentration by controlling the anti-solvent composition
and flow rate of each fluid. It was confirmed that the integration of ultrasound
irradiation and temperature modulation in a milli-sized segmented flow is effective
in producing organic fine crystalline particles having monodispersed and narrow
CSD.

4.5 Templated Crystallization

4.5.1 Nucleation at the Interface

Fine monomodal crystalline particles are required in many fields such as pharma-
ceuticals and fine chemicals. The production of crystals with well-controlled size
distribution facilitates improvement of dissolution rate. The inhaled drug delivery
systems require particle size between 1 and 6 �m for maximum efficiency [23].
Control of nucleation is essential technology to produce fine monomodal crystalline
particles. The effects of operations for nucleation control were investigated in many
studies. The templated crystallization is a method which can constrain nucleation
field. Templated crystallization by using organic molecular assembly that can
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control molecular arrangement and constrain crystallization field has been also
investigated in various studies. Since templated crystallization can control molecular
arrangement directly, this method is investigated to control polymorphism [11, 1, 17,
13]. This method is used to investigate for mimicking biomineralization processes
[12, 2, 3]. One of key features of templated crystallization is preferential appearance
of crystals at template interface by interaction of template molecules and objective
molecules. This characteristic nature at the template interface has advantageous field
for crystallization.

In this section, the effect of template at the air/solution interface on the nucleation
phenomena was introduced. If the timing of nucleation can be controlled by using
template effects, monomodal crystalline particles can also be produced. Moreover, if
crystalline particles after nucleation can be collected immediately, fine monomodal
crystalline particles can be produced.

4.5.2 Templated Crystallization

There are some studies of templated crystallization that used glycine and L-leucine
[24, 25, 4]. It was understood that L-leucine molecules were arranged in air/solution
interface and glycine crystals grow at the interface. Then air bubble was inserted
into the solution (this time was �Air-in), and glycine crystals were observed at the air
bubble/solution interface by using optical microscope ([26]).

Figure 4.8 shows the crystal growth at the template interface (�Air-in D 458 s) in
bubble insert experiment. The crystals at the interface had the same pyramid-like
morphology and the same size, and these crystals are deposited selectively on the
air/solution interface. These crystals were similarly grown and uniformed.

Figure 4.9 shows crystal growth curves (crystal a and b in Fig. 4.8). The key of
inverted triangle showed the timing when the bubble was inserted and the template
interface was created. According to these growth curves, timings of nucleation were

Fig. 4.8 Glycine crystals grown at the air bubble/solution interface (�Air-in D 458 s)
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Fig. 4.9 Glycine crystal
growth curves of crystal a and
crystal b (�Air-in D 458 s)
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estimated. When growth curves were extrapolated L D 0, the value of � was the
nucleation time, �Nuc. The �Nuc values of crystal a and crystal b were identical 458 s.
This result indicated that crystal nucleation was induced immediately after insert of
the bubble into the supersaturated solution.

This experiment was carried out under the conditions of several air bubble insert
times (�Air-in). Figure 4.10 shows the relationships between �Air-in and �Nuc. All
plots were located on a diagonal line. These experimental results indicated that the
timings of air bubble insert �Air-in and the timings of nucleation �Nuc were very close,
even if the air bubbles were inserted at any timing. The repeatability of nucleation
phenomena often becomes a problem. However, this result indicated that crystal
nucleation was able to be induced immediately after insert of the bubble into the
supersaturated solution. Consequently, formation of air/solution interface into the
supersaturated solution acted as the nucleation trigger.
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4.5.3 Nucleation Trigger

In order to produce fine monomodal crystalline particles, the experiment was
carried out to collect crystals just after nucleation by using nucleation trigger. The
experimental apparatus is shown in Fig. 4.11. This apparatus produced segmented
flow of air bubbles and solution by pumping water and solution. The production
timing of the air bubble in segmented flow was able to act as the nucleation trigger.
So, fine monomodal crystalline particles were able to be produced by collecting
immediately after using the nucleation trigger. Based on this operation strategy, the
experiment was carried out ([26]).

Under the certain condition, the fine crystalline particles (number-based mean
size LN D 0.62 �m, coefficient of variation CVN D 56 %) were obtained (Fig. 4.12).
The glycine crystals had well-defined crystal face and pyramid-like morphology.
It means that these fine crystals were generated on the air/solution interface. In

Fig. 4.11 Experimental apparatus for application of microcrystal generation by using the nucle-
ation trigger
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Fig. 4.12 Obtained glycine
microcrystals by using the
nucleation trigger

these ways, by collecting crystalline particles immediately after nucleation was
induced by nucleation trigger, submicron-order particles were obtained. Moreover,
this operation method by using the nucleation trigger has the potential to produce
fine crystalline particles with desirable size.

4.6 Liquid-Liquid Interface in Emulsion

4.6.1 Liquid-Liquid Interface

An anti-solvent crystallization method is the operation which adds the anti-solvent
for reducing the solubility of the object solute and can be operated at ambient
temperatures. This crystallization operation is used for the production of many
pharmaceuticals. However, there are problems such as the difficulty of control of
crystal morphology and size and generation of agglomerated crystals [19, 7]. In the
previous report of the anti-solvent crystallization method, it becomes clear that a
supersaturation ratio influences crystal size and morphology [19]. However, if local
fluctuation of the supersaturation exists at the time of anti-solvent addition, various
crystal sizes and morphologies would be deposited during desupersaturation.

In original anti-solvent crystallization, the supersaturation is generated by mixing
a good solvent and an anti-solvent. And the contact area of these solvents is not
controlled. It is considered that high local fluctuation of the supersaturation is
produced in the case that the contact interface area between a good solvent and an
anti-solvent is insufficient or in the case of slow solvent diffusion rate. Therefore,
the following method can be proposed. First, rich contact surface area is built up
in a solution, and then the crystallization is carried out at this limited interface.
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Specifically, a rich contact interface is generated by preparing an emulsion with an
immiscible good solvent and anti-solvent. Next, a solvent diffusion rate is adjusted
by adding the coupled solvent which can mingle with each solution. If the solvent
diffusion rate in the liquid-liquid interface of an emulsion is controllable, it is
possible to reduce high local fluctuation of the supersaturation.

There is a spherical crystallization method as an example of crystallization
using an emulsion interface [9]. A spherical crystallization method generates the
emulsion drop of uniform size, and supersaturation is supplied by temperature
operation or anti-solvent addition. The crystallization occurred in an emulsion drop
and the spherical agglomeration crystals of uniform size are obtained. There is a
research of particle size distribution control of agglomeration crystals; however,
there are very few discussions with the objective of crystallization engineering
such as relationships between supersaturation and crystallization. In this session, the
establishment of operating conditions of crystallization to produce fine crystals with
desired size and shape in an anti-solvent crystallization with emulsion is introduced.

4.6.2 Production of Particles by Using Liquid-Liquid Interface

4.6.2.1 Observation of Crystallization at Liquid-Liquid Interface

The taurine-saturated aqueous ethanol solution (Liquid A), the taurine-saturated
hexane solution (Liquid B), and the taurine-saturated aqueous ethanol solution
(Liquid C) of arbitrary concentration were prepared. A crystallization target is
taurine. Quaternary system of taurine (crystalline material), water (original solvent),
hexane (anti-solvent), and ethanol (coupled solvent) was considered.

A single small droplet of Liquid A was prepared in Liquid B by using microsy-
ringe between two glass plates. Liquid-liquid interface was observed by using an
optical microscope. After predetermined period, Liquid C (coupled solvent) was
added. The crystallization phenomenon near the place of liquid-liquid interface was
observed ([22]).

Figure 4.13 shows the observation of crystallization near the interface. Fig-
ure 4.13a shows the liquid-liquid interface of Liquid A and Liquid B. After addition
of coupled solvent Liquid C, crystallization was stated at the place of liquid-liquid
interface (Fig. 4.13b). The supersaturation was generated by adding the coupled
solvent which can be mixed with Liquid A and Liquid B. So it can be confirmed that
the liquid-liquid interface should act as the limited crystallization field. In the case of
original conventional anti-solvent crystallization, the supersaturation was generated
by the direct mixture to a good solvent and an anti-solvent. However, by using this
method, the direct mixture is avoided and it is expected that the solvent diffusion
rate can be adjusted by the coupled solvent conditions. Furthermore, the influence
of local supersaturation fluctuation can be reduced by increasing the liquid-liquid
surface area with emulsification.
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Fig. 4.13 Photomicrographs of crystallization phenomena near the liquid-liquid interface

4.6.2.2 Production of Particles by Using Liquid-Liquid Interface
in Emulsion

The capacity of the crystallizer equipped with a jacket and homogenizer was
100 mL. A predetermined amount of Liquid A and Liquid B was physically
emulsified at 14,500 rpm by the mechanical shearing force by homogenizer, and the
crystallization field was prepared. The obtained crystal morphologies, mass-based
mean crystal size of major length (LM), and coefficient of variation (CV) changed
depending on the operating conditions. In order to consider the relationships
between crystal morphology and an operating condition in detail, categorization
of crystal morphology was attempted by the supersaturation. In order to calculate
a supersaturation ratio, the quaternary phase diagram was determined (Fig. 4.14).
This phase diagram is indicated by the triangular pyramid coordinate. The curve
on the x-y plane shows the liquid-liquid equilibrium. The curve on the y-z plane
indicates the liquid/solid equilibrium.

The degree of supersaturation �C and supersaturation ratio ln S was calculated
by applying the lever rule to this quaternary phase diagram. The relationship
between supersaturation and crystal morphology was shown in Figs. 4.15 and 4.16.

In Fig. 4.15, the horizontal axis means equilibrium concentration, the vertical
axis means a degree of supersaturation, and the slope of straight line means the
supersaturation S-1. As a result, it became clear that a taurine crystal becomes rod-
like under the low supersaturation condition and becomes needlelike under the high
supersaturation condition. When the result of the proposed crystallization method
is compared with that of the conventional anti-solvent crystallization method, it is
characteristic that the region where different kinds of crystal morphologies coexist
is narrow. In the conventional anti-solvent crystallization, diffusion of the solute
occurs only from the local point where the anti-solvent was added. Therefore,
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Fig. 4.14 Quaternary phase diagram of taurine, water, hexane, and ethanol

Fig. 4.15 Relationships
between crystal shapes and
operating conditions in
anti-solvent crystallization
with emulsion

the difference in the solute concentration between an anti-solvent and a good
solvent is large in an addition position. On the other hand, the difference of solute
concentrations becomes small in the area distant from the anti-solvent addition
position. Thus, the supersaturation distribution arises depending on the location in
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Fig. 4.16 Relationships between crystal shapes and supersaturation ratio in anti-solvent

a solution. Since there is high local supersaturation fluctuation in an anti-solvent
addition position, it is easy to generate a needlelike crystal. More than two kinds
of crystal morphologies deposit easily because supersaturation distribution arises
in a solution. In the case of emulsion conditions, supersaturation is not generated
directly by addition of an anti-solvent, but supersaturation generates on a rich
liquid-liquid interface after solvent diffusion. Therefore, local fluctuation of the
supersaturation is not produced, but supersaturation is homogeneous in a solution.
And the crystallization region of a needlelike crystal was limited, and there were
few cases that more than two kinds of crystal morphologies were intermingled in the
case of emulsion. The liquid-liquid interface area is used effectively for uniformed
crystallization by dispersion of local supersaturation.

In the crystallization of an emulsion application, the relationships between
supersaturation ratio and crystal morphology were correlated by estimating the
quaternary phase diagram and analyzing supersaturation in equilibrium theory.
Moreover, high local supersaturation fluctuation has been reduced by using a liquid-
liquid interface as a crystallization field. Therefore, the method using the limited
crystallization field such as liquid-liquid interface is useful for controlling the crystal
size distribution and morphology in an anti-solvent crystallization.

4.7 Conclusions

The driving force of both nucleation and growth phenomena is supersaturation,
so these phenomena occur in the same location at the same time. This is the
reason why control of the quality of crystalline particles is not easy. Therefore,
the operation design has been investigated to separate the location of nucleation
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and growth and the start period of these phenomena. If both phenomena can
be limited separately, the quality of crystalline particles can be improved. The
research topics are introduced to control the quality by designing both nucleation
and growth phenomena in the limited crystallization field. The examples of the
limited crystallization field are the air/solution interface of the segmented flow
and the liquid-liquid interface of the emulsion. From the experimental results, the
crystallization method using the limited crystallization field is useful for controlling
the crystal size distribution and morphology. The advanced study on the limited
crystallization field will further improve the quality of crystalline particles.
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Chapter 5
Particle Engineering with CO2-Expanded
Solvents: The DELOS Platform

Paula E. Rojas, Santi Sala, Elisa Elizondo, Jaume Veciana, and Nora Ventosa

Abstract Compressed fluids and especially CO2-expanded solvents (a mixed
solvent composed of CO2 dissolved in an organic solvent) present unique properties
for the eco-efficient production of active pharmaceutical ingredients (APIs) with an
exceptional control of the operational variables that allow tuning the final properties
of the active compounds. The pharmaceutical industry nowadays is facing several
challenges, as nearly 40 % of the newly discovered drugs are poorly soluble in
water and, hence, present low bioavailability. In addition, there is a huge necessity to
move to a more environmentally friendly way of product manufacturing. Therefore,
the use of compressed fluid-based technology is a promising solution for the
pharmaceutical industry. This chapter provides a general overview covering the
properties of compressed fluids (CF), the most used CF-based processes, and a
more comprehensive summary of the application of CO2-expanded solvents for the
tailored crystallization of active compounds.

Keywords Compressed fluids • Microparticles • APIs • Polymorphism • Super-
critical CO2 • CO2- expanded solvents • DELOS

5.1 Introduction

The product quality of materials including explosives, catalysts, pigments, and
pharmaceuticals can be strongly influenced by physical properties such as particle
size distribution and morphology [1]. For example, in laser printers, dependency of
the photoelectric properties of organic xerographic photoreceptors with particle size
is of utmost importance for the successful technical development of copying process
[2]. Regarding the pharmaceutical industry, specific characteristics of particles such
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as size, surface, crystal structure, and morphology are among the most important
factors to control biopharmaceutical properties of drug products [3]. Therefore, the
control of particle size and shape is of vital relevance as they influence a large
variety of important physical properties, manufacturing processability, and quality
attributes [4].

Hence, the reproducible preparation of organic crystals in a specifically custom-
made form and size is a major aspect that must be tackled. Moreover, regulatory
authorities in the pharmaceutical industry also emphasize the importance of solid-
state and crystallographic purity in addition to careful monitoring of the polymor-
phism of drugs and excipients [5].

Polymorphic purity is an important parameter to take into account in soft
materials. Polymorphism is the ability of a molecule to adopt more than one
crystal form. Each crystal form has a unique set of physicochemical properties
such as melting point, solubility, hygroscopicity, etc. In the fat-based food products,
for instance, the melting point and melting behavior, external appearance, taste,
stability, etc., are to a great extent influenced by the structure of the solid-fat
phase. In the pharmaceutical industry, it is also a relevant aspect, since solubility
and bioavailability depend on the crystalline structure. For this reason, regulatory
authorities have long acknowledged the necessity for limiting polymorphic impuri-
ties in active pharmaceutical ingredients (APIs) [3].

The control of particle size, morphology, polymorphism, crystallinity, and purity
is essential for developing more effective pharmaceutical formulations.

Techniques used to produce particles with a controlled particle size can be
categorized into two major classes: top-down and bottom-up technologies. Top-
down approaches mainly comprise mechanical comminution (crushing, grinding,
and milling) and high-pressure homogenization. Although these techniques are
widely used, their limitations include long preparation time, difficulty in achieving
a narrow size distribution, high energy input, contamination, and adverse effects of
the high shear and temperature on the chemical and physical stability of the active
compounds. Bottom-up procedures such as recrystallization from solution using
liquid anti solvents, freeze drying, and spray drying also have some shortcomings:
thermal and chemical degradation of products, trace residues, inter-batch particle
size variability, and excessive solvent use and disposal [6]. Regarding to this, the
pharmaceutical industry is one of the industrialized sectors that uses more kg of
organic solvent per kg of product produced [7].

Therefore, the production of contaminant-free particles with tailored particle size
and desired product qualities in an environmentally friendly manner continues to be
a major challenge in industry. In the case of pharmaceutical industry, requirements
for high-quality products and society concerns about health and environments make
the implementation of new efficient and environmentally respectful technologies for
the preparation of APIs with tailored properties an urgent necessity.

In the following section, a general overview covering different CF-based process
and the fundamentals of compressed fluids will be presented. A more compre-
hensive explanation is given to Depressurization of an Expanded Liquid Organic
Solution (DELOS) method, where CO2-expanded solvents are used as crystalliza-
tion media.
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5.2 Compressed Fluids (CF): Green Solvents for Particle
Engineering

The application of CF technology covers various processes, including nutraceutical
manufacturing, the petroleum industry, chromatography, and pigment production as
well as pharmaceutical development [8]. This technology is rapidly evolving, as
reflected by the number of new processes reported since its beginning [7]. Among
the most successful applications of CFs, particle engineering of pharmaceutical
actives seems to be at the moment, the area with the highest blooming [3, 9].

In contrast to conventional particle formation methods, where larger particles
are originally formed and then milled to the desired size, CF technology involves
growing particles in a tailored manner to reach the desired final physical properties.
This means that the solid particle, once formed, does not have to undergo any
thermal nor mechanical stresses, as happens in conventional techniques. This
feature makes supercritical and compressed fluid technology amenable to produce
biomolecules and other sensitive compounds in their native pure state.

The phase when both critical pressure and temperature have either been reached
or exceeded possesses unique characteristics. Substances in this phase are called
supercritical fluids. A supercritical fluid can behave as either a liquid or a gas,
but is actually neither. Figure 5.1 depicts the phase diagram of compressed CO2,
and Table 5.1 shows the physicochemical properties of a supercritical fluid (SCF)
compared with those of liquid and gas. The density, viscosity, diffusion coefficient,
and heat conductivity values are between those for liquid and gas. The density of
a SCF is either the same or close to that of a liquid, which enhances the solubility

Fig. 5.1 Phase diagram of
compressed CO2
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Table 5.1 Characteristics of
supercritical fluids compared
to those of liquids and gases

Liquid SCF Gas

Density (kg/m3) 1,000 200–900 0.6–1

Viscosity (�Pa s) 10�3 10�5–10�4 10�5

Diffusion coefficient (m2/s) <10�9 10�7–10�8 10�5

Heat conductivity (W/mK) <10�1 10�3–10�1 10�3

of compounds in SCF in comparison with that in gases. In contrast, because its
diffusion coefficient is close to that of a gas, the viscosity of SCF is much lower
than that of liquids. In addition, these physical properties of an SCF, such as density,
viscosity, diffusion coefficient, and heat conductivity values, can be varied by
slightly changing the temperature and pressure around critical point. These higher
diffusivities, lower viscosities, and lower surface tension enhance reaction rates.
Moreover, the tunability of the density and transport properties of the supercritical
fluid not only allows the easy manipulation of reactions but also helps in product
separation [10]. Residual solvent removal by SCF exploits the great diffusivity
of the compressed gas as well as the easy evaporation of organic solvent into the
supercritical phase.

Two of the main advantages of CF technology are the avoidance of the excessive
use of organic solvents and high temperature to produce particles. Other benefits
are its high versatility, the flexibility in offering various processing approaches and
the ability to reach unique processing conditions, which are not possible to obtain in
traditional process. In addition, the considerable reduced complexity of supercritical
process due to a decrease in the number of steps, is an important factor to bear in
mind.

CF-based precipitation process occurs in a non-oxidizing atmosphere and with-
out applying high shear forces, which makes this technology very suitable for
thermally, chemically, or physically unstable materials, such as biological com-
pounds, chemical intermediates and pharmaceuticals.

Precipitation or crystallization is a transient nonequilibrium process associated
with a phase change leading to crystal formation. The driving force for this process
is supersaturation. In the area above the supersaturation boundary, the crystallization
process, which makes reference to the simultaneous occurrence of nucleation,
crystal growth, and agglomeration, takes place [5]. A high degree of supersaturation
increases the nucleation rate and reduces the growth rate (see Fig. 5.2). The degree
of supersaturation is the ratio of the drug concentration in the solution to its
solubility in that solution at that particular condition. If the degree of supersaturation
is low and achieved slowly (in case of poor mixing), then nucleation rate is slow and
it takes a longer time for the system to cross the metastable zone, favoring particle
growth over nucleation. On the other hand, if supersaturation is high and is attained
very fast, then nucleation rate would be very high and it would take less time to
cross the metastable zone. This hinders particle growth, and thereby the particle size
obtained is comparatively smaller. However, a high supersaturation also increases
the mass transfer gradient and can enhance particle growth [11–13].
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Fig. 5.2 Qualitative
supersaturation profiles
corresponding to a
crystallization process where
nucleation phenomena are
dominant over crystal growth
(trace A) or crystal growth is
dominant over nucleation
(trace B). “ is the ratio
between the actual
concentration (C) and the
saturation concentration, or
solubility, (CS), of the solute
to crystallize

Crystallization is governed by both thermodynamic and kinetic factors, which
are often difficult to control as there are several operative conditions that can be
modified: temperature range, cooling/heating rates, choice of solvents, and variation
of solute concentration (which depends on the temperature). Additional factors such
as impurity level, mixing regime, vessel design, and cooling profiles can deeply
impact the size, number, and shape of the crystals produced.

Traditional crystallization methods include sublimation, crystallization from
solutions, evaporation, thermal treatment, desolvation, or grinding/milling. Classical
crystallization processes are based on temperature variation where the thermal
conductivity is the rate-limiting step [14]. In conventional crystallization, efficient
stirring systems are required to transmit the temperature changes efficiently through
the whole solution. In large-scale applications, stirring efficiencies are usually very
poor, and as a consequence very low and heterogeneous supersaturation profiles
are obtained. Hence, very large particles are obtained in industry and down-stream
operations are required (see Fig. 5.3).

However, in SCF process, the advantage is literally the millisecond timescale for
pressure reduction or admixing solvents. The use of SCFs also takes advantage of
other unique conditions such as high rate of solvent evaporation and fine-tuning of
the density. The kinetics of the crystallization process is mainly driven by diffusion,
which is strongly related to the density of the solvent. Additionally, the possibility
of modulating the rate of solvent evaporation deeply influences the kinetics of the
process [5].

If large levels of supersaturation are attained rapidly and there is homogeneity
of this supersaturation profile through the bulk solution, nucleation phenomena
will dominate crystal growth, and very small and mono disperse particles will be
produced (see Fig. 5.4). When using CFs as solvents or cosolvents, large levels of
supersaturation all over the system can be obtained and, as a consequence, uniform
micro- and nanoparticulate materials are produced in a single step.

Summarizing, the most noticeable process parameters that differentiate SCF
technologies from conventional methods are the high compressibility and diffusivity
of the supercritical fluid and the possibility of fine-tuning pressure and solvent
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Fig. 5.3 Schematic representation of a conventional precipitation process based on composition
changes, in which poor mixing between solvent and antisolvent promotes low and heterogeneous
supersaturation (“) degrees, generating large and heterogeneous particles that need further
processing. “, supersaturation; L, distance; t, time

evaporation rate. These parameters provide additional dimensions for process con-
trol and the possibility of easy tailoring the final properties of the active compounds.
A unique advantage that should be underlined is the almost instantaneous pressure
variation in supercritical processes, which leads to uniform conditions in the whole
solution [15]. Furthermore, supercritical fluid-based technology is a promising
green alternative, since regulatory requirements in the pharmaceutical industry are
becoming more and more restrictive in the use and residual content of volatile
organic solvents in drug products [5].

The most widely used CF is CO2 because it is nontoxic, nonflammable, cheap,
and easy recyclable. Hence, the physicochemical properties of CO2 are key factors
in particle design. In particular, solubility in CO2 is the major prerequisite for
designing particles using this CF, that is, the applicability of the technology is
dependent on this solubility. When CO2 is used as a solvent, size distribution
and morphology of the particles produced are a function of the concentration of
the materials in CO2 and the subsequent expansion conditions. In contrast, CO2

antisolvent processes are based on the change in the solubilization power of the
solvent as a result of the addition of CO2 [8].

To choose a process for particle design, the first thing to consider is the solubility
of the substance in the supercritical fluid. The choice between different methods will
then be made considering the desired particle size, shape and structure, processing
costs, and production scale [14]. The study of phase behavior of the drug in pure
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Fig. 5.4 Schematic representation of the homogeneous supersaturation (“) profiles usually
achieved by CF-based methods, which result in uniform particles in a single step (Adapted with
permission from [14])

Fig. 5.5 (a) Image and (b) Schematic representation of the variable volume cell

CO2 or CO2-expanded solvents becomes crucial, and it is an important step toward
successful election of the most suitable methodology to process the active com-
pound. One of the most effective methods for conducting solubility measurements
implies the use of a high-pressure phase analyzer equipped with windows that
allow visualization of its interior (Fig. 5.5). Solubility measurements aid to avoid
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time and economic expenses derived from trial-and-error procedures. There are
well-documented examples of the use of high-pressure analyzers for studying the
solubility behavior of different drugs, lipids, and biodegradable polymers in CO2-
expanded solvents [16–20].

As one of the main objectives of using CFs is to avoid the use of organic solvents
during processing of the APIs, the study of the phase behavior in pure CO2 is the
first step in solubility studies.

A certain amount of the compound of interest is introduced inside the high-
pressure phase analyzer under the working conditions of temperature and pressure.
The addition of CO2 into the cell could lead to three different scenarios: the
progressive dissolution of the solid in CO2, the swelling of the CF inside the
compound, or neither situation. This last case is the most common behavior for
the majority of drugs, polymers, and polar substances. In the latter, further studies
in mixtures of organic solvents and CO2 would be required. In order to get the
solubility curve of a compound in the mixture of organic solvent and CO2, the
solubility of the compound in the pure organic solvent and in pure CO2 needs
to be measured, as well as the solubility of the compound in the mixture of
organic solvent/CO2 at different concentrations of CO2. The method to calculate
the solubility of the compound in the expanded mixture is called the vanishing
point method, and it is explained in detail in the Appendix. Examples of solubility
curves are depicted in Fig. 5.6, which shows the very different behaviors that can

Fig. 5.6 Solubility curve of (a) ibuprofen, (b) naproxen in CO2-expanded acetone at 10 MPa and
298 K, and (c) hexamethylenetetramine in CO2-expanded ethanol at 10 MPa and 313 K (dashed
lines represent the ideal dilution behavior)



5 Particle Engineering with CO2-Expanded Solvents: The DELOS Platform 81

Fig. 5.7 Different CF-based technologies (Adapted with permission from [14])

be attained when CO2 is added to a solution of a compound in an organic solvent.
The behavior is defined by the minimum composition from which the CO2 starts
to provoke the precipitation of the compound, which can be calculated from the
intersection of the solubility curve with the ideal dilution line of the compound in
the organic solvent/CO2 mixture. In the case of ibuprofen in CO2-expanded acetone,
CO2 acts as a cosolvent until molar fractions of 0.82 (Fig. 5.6a), whereas in the case
of naproxen (Fig. 5.6b), the addition of CO2 over the solution of the solid in acetone
provokes the precipitation of the drug, revealing the antisolvent character of the CO2

[16]. Moreover, CO2 can show a synergic behavior with the organic solvents, as was
observed for the hexamethylenetetramine in CO2-expanded ethanol (Fig. 5.6c) [18].

CF-based precipitation processes can be classified into different groups depend-
ing on whether the CF, usually CO2, acts as a solvent, solute, cosolvent, or
antisolvent with respect to the material to precipitate (Fig. 5.7).

5.2.1 CF as a Solvent: Rapid Expansion of Supercritical
Solution (RESS)

In this process, the solute is first solubilized in the supercritical fluid. The solution
is then expanded across a nozzle or capillary at supersonic velocities. The rapid
expansion leads to supersaturation of the solute and subsequent precipitation of
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micro- and submicron particles. The RESS process has been demonstrated to
produce contaminant-free microparticles ranging from a few microns to several
hundred microns, but some examples in the literature report nanometric particles
using appropriate nozzles. [21, 22]. The RESS process has also been applied for
coprecipitation of solutes [10].

The facts that affect particle size and morphology in the RESS process include
the length/diameter ratio of the expansion device, the RESS time scale determined
by the expansion trajectory from the preheater, and the particle agglomeration
during free-jet expansion.

A major limitation of the RESS process is that, at moderate temperatures and
pressures (<60 ıC and 300bars), solubilities of compounds in CO2 are in the order
of 0.01 wt% or less. Indeed, the high temperatures that are often required make
it unsuitable for labile polymers and drugs. To circumvent this problem, small
percentages of organic cosolvents are normally used.

5.2.2 CF as an Antisolvent

The relatively low solubilities of pharmaceutical compounds and polymers in CO2

are exploited in this type of processes, where the active compound is first dissolved
in a conventional solvent to form a solution and the CO2, which behaves as an
antisolvent for this solution, is added to provoke solute precipitation. The ideal
situation is that the solute is insoluble in compressed CO2 (cCO2), and at the
same time, the organic solvent is completely miscible with cCO2 at the working
temperature and pressure [23, 24].

The advantage of processes using CO2 as an antisolvent in comparison with
conventional precipitation techniques is that powders may be produced at ambient
temperatures, in a low-shear environment and with a low level of oxygen exposure.
All these considerations are relevant for the production of drug and protein powders.
It also has the advantages of having a higher solute throughput and flexibility of
solvent choice.

Antisolvent techniques are probably the most used for micronization of pure
active drugs and polymers, and particle sizes ranging from nanometers to microns
can be obtained.

The solute can be recrystallized in two ways:

– In the GAS (gas antisolvent) process, a solution is expanded several fold by its
mixing with compressed CO2 in a vessel. Because CO2 expanded solvent has a
lower solvent strength in comparison with the pure solvent, the mixtures become
supersaturated, forcing the solute to precipitate or crystallize as micro particles
[25, 26].

– The PCA (precipitation with a compressed antisolvent) process, which is semi-
continuos, involves spraying the solution through a nozzle as fine droplets into
compressed CO2 [27–29]. Using PCA-like methods, precipitates with a high
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residual solvent content are generally achieved and long drying periods are
therefore required, which often leads to particle agglomeration and aggregation.
This can be overcome by enhancing mass transfer between the supercritical
antisolvent and the solution during the spraying, which can be achieved by
favoring the mixing between both fluids, for example, using an ultrasonic nozzle.

5.2.3 CF as a Solute: Particles from Gas-Saturated Solutions
(PGSS)

As the solubilities of compressed gases in liquids and solid like polymers are
usually high and much higher than the solubilities of such liquids and solids in
the compressed gas phase, the process consists in the solubilization of supercritical
CO2 in melted or liquid-suspended substances, leading to a so-called gas-saturated
solution/suspension. When this solution is rapidly depressurized through a nozzle,
microparticles are formed due to a reduction in temperature and atomization
experienced by the gas-saturated solution during the expansion. Advantages of
PGSS process include the lack of necessity for the solute to be soluble in CO2

and the absence of solvents. However, its main limitation is the melting of the
compound, which can be problematic for heat- sensitive molecules. In order to
tackle this problem, some drugs have been processed with polyethylene glycol
4,000, which dissolves the drugs lowering their melting point and, hence, allowing
their precipitation at milder conditions [30–33].

5.3 CF as a Cosolvent: DELOS (Depressurization
of an Expanded Liquid Organic Solution)

In contrast to antisolvent techniques, DELOS process takes advantage of the
cosolvent behavior that some CFs present over solutions of compounds in certain
organic solvents. In this method, the CF is added to an organic solution of the
compound to precipitate, resulting in a new pressurized solution, usually at pressures
lower than 10 MPa, in which the solvent medium is formed by the mixture of
“organic solvent/CF.” As usual, the most common CF used is CO2. The DELOS
process, which is described in Fig. 5.8, is a crystallization technique based on the
use of CO2-expanded solutions.

The crystallization driving force in this process is the large, abrupt and extremely
homogeneous temperature decrease produced by the rapid evaporation of CO2,
which was dissolved at a given pressure (Pw) and temperature (Tw) in an organic
liquid solution containing the compound to be crystallized. This abrupt and
homogeneous temperature reduction produced during depressurization of the CO2-
expanded solution generates a pronounced and very homogenous increase of the
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Fig. 5.8 Stages of the DELOS process

supersaturation in every point of the solution, which favors nucleation rather than
crystal growth, and promotes the formation of micro- or submicron-sized particles
with narrow particle size distributions and unique supramolecular structural homo-
geneity.

In DELOS process, it can be assumed that the final temperature reached after
depressurization is attained before primary nucleation takes place, and therefore, as
schematized in Fig. 5.8, the initial solute concentration is reestablish (CF D CI).

As mentioned, the abrupt and homogenous decrease in temperature experienced
by the CO2-expanded solution is what generates the supersaturation; hence, the
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magnitude of the temperature decrease (�T D TF – TW) is what determines the yield
and characteristics of the crystalline particles produced.

It has been demonstrated that changes in the flow rate through the depressur-
ization valve and in the working pressure (Pw) keeping the molar fraction of CO2

constant (xw), do not affect �T. This result is very relevant from a practical point
of view since it allows to work at much lower PW than those used in other high-
pressure crystallization techniques, without influencing neither the yield nor the
final characteristics of the precipitate. The �T is determined by the nature of the
solvent employed in the process and the CO2 content (xw) of the expanded solution.
During depressurization of the expanded solution, CO2 goes from the liquid state at
Pw to the vapor state at atmospheric pressure, and, since DELOS is an adiabatic
process, the heat required for the CO2 vaporization must be extracted from the
liquid solution, and as a consequence, the solution experiences the large, abrupt,
and homogenous decrease of temperature [34].

In DELOS crystallization, it could be considered that the difference between
the initial concentration (Ci) of the compound in the organic solution and the
solute solubility (CF

S) in the organic solvent at the final temperature reached after
depressurization, �C (�C D CI – CF

S), is the maximum supersaturation achieved
and the supersaturation ratio (S) can be calculated as S D CI/CF

S. Thus, the higher
the �C, the higher the maximum supersaturation attained, and the more favored
is the nucleation on the crystal growth. As a consequence, small particles are
crystallized.

The supersaturation expressed as mass difference, �C, is influenced by the
initial concentration of the compound in the organic solvent (CI) and the CO2

content (xw), as the amount of CO2 determines the final temperature achieved
after depressurization, and this value will define the solute solubility in the organic
solvent at that final temperature CF

S. The higher the xw and CI, the higher the
supersaturation attained, and as a consequence, the smaller the particles produced.
However, except when the addition of CO2 provokes a synergistic enhancement
of the solubility in the CO2-expanded mixture, xw and CI cannot be increased
unlimitedly, since the drug solubility behavior in the CO2-expanded solvent limits
the operation conditions as can be seen in Fig. 5.6.

Through DELOS process, it has been possible to obtain micron-sized particles
of 1,1-bis-(n-butylamino)-9,10-anthraquinone (colorant solvent blue [35]) with a
high degree of crystallinity. Particle size was reduced two orders of magnitude in
comparison with that presented by particles produced through conventional cooling
crystallization from methanol solutions [34].

The feasibility of DELOS to process active pharmaceutical ingredients such
as ibuprofen, cholesterol, aspirin, and naproxen as finely divided powders with
narrow size distribution, high crystallinity degree, high polymorphic purity, and
with a minimum solvent content below the permitted by the regulation has been
demonstrated. Figure 5.9 depicts the SEM images of the processed drugs.

It has been mentioned that polymorph control is paramount in pharmaceutical
development. Different polymorphs can have different bioavailability, activity, and
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Fig. 5.9 SEM images of DELOS processed drugs. Top images, from left to right: aspirin,
cholesterol, naproxen. Bottom images, from left to right: ibuprofen and acetaminophen [37]

even toxicity and can have pronounced effects on shelf life, formulation, and
processing of a drug [36].

Another advantage of introducing pressure as a new degree in freedom when
using a CF-based process is that pressure influences not only the kinetics and the
thermodynamics of the process, but also the occurrence of different polymorphic
forms of the crystallized compound. Stearic acid was chosen as a model molecule
of long alkyl chain compounds because it is extremely rich in polymorphic forms.
Five polymorphic phases of stearic acid have been reported: two triclinic forms
belonging to what is called the A-form, the A2 and A3 forms whose structures
are still not known, and three monoclinic forms having an orthorhombic subcell,
called B, C, and E polymorphs. B and E polymorphs show the phenomenon called
polytypism that corresponds to a higher-order structural difference caused by the
different stacking sequences of the layers. In both B and E forms, there are two
distinct polytypes: one showing a single-layered structure with a monoclinic space
symmetry (Em) and another exhibiting a double-layered structure with orthorhombic
space symmetry (Eo). Regarding the thermodynamic stability of these polymorphs,
it is established that B and C forms are stable below and above 305 K, respectively,
while the A and E forms are considered as metastable phases in the whole
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Fig. 5.10 Solubility of
stearic acid in CO2-expanded
ethyl acetate at 6 MPa and
293 K

temperature region. It is proven that usually stearic acid crystallizes predominantly
into the Em form with traces of Eo and C forms from rapid crystallization
experiments. From slow crystallization conditions, forms A2, Bo, Bm, Em, and C
are obtained. A2 form is mainly obtained from isooctane at room temperature, Bm

form is mainly obtained from toluene at 273 K, and finally, Bo form with traces
of Bm is obtained from toluene at 298 K. On heating, the low-temperature phases
(A, E, B) experience an irreversible first-order solid–solid transition into the C
form. The C form melts and it is recovered from the melt on cooling, remaining
metastable. However, the pure Em form has never been achieved using conventional
crystallization methods.

Figure 5.10 shows the solubility data of stearic acid in CO2-expanded ethyl
acetate at 293 K and 6 MPa at different CO2 compositions, showing that CO2

acts as a cosolvent in a wide range of molar fractions, from 0.00 to 0.80. This
solubility behavior suggests that DELOS method is the most appropriate one in
order to crystallize stearic acid with high yields.

When precipitating stearic acid through DELOS, only the monoclinic E form is
produced [37]. If stearic acid is precipitated using conventional cooling crystalliza-
tion experienced the same�T as in the DELOS process, a mixture of the monoclinic
E form and the C form is obtained. Such difference can be attributed to the much
slower cooling rate and the less homogenous supersaturation rate occurring over all
the solution in the conventional cooling process than that experienced in a DELOS
crystallization. The C form is thermodynamically enhanced over the E form. At
lower temperatures, such as the ones reached in the DELOS process, the E form may
become thermodynamically enhanced in relation to the C form. However, in this
type of process, the thermodynamic balance is less important in the polymorphic
production than the kinetic control due to the high supersaturation rates that are
obtained in DELOS crystallizations.

GAS crystallizations of stearic acid give the thermodynamic-enhanced C form
because of the low influence of kinetic aspects on this process.
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Fig. 5.11 Different crystal phases of PEG6000

Hence, DELOS process is a kinetically controlled crystallization in which high
supersaturation levels are rapidly achieved. This process is especially indicated for
obtaining kinetically controlled polymorphs of exceptional polymorphic purity.

Similar results have been obtained when precipitating polyethulene glycols
(PEGs) through DELOS process. These polymers are self-organizing polymers,
which have the ability to form different functional structural hierarchies, such as
micelles and lyotropic phases. PEGs are very promising candidates for thermal
energy storage materials and also have relevant biomedical and biotechnologi-
cal applications. The polymer chain folding can be modified depending on the
crystallization/precipitation method. In particular, PEG6000 can crystallize into
three different forms: with polymer chains extended, folded once or folded twice
(Fig. 5.11).

The melting behavior of these polymers has been studied in detail [38, 39]. It
was revealed that the most thermodynamically stable phase is the extended chain
phase, and the folded ones are metastable phases, being the twice-folded metastable
in comparison with the once folded. It has been demonstrated that by choosing the
appropriate experimental process variables, a kinetically enhanced pure phase can
be obtained by DELOS as can be ascertained from Fig. 5.12 [40].

Recently, a new polymorph of “-sitosterol has been discovered, which is more
crystalline than the native form, through its precipitation by DELOS process [41].
In addition, particle size was reduced by an order of magnitude. “-sitosterol is
a common phytosterol, an ingredient used in functional food and nutraceutical
products to address cholesterol reduction. Phytosterols are not synthesized by the
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Fig. 5.12 DSC analysis of PEG6000 solids obtained by DELOS process (a, b, c) and by a
conventional cooling method from the melted solid (d)

human body and, hence, have to be incorporated in the diet. Phytosterols are isolated
commercially from vegetable oil deodorizer distillates or tall oil in the form of a
mixture of sterol components, and its separation presents a major challenge. A lot
of effort has been put in the obtaining of small crystals of unbond sterols. Different
approaches have been investigated for this objective, ranging from micronization
of crystals to the formation of emulsions and liposomes. Supercritical carbon
dioxide technology has been applied for the recovery of phytosterols from different
sources; however, the use of supercritical fluid technologies for phytosterol particle
engineering has been scarce, and although some processes have produced particles
with very small size (aggregates of 50 nm particles), the main shortcoming is scaling
up the process as phytosterol presents a very low solubility in scCO2. The behavior
of phytosterol–ethanol–CO2 mixtures was studied, and the data revealed that CO2

acts as a cosolvent for a wide range of concentrations [42], highlighting that
DELOS process has a huge potential to precipitate phytosterols. The precipitation
of phytosterols by DELOS yielded a new and highly crystalline polymorph of
phytosterols in the form of fine powder with a mean particle size diameter of
6.5 �m and narrow particle size distribution. This new phase presents a higher
chemical purity and higher crystallinity than the native mixture; it is stable at room
temperature at least for 2 years and can be converted into the native form by heating
it above 368 K.



90 P.E. Rojas et al.

This last observation reveals the exceptional ability of CF precipitation tech-
niques to reach unique processing conditions, otherwise impossible to obtain in
traditional processes.

In DELOS, CO2 acts as a cosolvent, which allows to work with more con-
centrated solutions than in technologies using pure CO2. This makes possible to
precipitate higher amounts of polar and high-molecular-weight compounds than
in RESS process, working at lower pressures. In addition, this method is suitable
for drugs with low melting point or for polymers that are not able to absorb high
quantities of CO2. In comparison with other CF crystallization techniques, like
RESS and PCA, DELOS process requires mild working pressure, which is a crucial
parameter in the economical evaluation of the process for industrial applications.

5.4 Scale-Up of the DELOS Process

The formation of drug particles using CO2 as a green solvent holds immense appeal
for large-scale application in pharmaceutical industry [10]. Although large-scale
commercial use of SCF technology has been used successfully to decaffeinate
coffee and tea, as well as extract spices, hops, and flavoring, it has not yet become
the first-choice technology for particle design in the pharmaceutical industry. The
reason may be the cost of installing GMP-compliant equipment and the relatively
limited experience actual manufacturers have with commercial production of CF-
based technology. Although CO2 is inexpensive and can be recycled, the capital
investment and running cost for CO2-based technology processes are at least as
much as those for other multipurpose processes, such as fluidized-bed granulation
spray drying and freeze drying. However, recently, a study on scale-up for particle
formulation that launches a positive scenario has been revealed: the study publishes
evidence of the successful implementation of industrial-scale CF-based facilities for
pharmaceutical particle design [8].

The price of large-capacity plants, with optimized design and operation, is of
the very same order of magnitude as those related to conventional processes with
similar restrictions in terms of environmental and health issues [43].

DELOS process was successfully scaled-up by sevenfold from laboratory
(300 mL vessel volume) to pilot-plant scale (2,000 mL vessel volume). The results
showed an extremely high reproducibility, regarding particle size and yields. The
scale-up design was easily done by geometrical factors. In crystallizations from
liquid solvents, the common scale-up troubles are related to effective mixing,
since the bigger the vessel, the bigger the gradient temperature, yielding very
heterogeneous supersaturation profiles and poor reproducibility. In DELOS, stirring
is only needed to ensure a homogenous mixture between the organic solutions
of the solid and CO2, and it is not relevant during depressurization step, where
precipitation takes place; therefore, the final characteristics of the particles do not
depend on stirring efficiency.
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In addition, feasibility of DELOS process for industrial applications has been
evaluated. The design turned out to be perfectly viable according to GMP’s
rules. Compared to conventional multistep procedures, decreasing process units
also simplifies the related quality documentation. Evaluation of the environmental
sustainability of this process, compared again to conventional techniques, showed
very interesting results: sustainability indexes, which account for the required
amount of materials, energy, water, and contamination emitted for kg of produced
product, were significantly lower than the corresponding index of conventional
process. This reveals that DELOS is a greener and more environmentally friendly
precipitation technique than conventional pharmaceutical procedures.

5.5 Conclusions

CF-based processes are promising technologies for the production of APIs with pre-
cise physical properties such as size, shape, supramolecular organization, and crys-
talline purity, unattainable by conventional methodologies. In particular, DELOS
platform emerges as a powerful alternative for commercial-scale plants. Here, it
has been summarized the unique properties of supercritical fluids, as well as the
most important CF-based processes. The feasibility of DELOS platform for the
preparation in a single step of micron-sized particulate APIs has been proved with
several examples. In addition, it was shown that DELOS platform is a suitable
technology for obtaining highly pure polymorphic phases. Summarizing, CF-based
technologies are cost-effective procedures that entail a high potential for the one-
step preparation of particles with the desired particle size and morphology. In light
of the actual requirements of the pharmaceutical industry, CF-based processes are
very promising eco-efficient solutions.

Annexes: Vanishing Point Method

The vanishing point method is based on the observation of the progressive redisso-
lution of a solute C until a complete transparent solution is formed. Such solid is
in equilibrium with a saturated phase of itself in a homogeneous mixture between
two fluids A and B. The increase of the solvating capacity of A/B binary mixture
through the change of its composition provokes the progressive redissolution of
the solute, which is completed at what is called the vanishing point. The vanishing
point method is an adequate procedure for performing solubility studies either at
atmospheric pressure, where A and B are both conventional solvents, or at high
pressure, where A and B can be a conventional solvent and a compressed fluid (CF),
such as CO2, respectively (Wubbolts, F.E., Supercritical crystallisation: volatile
components as antisolvents, Ph. D. Thesis, Technical UniG.M., Measurement and
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Fig. 5.A.1 Possible solubility curves of a solute C in an organic solvent/CO2 mixture of different
compositions at constant pressure and temperature. Curve 1: antisolvent behavior of CO2, curve 2:
cosolvent behavior of CO2, curve 3: synergistic behavior between CO2 and the organic solvent.
The dashed line represents the ideal solubility variation with respect to solvent compositions.
Cs D saturation concentration

modelling of the solubility of solids in mixtures of common solvents and compressed
gases, Journal of Supercritical Fluids, 32 (2004) 79–87.).

The high-pressure phase analyzer enables to obtain solubility curves of a solute
in organic solvent/CO2 mixtures like those depicted in Fig. 5.A.1, where the CF can
present different behaviors with respect to the solution of the solute C in the organic
solvent A. Thus, the CF can act as antisolvent (curve 1), cosolvent (curve 2) or can
have a synergic behavior with the organic solvent augmenting, as a consequence,
the solvating capacity of the mixture organic solvent/CO2 with respect to the pure
solvents (curve 3) [7].

In curve 1, the addition of CO2, at constant pressure (Pw) and temperature (Tw),
over a saturated solution of the compound C in the organic solvent A provokes the
precipitation of such compound presenting, therefore, an antisolvent behavior. In
curve 2, there is a range of xCO2 in which the CF acts as a cosolvent, preventing the
precipitation of the solute. This range is defined by the intersection point between
the ideal dilution line and the curve corresponding to the real variation of compound
C solubility with the composition of the binary mixture organic solvent/CO2. In
the case of curve 3, the addition of CO2 generates a binary system with a superior
solvating power than the organic solvent A due to a synergic effect of the CF and
the organic solvent in a range of xCO2.
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Chapter 6
Addressing the Stochasticity of Nucleation:
Practical Approaches

Nadine Candoni, Zoubida Hammadi, Romain Grossier, Manuel Ildefonso,
Shuheng Zhang, Roger Morin, and Stéphane Veesler

Abstract This chapter presents different practical ways to address nucleation
stochasticity. The methods use either statistical studies on spontaneous nucleation
or local control of nucleation. Techniques developed in our laboratory are described:
droplet-based microfluidics, microinjectors in oil, and external electrical or mechan-
ical fields in confined systems. Results of nucleation kinetics obtained on various
molecules are presented in terms of metastable zone, critical supersaturation, nucle-
ation rate, induction time, interfacial energy of the critical nucleus, polymorphism,
and detection of the critical nucleus. These practical approaches show considerable
potential to increase understanding and control of the nucleation mechanism.

Keywords Spontaneous nucleation • Induced nucleation • Microfluidics • Con-
finement • External fields

6.1 Introduction

In crystallization of materials such as pharmaceuticals, proteins, or nanomaterials,
the most important properties are crystal morphology, habit, size distribution,
and phases. The control of these properties demands an understanding of the
mechanisms governing the successive steps of nucleation and growth. Although a
great deal is known about crystal growth, considerably less is known about crystal
nucleation because of the difficulty of directly observing the nuclei. Indeed, the
first nuclei are defined by Kashiev as randomly generated nanoscopic new phases
“that have the ability for irreversible overgrowth to macroscopic size” [1]. Hence,
nucleation is a stochastic phenomenon and the probability of observing the first
nuclei is very low, for spatial and temporal reasons.
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In this chapter we present practical ways of addressing the stochasticity of
nucleation [2]. The first idea consists in performing many spontaneous nucleation
experiments and hoping that the law of large numbers permits us to obtain a
sharper picture of nucleation. Observation is enhanced by reducing the volume
of crystallization [3] and hence the number of crystals. The techniques presented
here are droplet-based microfluidics [4–9] and microinjection in oil [10–13]. The
second idea consists in inducing nucleation where and when we choose controlling
nucleation, which is no longer spontaneous. In this case, the techniques combine
confinement of nucleation with localized external fields, such as electrical [14, 15]
and mechanical fields [16].

The purpose of this chapter is to show what these techniques currently offer in
terms of nucleation kinetics measurements and detection of the critical nucleus.
The main questions are what are the factors that influence nucleation and how
they are revealed by these techniques? Since we explore nucleation from a purely
practical point of view, we do not consider any a priori assumption on the
nucleation mechanism. We will present practical examples with mineral, organic,
and biological molecules, confirming that nucleation mechanisms are identical for
all molecules [17].

6.2 Theoretical Background

The following is a brief reminder of nucleation theory and experimental parameters,
introducing all the properties accessible with our techniques.

6.2.1 Critical Nucleus

Until recently, solution nucleation has been described solely by the classical
nucleation theory (CNT), a theory derived from nucleation of droplets in the bulk of
pure supersaturated vapors [18]. It considers that once a cluster has reached a critical
size, nucleation starts. Hence, the first nucleus is called the critical nucleus. In this
model, the critical nucleus appears by densification of molecules and nucleation of
a solid phase at the same time. Therefore, the transition from the liquid phase to the
solid phase is described by one order parameter, i.e., density. According to CNT, the
critical size r* is given by the Gibbs–Thomson equation:

r� D 2	�

kT lnˇ
(6.1)

with 	 (m3) the volume of a molecule inside the crystal, � (J � m�2) the interfacial
energy of the critical nucleus, k the Boltzmann constant (J � K�1), T the temperature
(K), and ˇ the supersaturation (C/Cs). C is the concentration of the solute in solution
and Cs the equilibrium concentration. Hence, if ˇ > 1, the crystal grows; if ˇ < 1, the
crystal dissolves; and if ˇD 1, the crystals and solution are at equilibrium.
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While this theory has the advantage of simplicity, some discrepancies (in
predicting nucleation frequencies) have been observed with experiments [3, 19–
22]. Consequently, a more complicated two-step mechanism was proposed: first,
formation of a dense phase of clusters on the model of a liquid–liquid phase
separation and, second, organization of these clusters into structured clusters [23–
25]. This theory is based on two order parameters, density and structure [26].
Subsequently, a third nucleation theory was proposed linked to biomineralization,
consisting of a nucleation via stable prenucleation clusters [27]. For reviews, see
Refs. [28] and [29]. Concerning experimental discrepancies, different explanations
are proposed. For instance, Knezic et al. [30] suggested that macromolecules take
longer to rearrange themselves into crystalline nuclei than smaller molecules (this
rearrangement step is not directly taken into account in CNT). Hence, the limiting
step, densification or structuration, will depend on the solute.

It must be pointed out that experimental observations and interpretations are
influenced by the fact that the location, the nature, and the lifetime of the dense
phase and/or the critical nucleus are currently unknown.

6.2.2 Nucleation Kinetics

In this chapter we are looking at primary nucleation, i.e., the appearance of crystals
in a solution which contains no crystals of that phase. The nucleation kinetics is
commonly described by the nucleation rate J, which is the number of nuclei that
form in the supersaturated solution per unit of volume and per unit of time [1,
31–33]. Theoretically, the nucleation rate J is determined by CNT derived from
the Gibbs treatment of droplet nucleation [18]. The general equation for primary
nucleation is expressed as Eq. (6.2) [34]:

J D K0 exp

�
�G�

kT

�
(6.2)

with K0 the kinetic factor (m�3 � s�1) and�G* the activation free energy (J).
CNT assumes a spherical form for the critical nucleus as mentioned by Fletcher

[35]. In the general case of heterogeneous or homogeneous nucleation, a constant
shape for the cluster (here spherical) is assumed, which depends on the possible
presence of foreign substances: foreign molecules or particles, bubbles, crystallizer
walls, and liquid�liquid or liquid�air interfaces. Hence, the value of �G* depends
on surface interactions, which are taken into account by introducing an effective
interfacial energy � ef of the critical nucleus, and J is given by Eq. (6.3) [4]:

J D K0 exp

 
�16


3

	2�3ef

.kT/3ln2ˇ

!
(6.3)
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6.2.3 Critical Supersaturation

According to Eq. (6.3), there is a zone in the supersaturated region (ˇ > 1) where no
nucleation occurs for a given time in a given volume. This is the metastable zone
[36], which is delimited by the critical supersaturation (CS) for a given temperature
or the temperature of metastable zone (TMZ) for a given concentration (Fig. 6.1).

In the nucleation zone or zone of spontaneous nucleation, nucleation (i.e., the
appearance of crystals) is promoted; in the metastable zone, growth (i.e., the
subsequent expansion of the crystal) is promoted.

6.2.4 Experimental Considerations

In practice, the two usual methods used to determine the nucleation rate J are:

– Measurement of the induction time, i.e., the time it takes to form a detectable
amount of the new crystalline phase after a given supersaturationˇ is established.
However, nuclei must grow to a minimum size before they are observable;
thus, the induction time includes the nucleation time and the time required for
growth to a detectable size. The supersaturation range over which the experiment
can be performed is rather limited due to the metastable zone. When ˇ is too
small, heterogeneous nucleation may replace homogeneous nucleation. When ˇ
is too large, induction times are difficult to measure because they are too short.
In practice, we are able to measure the induction time in the vicinity of the
metastable zone limit and we could reasonably assume that the growing period
can be considered negligible compared to the nucleation period.

Fig. 6.1 Phase diagram of
supersaturation vs.
temperature, with the
solubility curve and the
metastable zone



6 Addressing the Stochasticity of Nucleation: Practical Approaches 99

– The double-pulse technique (DPT), which permits nucleation and growth to
be separated [37–39]. At the beginning of a run, the solution is loaded at a
temperature chosen to prevent nucleation of crystals. Then the temperature is
lowered (respectively raised if the solubility is reverse with T) to a selected T1 at
which nucleation occurs. After a period of�t1 (nucleation time), the temperature
is raised (respectively lowered if the solubility is reverse with T) from the
nucleation temperature T1 to the growth temperature T2 in the metastable zone.
At T2, crystals already formed can grow to detectable dimensions. The nucleation
rate, at given concentration C and temperature, is given by the variation of the
amount of crystals nucleated as a function of nucleation time.

6.3 Studying Nucleation: An Unpredictable Phenomenon

As we have seen above, nucleation plays a fundamental role in the physical
properties of crystals. However, the unpredictability of the spatial and temporal
location of the critical nucleus makes its study difficult. In this part we address
the problem of the stochasticity of nucleation in two ways: first, by carrying
out statistical studies on single crystals spontaneously nucleated and, second, by
inducing nucleation.

6.3.1 Statistical Studies of Spontaneous Nucleation

For statistical studies, a large number of samples in the same condition are required.
In large volumes, it is difficult to accurately detect crystals as they are formed, so
sample volumes need to be limited. Therefore, the idea is to reduce the volume of
nucleation to the nL–pL range. Hence, the number of crystals nucleating and the
zone of observation are reduced, thus increasing the resolution of the detection.
Moreover, this has the advantage of decreasing the quantity of molecules while
speeding up heat and mass transfer [40]. Volume reduction to nL is realized using
droplet-based microfluidics. Then pL–fL volumes are obtained by microinjection
methods.

6.3.1.1 Nucleation in Nanoliter Droplets

Droplet-based microfluidics permits series of nanolilter droplets to be generated by
injecting the crystallization solution in a nonmiscible continuous phase and without
using surfactant. Droplets are monodisperse (in size, composition, frequency)
nanocrystallizers isolated from each other and in which crystallization can occur
independently. Hundreds of droplets can be generated per condition, leading to
a large number of samples for statistical studies while consuming only small
quantities of material.
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– Microfluidic devices: (1) molded in PDMS and adapted from Salmon [41–
43] and (2) composed of Teflon tubing with junctions in PEEK (Fig. 6.2a,
b). The continuous phase is silicon or fluorinated oil according to the solvent
of crystallization (discontinuous phase). The crystallization solvent is water in
PDMS systems. This microfluidic system thus becomes compatible with almost
all solvents, since Teflon tubing is used instead of PDMS chips (Fig. 6.2c).
Crystals of various organic molecules obtained in aqueous and organic solvents
are presented in Figs 6.2d–h [6].

The microfluidic setup [7] in Fig. 6.3 allows us to determine the properties of
nucleation described above theoretically: metastable zone width, nucleation rate J,
effective interfacial energy � ef of the critical nucleus, and polymorphism.

– Metastable zone width: evaluated from measurements of the temperature of the
metastable zone (TMZ) illustrated in Fig. 6.1. This is the maximum temperature
above which the supersaturated solution does not lose its metastability over
a given time [36]. For a given concentration, TMZ is determined by storing
solutions at given temperatures for a given time (here 20 h). During this time
if T < TMZ, crystals nucleate, and if T > TMZ, no crystal appears. Hence, TMZ
at which there is no crystal is extrapolated (interpolation) from a plot of the
average number of crystals versus temperature. Moreover a rapid screening of
the solubility diagram (black curve of Fig. 6.4) can be carried out as shown by
Laval et al. [41, 42].

– Nucleation rate: determined by using the double-pulse technique (DPT), based
on the phase diagram of Fig. 6.4. Crystals are nucleated at a TNucleation outside
the metastable zone (below TMZ) and for a given nucleation time �t; then, the
crystals are stored at TGrowth in the metastable zone, where the crystals already
formed grow to detectable dimensions and are counted. From the variation of the

Fig. 6.2 (a) Photo and (b) scheme of a T-junction made of PEEK, (c) photo of isolated droplets
of 60 nL volume of crystallization solution separated by fluorinated oil in Teflon tubing of 500 �m
diameter, (d) lysozyme crystals in aqueous droplets, (e) rasburicase crystal in a viscous medium,
(f) caffeine crystals in ethanol droplets, (g) isonicotinamide crystal in an ethanol droplet, and
(h) isonicotinamide crystals in nitrobenzene droplets in Teflon tubing of 500 �m diameter [6]
(Copyright 2012 American Chemical Society)
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Fig. 6.3 The microfluidics setup: (1) and (2) thermostated syringe pumps, (3) T-junction, (4)
thermostated sample holder, (5) camera C zoom on XYZ stage

Fig. 6.4 Metastable zone [5]
and solubility curve [44] of
tetragonal lysozyme (0.7 M
NaCl, pH D 4.5); lines
improve legibility (Copyright
2011 American Chemical
Society)
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average number of crystals nucleated as a function of�t, the steady-state primary
nucleation rate J is determined for given temperature and concentration. Our
results obtained in nucleation volumes of 250 nL of lysozyme are summarized in
Fig. 6.5.

As shown in Fig. 6.5, our kinetic data are in good agreement with the data of
Galkin and Vekilov [21, 22] obtained for the same NaCl concentration at 12.6 ıC,
using droplets of 1 �L suspended in Teflon wells. Moreover, the supersaturation
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Fig. 6.5 Lysozyme
nucleation rate vs.
supersaturation: data come
from our study at 20 ıC [5]
and data from Galkin and
Vekilov at 12.6 ıC [21, 22]
(Copyright 2011 American
Chemical Society)
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Table 6.1 Effective interfacial energy � ef of the critical nucleus determined for oils of different
chemical natures, by different authors

Ildefonso et al. [5] Vekilov group [21, 22] Ildefonso et al. [4] Fraden group [20]

Device PDMS Teflon wells Teflon PDMS
Oil Silicon Silicon Fluorinated Fluorinated
�ef (mJ/m2) 0.62 (0.13) 0.56 0.88 (0.05) 0.91

The deviation in absolute is given in parentheses; errors are not available in Refs. [20–22]

range experimentally accessible when reducing the volume of nucleation to the nL–
pL range is increased for kinetic [5] and thermodynamic [14] reasons (see part 3.2.).

– Effective interfacial energy � ef computed from Eq. (6.3) shows that primary
nucleation is not influenced by the container material (Fig. 6.5). Indeed, the oil
creates a “containerless” environment, as pointed out by Chayen [45]. However,
� ef determined in fluorinated oil and in silicon oil (Table. 6.1) demonstrates the
influence of the droplet–oil interface in droplet-based microfluidics [4].

– Polymorphism: droplet-based microfluidics is adapted for detection of new
phases for statistical reasons. For instance, different polymorphs can nucleate and
the most stable polymorph corresponds to the minimal free energy of the system.
Moreover, according to Ostwald’s rule of states [46], a chemical system does
not tend directly toward the most stable state, but rather tends toward the closest
metastable state. Hence, performing many spontaneous nucleation experiments
increases the probability of observing an event. In the case of lysozyme, we
observed a metastable phase, the sea urchin-like phase, in 6 droplets out of
237 (Fig. 6.6) [8]. It was already known [47, 48], but is not easy to observe
in mL crystallizers. Moreover, because of mononuclear nucleation, the nucleated
crystal of the metastable phase cannot easily follow a solution-mediated phase
transition to a more stable phase. Thus, small volumes of droplets seem to
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Fig. 6.6 Droplets of
lysozyme solutions
(20 mg/mL, 0.7 M NaCl, pH
4.5) in Teflon tubing of
500 �m diameter, observed at
20 ıC after storage for 20 h at
6 ıC: the tetragonal form top
left and the sea urchin-like
form bottom right [8]

Fig. 6.7 Photos of crystals of rasburicase obtained in 65 nL droplets: each line corresponds to
the same crystallization conditions (a) 10 % PEG, 10 �g/�L rasburicase, at 5 ıC. (b) 10 % PEG,
10 �g/�L rasburicase, at 20 ıC. (c) 5 % PEG, 10 �g/�l rasburicase, at 5 ıC. (d) 7.5 % PEG,
5 �g/�L rasburicase, at 5 ıC. (e) 7.5 % de PEG, 5 �g/�L rasburicase, at 20 ıC [9] (Copyright
2015 American Chemical Society (paper submitted))

“freeze” the metastable phase [49]. Lastly, the higher supersaturations reached
in microfluidics due to volume reduction increase the probability of nucleating a
metastable phase [50].

In screening the crystallization conditions of rasburicase, the same experimental
conditions produce different crystal habits and phases. Moreover, the two poly-
morphs known for rasburicase [51] appear simultaneously in droplets (Fig. 6.7) [9].
This concomitant nucleation occurs mainly because the difference between their
solubilities is weak.

Figures 6.6 and 6.7 highlight the importance of performing statistical studies
through a large number of experiments per condition because of the stochasticity of
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nucleation. Statistically each crystallization condition should be tested from 50 to
100 times in order to decide whether the result (obtaining crystals, targeted poly-
morph(s)) is positive or negative. This is the main problem with the conventional
crystallization robots, where typically a few hundred different conditions are tested
only 1–5 times each, leading often to non-reproducible results.

To summarize, droplet-based microfluidics is an accurate method for studying
nucleation kinetics due to statistical approach, exploring one experimental condition
in hundreds of identical droplets. Moreover, as droplet volumes are nanoliter, this
statistical approach requires only a few milligrams of molecules.

6.3.1.2 Nucleation in Picoliter to Femtoliter Droplets

Small-droplet generation with micropipettes or microinjectors renders micro-
droplets accessible and makes the size range easier to control compared to microflu-
idics, which is limited by channel size (hardware limitation). However, statistical
analysis cannot be carried out with single micro-droplet injection [40, 52, 53].

– The fluidic device developed in our laboratory [10] (Fig. 6.8a) generates arrayed
aqueous phase micro-droplets through a layer of inert oil (sessile geometry),
without using surfactant. Up to thousands of micro-droplets can be generated,
with volumes ranging from nanoliter to femtoliter (Fig. 6.8b), thus allowing
statistical studies of nucleation.

Fig. 6.8 (a) The microinjector in oil setup: (1) injector, (2) glass micropipette, (3) XYZ miniature
translation stages for injector, and (4) microscope. (b) Array of monodisperse water droplets
with volumes ranging from nanoliter to femtoliter [10]. (a) Copyright 2010 Elsevier and (b) with
permission from [10] (Copyright 2011 AIP Publishing LLC)
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Fig. 6.9 (a) Array of droplets ( 300pL) of NaCl solutions at ˇD 0.1 generated through a layer
of inert DMS oil. (b) Contraction of droplets due to evaporation of aqueous phase in oil. (c)
Nucleation of single crystals in every droplet [16]

Fig. 6.10 Nucleation
probability P(t) vs. time. P(t)
represents the normalized
fraction of nucleated
micro-droplets for droplet
volumes of 104 pL, 172 pL,
and 284 pL [16] (Reproduced
from Ref. [16] with
permission from the Royal
Society of Chemistry)
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– The droplet-contraction method is used to generate supersaturation and thus
to create crystals, as we can see with picoliter droplets of NaCl solution in
Fig. 6.9a [16]. Indeed, at this scale, droplets slowly evaporate, linearly decreasing
the volume (Fig. 6.9b) [11]. Hence, the concentration, which is given by the
refractive index [12], increases until it exceeds the critical supersaturation, i.e.,
the supersaturation required to nucleate a new phase [54]. Then single crystals
nucleate (Fig. 6.9c).

– The induction time can be measured with the droplet-contraction method because
the growth rate is so fast that the time required for the newly formed nuclei to
grow to a detectable size is negligible with regard to the induction time [13].
Thus, the time before a detectable crystal is observed can be considered as the
induction time. Moreover, the smaller the volume, the faster the evaporation rate
and the faster the nucleation (Fig. 6.10) [16].
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To summarize, this technique of droplet microinjection in oil combines the
advantage of channeled microfluidic techniques, generating thousands of droplets,
with the advantage of micropipette techniques: control over size, micro-droplet
accessibility, and contraction of droplets in oil to increase supersaturation.
Both of these techniques involve easy-to-build devices and are easy to use.
Moreover, it must be noted that they require no surfactant that might affect
crystallization.

6.3.2 Influence of Volume on Nucleation

Reducing the volume of crystallization raises several questions: How do kinetic
parameters such as the metastable zone and the critical supersaturation vary?
Does CNT, which supposes an infinite reservoir of molecules, i.e., a constant
supersaturation during the nucleation event, remain valid in small volumes? What
are the limitations of small volumes and how small?

– A kinetic limitation in small volumes arises from nucleation rate J (number of
nucleus per unit of volume and per unit of time). J is an intensive property
(does not vary with volume). However, J is inversely proportional to volume
and proportional to induction time. Hence, the smaller the volume, the longer
the induction time. For instance, an induction time of 1 s in a volume of 1 mL
becomes 11 days in a volume of 1 nL.

– A thermodynamic limitation appears because the critical size and energy barrier
required for nucleation increase when the crystallization volume decreases [55].
When the volume decreases, the concentration in solution can no longer be
considered constant during the nucleation process but is decreasing. In practice,
this means that the reservoir of molecules is finite, in contradiction with CNT.
Hence, the critical supersaturation, where no nucleation can occur, increases
with confinement (Fig. 6.11), widening the metastable zone [13, 55]. Thus,
“scale-down” requires creation of sufficient supersaturation within each droplet
to ensure nucleation, with a risk of unwanted nucleation before droplet formation.
In practice there is a “thermodynamic” influence of volume on nucleation from
picoliter range down.

To summarize, two effects occur depending on droplet volume: (1) for nL
range droplets, a kinetic effect increases the induction time; (2) for pL–fL range
droplets, the same kinetic effect is accompanied by a thermodynamic effect.
In both cases these effects widen the metastable zone, hence requiring higher
supersaturation for nucleation. However, these effects stabilize high-supersaturated
solutions, permitting critical clusters and nucleation to be controlled.
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Fig. 6.11 Critical supersaturation (below which no nucleation can occur) vs. droplet size, the red
curve for a single nucleation event, and the blue curve for a second event: (a) for lysozyme in NaCl
solution [55], (b) for NaCl [13]. (a) Copyright 2009 American Chemical Society and (b) Copyright
2010 Elsevier

6.3.3 Predictive Study of Induced Nucleation

Nucleation can even be induced in the metastable zone, thus becoming predictive.
In other words, we determine where and when it will occur. Nucleation is induced
using an external field, the implications of which were highlighted by Voss [56],
Oxtoby [57], and Revalor [58]. Two effects on the supersaturated solution are
expected: molecular orientation and density fluctuation. As a general rule, any
disturbance triggers nucleation once a highly supersaturated metastable state has
been achieved [59]. First, localization in time is achieved by triggering nucleation
in a metastable solution with a localized mechanical contact or a localized electrical
field. Then localization in space is achieved by either confining the nucleation
volume or by controlling fluxes in non-convective gel medium.
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6.3.3.1 Mechanical Action and Confinement by Volume

– Coupling a mechanical action using a sharp tip with volume confinement by
microinjector triggers nucleation, as previously shown. A structural transforma-
tion is thereby induced in a dense supersaturated droplet at precisely determined
points and times (Fig. 6.12). Then the crystal grows at a rate greater than
200 �m/s for the first 20 ms [16].

– The induction time is shorter than 5 ms, corresponding to the time between
tip contact and observation of nucleation (Figs. 6.12a–b). However, the droplet
is repeatedly tapped with the tip during the generation of supersaturation by
water diffusion in order to launch nucleation. The crystal nucleated is rough and
transition to a facetted crystal is observed in less than 1 s, i.e., the transition
between the nucleation form and the equilibrium form. In practice, the tip
position being controlled with micromanipulators, the position of the critical
nucleus can be determined with an accuracy of 16 nm.

– This method is suitable for a binary crystallization medium, with a solute and
a solvent. The solute concentrates during droplet contraction and reaches high
supersaturation. Then the solute nucleates due to the mechanical action. When
the crystallization medium is ternary containing a solvent, a solute, and a crys-

Fig. 6.12 Time sequence showing nucleation induced by a sharp tip touching a 95 pL droplet of
NaCl (ˇ > 1.24) and growth of NaCl in paraffin oil: (a) to (b) nucleation in less than 5 ms, (c) to (1)
growth [16] (Reproduced from Ref. [16] with permission from the Royal Society of Chemistry)
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tallization agent, e.g., protein crystallization, both the solute and crystallization
agent concentrate during droplet contraction and reach high supersaturation.
Hence, for kinetic reasons [60], the crystallization agent often nucleates first,
before solute nucleation. Therefore, supersaturation must be achieved via a
method other than droplet contraction.

6.3.3.2 Electrical Field and Confinement by Gel

– Coupling a localized electric field generated by a sharp-tip electrode with a
gel eliminating convection in a supersaturated metastable solution increases
supersaturation at the tip apex and induces nucleation. A large electrical field
[61] and large field gradients are created near the tip at low DC voltage, due to
its nanometer size (Fig. 6.13).

The electrical field induces high current density inside the solution close to
the region of high curvature [14]. The resulting flux accumulates molecules at a
precise point in the vicinity of the tip apex [15] and the concentration gradient in
solution tends to be counteracted by convection. However, the solution being in
a gel, convection is eliminated and the confinement is kept in the vicinity of the
tip until the critical supersaturation is reached. Then the crystal nucleates near the
electrode tip [16].

– Induction time is measured by optical observation and by the evolution of the
current in the solution. An example of nucleation induction in a supersaturated
metastable solution of lysozyme in agarose gel is shown in Fig. 6.14.

The optical observation of nucleation gives an induction time shorter than 600 s.
The nucleated crystal is rough, due to high local supersaturation encountered during

Fig. 6.13 (a) Temperature-controlled crystallization cell with 2 micromanipulators and (b) SEM
image of a W-tip [2] (Reproduced from Ref. [16] with permission from the Royal Society of
Chemistry)
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Fig. 6.14 Time sequence in a supersaturated metastable solution of lysozyme 20 mg/mL (NaCl
0.7 M). Nucleation is induced by an external localized electric field with a sharp-tip electrode and
in agarose gel 1 % [16] (Reproduced from Ref. [16] with permission from the Royal Society of
Chemistry)

nucleation and growth. Growth rate (between 600 and 10,800 s) is 15�m/h in agree-
ment with the growth rate obtained by Durbin et al. [62] at high supersaturation for
lysozyme. Compared to optical determination of the induction time, the measures of
the current during the experiment are clearly more sensitive (Fig. 6.15) [16]. Indeed,
the induction time is given by the modification in the slope at 300 s.

To summarize, these techniques of inducing nucleation with fluxes confer a
predictive nature on nucleation. Thus, the nucleation mechanism can be studied
directly on one crystal.

6.4 Conclusion

Faced with the stochasticity of nucleation, different experimental approaches have
been developed to study nucleation. In the first approach, nucleation is allowed
to proceed spontaneously and the stochastic nature of results is addressed by
statistical studies. Thus, the volume is reduced to droplets of nL to fL volume
that are generated in large numbers. Droplet-based microfluidics and microinjectors
in oil are used. These are compatible with many solvents and involve easy-to-use
and material-saving techniques. In the second approach, nucleation is controlled
by external electrical or mechanical fields in confined systems. Hence, nucleation
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Fig. 6.15 Evolution of current over time during the experiment, semilog scale. Line is a guide for
the eye (Reproduced from Ref. [16] with permission from the Royal Society of Chemistry)

becomes predictive, triggering nucleation for molecules that are not easy to
crystallize, nucleating one crystal per crystallizer, and localizing nucleation in space
and in time for measurements on the critical nucleus.

All of these methods approach nucleation kinetics through the induction time or
the nucleation rate. Moreover, factors affecting the nucleation process (confinement,
complexity of solution) are brought to light. These practical approaches show
considerable potential to increase understanding and control of the nucleation
mechanism.
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Chapter 7
Metastability of Supersaturated Solution
and Nucleation

Noriaki Kubota, Masanori Kobari, and Izumi Hirasawa

Abstract A certain time may elapse for the occurrence of a first nucleation after
a solution is made supersaturated. Thus, the supersaturated solution looks as if it
could be in a metastable state though in a limited time. Such metastability of a
supersaturated solution has been evaluated (rather technically) by the magnitude of
the metastable zone width (MSZW), i.e., the supercooling at which a first nucleation
event is detected when supersaturation is increased by cooling, or the induction
time, i.e., the time elapsed until a first nucleation event is detected at a constant
temperature. The larger these values are, the higher the metastability is. Surprisingly,
however, these two nucleation-related quantities are not clearly understood. There
is still much confusion. This chapter provides an overview of recent understandings
of the MSZW and induction time with focus on the problems of (1) stochastic and
deterministic aspects, (2) time-dependent change of solution structure, (3) role of
nucleation, and (4) relevance to the operation of an industrial batch crystallizer.
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7.1 Introduction

The metastability of a supersaturated solution is judged by the magnitude of
metastable zone width (MSZW) or the induction time. The MSZW and induction are
usually defined, respectively, as the supercooling at which first crystals are detected
when the solution is cooled at a constant rate and as the time elapsed from the
instance of achievement of supersaturation until the detection of first crystals under
the condition of a constant supercooling [1]. The MSZW and the induction time
are both considered to be related to nucleation kinetics. And these two quantities
are used as a measure of the metastability of a supersaturated solution with respect
to nucleation. If a solution exhibits a larger MSZW or a larger induction time, the
metastability of the solution is judged to be higher.

The concept of metastable zone was proposed and expressed first more than
100 years ago by Ostwald in1897 [2], and later its industrial importance as the region
within which batch crystallizers should be operated was pointed out by Griffiths in
1925 [3]. Thus, the concept of metastability of supersaturated solution has a long
history. Nevertheless, the physical meanings both of MSZW and induction time
are not clearly understood, and there is still much confusion in the interpretation.
Typical questions are as follows. (1) Why do the measured values of MSZW
and induction time exhibit stochastic nature only when the volume of solution is
reduced? (2) Do the MSZW and induction time change with changing the volume
of the solution used for the measurements? (3) Does the structure of a solution
(cluster size distribution) change gradually with time after the achievement of
supersaturation during the measurements of MSZW and induction time? (4) Is the
MSZW the region within which a batch crystallizer can be operated safely without
nucleation?

In this chapter, we review previous published work on the MSZW and induction
time, and we also summarize the authors’ own work on the metastability of supersat-
urated solution. In summary, the metastable state or time-dependent nonequilibrium
state of a supersaturated solution is not considered to exist for solutions encountered
in ordinary crystallization processes. And either the MSZW or the induction time is
only an indication of apparently observed metastable state. We do not have any
direct experimental evidence supporting this view, but it enables us to treat the
MSZW, induction time, and batch crystallization processes in a unified manner.

7.2 Stochastic or Deterministic

Nucleation is stochastic by nature, because it is a process that a cluster of molecules
(or ions) will reach and then surpass the critical size by thermal fluctuation.
However, the stochastic aspect of nucleation is not always observed in actual
experiments. The stochastic nature appears only when nucleation occurs in a small
sample solution with a relatively high supersaturation. In a large sample, nucleation
is observed generally to occur in a deterministic way.
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7.2.1 Experiments by Kadam et al.

Recently, Kadam et al. [4] reported MSZW data measured on different sample
volumes for primary nucleation of paracetamol from stirred aqueous solution using
the polythermal (increasing supersaturation by cooling) method. The MSZWs
obtained on small samples (1 mL) were not reproducible and distributed very
widely, reflecting the stochastic nature of nucleation. For these small samples, the
MSZW was determined as the supercooling at which crystals were detected by the
decrease in transmission of light through the sample cell. This decrease in light
transmission was caused by the burst of crystals that is induced with secondary
nucleation from a grown first single nucleus. The burst occurred immediately after
the appearance of a first single crystal (about 5 s later). The period of 5 s was
negligibly small compared to the time elapsed from the start of cooling or the start
of the measurement of MSZW, which ranged roughly from 8 � 102 to 4 � 103 s.
Therefore, this burst was treated as an indication of the appearance of a first crystal;
this was called as single nucleus mechanism [4]. Kadam et al. [4] also measured
MSZWs, in the same study, on a large vessel of 1 L for the same paracetamol
solution by detecting crystals (not a single crystal) with an in situ camera. This
detection point did not correspond to the abovementioned burst of crystals but the
moment when the crystals accumulated until a value specific to the detector used.
The MSZW obtained on 1 L samples was reproducible and deterministic.

It must be noted that the MSZW was defined, though unintentionally, in two
different ways in the work of Kadam et al., depending on the range of sample
volume. For 1 mL samples, the MSZW was defined as the supercooling at which a
first nucleus was detected (though indirectly), while, for 1 L samples, it was defined
as the supercooling at which the number density of accumulated crystals reached
the detector sensitivity (N/V)det.

7.2.2 Why Is Nucleation Stochastic Only When Sample
Volume Is Small?

The metastable zone width or the induction time could be observed as a stochastic
quantity if the rate of nucleation per sample BV (not per unit volume) is very low
or the average time interval of nucleation tn, which would be given as 1/BV, is very
long compared to the observation time tob, which ranges roughly several minutes to
several hours in ordinary laboratories. When the average time interval of nucleation
tn is relatively long, say tn/tob � 0.1 1, the MSZW or the induction time would be
observed as a stochastic quantity.

Such low nucleation rate per sample can be realized by reducing the sample
volume V. Such low nucleation rate per sample BV is one requirement for stochastic
nucleation to be observed. Another requirement is the capability of detecting a first
single nucleus just at the moment of nucleation. However, strictly speaking, it is
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impossible to detect a nucleus just at formation, since the nucleus is very small
and invisible. Accordingly, indirect detection techniques have been employed. The
experiment of Kadam et al. [4], illustrated above, is such an example where the burst
of secondary nucleus-grown crystals was seen immediately after the formation of an
invisible first nucleation. High supersaturation, which induces rapid crystal growth,
is a necessary condition for these indirect techniques. These techniques have been
used widely by many researchers [5–11]).

Even for large sample volume V, nucleation rate per sample BV can be low if
supersaturation is lowered enough. Such low supersaturation is always encountered
at early stage in the measurement of MSZW where supersaturation is continuously
increased by cooling. And it can be realized in the measurement of induction time
by setting supersaturation at low levels. Under such condition, the MSZW and
induction time should be stochastic, respectively. However, no experimental data of
stochastic MSZW and induction time have been reported for large samples, because
a first single crystal can be never detected.

Instead, for large samples, a large number of accumulated nucleus-grown crystals
(not a single crystal) are detected, where the average time interval of nucleation
is much smaller than the observation time, say tn/tob < < 1. The measurement has
been made by using a variety of detectors: an FBRM (focused beam reflectance
measurement) probe [12–14]), a turbidity meter [15, 16]), a spectrometer [13]),
naked eyes [17]), and an electric conductivity meter [18]. The MSZW and induction
time measured with these detectors are not stochastic any more, but deterministic.
These detectors do not detect the total number of crystals per crystallizer N
(extensive variable) but a quantity relating to the number density of crystals or the
number of crystals per unit volume N/V (intensive variable).

7.2.3 Effect of Sample Volume on MSZW and Induction Time

The MSZW measured for small samples decreases with an increase of sample
volume [5, 19], while that measured for large volume samples does not [20]. Why
is the volume effect on the experimental MSZW different depending on the volume
range of the sample used for the measurement? It will be shown below that this
variation in the volume effect is only apparent, but it is caused by how the MSZW
(the induction time also) is measured. It is not a problem caused by the sample
volume itself.

We consider first the case that a single first nucleus is detected as the point at
which the MSZW or the induction time is reached. The probability of appearance of
a single nucleus per sample is proportional to the sample volume V. A first nucleus
appears earlier in a lager sample, because nucleation occurs in a spatially uniform
manner, and then the MSZW and induction time become smaller. This view holds
regardless of the range of sample volume.

While in the case that the MSZW and the induction time are determined on the
basis of the number density of crystals N/V as described in the preceding section,
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the experimental values of MSZW and induction time do not depend on the sample
volume. This is because the number density N/V, which is an intensive variable,
remains unchanged, while the absolute number of crystals N increases in proportion
to V. Therefore, if the MSZW and induction time are determined on the basis of the
absolute number of crystals N (instead of N/V), the value of MSZW and induction
time decreases with an increase of sample volume. It is simply because N, which
is an extensive variable, reaches earlier the fixed detection limit Ndet. Thus, the
variation in the volume effect is not a problem caused by the sample volume itself,
but it is a problem of which of intensive (N/V) and extensive (N) variables is used for
the determination of MWZW and induction time. It must be noted that this problem
on the variation in the volume effect was briefly treated earlier by Harano et al. [21].

Below in Sect. 7.5.1, the effect of solvent mass (instead of sample volume)
on the MSZW and induction time will be explained mathematically, where only
heterogeneous primary nucleation was assumed to occur with no concentration
depletion due to crystallization.

Kashchiev et al. [22] proposed a mathematical model explaining the effect of
sample volume on the induction time. The induction time was defined by them, for
small samples, as the time at which a single nucleus was detected. It was stochastic.
For large samples, it was defined by Kashchiev et al. [22] as the time at which the
volume fraction of total nucleus-grown crystals reached a detection limit ˛det. It
was deterministic. The average of the former stochastic values was denoted as tMN

and the latter deterministic value tPN (Kashchiev et al. [22]). The induction time
tMN decreases with an increase in sample volume, while tPN remains unchanged
even when the sample volume is changed. Kashchiev et al. [22] combined these two
differently defined induction times as tind D tMN C tPN. We think this summation is
inacceptable, simply because the induction times tMN and tPN are defined differently.

7.3 What Is Happening Before MSZW and Induction Time
Are Reached?

7.3.1 Relaxation Time

Garside et al. [23] wrote as follows: “If the state of the solution changes, so also does
the aggregation of particles. This change occurs, however, at a limited rate so it may
be delayed in comparison with the change of state of the system. So it is clear that the
width of the metastable zone (or induction time) necessary for the clusters to reach
the critical size depends on many factors such as temperature, cooling rate, agitation,
thermal history of solution, presence of solid particles and of admixtures.” Mullin
also wrote in his book [1] that “ : : : ., a certain “relaxation time”, tr, is required for
this system to achieve a quasi-steady state distribution of molecular clusters. Time is
also required for the formation of a stable nucleus, tn, and then the nucleus to grow
to a detectable size tg.” As seen in these statements, the MSZW and the induction
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time are regarded as the region and the time, respectively, needed for the system
to reach a quasi-steady-state distribution of molecular clusters. Nucleation seems to
occur progressively after the MSZW and the induction time are reached.

Igarashi et al. [24] reported a long induction time of about 20 h for a NaCl-
added lysozyme solution, of which pH was adjusted to 4.65. They considered this
induction time as the time needed for first amorphous aggregates of lysozyme
molecules to change to ordered aggregates. Saito et al. [25] also reported long
induction times ranging few hours to several tens of hours for chloroform solutions
of p-acetanisidide. They concluded that the induction time was the time needed for
the structure of randomly arrayed aggregates to transform to that of orderly arrayed
aggregates (or crystal nuclei). Thus, Igarashi et al. and Saito et al. both considered
that long induction times they observed should be attributed to slow structure change
of aggregates. They seem to consider that nucleation occurs continuously after the
MSZW and the induction time are reached.

Contrarily, Söhnel and Mullin [26] estimated that the relaxation time tr was
very short, i.e., in the order of 10�7 s for sparingly soluble inorganic electrolyte
in aqueous solutions. And they wrote that “in very highly viscous systems (or
glass-forming systems), tr can be very long and measurable.” We support the view
of Söhnel and Mullin [26]. The relaxation time could be very short in ordinary
(nonviscous) solutions that are dealt with in ordinary crystallization. See below
Sects. 7.5.1 and 7.5.2 where the models based on the idea assuming very short
relaxation time are outlined.

7.3.2 Is MSZW Dependent on Induction Time?

This subtitle may sound strange slightly to the readers. However, some researchers
have discussed on the effect of induction time on MSZW. Srisa-nga et al. [27]
and Wantha and Flood [28] determined induction times at specified different
supersaturations for ’-glucose monohydrate and ”-DL-methionine, respectively,
both in seeded aqueous solution. It must be stressed that what they determined
was the induction time (not MSZW). Nevertheless, they claimed in reverse that
what they measured was MSZWs (not induction times). This claim is very strange
and inacceptable, because, in their experiments, the supersaturation (they called
this MSZW) was clearly an operating variable that was chosen arbitrarily and the
induction time was a dependent variable that was obtained as a result. However,
they considered that the MSZW in terms of supersaturation (they called this the
secondary nucleation threshold, SNT) was affected by the induction time.

Threlfall et al. [29] also determined induction times at different supersaturations
for acetanilides and propionanilides in seeded aqueous ethanol solutions and
interpreted the results in the same way as that made by Srisa-nga et al. [27] and
Wantha and Flood [28]. The same view was reported earlier for seeded aqueous
solutions of potassium dichromate by Janse and de Jong [30] and for unseeded
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Fig. 7.1 Induction time as a
function of supercooling. The
solid line is the experimental
value reported by Srisa-nga et
al. [27], and the dotted line is
a best fit of a theoretical
equation. This graph was
taken from Kubota [32]
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aqueous solutions of potassium dihydrogen phosphate, ammonium dihydrogen
phosphate, and potassium dichromate by Söhnel and Mullin [31].

The above-described view, which seems to be grounded on the idea that the
structure of a solution changes gradually upon supersaturating the solution, may
be wrong. Instead, we consider simply that the induction time is affected by
supersaturation or supercooling at which it is measured. In fact, Kubota [32]
explained successfully the experimental data reported in the above-cited paper [27]
(see Fig. 7.1), by assuming the stationary secondary nucleation (i.e., neglecting
transient time) with no concentration change. This success seems to corroborate
the validity of the idea that MSZW is not affected by time but in reverse the view
that induction time depends on supersaturation.

7.3.3 Effect of Thermal History

It has been widely known that the thermal history (temperature and time before
cooling) of a solution has an effect on MSZW and induction time. There is an
overall tendency in the experiments for the solution to exhibit a larger MSZW
(i.e., lower nucleation rate) if it is heated for a longer time at a higher temperature
above the saturation temperature. Recently, Nordström et al. [33] studied the effect
of thermal history on MSZW for m-hydroxybenzoic acid in ethyl acetate. The effect
of thermal history was observed though it was not very strong. Nordström et al.
[33] explained this thermal effect on MSZW by assuming that clusters of solute
molecules lose some degree of structure taken from dissolved crystals. Hussain et
al. [34] also studied the effect of thermal history on MSZW of vanillin and ethyl
vanillin in water-mixed solvents of each of ethanol, 2-propanol, ethylene glycol,
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and acetonitrile. The MSZW increased with an increase in the heating temperature
above the saturation temperature. They concluded that this is an indication of a
preservation of structure “memory” on dissolution of the precipitate. Threlfall et al.
[29] support this view and wrote that “Solutions undoubtedly possess structure, and
such structure can be altered or broken down by maintenance for long periods at
temperatures above the dissolution point. If sufficient change of these conditions
occurred, then it would be expected that the MSZW might vary.” On the other
hand, Kubota and Fujisawa [19] explained the thermal effect by assuming that
heterogeneous solid impurities present in the solution catalyzing primary nucleation
heterogeneously are deactivated by heating for a prolonged time. In the above-cited
paper of Nordström et al. [33], a brief review on the problem of the thermal history
is also presented, which will be useful for the readers.

We support the view proposed by Kubota and Fujisawa [19] because primary
nucleation realized both in laboratory and industry is almost all heterogeneous and
the structural memory within the solution (cluster size distribution) is hardly to last
for a long period of time and it is likely to be lost immediately (the relaxation time
needed for the system to achieve a quasi-steady-state size distribution of clusters is
very short in ordinary nonviscous solutions).

7.3.4 Effect of Agitation

It is known that the MSZW and induction time both decrease with increasing
agitation speed. Matsui and Harano [35] studied the effect of agitation on MSZW
for the potassium bromate-water system and reported that the MSZW decreased
(nucleation rate increases) with increasing agitation speed (see Fig. 7.2). After the
work of Matsui and Harano [35], there have been some experimental studies on the
effect of agitation on MSZW [36, 37]. These studies exhibit the same experimental

Fig. 7.2 The effect of
agitation speed on MSZW for
the potassium bromate-water
system (Data were taken from
Matsui and Harano [35])
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results as those reported by Matsui and Harano [35] in that the agitation reduces the
MSZW.

As for the induction time, Liu and Rasmuson [9] reported recently that it
decreased (nucleation rate increased) with an increase of agitation speed for an
ethanol solution of butyl paraben. They wrote that “Shear-induced molecular
alignment and in particular agitation-enhanced cluster aggregation are mechanisms
that appear to deserve further attention.” The effect of agitation on induction time
has been also studied by other researchers [38–44]). Almost all of these studies
show the same results in that the induction time decreases with an increase in
agitation speed. In Fig. 7.3, the data reported by Mitchell et al. [44] are shown
as such an example. Mitchell et al. ([44] speculated that the agitation effect
was caused by an increase in primary nucleation rate. Barata and Serrano [41]
attributed the effect of agitation to a reduction in the barrier to the homogeneous
primary nucleation processes at the molecular level. Thus, the effect of agitation has
been explained, more or less, by assuming a change in clustering process leading
to primary nucleation. However, Veintemillas-Verdaguer et al. [42] proposed a
different (though qualitative) mechanism in which the effect of agitation is attributed
to secondary nucleation caused by grown nuclei.

Incidentally, it is widely known that homogeneous chemical reaction in nonvis-
cous liquid like aqueous solution is not affected by agitation. This suggests that
molecular motion in liquid phase and hence collisions between molecules are never
affected by agitation. Therefore, it would be reasonable to consider that primary
nucleation, which is a molecular-level clustering process, is not influenced by
agitation in nonviscous solutions encountered in ordinary crystallization processes.
The effect of agitation on MSZW and induction time will be explained later more
in detail in Sect. 7.5.3.

Fig. 7.3 Induction time as a
function of agitation speed
(Mitchell et al. [44])
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7.4 Relation of Nucleation to MSZW and Induction Time

7.4.1 Nývlt’s Model

Nývlt [45] proposed a model relating primary nucleation rate with the MSZW. It
was such a first attempt. If an undersaturated solution at point A is cooled (see a
dotted line in Fig. 7.4), nuclei do not appear immediately after the moment when the
solution enters the supersaturated region at point B (T D T0). Nuclei look as if they
first appeared afterward at point C (T D Tm). Nývlt [45] assumed that the nucleation
rate (mass basis) at point C is equal to the “supersaturation rate” or the rate of
supersaturation generation by cooling. He also assumed that no nucleation occurred
before the point C, i.e., in the region of metastable zone. These two assumptions
made by Nývlt [45] are unrealistic and inacceptable. He might have considered
that the aggregation of particles (or cluster formation) in solution is delayed in
comparison with the change of the state of the solution by cooling.

Nývlt’s equation [45] fits well experimental linear relationship of log �Tm vs.
log R (where�Tm D MSZW, R D cooling rate). And the nucleation parameters have
been deduced for many material systems by fitting Nývlt’s equation to experimental
data. However, the fitting is only superficial, and the parameters obtained by fitting
are questionable. No constructive discussion on crystallization has been made by
using those parameters obtained.

7.4.2 Sangwal’s Model

Recently, a new model was proposed by Sangwal [46, 47]. His model is basically
the same as Nývlt’s in that the rate of crystal generation at point C in Fig. 7.4 is
equal to the generation rate of supersaturation. Sangwal used the nucleation rate in

Fig. 7.4 Supersolubility,
solubility, and MSZW. A
dotted line (A to C) with an
arrow was inserted for
explaining Nývlt’s model
[45]; when solution A is
cooled at a constant rate,
nuclei appear “first” at point
C, where the concentration C
begins to decrease in a
direction parallel with the
solubility curve
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a number basis of particle or cluster (opposed to mass basis in Nývlt’s model [45]).
As same as Nývlt [45], he might have considered that the aggregation of particles
is delayed in comparison with the change of the state of the solution by cooling.
Sangwal’s model can be considered to be improved in that nucleation rate is written
in a number basis. However, the basic assumption is still questionable.

Sangwal [46, 47] (and Nývlt [45] also) did not mention anything about the
induction time, though it is another nucleation-related physical quantity. The basic
assumptions they made cannot be extended to the analysis of induction time.

7.4.3 Model of Kashchiev et al.

Kashchiev et al. [48] proposed a different model of MSZW: they defined the
MSZW as the supercooling at which the volume fraction of total nucleus-grown
crystals reached the detection limit ˛det. In their model, it was assumed that new
crystals in the solution are continuously nucleated among the already growing ones
with the steady-state (or progressive) homogeneous nucleation mechanism. The
homogeneous nucleation rate Bhom is given by Eq. (7.1) [1]) as

Bhom D A exp

�
� 16
�3v2

3k3T3.ln S/2

�
(7.1)

where A is the pre-exponential term (constant), � is interfacial energy, v is the
molecular volume of crystal (volume per molecule), k is the Boltzmann constant, S
(D C/Cs) is supersaturation ratio, and T is temperature (in Kelvin). Kashchiev et al.
[48] named the MSZW thus defined as the critical undercooling for crystallization.
Using this model, they discussed the effect of cooling rate on MSZW.

About 20 years before the abovementioned study of MSZW, Kashchiev et
al. [22] also defined similarly the induction time as the time elapsed from the
instance of establishment of supersaturation to the time when the volume fraction
of nucleus-grown crystals reached the fraction of ˛det. They analyzed the effect of
sample volume on induction time, as already described above. It must be noted
that Kashchiev et al. [22, 48] and Kashchiev and Rosmalen [49] did not assume
the existence of relaxation time as opposed to Mullin [1], Garside et al. [23], and
Threlfall et al. [29] (see above Sect. 7.3).

7.4.4 Model of Harano et al.

Harano et al. [21] and Harano and Oota [50] defined the induction time as the time
elapsed at a constant supercooling from the moment of creation of supersaturation
to the time needed for the total number of crystals N to reach the number-based
detection limit Nobs. In the same way, Harano and coworkers [35, 51] defined the
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MSZW as the supercooling at which the total number of crystals N in a crystallizer
reached Nobs when the solution temperature is lowered linearly. As same as in the
model of Kashchiev et al. [22, 48], Harano et al. [21, 35, 50, 51] assumed that new
crystals in the solution are continuously nucleated among the already growing ones
with the steady-state (or progressive) homogeneous nucleation mechanism. Harano
et al. deduced the nucleation parameters from experimental data of MSZW [51] and
induction time [21, 50]. They also discussed the effect of agitation on MSZW [35].
It must be noted that the model of Harano et al. is the same as that of Kubota [32,
52, 53], Kubota et al. [54, 55], and Kobari et al. [56–58] in that the MSZW and
induction time are both defined on the basis of number-based detection limit. The
model of Kubota et al. [32, [52–58] will be introduced below in Sects. 7.5.1 and
7.5.2.

7.4.5 Surface Energy Deduced from Induction Time Data

Surface energy or interfacial tension of nucleus in solution has been deduced by
many researchers from induction time data for a variety of substances. The induction
time tind is given as a function of S by Eq. (7.2), which is obtained by combining the
relation of tind / 1/Bhom and the homogeneous nucleation rate given by Eq. (7.1):

tind / 1

Bhom
D A exp

�
16
�3v2

3k3T3.ln S/2

�
: (7.2)

As indicated by Eq. (7.2), the relationship between lntind and 1/(lnS)2 is linear with
the slope of 16 �3�2/3k3T3, from which the value of interfacial energy � can be
calculated. The interfacial energy deduced from induction time was pointed out to be
unreliable by Kubota et al. [55]. One reason for that is that homogenous nucleation
is unlikely to occur in ordinary experiments [6, 59].

7.5 Model of Kubota et al.

7.5.1 Analytical Solution of MSZW and Induction Time: A
Limiting Case

Nucleation rate is related here to MSZW and induction time for a limiting case
where only steady-state heterogeneous primary nucleation is assumed to occur with
no concentration change during the measurements of MSZW and induction time.

As described in a previous section entitled “Effect of Sample Volume on
MSZW and Induction Time,” the stochastic MSZW and induction time could be
realized experimentally only when sample volume was small. This was due to
an experimental problem concerning the detection of a first single nucleus. That
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is, “whether nucleation is stochastic or deterministic” is not a problem of sample
volume essentially, but it is basically a problem of how large the rate of nucleation
per sample is.

In the case that the rate of nucleation per sample B1M (B1, nucleation rate per
unit solvent mass; M, solvent mass) is very low, nucleation occurs randomly in a
stochastic manner. For such a case, MSZW and induction time are determined by
detecting a first single nucleus. The average MSZW�T10 and induction time t10 are
calculated [53], respectively, as

�T10 D �

�
b1C 2

b1C 1

��
.b1C 1/

kb1M

� 1
b1C1

R
1

b1C1
(7.3)

and

t10 D
�

1

kb1M

�
�T�b1 (7.4)

where  (x) is the complete gamma function of x, which is defined as  .x/ DZ 1

0

tx�1 exp .�t/dt, R is cooling rate,�T is supercooling at which the measurement

of induction time was made, and kb1 and b1 are the parameters of heterogeneous
primary nucleation rate equation shown as

B1 D kb1�Tb1: (7.5)

In the case that the nucleation rate per sample is not so low, the MSZW and
induction time are determined by detecting the point at which the number density
of crystals N/M, which does not mean (N divided by M) reaches the detector
sensitivity (N/M)det. In such case, the MSZW �Tm and induction time tind are both
deterministic and given [52–58]), respectively, as

�Tm D
�
.N=M/det .b1C 1/

kb1

� 1
b1C1

R
1

b1C1
(7.6)

and

tind D
�
.N=M/det

kb1

�
�T�b1: (7.7)

Alternatively, if the MSZW and induction time are both determined on the basis of
the extensive variable N (not N/M), the following equations are obtained:

�Tm D
�

Ndet .b1C 1/

kb1

� 1
b1C1

�
1

M

� 1
b1C1

R
1

b1C1
(7.8)
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Fig. 7.5 The effect of
solvent mass on MSZW. The
line based on the intensive
detection limit (N/M)det does
not depend on M, but the line
based on the extensive
detection limit Ndet and the
line based on the single
nucleus mechanism decrease
with an increase in M.
(Kubota [53])
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where Ndet is another detector sensitivity. If Ndet D 1, Eq. (7.9) reduces to Eq. (7.4),
i.e., tind coincides with t10. The MSZWs calculated with Eqs. (7.3) and (7.6) are
shown in Fig. 7.5. As seen in Fig. 7.5, the deterministic MSZW calculated on the
basis of the intensive variable N/M does not change over a wide range of solvent
mass M; however, the MSZW calculated on the basis of the extensive variable N and
the average stochastic MSZW�T10 decrease linearly with an increase in log M. An
experimental linear relation between�T10 and log V (sample volume) was reported
by Melia and Moffitt [5] for ammonium chloride aqueous solution. Similarly, the
deterministic induction time based on the intensive variable N/M does not change
with M, while the deterministic induction time based on the extensive variable N and
the average stochastic induction time t10 decrease as the solvent mass is increased
(see Fig. 7.6). The calculated results shown in Fig. 7.5 and Fig. 7.6 corroborate the
qualitative discussion on the effect of sample volume on MSZW and induction time
described above.

7.5.2 Numerical Analysis of MSZW and Induction Time: A
General Case

Kubota et al. [54, 55]) and Kobari et al. [56–58] analyzed the MSZW and induction
time for a general case that steady-state heterogeneous primary nucleation as well
as steady-state secondary nucleation was assumed to occur. And concentration
depletion due to crystallization was also considered. For this general case, analytical
solutions described above cannot be applied to. Using the population balance model,
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Fig. 7.6 The effect of solvent
mass on induction time. The
line based on the intensive
detection limit (N/M)det does
not depend on M, but the line
based on the extensive
detection limit Ndet and the
line based on single nucleus
mechanism decrease with an
increase in M. (Kubota [53])
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Kubota et al. [54, 55]) and Kobari et al. [56–58] determined numerically the
MSZW and induction time. This is such a first attempt. However, the population
balance model itself is not new, which has been widely applied to the analysis of
crystallization processes. It consists of the population balance equation and the mass
balance equation, which are shown, respectively, as

@n .L; t/

@t
C G

@n .L; t/

@L
D .B1 C B2/ ı .L � L0/ (7.10)

and

dC

dt
D �3�ckvG�2 � �ckv .B1 C B2/ L30 (7.11)

where B1and B2 are heterogeneous primary nucleation and secondary nucleation
rates, respectively, G is the linear growth rate dL/dt, n (L, t) is the population density
function of crystals, L is the size of crystal, t is the time, C is the concentration of
solution, �c is the density of crystal, kv is the volume shape factor of a crystal, L0 is
the size of a nucleus born with either primary or secondary nucleation mechanism,
�2 is the second moment of crystal size distribution, and ı(x) is the Dirac delta
function of x. The heterogeneous nucleation rate B1 and secondary nucleation rate
B2 and the growth rate G are given by the power laws of supercooling (Tsat – T),
respectively, as

B1 D kb1.Tsat � T/b1 (7.12)

B2 D kb2.Tsat � T/b2�3 (7.13)

G D kg.Tsat � T/g (7.14)
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where kb1, kb2, b1, b2, and g are empirical constants. �3 is the third moment of
crystal size distribution, with which the effect of suspension density of crystals on
secondary nucleation is considered. Tsat is the saturation temperature of a solution
of concentration C at a temperature T. The supercooling (Tsat � T) is not merely a
temperature difference. It indirectly considers a solution concentration through Tsat.
When C remains unchanged and it is equal to the initial concentration C0, Tsat is
always equal to the initial saturation temperature T0 and then (Tsat – T) is (T0 – T),
which is �T in the abovementioned analytical solutions. The true driving force for
crystal growth and nucleation is the difference in chemical potential ��, which is
equal to kTlnS (k, Boltzmann factor; S, supersaturation ratio). In the model of the
group of Kubota et al. [32, 52–58], however, growth rate and nucleation rate were
expressed as a power function of supercooling�T or (Tsat – T) as described above.
These rate expressions are considered to be acceptable as a practical approximation.
Alternatively, the rate expression using the chemical potential can be used in the
abovementioned numerical analysis with basically no modification of the model.

The population and mass balance equations were solved simultaneously with an
initial condition of no crystals and C D C0 by using the moment method by Kubota
et al. [54, 55] and Kobari et al. [56–58]). The MSZW and induction time were
determined, respectively, as the supercooling and the time at which the numerically
obtained number density of total crystals N/M reached the detector sensitivity
(N/M)det) (see Fig. 7.7).

MSZWs obtained by the simulation are shown in Fig. 7.8. As seen in Fig. 7.8, the
MSZW increases as cooling rate R is increased, while it decreases as the detector
sensitivity is increased (the value of (N/M)det is decreased). These tendencies match
well with experimental data reported in the literature (see Mullin and Jančić [17],
Kobari et al. [56]). The effect of secondary nucleation on MSZW by nucleus-
grown crystals becomes significant (the solid lines deviate lower) in the range of
low cooling rates in Fig. 7.8. This was named the secondary nucleation-mediated
mechanism [55, 57, 58]. At high cooling rates or at high sensitivities (low values

Fig. 7.7 Crystal number
density N/M vs. time. The
number density N/M reaches
the detector sensitivity
(N/M)det at the time tm (ı).
The MSZW is given with
�Tm D R � tm (This graph
was taken from Kobari et al.
[56] with a minor
modification)
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Fig. 7.8 Effect of detection
sensitivity on the relation of
MSZW vs. cooling rate R.
Small value of (N/M)det

means high detector
sensitivity (Kobari et al.
[56]). Open circles A, B, and
C correspond, respectively, to
those cooling rates shown in
Fig. 7.7
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of (N/M)det), the effect of secondary nucleation on MSZW vanishes, where the
numerical solutions coincide with the analytical solutions.

In the simulation of induction time [57], it was shown that the induction time
decreases with an increase of detector sensitivity (a decrease of the value of
(N/M)det), and it also decreases with an increase of agitation speed. The secondary
nucleation-mediated mechanism was significantly effective at low supercoolings,
while, at high supercoolings, it is not effective and the simulated induction times
coincide with the analytical solutions [57]).

7.5.3 Explanation of the Agitation Effect by Secondary
Nucleation-Mediated Mechanism

In the previous section entitled “Effect of Agitation,” we briefly reviewed the
literatures dealing with the effect of agitation on MSZW and induction time. It was
shown that almost all previous studies, except for that of Veintemillas-Verdaguer et
al. [42], explained the agitation effect by assuming a change in clustering process
leading to primary nucleation. And we pointed out that this mechanism was unlikely
to be acceptable.

The simulated MSZW is shown in Fig. 7.9 as a function of the kinetic constant kb2

with cooling rate R as parameter. The simulated MSZW decreases with an increase
in the kinetic constant kb2. In the range of low kb2, it approaches the analytical
MSZW calculated by Eq. (7.6) assuming no secondary nucleation. Therefore, the
MSZW can be said to decrease with an increase in agitation speed, because the
kinetic constant kb2 in the secondary nucleation rate equation, Eq. (7.13), increases
with an increase in agitation speed Nr, as described as kb2 / Nr

j (Garside and
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Fig. 7.9 Effect of the kinetic
constant of secondary
nucleation kb2 on MSZW.
This effect can be regarded as
the effect of stirrer speed Nr,
since kb2 is proportional to
Nr

j (secondary
nucleation-mediated effect of
stirrer speed) (Kobari et al.
[56]). Open circles A, B, and
C correspond, respectively, to
those cooling rates shown in
Fig. 7.7
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Davey, [60]). This is an explanation of the agitation effect on induction time by the
secondary nucleation-mediated mechanism (Kobari et al. [56]). In the simulation of
induction time (Kobari et al. [57]), the simulated induction time decreases with an
increase of the secondary nucleation constant kb2, as seen in Fig. 7.10. As kb2 / Nr

j,
this indicates that the induction time decreases with an increase in agitation speed.
The secondary nucleation-mediated mechanism thus explains also the experimental
effect of agitation on induction time (shown in Fig. 7.3).
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7.6 Relevance to Industrial Crystallization

7.6.1 Is MSZW the Region Where Spontaneous Nucleation Is
Avoided?

It has been long and widely believed that the metastable zone is the supersaturated
region within which spontaneous nucleation can be avoided and a crystallizer can
be operated safely in a controlled manner. Fujiwara et al. [61] wrote that “The
vast majority of pharmaceutical crystallization processes are designed so that the
desired operation is within the metastable zone.” Price [62] also wrote that “The
metastable zone represents the region within which the supersaturation needs to be
maintained for the crystallization to be controlled.” The industrial importance of the
metastable zone was first drawn attention about 90 years ago by Griffiths [3], though
the concept of metastable zone was expressed much earlier by Ostwald [2].

As described above, the MSZW is only a kinetic property which depends on
many factors such as cooling rate, agitation speed, and the technique used for
detection of nucleation event. It would be never a criterion governing the stability of
batch crystallization with respect to nucleation. To our knowledge, there have been
no successful industrial applications of this concept. From academic side, however,
some research papers have been published concerning this concept. Mullin and
Nývlt [63] proposed a very simple expression of the so-called controlled cooling
policy. They claimed that, by using this cooling policy, the supersaturation could be
controlled within the metastable zone during seeded batch cooling crystallization
and then nucleation could be avoided. However, the crystal size distribution
presented in their original paper [63], in which a large amount of small nucleus-
grown crystals are included, indicates that nucleation occurred significantly in their
experiment. This suggests that the controlled cooling policy was not successful. Yu
et al. [64] studied the effect of supersaturation feedback control (within the MSZW)
on the crystal size distribution for anti-solvent crystallization of paracetamol in the
mixed solvent of acetone and water. The supersaturation control was successful only
when seed crystals were added adequately. The amount of seeds seems to play a key
role for avoiding nucleation. Control of supersaturation seems to have a minor effect.
The failure of crystal size distribution control in the controlled cooling method may
be due to the inadequate amount of seed crystals. It was pointed out by Doki et al.
[65, 66], Kubota et al. [67, 68], and Kubota and Onosawa [69] that enough seeding
can suppress nucleation in batch cooling crystallization.

The metastable zone is not the supersaturation region that guarantees safe batch
crystallization operation with no nucleation. The MSZW is not a thermodynamic
equilibrium value, but it is only a kinetic one, which depends on many factors
described above.
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Fig. 7.11 Metastable zone
width, induction time, and
batch cooling crystallization
can be all simulated with a
single population balance
model

Metastable Zone Width Induction Time

Batch Cooling Crystallization

Population Balance Model

7.6.2 A Unified Understanding of MSZW, Induction Time,
and Batch Crystallization Operation

As already described above, the MSZW (and also the induction time) is a
nucleation-related kinetic quantity. It was simulated by using the population balance
model, where quasi-steady-state heterogeneous primary nucleation as well as quasi-
steady-state secondary nucleation was assumed to occur. The population balance
model itself used in the simulation is not a special one, but it is known to have
been used successfully for the simulation and analysis of batch crystallization
processes as summarized in a recent review paper [70]. It can be said, therefore, that
the MSZW (and also induction time) and batch crystallization processes could be
treated in a unified manner by using the population balance model (see Fig. 7.11). A
set of experimental data of MSZW and induction time and data of time-dependent
concentration, temperature, and crystal size distribution in batch crystallization,
obtained in a laboratory, could be all utilized for the estimation of kinetic parameters
of primary nucleation, secondary nucleation, and crystal growth. These parameters
may be used successfully for the process design of batch crystallization.

This methodology using the population balance model for MSZW and induction
time is much more useful for the design and operation of an industrial crystallizer
than the method based on the concept that the MSZW is the region for the stable
operation of a crystallizer.

7.7 Conclusions

Nucleation is stochastic by nature. The MSZW and induction time are observed
as a stochastic variable for small sample volume but not for large one. These
are experimental facts. When sample volume V is small, the nucleation rate per
sample BV could be small due to small V. In theory, the nucleation rate BV can be
reduced even for large sample volume V if the nucleation rate per unit volume B is
lowered by reducing supersaturation, and the nucleation should be stochastic. But
this situation cannot be realized in experiment due to a lack of detection technique
of nucleation event. Whether the MSZW and induction time are dependent on
the sample volume or not is related to what is detected as nucleation event. If an
extensive variable (e.g., absolute number of crystals N) is detected, these should
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depend on the sample volume, while if an intensive variable (e.g., number of crystals
per sample N/V) is detected, the MSZW and induction time should not depend on
the sample volume.

The relaxation time for the system to achieve a quasi-steady-state distribution of
molecular clusters after the solution is made supersaturated can be negligibly small.
The metastable state or time-dependent nonequilibrium state of a supersaturated
solution should not be considered to exist for solutions encountered in ordinary
crystallization processes. The effect of thermal history should be explained with
deactivation mechanism of hetero-nuclei that induce nucleation. The effect of
agitation on the MSZW and induction time can be explained by the mechanism
based on the secondary nucleation caused by nucleus-grown crystals.

Published models relating nucleation rate to MSZW and induction time are
briefly reviewed. The models of Sangwal [46, 47]) and Nývlt [45], both of
which seem to assume the existence of time-dependent nonequilibrium state before
nucleation, are plausible. Different models for MSZW (Kashchiev et al. [48]) and
induction time (Kashchiev et al. [22]) look reasonable. They assumed the steady-
state progressive homogeneous nucleation. Harano et al. analyzed MSZWs [51] and
induction times [21, 50] using their original models based on the number-based
detection limit. The interfacial energy deduced from induction time was pointed out
to be unreliable. Analytical solutions of MSZW and induction time were presented,
which were derived by Kubota [52, 53]) both for stochastic and deterministic
circumstances. The effects of cooling rate, supercooling, and sample volume were
mathematically explained for a limiting case of no secondary nucleation and no
concentration depletion due to crystallization. For a general case that secondary
nucleation caused by grown nuclei and the concentration depletion are considered,
numerical calculation using the population balance model was presented. The effect
of agitation was explained by using the secondary nucleation-mediated mechanism.

Finally, the relevance of MSZW and induction time to batch crystallization was
discussed. The existing view that the metastable zone is the region within which
crystallization is guaranteed to proceed safely without nucleation was criticized.
Instead, the methodology using the population balance model was recommended. It
is useful to understand in a unified manner the MSZW, the induction time, and the
design and operation of an industrial crystallizer.

References

1. J.W. Mullin, Crystallization, 4th edn. (Butterworth-Heinemann, Oxford, 2001)
2. W. Ostwald, Studien über die Bildung und Umwandlung fester Körper. Z. Phys. Chem. 22,

289–330 (1987)
3. H. Griffiths, Mechanical crystallization. J. Soc. Chem. Ind. 44, 7T–18T (1925)
4. S.S. Kadam, H.J.M. Kramer, J.H. ter Hoost, Combination of a single primary nucleation event

and secondary nucleation in crystallization processes. Cryst. Growth Des. 11, 1271–1277
(2011)



136 N. Kubota et al.

5. T.P. Melia, W.P. Moffitt, Crystallization from aqueous solution. J. Colloid Sci. 19, 433–447
(1964)

6. N. Kubota, T. Kawakami, T. Tadaki, Calculation of supercooling temperature for primary
nucleation of potassium nitrate from aqueous solution by the two-kind active site model. J.
Cryst. Growth 74, 259–274 (1986)

7. L. Goh, K. Chen, V. Bhamidi, G. He, N.C.S. Kee, P.J.A. Kenis, C.F.Z. III, R.D. Braatz, A
stochastic model for nucleation kinetics determination in droplet-based microfluidic systems.
Cryst. Growth Des. 10, 2515–2521 (2010)

8. D. Knezic, J. Zaccaro, A.S. Myerson, Nucleation induction time in levitated droplets. J. Phys.
Chem. B 108, 10672–10677 (2004)

9. J. Liu, Å.C. Rasmuson, Influence of agitation and fluid shear on primary nucleation in solution.
Cryst. Growth Des. 13, 4385–4394 (2013)

10. S. Teychene, B. Biscans, Crystal nucleation in a droplet based microfluidic crystallizer. Chem.
Eng. Sci. 77, 242–248 (2012)

11. S.A. Kulkami, S.S. Kadam, H. Meekes, A.I. Stankiewicz, J.H. ter Horst, Crystal Nucleation
kinetics from induction times and metastable zone widths. Cryst. Growth Des. 13, 2435–2440
(2013)

12. P. Barrett, B. Glennon, Characterizing the metastable zone width and solubility curve using
Lasentec FBRM and PVM. Trans. IChem. 80A, 799–805 (2002)

13. D. O’Grady, M. Barrett, E. Casey, B. Glennon, The effect of mixing on the metastable zone
width and nucleation kinetics in the anti-solvent crystallization of benzoic acid. Chem. Eng.
Res Des 85, 945–952 (2007)

14. L.L. Simon, Z.K. Nagy, K. Hugerbuhler, Comparison of external bulk video imaging with
focused beam reflectance measurement and ultra-violet visible spectroscopy for metastable
zone identification in food and pharmaceutical crystallization processes. Chem. Eng. Sci. 64,
3344–3351 (2009)

15. A.R. Parsons, S.N. Black, R. Colling, Automated measurement of metastable zones for
pharmaceutical compounds. Trans. IChemE. 81, 700–704 (2003)

16. C.J. Brown, Y.C. Lee, Z.K. Nagy, X. Ni, Evaluation of crystallization kinetics of adipic acid in
an oscillatory baffled crystallizer. CrystEngComm 16, 8008–8014 (2014)
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Chapter 8
Structure Determination of Organic Molecular
Solids from Powder X-Ray Diffraction Data:
Current Opportunities and State of the Art

Kenneth D.M. Harris and P. Andrew Williams

Abstract Knowledge of crystal structure is a prerequisite for understanding fun-
damental properties and developing applications of crystalline materials. Although
single-crystal X-ray diffraction (XRD) is the most powerful experimental technique
for determining crystal structures, the requirement for a single-crystal specimen can
impose severe limitations on the scope of this technique. For materials that cannot
be grown as suitable single crystals, structure determination must be tackled instead
using powder XRD data. However, the task of carrying out structure determination
from powder XRD data is significantly more challenging than from single-crystal
XRD data, particularly for organic materials. As recently as the early 1990s, no
organic molecular crystal structure had ever been solved directly from powder
XRD data, as such materials present significant challenges for the application
of traditional structure-solution techniques. However, since that time, the direct-
space strategy for structure solution has transformed the field, such that structure
determination of organic crystal structures of moderate complexity from powder
XRD data is now relatively routine. This chapter gives an overview of the current
opportunities for carrying out structure determination of organic materials directly
from powder XRD data. Results from the application of the direct-space strategy
are presented, with examples from several different fields within chemical, materials
and biological sciences.

Keywords Powder X-ray diffraction • Structure solution • Direct-space strategy

8.1 Introduction

Single-crystal X-ray diffraction (XRD) is the most powerful and routine technique
for determining structural information at the atomic level [1–3], and many crucially
important advances in chemical, biological, physical and materials sciences have
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resulted from the application of this technique during the past 100 years. Nev-
ertheless, the requirement for a single-crystal specimen of appropriate size and
quality imposes a limitation on the scope of the single-crystal XRD technique.
Indeed, many crystalline solids can be prepared only as microcrystalline powders
and therefore cannot be studied using single-crystal XRD. To understand the
structural properties of such materials, the most suitable approach is to use powder
XRD data. However, the process of carrying out structure determination from
powder XRD data [4] is significantly more challenging than structure determination
from single-crystal XRD data. Although single-crystal XRD patterns and powder
XRD patterns contain essentially the same information, the diffraction data are
distributed in three-dimensional space in the case of single-crystal XRD but are
“compressed” into one dimension in the case of a powder XRD measurement
(Fig. 8.1). Consequently, there is usually considerable peak overlap in the powder
XRD pattern (Fig. 8.2), which obscures information on the positions and intensities
of the peaks and can therefore impede or prohibit the process of crystal structure
determination. As crystalline organic molecular solids typically have large unit cells
and low symmetry, the problem of peak overlap is often particularly severe, and
structure determination from powder XRD data can be particularly challenging for
such materials. Indeed, it is only since the early 1990s that it has been possible

Fig. 8.1 Comparison of single-crystal XRD and powder XRD measurements. In powder XRD,
the diffraction phenomenon for each individual crystallite in the powder is the same as the
diffraction phenomenon in single-crystal XRD. However, the powder comprises a large collection
of crystallites with (in principle) a random distribution of crystallite orientations. Consequently, in
the powder XRD measurement, the three-dimensional diffraction data are effectively compressed
into one dimension (intensity versus diffraction angle 2� )



8 Structure Determination from Powder X-Ray Diffraction Data 143

Fig. 8.2 The powder XRD pattern of L-phenylalanine hemihydrate. The tick marks at the bottom
indicate the 2� values of individual “peaks”. The inset highlights a typical region with substantial
peak overlap. Note that the density of peaks (i.e. the number of peaks within a given 2� range)
increases significantly at higher 2� values and that the overall intensity decreases at higher 2�
values
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Fig. 8.3 The sequence of stages involved in crystal structure determination from powder XRD
data

to determine the crystal structures of organic molecular materials directly from
powder XRD data [5–19]. In the intervening time, considerable research efforts
have been devoted to the development and application of new techniques in this
field, leading to significant advances in the scope and potential for carrying out
structure determination of organic materials directly from powder XRD data.

Crystal structure determination from XRD data involves three stages (Fig. 8.3):
(i) unit cell determination and space group assignment, (ii) structure solution and
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(iii) structure refinement. The aim of structure solution is to obtain a sufficiently
good approximation to the crystal structure, using the unit cell and space group
determined in stage (i) but starting with no knowledge of the actual arrangement
of atoms or molecules within the unit cell. If a sufficiently good structure solution
is obtained, a high-quality description of the structure is then obtained by structure
refinement. For powder XRD data, structure refinement is carried out routinely using
the Rietveld profile refinement technique [20–22].

Techniques for carrying out structure solution from powder XRD data can be
subdivided into two different strategies: the traditional structure-solution strategy
and the direct-space structure-solution strategy. In the case of organic molecular
solids, the vast majority of reported examples of structure determination from
powder XRD data have been carried out using the direct-space strategy for structure
solution, although there have also been several reports of successful structure
solution of such materials using the traditional strategy.

The traditional strategy for structure solution follows a close analogy to the
analysis of single-crystal XRD data. In this strategy, the integrated intensities of
individual diffraction maxima are extracted directly from the powder XRD pattern
to generate a single-crystal-like I(hkl) dataset, which is then used in the types of
structure-solution calculation that are used for single-crystal XRD data. However,
as discussed above, peak overlap in the powder XRD pattern can limit the reliability
of the extracted intensities I(hkl) and can therefore lead to difficulties in attempts
to carry out structure solution using these intensity data. Such problems may be
particularly severe when there is substantial peak overlap in the powder XRD
pattern, as encountered for most organic molecular solids.

In the direct-space strategy, the structure-solution process is handled as a global
optimization problem, as discussed in more detail in Sect. 8.2. The dramatic upsurge
of activity in the last 20 years in structure determination of organic materials from
powder XRD data was catalysed by the development of the direct-space strategy
for structure solution, and the direct-space strategy is now adopted as the standard
methodology for structure solution in this field.

This article provides an overview of the direct-space strategy for structure
solution from powder XRD data. A wide range of examples are given to illustrate
the state of the art for applications of this technique, focusing in particular on
organic (and organometallic) materials, with examples taken from a range of fields
of research.

8.2 The Direct-Space Strategy for Structure Solution
from Powder XRD Data

In the present day, most reported structure determination of organic molecular solids
from powder XRD data uses the direct-space strategy [23] for structure solution,
in which structure solution is handled as a problem of global optimization. In the
direct-space strategy, trial structures are generated in direct space, independently of
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the experimental powder XRD data. The quality of each trial structure is assessed by
direct comparison between the powder XRD pattern calculated for the trial structure
and the experimental powder XRD pattern. An appropriate figure-of-merit is used
to quantify the level of agreement between the calculated and experimental powder
XRD patterns. The figure-of-merit used in our implementations of the direct-space
strategy is the weighted powder profile R-factor Rwp (the R-factor normally used in
Rietveld refinement). In the definition of Rwp, the entire digitized intensity profile
is considered point-by-point rather than the integrated intensities of individual
diffraction maxima.

Each trial structure is defined by a set (denoted � ) of structural variables, which
represent the position, orientation and intramolecular geometry of each molecule in
the asymmetric unit. The position of the molecule is defined by the coordinates
fx, y, zg of the centre of mass or a selected atom, and the orientation of the
molecule is defined by rotation angles f� , ®,  g around a set of orthogonal axes.
An important feature underlying the success of the direct-space strategy is that it
incorporates reliable prior knowledge of molecular geometry (i.e. bond lengths,
bond angles, geometries of rigid moieties such as aromatic rings) directly within
the structure-solution calculation. In general, the bond lengths and bond angles are
fixed (either using standard values for the type of molecule under investigation or
using the known geometry of a similar molecule), and the intramolecular geometry
is specified by a set of variable torsion angles f�1, �2, : : : , �ng that define the
molecular conformation. Thus, in general, for each molecule in the asymmetric unit,
there are 6 C n variables (Fig. 8.4), � D fx, y, z, � , ®,  , �1, �2, : : : , �ng. Other
definitions of variable space in direct-space structure solution of organic molecular
materials have been explored and may be advantageous in certain cases [24] (e.g.
for molecules with a high degree of conformational flexibility).

Fig. 8.4 Schematic
illustration of the structural
variables used in direct-space
structure solution from
powder XRD data: positional
variables fx, y, zg,
orientational variables
f� , ®,  g and torsion-angle
variables f� 1, � 2, � 3g. The
bond lengths, bond angles
and the geometry of the
aromatic ring are fixed at
standard values
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The direct-space strategy aims to find the trial structure corresponding to the
lowest value of Rwp and is equivalent to exploring a hypersurface Rwp(�) to find the
set of variables � corresponding to the global minimum in Rwp(�). In principle, any
technique for global optimization may be used to find the lowest point on the Rwp(�)
hypersurface, and much success has been achieved using Monte Carlo, simulated
annealing and genetic algorithm techniques in this field. In addition, grid search and
differential evolution techniques have also been employed.

The remainder of this chapter is focused on presenting applications of structure
determination of organic materials directly from powder XRD data, illustrating the
current scope for applying state-of-the-art powder XRD methodologies within the
domain of organic solid-state chemistry.

8.3 Examples of Structure Determination from Powder XRD
Data in Organic Solid-State Chemistry

For many organic materials, conventional techniques for crystallization from solu-
tion do not produce single crystals of suitable size and quality for single-crystal
XRD studies, and instead yield only microcrystalline powders. In such cases, struc-
ture determination from powder XRD data provides a viable route for understanding
the structural properties of the materials obtained.

In other cases, certain solid phases cannot be obtained at all (even as micro-
crystalline powders) by conventional crystallization experiments, but instead can be
produced only by other types of preparation procedure. However, many procedures
for materials preparation commonly yield microcrystalline products, including (a)
preparation of materials directly by solid-state chemical reactions, (b) preparation
of materials by desolvation of a solvate material (e.g. dehydration of a crystalline
hydrate), (c) preparation of materials by solid-state grinding (mechanochemical)
processes, and (d) preparation of materials directly by rapid precipitation from solu-
tion (as distinct from slow crystallization procedures). Given the microcrystalline
nature of the product phases typically obtained from these processes, structure
determination from powder XRD data may represent the only opportunity for
elucidating the structural properties of new solid phases obtained by such processes.

8.3.1 Structure Determination of Materials that Are Difficult
to Prepare as Single Crystals Under Conventional
Crystallization Conditions

8.3.1.1 Oligopeptides

Knowledge of the conformational properties and interactions in model peptide sys-
tems can yield important insights concerning the structural properties of polypeptide
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Fig. 8.5 (a) Crystal structure of Phe–Gly–Gly–Phe viewed along the c-axis. (b) Interactions
between adjacent molecules in the crystal structure of Phe–Gly–Gly–Phe (viewed perpendicular
to the c-axis) illustrating the formation of an antiparallel “-sheet arrangement. Hydrogen atoms are
omitted for clarity

sequences in proteins. However, in many cases, peptide crystallization does not
readily yield single crystals of suitable size and quality for structure determination
using single-crystal XRD, and in such cases, there is considerable potential to
exploit powder XRD methodologies. Indeed, the crystal structures of several
oligopeptides have been determined from powder XRD data using the direct-space
strategy for structure solution. The first published example was Phe–Gly–Gly–
Phe [25]. In the structure-solution calculation, which used the genetic algorithm
technique, the molecule was defined by 11 variable torsion angles, with the peptide
groups constrained to be planar with the O–C–N–H torsion angle fixed at 180ı. The
crystal structure (space group P41) comprises hydrogen-bonded ribbons (Fig. 8.5)
that run along the c-axis; adjacent molecules in these ribbons interact through
three N–H : : :O hydrogen bonds in a manner directly analogous to an antiparallel
“-sheet. Intermolecular N–H : : :O hydrogen bonds involving the end groups of the
oligopeptide chains give rise to two intertwined helical chains that run along the 41

screw axis.
The crystal structures of the peptides Piv–LPro–Gly–NHMe [26] and Piv–

LPro–”-Abu–NHMe [27] have also been determined using the direct-space genetic
algorithm technique for structure solution, motivated by interest in the potential
for these molecules to form “-turn conformations (structural features that allow
polypeptide chain reversals in proteins). In the structure of Piv–LPro–Gly–NHMe,
a type-II “-turn conformation is found (Fig. 8.6), involving an intramolecular 4 ! 1
hydrogen bond between the C D O group of the Piv residue and the methylamide
N–H group. In the crystal structure of Piv–LPro–”-Abu–NHMe, a folded confor-
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Fig. 8.6 (a) Molecular
geometry of
Piv–LPro–Gly–NHMe in the
crystal structure with the
intramolecular hydrogen
bond shown as a dashed line.
(b) Crystal structure of
Piv–LPro–Gly–NHMe viewed
along the a-axis with
N–H : : :O hydrogen bonds
shown as dashed lines.
Hydrogen atoms are omitted
for clarity

mation is also observed (Fig. 8.7), with a short C–H : : :O interaction between an
H atom of the methylene group of ”-Abu and the C D O group of the Piv residue.
This C–H : : :O interaction defines an intramolecular cyclic 10-atom motif, similar
to the classical “-turn involving an intramolecular N–H : : :O D C hydrogen bond (as
observed for Piv–LPro–Gly–NHMe).

Another example from the oligopeptide field is the structure determination of
the 5-residue peptide acetyl–Tyr–Glu–Gln–Gly–Leu–amide [28]. This pentapeptide
motif has a known biological role as a trafficking motif in the C-terminus of
mammalian P2X4 receptors. Comparison of the crystal structure of acetyl–Tyr–
Glu–Gln–Gly–Leu–amide (Fig. 8.8), determined directly from powder XRD data,
and that of a complex formed with the �2 subunit of the clathrin adaptor protein
complex AP2 reported previously from single-crystal XRD data [29] reveals
differences in conformational properties although with similarities in aspects of the
hydrogen-bonding arrangement and the hydrophobic environment of the Leu side
chain.
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Fig. 8.7 Crystal structure of
Piv–LPro–”-Abu–NHMe
illustrating the
one-dimensional columns of
hydrogen-bonded molecules
along the c-axis. Hydrogen
atoms are omitted for clarity

With regard to future applications of powder XRD in structural biology, an
ultimate goal is to achieve ab initio structure solution of proteins, circumventing the
need to grow single crystals of sufficient size for conventional protein crystallogra-
phy. In this regard, progress has been made in several aspects of the study of proteins
by powder XRD [30], including optimization of the conditions for recording high-
quality powder XRD data using synchrotron radiation sources. In favourable cases,
the data quality has been shown to be adequate for successful indexing and structure
refinement (with refinement starting from a known structural model, including the
application of “molecular replacement” strategies to define the starting model) [31–
36]. Although complete ab initio structure solution of a protein structure from
powder XRD data has not yet been reported, continued progress in the development
of methodology for structure solution from powder XRD data promises to pave the
way to achieve this goal in the future.

8.3.1.2 An Early-Generation Dendrimeric Material

Dendrimers are large, highly branched molecules composed of a core moiety and
radiating functionality. The highly branched architecture can lead to spatially well-
defined voids within the dendrimer, which is a crucial feature underlying many of
the expanding range of applications of these materials. However, dendrimeric mate-
rials are often difficult to grow as single crystals suitable for single-crystal XRD,
and in such cases structure determination from powder XRD data may represent
the only viable opportunity for structural characterization. The first structure deter-
mination of a dendrimeric material directly from powder XRD data [37] was for
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Fig. 8.8 Crystal structure of acetyl–Tyr–Glu–Gln–Gly–Leu–amide viewed (a) along the b-axis
(showing only the backbone of the peptide) and (b) along the c-axis showing the whole of the
peptide and the water molecules present in the crystal structure

the early-generation dendrimer tetrakis[(3,5-dimethoxybenzyloxy)methyl]methane
(TDMM), using the direct-space strategy for structure solution. The space group
was assigned as Fdd2 and density considerations, together with results from high-
resolution solid-state 13C NMR, suggested that the asymmetric unit is half the
TDMM molecule (the central carbon atom is located on a twofold rotation axis).
In the crystallographically independent half-molecule, there are 12 variable torsion
angles. Structure solution was carried out using the direct-space genetic algorithm
technique followed by Rietveld refinement. In the crystal structure (Fig. 8.9), the
two independent branches that radiate from the core differ significantly both in the
conformation of the C–CH2–O–CH2–Ph chain and in the conformation of the two
methoxy substituents on the benzyloxy ring.
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Fig. 8.9 Crystal structure of
TDMM viewed along the
c-axis. Hydrogen atoms are
omitted for clarity

Fig. 8.10 Molecular
structure of L-arginine

8.3.1.3 Amino Acids

Of the 20 directly encoded proteinogenic amino acids (i.e. those that are encoded
directly by the codons of the standard genetic code), L-arginine (Fig. 8.10) was, until
recently, one of only very few cases for which the crystal structure of the pure (non-
solvate) crystalline form had not been reported. The absence of a reported crystal
structure was due to difficulties in obtaining crystals of sufficient size and quality for
single-crystal XRD studies. Indeed, attempts to crystallize L-arginine from several
different solvents and under a variety of experimental conditions failed to produce
any crystals suitable for single-crystal XRD. For this reason, the crystal structure of
L-arginine was determined directly from powder XRD data [38], using the direct-
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space genetic algorithm technique for structure solution followed by Rietveld refine-
ment. It is important to note that, as L-arginine is susceptible to hydration under an
ambient atmosphere, careful experimental protocols must be followed to ensure that
the powder XRD data can be recorded for the anhydrous polycrystalline phase.

The crystal structure of L-arginine [38] (space group P21) has Z0 D 2, fully
consistent with results from high-resolution solid-state 13C NMR spectroscopy. In
the direct-space structure-solution calculation, each trial structure was defined by
25 variables. For one molecule, the position along the b-axis can be fixed arbitrarily
for space group P21, so only two positional variables are required, while three
positional variables are required for the other molecule. In addition, for each of the
two independent molecules, three orientational variables and seven torsion-angle
variables are required.

In the final refined crystal structure of L-arginine (Fig. 8.11), the two independent
molecules (denoted A and B) have very similar conformations. Along the b-axis, the
molecules are arranged in two distinct “sinusoidal” chains: one chain involves only
molecules of type A and the other chain involves only molecules of type B. In each
chain, the molecules are arranged in a head-to-tail manner, and adjacent molecules
are linked by two N–H : : :O hydrogen bonds between the guanidinium (tail) group of
one molecule and the carboxylate (head) group of the adjacent molecule. Adjacent
chains are linked by N–H : : :O hydrogen bonds between the guanidinium moiety
of a molecule in one chain and the carboxylate groups of molecules in the two
neighbouring chains, giving rise to a ribbon motif that extends along the a-axis.
The overall crystal structure is described in terms of severely puckered sheets with
an average plane parallel to the ab-plane. The severe puckering arises from the
sinusoidal topology of hydrogen-bonded chains that run parallel to the b-axis. All
hydrogen bonding in the structure occurs within these sheets, and stacking of the
sheets along the c-axis involves only van der Waals interactions.

Fig. 8.11 Crystal structure of
L-arginine, viewed
perpendicular to the (041)
plane, showing the
hydrogen-bonded ribbon
motif along the a-axis
(horizontal)
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8.3.1.4 Pharmaceutical Materials

Many drug substances are administered as polycrystalline powders (e.g. as com-
pressed tablets). In such cases, in addition to the intrinsic pharmacological activity
of the drug molecule itself, knowledge of the crystal structure is crucial in order to
fully understand and optimize the pharmaceutical performance of the drug. Relevant
aspects in this regard include understanding and controlling the solubility, bioavail-
ability and the conditions for handling and administration. Importantly, a given drug
substance administered in different polymorphic forms may lead to very different
results. For all these reasons, knowledge of the crystal structures of pharmaceutical
materials is of considerable importance, and in many cases, powder XRD provides
the only possible route towards accessing this information. Furthermore, the quest to
produce and fully characterize all accessible polymorphs of a given drug substance
has become an area of intense activity within the pharmaceuticals industry in recent
years (motivated, in part, by patenting, registration and litigation issues), and powder
XRD also plays a crucial role in this regard.

An early example of the application of powder XRD in pharmaceutical research
concerns structure determination of a new polymorph of fluticasone propionate
(FP) [39]. FP is a steroid of pharmaceutical importance as an anti-inflammatory
agent which suppresses inflammation of the bronchial passages in the lungs. When
formulated as an inhaled product, the anti-inflammatory action of FP treats the
underlying inflammatory component of asthma. The FP molecule can exist in two
different polymorphic forms. Form 1 is readily obtained by recrystallization from
a variety of solvents, and the crystal structure of this polymorph was determined
previously from single-crystal XRD. On the other hand, attempts to control the
size and shape of the crystals by crystallization in a supercritical fluid medium
were found to result in a new polymorph (Form 2). As Form 2 was prepared as
a microcrystalline powder, the crystal structure (Fig. 8.12) was determined directly
from powder XRD data [39]. There are interesting similarities and contrasts between
the crystal structures of Forms 1 and 2 of FP, with both structures containing
similar hydrogen-bonded chains, but differing in the structural relationship between
adjacent chains.

Another example of pharmaceutical relevance concerns acrinol (2-ethoxy-6,9-
diaminoacridine monolactate), which is used extensively as an antibacterial agent.
Acrinol forms a monohydrate phase (denoted H) on crystallization from water,
but two polymorphs of anhydrous acrinol, denoted form I (AI) and form II (AII),
have also been discovered. Polymorph AI is obtained directly on heating phase H,
by a solid-state dehydration process, and polymorph AII is obtained subsequently
from form AI by a polymorphic transformation. The crystal structures of both
forms AI and AII have been determined directly from powder XRD data [40],
using the direct-space genetic algorithm technique for structure solution followed by
Rietveld refinement. From the structural properties of forms AI and AII, mechanistic
aspects of the dehydration process and the polymorphic transformation have been
established. On the basis of measured dissolution rates and enthalpies of dissolution,
the thermodynamically stable polymorph is assigned as form AII (with a monotropic
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Fig. 8.12 Crystal structure of form 2 of fluticasone propionate viewed along the c-axis. Hydrogen
atoms are omitted for clarity

relationship between forms AI and AII). Interestingly, the hydration properties of
forms AI and AII contrast significantly; form AI is found to hydrate more readily
than form AII, with hydration occurring at substantially lower relative humidity.

8.3.2 Structure Determination of New Materials Prepared
by Solid-State Mechanochemical Processes

Many novel solid materials can be prepared only by mechanochemical procedures
[41] in which two (or more) solid phases are ground together to generate a
new product phase. However, materials prepared by solid-state mechanochemistry
are virtually always microcrystalline powders and are not suitable for structure
determination by single-crystal XRD. Thus, powder XRD serves a crucial role in the
structural characterization of new materials prepared by solid-state mechanochemi-
cal procedures.

The first reported [42] application of powder XRD to determine the structure of
a molecular co-crystal prepared by solid-state grinding was for the three-component
co-crystal material containing racemic bis-“-naphthol (BN), benzoquinone (BQ)
and anthracene (AN). Grinding the pure crystalline phases of BN, BQ and AN
together produces a polycrystalline material with reddish purple colour (in contrast,
crystallization of the same components from solution gives a different co-crystal
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Fig. 8.13 Crystal structure of the BN/BQ/AN co-crystal material prepared by solid-state grinding
viewed along the b-axis (BN molecules shown in red; BQ molecules shown in green; AN
molecules shown in yellow)

with bluish black colour). The contents of the asymmetric unit in the new co-
crystal phase (confirmed by high-resolution solid-state 13C NMR) comprise one
BN molecule, one BQ molecule and one half AN molecule (which is located on a
crystallographic twofold rotation axis). The structure was solved using the direct-
space genetic algorithm technique, involving a total of 17 structural variables. The
crystal structure (Fig. 8.13) is rationalized in terms of three different interaction
motifs: edge-to-face interactions between BQ (edge) and AN (face) molecules,
face-to-face interactions between BQ and BN molecules, and chains of O–H : : :O
hydrogen bonds involving BN and BQ molecules.

Another material prepared by solid-state mechanochemistry for which the
structure has been determined directly from powder XRD data [43] is a porous
interpenetrated mixed-ligand metal-organic-framework material with composition
Zn2(fma)2(bipy) prepared by mechanochemical milling of Zn(OAc)2.2H2O,
fumaric acid (H2fma), and 4,40-bipyridine (bipy). The crystal structure (Fig. 8.14)
determined from powder XRD data has some resemblance to the structure of a
DMF solvate Zn2(fma)2(bipy)(DMF)0.5 prepared by solvothermal synthesis, for
which the structure was determined by single-crystal XRD [44]. However, there
are important structural differences between these materials, including the fact that
the bipy ligands in the DMF solvate lie in a crystallographic mirror plane and are
therefore strictly planar. In contrast, the dihedral angle between the two rings of
the bipy ligand in the mechanochemically prepared material is 53.2ı. Interestingly,
desolvation of the DMF solvate yields a material identical to that prepared by the
mechanochemical synthesis.
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Fig. 8.14 The crystal structure of Zn2(fma)2(bipy) viewed along the b-axis

The crystal structures of several other materials prepared by mechanochemical
routes have been determined from powder XRD data, including (1) a metal-
organic framework material Co(dibenzoylmethanate)2(nicotinamide)2 obtained by
thermal desolvation of the corresponding acetone solvate prepared by liquid-assisted
grinding [45]; (2) a hydrate co-crystal of 5-methyl-2-pyridone and trimesic acid,
prepared by grinding a methanol solvate co-crystal of the same components under
an ambient atmosphere [46]; and (3) the 1:1 co-crystals of theobromine with
trifluoroacetic acid and theobromine with malonic acid, each prepared by liquid-
assisted grinding [47].

In another example [48], a novel acetic acid solvate of the organic light-emitting
diode material Alq3 (q D 8-hydroxyquinolinate) was prepared by ball milling a
mixture of basic aluminium(III) diacetate [Al(OAc)2(OH)] and 8-hydroxyquinoline.
The powder XRD pattern of the resultant microcrystalline powder was different
from that of any known solvate or polymorph of Alq3. From the combined results of
microanalysis, thermogravimetric analysis and solution-state 1H NMR, the material
was identified as a 1:1 solvate of Alq3 and acetic acid. The crystal structure was
solved from powder XRD data using the direct-space genetic algorithm technique,
followed by Rietveld refinement, giving the structure shown in Fig. 8.15.

Finally, we consider the structure determination of a new chiral anhydrous phase
of Ru(bipy)3(ClO4)2 (bipy D 2,20-bipyridine) [49]. The new phase is prepared by
mechanical grinding followed by annealing of the known chiral hydrate phase of
this material (and can also be obtained by solid-state dehydration of the chiral
hydrate phase at high temperature). As the new chiral anhydrous phase is obtained
as a microcrystalline powder, structure determination of this material exploited
the capabilities of modern powder XRD techniques, using the direct-space genetic
algorithm technique for structure solution followed by Rietveld refinement. The
crystal structure of the chiral anhydrous phase is found to share several features
in common with the chiral hydrate phase concerning the spatial arrangements of the
Ru(bipy)3

2C cations and ClO4
� anions, with only relatively small differences in the

relative positions and orientations of these components in the two structures. As a
consequence, interconversion between the hydrate and anhydrous phases by means
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Fig. 8.15 The crystal structure of the mechanochemically synthesized acetic acid solvate of Alq3,
determined directly from powder XRD data, containing two independent molecules of Alq3 and
two independent molecules of acetic acid (viewed along the b-axis)

of hydration and dehydration processes requires comparatively little reorganization
of the crystal structure. Indeed, it is observed (and confirmed by powder XRD
analysis) that the chiral anhydrous phase undergoes a facile transformation to the
chiral hydrate phase under an ambient atmosphere. We note that this work [49]
exploited instrumentation that allows the simultaneous measurement of powder
XRD data and differential scanning calorimetry (DSC) data, leading to a detailed
understanding of the process of dehydration of the chiral hydrate phase.

8.3.3 Structure Determination of Materials Prepared
by Solid-State Dehydration/Desolvation Processes

For many organic compounds, preparation of a “pure” (non-solvate) crystalline
phase by crystal growth from solution is difficult due to the facile formation
of solvate crystals. In such cases, a viable route to obtain the “pure” phase is
to desolvate the solvate phase at elevated temperature and/or reduced pressure.
However, desolvation processes of this type are often associated with loss of crystal
integrity, such that single crystals of the solvate phase yield a microcrystalline
powder following desolvation. Clearly, in such cases, powder XRD is essential for
structure determination of the “pure” desolvated product phase.

As an example, benzene-1,2,3-tricarboxylic acid (BTCA) has a strong tendency
to form solvate structures upon crystallization from solution, such as the dihydrate
BTCA(H2O)2. The “pure” (non-solvate) phase of BTCA is obtained by dehydration
of the dihydrate at elevated temperature, but as a microcrystalline powder. The crys-
tal structure of the “pure” phase of BTCA was solved directly from powder XRD
data [50] using the direct-space genetic algorithm technique for structure solution,
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Fig. 8.16 The crystal structure of BTCA viewed along the b-axis (the three independent molecules
are shown in red, green and blue)

followed by Rietveld refinement. There are three independent BTCA molecules
in the asymmetric unit, and trial structures in the direct-space structure-solution
calculation were defined by a total of 27 structural variables. In the crystal structure
(Fig. 8.16), all carboxylic acid groups are engaged in intermolecular hydrogen
bonding to other carboxylic acid groups via the double O–H : : :O hydrogen-bonded
motif characteristic of carboxylic acid “dimers”. The structure of the “pure” phase
of BTCA differs substantially from that of BTCA dihydrate. Given the substantial
structural reorganization associated with the transformation from the dihydrate
to the “pure” phase, it is not surprising that large high-quality single crystals
of the dihydrate transform into a polycrystalline product phase in the solid-state
dehydration process.

Another material with a strong propensity to form solvate structures in crystal-
lization experiments is trithiocyanuric acid (TTCA), and the “pure” (non-solvate)
crystalline phase is obtained by desolvation of a solvate phase. In this case, the
structure of “pure” TTCA was again determined directly from powder XRD data
[51] and presents interesting contrasts in comparison with the crystal structure of
the oxygen analogue cyanuric acid.

Another example concerns dehydration of the crystalline hydrate of chloroquine
bis-(dihydrogen phosphate) [denoted CQ(DHP)2] to form anhydrous CQ(DHP)2 as
a microcrystalline powder. The structure of the anhydrous phase was determined
directly from powder XRD data [52]. The crystal structure displays several contrast-
ing features compared to the structure of the parent hydrate phase, particularly with
regard to the topology of hydrogen-bonded chains of DHP anions. In the hydrate
phase, these chains are linear, whereas the chains in the anhydrous phase have a
zigzag topology as a result of changes in the mode of hydrogen bonding of the
DHP anions within the chain. Given the substantial structural reorganization that
occurs on dehydration, it is not surprising that the anhydrous phase is formed as a
microcrystalline powder.
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8.3.4 Structure Determination of Products from Solid-State
Reactions

Many crystalline solids undergo chemical transformations induced by incident
radiation, heat or other stimuli. In order to understand mechanistic aspects of such
solid-state reactions, it is essential to know the structural properties of the product
phase obtained directly from the reaction, allowing the structural relationships
between the product and reactant phases to be elucidated. In many cases, the product
phase produced directly from the solid-state reaction is a microcrystalline powder,
which does not contain single crystals suitable for single-crystal XRD. In such cases,
structure determination from powder XRD data provides the only opportunity to
establish the structural properties of the product phase.

As an example, photopolymerization of 2,5-distyrylpyrazine (DSP) occurs via
intermolecular [2 C 2] photocyclization reactions at each end of the monomer
molecule (Fig. 8.17). This reaction was studied extensively in the 1970s [53,
54] and is regarded as a classic solid-state reaction, but structure determination
of the polymeric product phase was only carried out recently [55], exploiting
the opportunities afforded by modern techniques for structure determination from
powder XRD data. In the crystal structure (Fig. 8.17a), polymer chains are aligned
along the c-axis, and the distance (3.71 Å) between the centres of adjacent
cyclobutane and pyrazine rings is half the c-axis repeat of the unit cell. An overlay
of the monomer and polymer structures (Fig. 8.17b) demonstrates that the solid-
state reaction is associated with only very small atomic displacements at the site
of the [2 C 2] photocyclization reaction (displacement of the carbon atoms of the
C D C double bonds of monomer molecules on forming the cyclobutane ring of the
polymer is only ca. 0.8 Å for one pair of carbon atoms and ca. 1.6 Å for the other
pair). Small atomic movements of this type are consistent with the assignment of
the reaction as a topochemical transformation [56–59].

Recently, a solid-state chemical transformation has been exploited [60] to gener-
ate the previously unknown tetrahalide dianion [I2Br2]2�. The procedure involved
the initial formation of the material HMET2C•2Br�•2I2, where HMET2C denotes
the 1,6-bis(trimethylammonium)hexane cation (CH3)3 NC(CH2)6 NC(CH3)3. This
material contains pairs of adjacent [I2Br]� anions located within a cavity in a
framework formed by the HMET2C cations. Heating the material to sufficiently high
temperature leads to the loss of I2 and formation of HMET2C•[I2Br2]2�, containing
[I2Br2]2� anions trapped within the HMET2C framework. As the product phase
HMET2C•[I2Br2]2� was obtained as a microcrystalline powder, crystal structure
determination was carried out directly from powder XRD data, leading to the first
direct structural evidence of a discrete [I2Br2]2� dianion (Fig. 8.18). A similar pro-
cedure, starting from the material HMET2C•2Cl�•2I2, yielded HMET2C•[I2Cl2]2�
as the product, again obtained as a microcrystalline powder. Structure determination
from powder XRD data revealed the presence of [I2Cl2]2� in the product phase,
representing only the second report of this tetrahalide dianion.
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Fig. 8.17 The solid-state photopolymerization reaction of DSP (shown at top). (a) Crystal
structure of the polymeric product phase obtained directly from the solid-state photopolymerization
reaction of DSP, viewed along the b-axis (for clarity, only half the unit cell is shown along the
direction of view), and (b) overlay of the monomer (green) and polymer (orange) in their crystal
structures

Rationalization of chemical reactivity of solids also relies heavily on knowledge
of the structural properties of the reactant phase, and therefore crystal structure
determination of reactive materials is also crucial for understanding solid-state
reactions. Solid sodium chloroacetate has been known [61, 62] since the 1850s to
undergo a polymerization reaction at elevated temperature to produce polyglycolide
and sodium chloride:

n ClCH2COONa �! n NaCl C .CH2COO/n
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Fig. 8.18 The crystal structure of HMET2C•[I2Br2]2� showing a column of [I2Br2]2� dianions
located within the framework of HMET2C cations

Fig. 8.19 Crystal structure of
sodium chloroacetate
determined directly from
powder XRD data (viewed
along the a-axis). Within the
linear arrays of chloroacetate
anions (which run vertically
in the figure), the arrows
indicate the direction of
attack of each anion on its
neighbour, leading to the
formation of polyglycolide
(and sodium chloride) as the
reaction product

However, sodium chloroacetate is a microcrystalline material and is unsuitable for
investigation by single-crystal XRD. However, in the absence of knowledge of the
crystal structure, it is not possible to gain insights on mechanistic aspects of the
polymerization reaction. Fortunately, the direct-space strategy for structure solution
from powder XRD data allowed the crystal structure of sodium chloroacetate to be
determined [63]. The crystal structure (Fig. 8.19) contains rows of chloroacetate
anions within which one of the two oxygen atoms of the carboxylate group is
ideally positioned to attack the ’-carbon atom of a neighbouring chloroacetate
anion, expelling a Cl� anion. Propagation of this intermolecular attack along the
row of chloroacetate anions in the crystal structure results in polymerization to
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produce polyglycolide. Thus, from knowledge of the crystal structure of sodium
chloroacetate, the formation of polyglycolide is rationalized directly in terms of a
topochemical reaction pathway.

8.3.5 Structure Determination of Materials Produced by Rapid
Precipitation from Solution

According to conventional wisdom, carrying out crystallization processes from
solution in a manner that is as slow as realistically possible is conducive to the
formation of large, high-quality crystals. The aim is to ensure that changes in
the degree of (super)saturation of the solution during the crystallization process
occur as slowly as possible. Typical procedures, for example, involve slow cooling
of a solution starting from a high temperature at which the solution is slightly
undersaturated, or slow evaporation of solvent from a solution that is initially
undersaturated. For some systems, however, the identity (e.g. the polymorphic
form) of the resulting solid phase may depend on the rate of the crystallization
process, and some solid phases can be obtained only by procedures that involve
rapid precipitation. In general, rapid precipitation leads to microcrystalline prod-
ucts that do not contain crystals of suitable size or quality for single-crystal
XRD. In such circumstances, structure determination from powder XRD data is
essential.

The reaction of [Co(H2O)2f(OH)2Co(en)2g2](SO4)2 with NH4Br to give the
chiral complex cis-[CoBr(NH3)(en)2]Br2 has been studied widely in relation to phe-
nomena such as chiral symmetry breaking, spontaneous resolution and chiral ampli-
fication. This reaction is historically important as cis-[CoBr(NH3)(en)2]Br2 was one
of the first octahedral metal complexes to be resolved into � and ƒ stereoisomers,
some years after Werner predicted that octahedral ions M(en)2XY should exist as
enantiomeric pairs. As the reaction product cis-[CoBr(NH3)(en)2]Br2 precipitates
rapidly from the reaction solution, it is obtained as a microcrystalline powder. From
powder XRD studies, the product obtained directly from the reaction was confirmed
to be a new solid phase of cis-[CoBr(NH3)(en)2]Br2. Structure determination was
carried out [64] directly from powder XRD data using the direct-space genetic
algorithm technique for structure solution followed by Rietveld refinement. In the
crystal structure (Fig. 8.20), the cis-[CoBr(NH3)(en)2]2C complexes are arranged in
two different types of chain, propagating along the a-axis and b-axis, respectively,
with neighbouring complexes in each type of chain linked by N–H : : :Br– : : :H–N
interactions. Along the a-axis, neighbouring repeat units are related by translation,
and the chain is relatively straight; along the b-axis, neighbouring repeat units are
related by the 21 screw axis and the chain is helical. Importantly, the material has a
racemic crystal structure (non-chiral space group P21/n with one formula unit in the
asymmetric unit). Studies of the reaction under a wide range of experimental condi-
tions consistently produced this new racemic phase of cis-[CoBr(NH3)(en)2]Br2 and
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Fig. 8.20 The crystal structure of cis-[CoBr(NH3)(en)2]Br2 viewed nearly along the c-axis,
showing the straight and helical chains that run along the a-axis and b-axis respectively. Hydrogen
atoms are omitted for clarity

conglomerate phases were never obtained. The implications of this result in relation
to previous reports of spontaneous induction of chirality in this system are discussed
elsewhere [64].

8.4 Concluding Remarks

In concluding, it is relevant to reflect on the quality of the structural information that
can be obtained from structure determination by powder XRD versus single-crystal
XRD. In general, the final structural parameters obtained from powder XRD data are
not as accurate or precise as those that could be determined for the same material
from single-crystal XRD (if single crystals were available). Nevertheless, a properly
refined crystal structure from powder XRD data provides reliable information on the
arrangement of atoms and molecules in the structure and allows an understanding of
most aspects of the structure that are of interest to chemists and materials scientists,
such as details of the molecular packing arrangement and identification of the
intermolecular interactions.

As illustrated by the examples presented in this chapter, the opportunity to
carry out complete crystal structure determination of organic materials directly
from powder XRD data is now a very real prospect, which unfortunately remains
underexploited within the chemical and materials science communities. While
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significant advances have been made since the early 1990s in the development and
application of new techniques in this field, there is nevertheless considerable scope
for the further development of new techniques and strategies to facilitate the routine
determination of crystal structures that are more complex and more challenging
than those that represent the current state of the art. Extrapolating from the progress
achieved during the last 20 years, the field of structure determination from powder
XRD data has a very promising outlook, and we predict that the future will yield
considerable new structural information on a wide range of important materials that
are not amenable to investigation by single-crystal XRD techniques.
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Chapter 9
Magnetically Oriented Microcrystal Arrays
and Suspensions: Application to Diffraction
Methods and Solid-State NMR Spectroscopy

Tsunehisa Kimura

Abstract Crystal structure determination is a first and important step in understand-
ing the physical, chemical, and biological functions of crystals in their final use.
Single-crystal diffractometry and spectroscopy are the most commonly used and
reliable methods for this purpose. However, there are many circumstances where
only a microcrystalline powder is formed, which hinders the use of these methods. In
this chapter, we describe a novel technique that enables to convert a microcrystalline
powder to a large “single” crystal by means of magnetic alignment. The obtained
“single” crystal gives rise to diffractions and spectra equivalent to those obtained
from a corresponding real single crystal. Basic concepts of the magnetic alignment
are described, followed by crystal structure determinations of some organic crystals.

Keywords X-ray diffraction • Solid-state NMR • Magnetic orientation • Micro-
crystalline powder

9.1 Introduction

Crystal structure determination is a first and important step in understanding the
physical, chemical, and biological functions of crystals in their final use. X-ray
diffraction (XRD) is the most commonly used method for this purpose. If a single
crystal that is large enough is available, single-crystal XRD may be the best
characterization method because it provides the most reliable results [1]. However,
there are many circumstances where it takes a long time to produce a large crystal,
or only a microcrystalline powder is formed. In such cases, powder diffraction [2]
is widely used. However, the results obtained are sometimes less reliable than those
from the single-crystal method, so validation of the results is needed.

Most inorganic, organic, biological, metallic, and organometallic materials are
diamagnetic; a minority is paramagnetic or ferromagnetic. Diamagnetic materials
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can orient if well-defined magnetic conditions are present, although their response
to magnetic fields is generally very weak. The orientation occurs because of the dia-
magnetic anisotropy that originates mainly from anisotropic electron distribution,
such as that in chemical bonds. Therefore, organic materials are rich in magnetic
anisotropy. Diamagnetism of organic materials was intensively studied some years
ago [3–5]. Crystals, liquid crystals, fibers, and polymers all have potential to
undergo magnetic alignment [6–8].

Magnetic orientation in a static magnetic field is simple; the easy magnetization
axis of a crystal aligns parallel to the direction of the applied field. In contrast,
under a rotating magnetic field, the hard magnetization axis aligns perpendicular
to the plane of magnetic rotation. It is known that a combination of these two
types of magnetic fields can induce biaxial alignment of the magnetic axes [9, 10].
Because the magnetic axes are embedded in the crystal lattice, the crystal can align
accordingly.

In this chapter, we describe the basic concept of the magnetic technique to align
crystals. Then, we show its application to the diffraction and spectroscopic analyses
of crystals. This magnetic technique is useful when one wants to perform single-
crystal analyses but has a powder sample rather than a single crystal.

9.2 Magnetic Orientation of Crystals

Magnetic alignment of a crystal subjected to various types of applied magnetic
fields is systematically studied in terms of the anisotropic magnetic energy. The
parameters concerning the orientation of a crystal are the type of applied magnetic
fields (static, rotating, etc.) and the physical properties of the crystal, including its
magnetic anisotropy, size, and shape.

9.2.1 Magnetic Susceptibility of Diamagnetic Crystals

When a magnetic field is applied to a diamagnetic crystal, a magnetization is
induced that is proportional to the intensity of the applied field. The proportionality
constant is referred to as magnetic susceptibility. Magnetic susceptibility is a scalar
if the crystal is isotropic and a tensor if the crystal is uniaxial or biaxial. The
magnetic susceptibility tensor ¦ which is expressed by a 3 � 3 symmetric matrix is
characterized by three principal values (�1, �2, and �3 ) and corresponding principal
magnetic axes. We define �3 � �2 � �1 < 0. The �1 and �3 axes are referred to as
easy and hard magnetization axes, respectively.

In isotropic crystals, all three � values are equal and there is no magnetic
anisotropy. In uniaxial crystals, two � values are equal (�3 D�2 <�1 or
�3 <�2 D�1). The �1 or �3 axis corresponds to the four-, six-, or threefold
crystallographic axis for the tetragonal, hexagonal, or trigonal system, respectively.
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Fig. 9.1 Relationships between magnetic and crystallographic axes for biaxial crystals: (a)
orthorhombic, (b) monoclinic, and (c) triclinic systems. Arrows indicate the magnetic axes that
are mutually orthogonal

In biaxial crystals, all three � values are different. In the orthorhombic system, the
three � axes coincide with the crystallographic a, b, and c axes. In the monoclinic
system, one of the three � values coincides with the twofold (rotation or inversion)
axis. In the triclinic system, there is no relation to crystallographic axes. The
relation between magnetic and crystallographic axes for biaxial crystals is depicted
schematically in Fig. 9.1.

The diamagnetic anisotropy of a molecule originates from the electron distri-
bution of chemical bonds. The magnetic anisotropy of several chemical bonds has
been reported [6]. The anisotropy is defined as �jj - �?, where the parallel indicates
the bond direction. Double bonds exhibit positive values and thus correspond to
the easy magnetization axis. This means that double bonds tend to align parallel
to a magnetic field. In contrast, single bonds have negative values, so they tend to
align perpendicular to a magnetic field. Anisotropy is especially high for aromatic
structures, which is usually attributed to the ring current induced by   electrons. The
direction perpendicular to the aromatic ring coincides with the hard magnetization
axis. The packing of the molecules in a crystal determines the final magnetic
anisotropy of the crystal. Classical and quantum mechanical theories of diamagnetic
susceptibility can be found in the literature [4, 5]. Both theories give the same
result.

Several terms for magnetic susceptibility are used in the literature, including
molar susceptibility �m (cm3 mol�1), gram susceptibility �g (cm3 g�1), and volume
susceptibility � (dimensionless). These terms are related by the equations �m D�

Vmol and �g D� /�, where Vmol and � are molar volume and density, respectively.
In addition, both emu and SI units for electromagnetic properties are used in
the literature. A unit in SI is equal to the unit in emu multiplied by 4 . When
using susceptibility values, it is important to identify which unit is used. Volume
susceptibility in SI is used throughout this chapter. In this unit, the magnetic
susceptibility of water is �9.04 � 10�6.

The magnetic susceptibility values of organic crystals are available in reference
[11]. In this reference, molar susceptibility is used. Figure 9.2a presents a plot of
�m,2–�m,3 versus �m,1–�m,2. It is difficult to find clear correlations between these
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Fig. 9.2 (a) Relationship between �m,2–�m,3 and �m,1–�m,2 for various organic crystals tabulated
in reference [11] and (b) histogram for the ratio r D (�m,1–�m,2)/(�m,1–�m,3)

quantities. Figure 9.2b shows a histogram for the ratio r D (�m,1–�m,2)/(�m,1–�m,3).
r D 0 and 1 correspond to uniaxial crystal. There is no peculiar distribution of r.

9.2.2 Anisotropic Magnetic Energy

The anisotropic magnetic energy of a crystal with volume V [m3] that is subjected
to an external magnetic field is expressed by [10]

E D �V

2�0

tB
�

tA¦A
�

B; (9.1)

where �0 D 4 � 10�7 [Wb/(A m)] is the magnetic permeability of vacuum, B [T]
is the magnetic field, and � (dimensionless) is the magnetic susceptibility tensor
expressed with respect to the principal axes coordinates: it is diagonal with the
components of �1, �2, and �3. With these units, the energy E is expressed in the
unit of J (joule). The matrix A is used to transform � into laboratory coordinates.
It can be expressed, for example, by using Eulerian angles [12]. The superscript t
indicates the transpose.

9.2.2.1 Under a Static Field

Mathematical expression of Eq. 9.1 is complicated in most cases. However, a simple
expression can be obtained for some specific examples: if the magnetic field is static
and �3 D�2 <�1, then the anisotropic magnetic energy Ea is expressed as [8]
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Fig. 9.3 Magnetic orientations of (a) �1 axis under a static field; (b) �3 axis under a rotating field;
and (c) �1, �2, and �3 axes under a modulated rotating field. Angles �, � , and  are assumed to
be small

Ea D �VB2

2�0
.�1 � �3/ cos2˛; (9.2)

where ˛ is the angle between the magnetic field and �1 axis. Here, the isotropic
term is neglected. Ea has a minimum at ˛D 0; that is, �1jjB (Fig. 9.3a).

9.2.2.2 Under a Rotating Field

If a magnetic field that rotates at frequency ! is applied, we have three kinetically
different regimes depending on the time constant � . This constant is related to the
time required to align under a given condition including the field intensity, viscosity
of the surrounding medium, and shape of the crystal. When the magnetic rotation
is extremely high (!� � 1/2, which we refer to as the rapid rotation regime (RRR)
[13]), a crystal cannot follow the rotation. In such a situation, the magnetic energy
shown in Eq. 9.1 can be time averaged over one revolution (this is discussed in detail
in Sect. 9.2.4.2).

When a magnetic field B Dt(B cos!t, B sin!t, 0) (t is time) that is rotating in the
xy plane at frequency ! is applied to a crystal with �3 <�2 D�1, the time-averaged
magnetic energy can be expressed as

hEai D �B2V

4�0
.�1 � �3/ cos2ˇ; (9.3)

if the conditions for RRR are satisfied. Here, ˇ is the angle between the laboratory z
axis and �3 axis. <Ea > has a minimum at ˇD 0; that is, �3 jj z (the direction normal
to the rotation plane) (Fig. 9.3b). It should be noted that the curvature around the
minimum is half of that for the static case; the constraining effect is smaller in the
rotating case.
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9.2.2.3 Under a Modulated Rotating Field

For three-dimensional (3D) orientation of the magnetic axes, we need to use much
more complicated time-dependent magnetic fields [14] such as B Dt(Bx cos!t, By

sin!t, 0) where Bx > By [10]. With this type of magnetic field and RRR conditions,
we obtain [15]

hEai D Cx 
2 C Cy�

2 C Cz'
2; (9.4)

where the coefficients Cx, Cy, and Cz are the functions of Bx, By, volume V, and
three � values (Cx / �2–�3, Cy / �1–�3, Cz / �1–�2). Here, the isotropic and
higher terms of the Eulerian angles �, � , and  are truncated. This energy has a
minimum at �D � D D 0 (Fig. 9.3c), indicating that the �1, �2, and �3 axes are
confined in the x, y, and z directions, respectively, by the harmonic potentials.

9.2.3 Thermal Fluctuation

9.2.3.1 Size Dependence

Magnetic orientation competes with thermal fluctuation. As a result, magnetic
orientation fluctuates because of thermal agitation. The orientation distribution of
magnetic axes is described by the Boltzmann factor, exp(�Ea/kT). To observe a
significant orientation, it may be required that

VB2 j�aj = .2�0/ >> kT: (9.5)

Here, orientation under a static field is assumed, and �a D �1–�3 is the difference
between two � values that may be chosen depending on the orientation of a certain
axis. Figure 9.4 shows the volume of a crystal plotted as a function of a magnetic

Fig. 9.4 Minimum crystal
size required for magnetic
orientation at T D 298 K
plotted as a function of
applied magnetic field.
Typical values of anisotropic
magnetic susceptibility �a are
indicated in the figure
(Ref. [8])
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field where the left- and right-side quantities are equal. The anisotropic values �a

used here are typical of organic crystals. We find that nanosized crystals can be
aligned if a magnetic field as high as 10 T is used.

9.2.3.2 Anisotropy of Fluctuations

The mean square fluctuation in the orientation angle is proportional to the inverse of
the curvature around the energy minimum. For example, in the case of orientation
in a static field (Eq. 9.2), we obtain

˝
˛2
˛ / 2�0

VB2 .�1 � �3/ : (9.6)

This fluctuation is related to the half width of XRD spots. In the case of 3D
alignment, which is discussed in Sect. 9.2.2.3, the orientation fluctuations are
anisotropic because the values of curvatures Cx / �2–�3, Cy / �1–�3, and Cz

/ �1–�2 are different. Accordingly, the mean square fluctuations, < 2>, <�
2>, and <� 2 >, are different. Generally, Cy is the largest term, so < � 2 > is the
smallest.

It should be noted that the 3D orientation of the magnetic axes does not
necessarily indicate the 3D orientation of the crystallographic axes. This can occur
for biaxial crystals. For example, let us consider a crystal whose point group is (9.2)
(monoclinic system). One of the magnetic axes (say the �1 axis) coincides with
the twofold axis (say the b axis). The other two magnetic axes are located in the
ac plane, but do not coincide with the a and c axes. The orientations produced by
a   rotation about each magnetic axis have the same magnetic energies, so these
orientations are allowed in a magnetically oriented sample. As a result, we have
two different orientations, as shown in Fig. 9.5. The number of possible orientations
depending on the point group of a crystal is summarized in Table 9.1 [16].

=χ1

χ2

χ3

(222)

χ1

χ2

χ3 χ1

χ2

χ3+

(2)(2)

Fig. 9.5 Twin structure in magnetically oriented crystals with point group (9.2). The probabilities
for these two orientations are the same because they have an equal anisotropic magnetic energy
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Table 9.1 Number of possible orientations and the point group exhibited by an assembly of
magnetically oriented biaxial crystals

Crystal system Point group of single crystal Number of orientations Point group of PSC

Triclinic 1 4 222
1 4 mmm

Monoclinic 2 2 222
m 4 mmm

2/m 2 mmm

Orthorhombic 222 1 222
mm2 2 mmm

mmm 1 mmm

Ref. [16]

9.2.4 Orientation Kinetics

Experimentally, magnetic alignment is performed on microcrystals suspended in
a liquid medium. Therefore, the viscosity of the medium and shape of the micro-
crystals are important parameters affecting the orientation kinetics. The equation of
motion is expressed by the balance of the magnetic torque N and the hydrodynamic
torque M [17, 18]:

N C M D 0 (9.7)

The inertia term is neglected because it is far smaller than the viscous term. The
magnetic torque is obtained by taking a derivative of anisotropic magnetic energy
with respect to the angles describing the orientation of a crystal:

N D ��1
0 V .¦B/ � B: (9.8)

Conversely, the hydrodynamic torque is expressed as:

M D ��L� (9.9)

where � is the viscosity of the suspending fluid, � is the rotation vector, and L is
the hydrodynamic tensor. Inserting N and M into Eq. 9.7, we obtain a differential
equation for the time course of the orientation angles. In the case of a spherical
crystal with radius a, the tensor L becomes a scalar expressed as 8 a3. Because
both the magnetic torque and hydrodynamic torque are proportional to the volume
of the crystal, Eq. 9.7 does not include the volume. As a result, the orientation speed
does not depend on the volume.
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9.2.4.1 Orientation Kinetics of a Rod-Shaped Particle

The orientation kinetics of a magnetically uniaxial rod subjected to a static field is
simple. The temporal change in orientation angle � between the rod axis (jj�1) and
the direction of the magnetic field is expressed as [19]:

tan � D tan �0 exp .�t=�/ : (9.10)

Here, � 0 is the initial angle and � is the time constant expressed as:

��1 D F.D/�aB2.6�0�/
�1; (9.11)

where �a D�jj - �? (rod axis is assumed parallel). F(D) is a rapidly decreasing
function of the aspect ratio D of the rod (for a sphere F(1) D 1), indicating that the
higher the aspect ratio, the slower the orientation. Figure 9.6 shows a plot of � as a
function of B.

9.2.4.2 Three Regimes of Orientation Kinetics

Crystal orientation under a magnetic field rotating at a frequency! is classified into
three regimes [13]. There is an intrinsic time constant � , expressed by Eq. 9.11,
associated with orientation of a crystal under a static magnetic field. If the rotation
speed is slow enough compared to ��1, the crystal is regarded as being in a static
field. Then, the crystal can follow the rotation of the magnetic field in phase. This
circumstance is specified by !� < 1/2 and referred to as the synchronous rotation
regime (SRR). With an increase in !, the motion of the crystal becomes out of
phase with that of the magnetic field. This occurs at !� > 1/2 and is referred
to as the asynchronous rotation regime (ARR). With further increase in !, the

Fig. 9.6 Time required for
the magnetic orientation of a
crystal as a function of the
magnetic field, where
Eq. 9.11 is used with
F(D) D 1 and for various
viscosities. Ref. [8]
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crystal becomes completely unable to follow the rotation of the magnetic field.
This happens at !� � 1/2, which is the RRR. Under RRR conditions, the magnetic
energy of Eq. 9.1 can be time averaged over one revolution to give time-averaged
magnetic energies, as shown in Eqs. 9.3 and 9.4.

9.3 Single-Crystal XRD Analyses from a Powder

Three-dimensionally oriented microcrystals can produce X-ray and neutron diffrac-
tions similar to those obtained from a real large single crystal, which enables
single-crystal diffraction analyses of powder samples. Therefore, this magnetic tech-
nique can increase the applicability of conventional diffraction methods including
single-crystal, fiber, and powder diffraction. Magnetic alignment is useful when
only a powder sample is available. It is especially useful for single-crystal neutron
measurements because they require a large single crystal of millimeter order.
Figure 9.7 illustrates this magnetic alignment technique.

9.3.1 Magnetic Orientation of Microcrystalline Powders

Magnetically oriented microcrystals can be used in two different forms for the
purpose of single-crystal diffraction analyses. (1) For polymer composites: the ori-
ented microcrystals in suspension are fixed by consolidation of the suspending fluid
by photopolymerization, thermosetting, or gelation. Such composites are called
magnetically oriented microcrystal arrays (MOMAs) or pseudo-single crystals. A
MOMA (powder content of 10–30 %) can be as large as the centimeter scale. (2)
For suspensions: in this case, the suspension of oriented microcrystals is subjected
to in situ diffraction measurement. These suspensions are termed magnetically
oriented microcrystal suspensions (MOMSs). The orientation can be uniaxial or
biaxial depending on the magnetic nature of the crystal and the magnetic field used.
We differentiate these two types of magnetic ordering by referring to the type and
dimensions, such as 1D MOMA, 3D MOMS, etc.

Frequency 
modulated 

rotating 
magnetic field

Microcrystalline
Powder

3D magnetic orientation

Single Crystal 
Analyses

X-ray

Neutron

NMR

Fig. 9.7 Schematic diagram of the magnetic technique applied to a microcrystalline powder
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9.3.1.1 Suspending Fluids and Microcrystals

Suspending fluids need to satisfy several requirements. They should be inert to
the microcrystals and disperse them perfectly. Aggregation of microcrystals may
deteriorate their alignment. In most cases, the aggregates cannot be disintegrated
by the magnetic process. In the case of MOMAs, the suspending liquid should be
solidified after magnetic orientation. The viscosity of the suspending fluid strongly
affects the orientation kinetics. The viscosity is selected so that RRR conditions
(!� � 1/2) are satisfied. In general, a higher viscosity is needed when the applied
magnetic field is strong.

The suspending liquid must not contain heavy atoms such as chlorine to
minimize the background diffraction. In the case of MOMAs, the fluid should
be solidified after magnetic orientation. Usually, photopolymerizable monomers,
thermosetting resins, and sols are used. Solidifying the liquid by cooling may also
work. In any case, care should be taken during the solidification process not to
deteriorate the achieved orientation. For neutron measurements, use of deuterated
liquid is favored to reduce the background diffraction.

For magnetic orientation, each microcrystal should be a single crystal. Poly-
crystalline particles do not have sufficient magnetic anisotropy to be aligned to a
desired degree. If the magnetic anisotropy and crystal size are known, the required
experimental conditions can be predicted theoretically [14, 15]. The magnetic
anisotropy of microcrystals can be determined experimentally. Superconducting
quantum interference device (SQUID) measurements of 1D MOMAs prepared
under static and rotating magnetic fields, in addition to the powder measurements,
can provide the values of �1, �3, and (�1 C�2 C�3) / 3. From these values,
the anisotropic magnetic susceptibilities used in magnetic energy (Eq. 9.4) can
be calculated, enabling the determination of experimental conditions necessary to
prepare 3D MOMAs.

9.3.1.2 Magnetic Fields

A MOMA is prepared ex situ by using strong magnetic fields (10 T or more)
generated by superconducting magnets, so it is suitable for nanosized crystals and
crystals with small magnetic anisotropy. Magnets available for MOMS experiments
are limited because they should be compact to allow attachment to a conventional
diffractometer. We usually use neodymium magnets (ca. 1 T).

Rotating and modulated rotating magnetic fields as defined theoretically in
Sects. 9.2.2.2 and 9.2.2.3 are difficult to realize and even impossible in the case of
superconducting magnets. Instead, in experiments, the suspension is subjected to a
simple rotation or modulated rotation in a static magnetic field, which are considered
to represent rotating and modulated rotating magnetic fields, respectively. Hereafter,
these two terminologies are used interchangeably. In addition, an amplitude-
modulated (AM) field, as described in Sect. 9.2.2.3, cannot be realized by sample
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Fig. 9.8 Schematic diagram
of a frequency-modulated
rotating magnetic field (Ref.
[20]) 90°

Magnetic field

rotation. Instead, we employ frequency modulation (FM) in which the rotation
frequency is switched between !s and !q (>!s) every 90ıs (Fig. 9.8).

9.3.2 Single-Crystal X-Ray Diffraction Analyses Using 3D
MOMAs

In this section, we demonstrate single-crystal XRD analyses of organic crystals
using 3D MOMAs. For demonstration purposes, we used compounds whose crystal
structures are known: L-alanine, cellobiose, and 1,3,5-triphenyl benzene (TPB)
[20]. We have also reported similar analyses for sucrose [21], lysozyme [22], and
LiCoPO4 [23], although they are not described here.

9.3.2.1 Preparation and XRD Measurement of 3D MOMAs

Each as-received crystal sample was pulverized in a mortar and mixed with a
UV-curable monomer to prepare a suspension. The concentration of microcrystals,
viscosity of the suspending fluid, magnetic field intensity, FM-type rotation fre-
quency (!s/!q), and duration of magnetic exposure were 10 wt%, 1.2 Pa s, 5 T,
5/25 rpm, and 2 h, respectively, for L-alanine, 15 wt%, 2.0 Pa s, 2 T, 20/100 rpm,
and 5 min, respectively, for TPB, and 12 Pa s, 8 T, 10/80 rpm, and 1 h, respectively,
for cellobiose. About 0.1 mL of each suspension was used to prepare a MOMA.
Figure 9.9a shows the apparatus for sample rotation working in a superconducting
magnet generating a horizontal magnetic field.

UV light was irradiated onto the rotating sample and the magnetic exposure
was maintained (Fig. 9.9b). Each MOMA was cut into a cube of less than 1 mm3

and subjected to XRD measurements using a conventional diffractometer (Cu K’
radiation).

9.3.2.2 Results

A micrograph of the suspension of cellobiose is shown in Fig. 9.10. The micro-
crystals with sizes of less than ca. 50 �m are well dispersed. Figure 9.11 depicts a
diffraction image obtained for the 3D MOMA of cellobiose. Well-separated spots
are observed at larger 2� values.
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Fig. 9.9 (a) Apparatus used to generate a frequency-modulated rotation of the sample in a
superconducting magnet and (b) UV light irradiation to consolidate the orientation (b) (Ref. [16,
20, 22])

Fig. 9.10 Micrograph of a
suspension of cellobiose
microcrystals (Ref. [20])

Fig. 9.11 XRD image of a cellobiose 3D MOMA. Contrasts of the left and right halves are
different (Ref. [20])
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Table 9.2 Crystallographic data obtained from MOMAs and single crystals

Sample
L-alanine
MOMA L-alanine TPB MOMA TPB

Cellobiose
MOMA Cellobiose

Crystal
system

Orthorhombic Orthorhombic Orthorhombic Orthorhombic Monoclinic Monoclinic

Space group P212121 P212121 Pna 21 Pna 21 P21 P21

Temperature 293.1 295(2) 296 293 296 173.0(1)
a (Å) 5.7837(3) 5.7762(9) 7.5958(2) 7.620(1) 5.0868(3) 5.0633(2)
b (Å) 6.0328(3) 6.0345(10) 19.7480(14) 11.265(1) 13.0628(8) 13.0170(5)
c (Å) 12.3406(6) 12.361(3) 11.2510(3) 19.772(5) 10.9758(7) 10.9499(4)
˛ (ı) 90.0000 90.00 90.0000 90.00 90.0000 90.000
ˇ (ı) 90.0000 90.00 90.0000 90.00 90.990(7) 90.811(2)
� (ı) 90.0000 90.00 90.0000 90.00 90.0000 90.000
V (Å3) 430.59(4) 430.86(14) 1,687.68(13) 1,697.349 729.21(8) 721.62(5)
Z 4 4 4 4 2 2
�max (X-ray
source)

68.2 (Cu) 26.37 (Mo) 136.4 (Cu) 24.99(Mo) 68.25 (Cu) 27.103
(Mo)

R1 0.0662 0.0378 0.0993 0.0397 0.1062 0.0391
wR2 [all
data]

0.1718 0.0754 0.3082 0.909 0.3323 0.0841

GOF 1.018 1.044 1.031 1.000 1.146 1.049
CCDC No. 970,543 756,484 970,545 867,818 970,544 673,203

Ref. [20]

Fig. 9.12 Twin distribution
of cellobiose microcrystals in
a 3D MOMA (Ref.[20])

b

χ1

χ2

a

cc

χ3

43.58°

134.46°

a

The structure of cellobiose was solved by direct methods. Table 9.2 summarizes
the crystallographic data obtained from MOMAs along with the reference data for
single crystals. The data obtained for the MOMAs agrees well with those obtained
for single crystals.

As shown in Table 9.1, crystals with point group (9.2) (monoclinic system)
exhibit two different crystal orientations; that is, twin structures exist in a MOMA.
Cellobiose belongs to space group P21. Because only the point group is relevant,
the MOMA of cellobiose crystals exhibits a twin structure. The diffractions
from the cellobiose 3D MOMA were analyzed using a conventional computer
program. Figure 9.12 shows the results obtained for the twin structure. The �3 axis
corresponds to the b axis, and the a and c axes are located in the �1�2 plane, making
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an angle of 21.79ı between the �1 and a axes. Because the angle between the a and
c axes is close to 90ı (ˇD 90.99ı), the cellobiose crystals are close to orthorhombic
metric symmetry. However, this does not necessarily mean that the magnetic axes
are close to the crystallographic axes.

9.3.3 XRD of 1D MOMSs

To maintain the 3D alignment of a MOMS, it should be rotated in an FM mode in
a static magnetic field. Therefore, if diffraction images of MOMSs are measured in
situ, they will look like a fiber pattern, and the 3D information is lost. We need a
device to solve this problem. In contrast, simple, uniform rotation of the suspension
gives a 1D MOMS that exhibits a fiber diffraction image. We have two fiber
diffraction images that are obtained with and without sample rotation. These images
might be analyzed in a similar manner to that used for single-crystal analyses. These
topics are being studied now and will be reported elsewhere. Figure 9.13 shows a
schematic diagram of the attachment used for the in situ diffraction measurement.

Figure 9.14a, b illustrates the diffraction images of L-alanine (space group
P212121) 1D MOMS taken with and without rotation, respectively [24]. Both
images show layer lines. From the line spacing of the image in Fig. 9.14a, the
lattice parameter, say c, is determined, and from the line spacing of the image in
Fig. 9.14b, the lattice parameter, say b, is determined. Thus, the lattice parameters
b and c are determined from the 1D MOMS obtained with and without rotation.
The distribution of the spots on each layer line is reflected by the lattice parameter
a, so the value of a is determined. The relationship between the magnetic and
crystallographic axes of L-alanine is now determined as �1jjc, �2jja, and �3jjb.
Furthermore, the systematic absence of diffraction spots (extinction rule) provides
information about the space group. In the case of L-alanine, the space group P212121

is uniquely determined. This information provided by powder diffraction might be
of great use as a first step. Of course, if a 3D MOMA is available, 1D MOMS

Fig. 9.13 Schematic diagram
of in situ XRD measurement.
B: magnetic field, IP: imaging
plate. Measurement is
conducted with or without
sample rotation (Ref. [24])
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Fig. 9.14 In situ diffraction images of an L-alanine 1D MOMS measured under 1 T without (a)
and with (b) sample rotation (20 rpm) (Ref. [24])

seems less useful. However, considering that 1D MOMS experiments are easier
than 3D MOMA and the recent advancement and large number of users of powder
diffraction analyses, the 1D MOMS technique can be useful if combined with the
powder method. The combination of 1D MOMS and the analytical procedures of
fiber diffraction techniques might be also useful.

9.4 Single-Crystal Solid-State NMR Spectroscopy

The electron distribution around a nucleus in a molecule is affected by the chemical
bonds by which the nucleus is connected to surrounding nuclei. If an external
magnetic field is applied, an electric current and the resultant magnetic field opposite
to the applied field are induced around the nucleus. As a result, the applied field
is shielded to some extent. The ratio of the induced magnetic field to the applied
field is about 10�6 (ppm). The order of this value is close to that of the diamagnetic
susceptibility �. This is not coincidental because both quantities are governed by the
same physical phenomenon; that is, the induced current. The shielding effect is not
uniform because the electron distribution is not homogeneous; the electron density
is higher in the direction of the chemical bonds. The anisotropy in the shielding
effect is described by the chemical shift tensor (CST) and provides important
information about electron distribution around the nucleus. CSTs are determined
by NMR spectroscopy.

Solid-state FT-NMR spectroscopy is widely used for analyses of solid sub-
stances. It has advantages over liquid FT-NMR spectroscopy because it can be
applied to substances that exhibit physical properties of interest only in solid states
or to those that do not dissolve. For organic compounds, 13C nuclei are most
frequently measured. The sample may be a single crystal, a microcrystalline powder,
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or amorphous solid. For powder samples, magic angle spinning (MAS) is essential
to obtain a sharp resonance peak that gives the average of principal values of
CST. Without MAS, broad peaks representing the three principal values of CST
are observed, but usually, it is difficult to identify individual peaks because of the
overlap with peaks from other 13C nuclei. There are pulse techniques to determine
the principal values of CST, but the principal axes with respect to the crystal frame
can only be determined by using a single-crystal sample.

When a single crystal is used, we can obtain full information of CSTs, including
principal values and principal axes. The bottleneck here is that a large single crystal
is required. Same as for diffractometry, MOMAs are a powerful tool for single-
crystal NMR spectroscopy.

9.4.1 Single-Crystal NMR Spectroscopy Using MOMAs

9.4.1.1 CST of Crystals

The goal of single-crystal NMR spectroscopy is to determine the CST of a crystal.
The CST expressed with respect to the principal axis frame is denoted by � P whose
diagonal values are �11, �22, and �33. This tensor is transformed into � C DtR1� PR1

with respect to the crystallographic axis frame using the transformation matrix R1.
Then, � C is further transformed into � L DtR2� CR2 with respect to the laboratory
xyz frame. The zz component of � L is the chemical shift value observed in NMR
experiments (magnetic field parallel to the laboratory z axis). Based on a series of
chemical shift values obtained by changing the mutual orientation of � P with respect
to the laboratory frame, the principal values (�11, �22, and �33) are determined. At
the same time, the direction cosines of the principal axes are also determined from
the transformation matrix R1.

For L-alanine crystals, for example, there are four conformationally equivalent
molecules in the unit cell. Because their orientations with respect to the NMR
magnetic field differ from one molecule to another, the peak positions for these
four molecules are also different. As a result, we observe four peaks from crystallo-
graphically equivalent but magnetically nonequivalent 13C nuclei.

9.4.1.2 Single-Crystal NMR Analyses of an L-Alanine MOMA [25]

A 3D MOMA sample for NMR measurements was prepared in a similar manner to
that used for X-ray measurements. Here, the experimental conditions were 1.7 Pa s,
8 T, 30/140 rpm, and 50 min. The 3D MOMA has a diameter of ca. 2 mm and height
of 12 mm, as shown in Fig. 9.15a. The 3D alignment of microcrystals was confirmed
by XRD measurements.

A gonioprobe is usually used for single-crystal NMR measurements. A MAS
probe can also be used, although the data processing becomes complicated. The
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Fig. 9.15 A photo of a 3D MOMA (a). The long axis (z0 axis), which is parallel to the �3 axis
(b), was inserted into a MAS probe at an angle of 54.7ı (MAS angle) (c), where the sample was
rotated by the angle  about the z0 axis (d). Ref. [25]

Fig. 9.16 NMR spectrum of
L-alanine: a powder (a) with
MAS and (b) without MAS
and (c) MOMA measured at
 D150ı . The baseline from
the matrix polymer is
subtracted in the case of the
MOMA (Ref. [25])

sample was inserted in a conventional MAS rotor and placed in an NMR system
operated at a 13C resonance frequency of 100 MHz. The setting of a MOMA in the
NMR spectrometer is illustrated schematically in Fig. 9.15b, c.

By changing the angle  as shown in Fig. 9.15d, a series of spectra were
obtained. Figure 9.16 shows the spectrum measured at D150ı. We find four peaks
attributable to carboxyl carbons in the region between 100 and 250 ppm. Plotting
these four chemical shift values as a function of  , we obtain Fig. 9.17. The curves
in this figure were simulated by using appropriate values for �11, �22, �33, and the
nine components of the transformation matrix R1 (the actual procedure is described
in reference [25]). The results obtained are summarized in Table 9.3.

To perform single-crystal NMR spectroscopy, knowledge of the crystallographic
structure of the crystal under investigation is a prerequisite. If a large single crystal
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Fig. 9.17 Curve fitting of the
measured chemical shift
values (Ref. [25])

Table 9.3 Comparison between the results for L-alanine chemical shift tensors obtained from a
MOMA and from the real single crystal reported in reference [26]

Direction cosines
Carbon Principal values a b c

COO� [26] �11 242.76a 0.2005 �0.0719 0.9771
�22 183.36a �0.7737 0.6025 0.2029
�33 106.56a �0.6011 �0.7966 0.0648

COO� �11 241 0.225 �0.095 0.969
�22 184 �0.745 0.624 0.235
�33 111 �0.627 �0.775 0.069

Ref. [25]
aConverted to ppm with respect to ADM

is unavailable, XRD cannot be performed and neither can single-crystal NMR
spectroscopy. Even if single-crystal diffraction measurements are possible for a
piece of single crystal, it may not be large enough for NMR spectroscopy. Therefore,
the 3D MOMA technique is essential when one wishes to know the CST of a
microcrystalline powder sample.

9.5 Conclusions

In this chapter, the magnetic orientation of crystals of weakly magnetic (mainly
diamagnetic) materials is described, followed by the application of this phenomenon
to XRD and solid-state NMR spectroscopy. Although the history of magnetic
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orientation itself is rather long, its application to diffraction and spectroscopic
methods is quite recent. Using the magnetic technique described in this chapter,
a microcrystalline powder is converted to a “single crystal”-like composite. Single-
crystal XRD and single-crystal solid-state NMR spectroscopy, which are techniques
only suitable for real single crystals, are successfully performed on this composite.
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Chapter 10
Analysis of Intermolecular Interactions by
Ab Initio Molecular Orbital Calculations:
Importance for Studying Organic Crystals

Seiji Tsuzuki

Abstract Ab initio molecular orbital calculation is becoming a powerful method
for studying intermolecular interactions. The analysis of the nature of intermolecular
interactions by ab initio calculation is important for studying the roles of inter-
molecular interactions in determining crystal structures, although the intermolecular
interactions have been discussed mainly based on crystal structures. It is often
dangerous to judge the nature of intermolecular interactions solely on crystal
structures. For example, it is sometimes claimed that the CH/  interaction is weak
hydrogen bond, and the CH/  interaction is important for determining crystal
structures probably due to the similarity of the structures of CH/  interaction
and   hydrogen bond. But ab initio molecular orbital calculations show that the
nature of the CH/  interaction is completely different from that of   hydrogen
bond. The hydrogen bond is strong and directional, and therefore, the hydrogen
bond is important in determining orientation of molecules in crystals. On the other
hand, the CH/  interaction is weak, and the directionality is negligible in general,
which suggests that most of the CH/  interaction cannot play important roles in
determining orientation of molecules in crystals.

Keywords Intermolecular interaction • Ab initio calculation • CH/  interaction •
Cation/  interaction • Directionality

10.1 Introduction

Intermolecular interactions are important for understanding structures and prop-
erties of organic crystals, as intermolecular interaction controls orientation of
molecules in organic crystals and determines their physicochemical properties. Due
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to this reason, detailed information on intermolecular interactions is often needed
for studying organic crystals.

Although we can obtain information on intermolecular interactions by several
experimental methods, it is still difficult to reveal the details of intermolecular
interaction only by experimental measurements. Crystal structure analysis shows us
the position of potential energy minimum (equilibrium intermolecular distance). But
the crystal structure analysis does not provide direct information on the magnitude
of the attraction between molecules. Measurements of heat of vaporization and heat
of sublimation show us the magnitude of averaged intermolecular interactions in
liquids and in crystals. But these measurements do not show the magnitude of
the interactions between specific molecules and the orientation dependence of the
interaction.

On the other hand, we can obtain detailed information on intermolecular
interactions easily by ab initio molecular orbital calculations. We can evaluate
magnitude of the attraction by calculating the intermolecular interaction energy.
The directionality of the interaction can be evaluated by rotating a molecule when
we calculate the interaction energy. The contribution of each intermolecular force
(electrostatic, induction, dispersion, exchange repulsion, etc.) to the interaction
energy can be evaluated separately by ab initio molecular orbital calculations. These
calculations can be done using a desk-side personal computer at present, including
the calculations shown in the later part of this chapter, although such calculations
required a very large computer in a computer center 20 years ago. I believe that
ab initio calculation is becoming a powerful and practical method for studying
intermolecular interactions.

The nature of intermolecular interactions is important for understanding their
roles in controlling orientation of molecules in organic crystals. For example, the
hydrogen bond is well known as an important interaction in determining structures
of organic crystals, as the hydrogen bond is sufficiently strong and sufficiently
directional [1]. Ab initio molecular orbital calculation is useful for understanding
the nature (magnitude of the attraction, directionality and origin of attraction) of the
intermolecular interactions.

On the other hand, intermolecular interactions in organic crystals have been
discussed based mainly on crystal structures. Although crystal structures provide
useful information for intermolecular interactions, recent ab initio calculations
of intermolecular interactions show that the discussion on the nature of the
intermolecular interactions solely on crystal structures is sometimes misleading.
Ab initio molecular orbital calculations show that the nature of the intermolecular
interactions is quite different in many cases, even if the structures of interacting
molecules are similar. For example, the nature of CH/  interaction is completely
different from the nature of the   hydrogen bond (OH/   and NH/   interactions)
[2], although the structures of these two interactions are similar (Fig. 10.1). We
will show some other examples where the nature of the interactions is different,
although the structures of interacting molecules are similar. These examples show
that the analysis of the nature of the intermolecular interaction by ab initio molecular
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Fig. 10.1 Structures of CH/ 
interaction and   hydrogen
bond

orbital calculation is important for understanding the roles of the intermolecular
interactions in determining the structures of organic crystals.

10.2 Ab Initio Calculation of Intermolecular Interaction

Ab initio molecular orbital calculation is an approximation, although it does not
use any empirical parameter based on experimental measurements. The level
of approximation is mainly determined by the choice of basis set and electron
correlation correction procedure used for the calculation. Molecular orbital is
described as a linear combination of gauss orbitals located on atoms of the molecule
in ab initio molecular orbital calculation. The set of gauss orbitals (basis function)
is called as basis set. The accuracy of the calculation depends on the number and
the angular flexibility of gauss orbitals used for the calculation.

The calculated interaction energy depends strongly on the choice of basis set
and electron correlation correction procedure. Figure 10.2 shows the basis set
dependence of the calculated interaction energy of the benzene dimer with the elec-
tron correlation correction by the second-order M¥ller-Plesset perturbation (MP2)
method. The size of basis set increases in the order of 6-31G* < cc-pVDZ < cc-
pVTZ < cc-pVQZ. The small 6-31G* basis set underestimates the attraction signifi-
cantly compared with large cc-pVQZ basis set. The dispersion interaction, which is
the major source of the attraction in the benzene dimer, has its origin in the polar-
ization of molecules. Small basis set underestimates the molecular polarizability
and therefore underestimates the dispersion interaction [3]. Figure 10.3 shows the
effects of electron correlation correction. The interaction energy potential calculated
by the Hartree-Fock (HF) method does not have a potential minimum, as the HF
method cannot evaluate the dispersion interaction, which has its origin in electron
correlation. The MP2 method overestimates the attraction greatly compared with the
more reliable coupled cluster calculations with single, double, and triple excitations
(CCSD(T)). These results show that a large basis set near saturation and CCSD(T)-
level electron correlation correction is necessary for an accurate evaluation of the
interaction energy of the benzene dimer [3].

Generally, we can evaluate intermolecular interaction energy very accurately, if
a very large basis set is used and electron correlation is corrected by the CCSD(T)



190 S. Tsuzuki

Fig. 10.2 Effects of basis set
on the calculated interaction
energy of the benzene dimer

Fig. 10.3 Effects of electron
correlation correction on the
calculated interaction energy
of the benzene dimer using
cc-pVDZ basis set

method. The calculated CCSD(T)-level interaction energies for molecular clusters
using very large basis sets well reproduce the experimental interaction energies
in the gas phase [4]. The CCSD(T)-level interaction energy at the basis set limit
(ECCSD(T)(limit)) is often estimated for an accurate evaluation of the intermolecular
interaction energy [3]. The basis set limit is the limit where the size of the basis set
is infinite.

The MP2-level interaction energy at the basis set limit (EMP2(limit)) can be
estimated from the calculated MP2-level interaction energies using the Dunning’s
cc-pVXZ or aug-cc-pVXZ (X D D, T, Q, etc.) basis sets by extrapolation using
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the method proposed by Feller [5] or by the method of Helgaker et al. [6]. The
ECCSD(T)(limit) is obtained as the sum of EMP2(limit) and CCSD(T) correction term
(�CCSD(T)) according to Eq. (10.1):

ECCSD.T/.limit/ D EMP2.limit/ C�CCSD .T/ : (10.1)

The �CCSD(T) is the difference between the calculated CCSD(T)- and MP2-level
interaction energies (ECCSD(T) and EMP2) as Eq. (10.2):

�CCSD .T/ D ECCSD.T/ � EMP2: (10.2)

The basis set dependence of �CCSD(T) is weak. We can calculate the �CCSD(T)
sufficiently accurately using a medium-size basis set.

The interaction energies of hydrogen-bonding clusters can be evaluated suf-
ficiently accurately by MP2-level calculations using a large basis set [7]. The
MP2 calculation requires less CPU time compared with the CCSD(T) calculation.
The interaction energy of ions can be evaluated by HF or by density functional
(DFT) methods with sufficient accuracy [8, 9], as the contribution of the dispersion
interaction is relatively small due to the very strong electrostatic and induction
interactions. The HF and DFT calculations do not need large CPU time as in the
cases of the CCSD(T) and MP2 calculations.

The MP2-level interaction energies calculated for hydrogen-bonding clusters
well reproduce the experimental interaction energies measured in the gas phase, if
a sufficiently large basis set is used for the calculations [7] as shown in Table 10.1.
CCSD(T)-level interaction energies calculated for the aromatic clusters (benzene
dimer, benzene-methane, benzene-ammonia, and benzene-water clusters) agree well
with gas-phase interaction energies [3, 10–12] as shown in Table 10.2.

The cost of computation depends on the number of basis functions and the
choice of electron correlation correction procedure. The CPU time required for HF
level calculation is approximately proportional to the forth power of the number of
basis functions used for the calculations. The CPU time for MP2 and CCSD(T)-
level calculations is proportional to the 5th and 7th power of the number of
basis functions, respectively. Therefore, the calculations with electron correlation

Table 10.1 Calculated and
experimental interaction
energies of hydrogen-bonded
clustersa

Calcb Expc

H2O � H2O �4.9 �5.0
MeOH � MeOH �5.6 �4.6 � �5.9
HCOOH � HCOOH �13.8 �13.2
HF � HF �4.4 �4.6 ˙ 0.3
HCN � HF �7.4 �6.9

aEnergy in kcal/mol
bMP2-level interaction energy at the basis set
limit (EMP2(limit)). See text
cReference [7] and references therein
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Table 10.2 Calculated and
experimental interaction
energies of benzene dimer
and benzene clusters with
methane, ammonia, and
watera

Calcb Expc

C6H6 � C6H6 �2.5 �2.8 ˙ 0.4, �2.0 ˙ 0.2
C6H6 � CH4 �1.4 �1.3 � �1.4
C6H6 � NH3 �2.2 �2.0
C6H6 � H2O �3.0 �3.3 ˙ 0.3, �3.4 ˙ 0.1

aEnergy in kcal/mol
bCCSD(T)-level interaction energy at the basis set
limit (ECCSD(T)(limit)). See text
cReferences [3, 10–12] and references therein

correction by the MP2 and CCSD(T) methods require large CPU time compared
with the HF calculation. The CPU time for DFT calculation is proportional to the
cubes of the number of basis functions. Therefore, DFT calculations are often used
for large systems. DFT calculation includes the effects of electron correlation. But
DFT calculations with commonly used BLYP, B3LYP, and PBE functionals cannot
accurately evaluate the dispersion interaction [7], which is sometimes the major
source of attraction between organic molecules [3, 10, 11].

The contributions of the electrostatic and induction interactions to the interaction
energy (Ees and Eind) can be evaluated using distributed multipole analysis [13,
14]. The effect of electron correlation correction on the calculated interaction
energy (Ecorr) is the difference between the interaction energy calculated with
electron correlation correction (Eint) and that calculated at the HF level (EHF) as
Eq. (10.3):

Ecorr D Eint–EHF: (10.3)

The Ecorr calculated for the interaction between neutral molecules is mainly
dispersion energy [3]. Therefore, the contribution of the dispersion interaction
can be discussed based on the size of Ecorr. The contribution of the electrostatic,
induction, and dispersion interactions can also be evaluated using symmetry-
adapted intermolecular perturbation theory [15]. But this method requires large CPU
time for calculating a large system using a large basis set. The EHF is mainly the
contribution of the electrostatic, induction, and short-range orbital-orbital (exchange
repulsion and charge transfer) interactions. Therefore, the contributions of the
orbital-orbital interactions (Eshort) can be estimated by subtracting Ees and Eind from
EHF [16] as Eq. (10.4):

Eshort D EHF–Ees–Eind (10.4)

The total interaction energy (Eint) is divided into four terms as Eq. (10.5):

Eint D EHF C Ecorr

D Ees C Eind C Eshort C Ecorr:
(10.5)
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10.3 CH/  Interaction

The contacts between C-H bond and aromatic ring are frequently observed in
organic crystals [17]. The attraction between the C-H bond and aromatic ring is
called as CH/  interaction [18]. The structure of the CH/  interaction is similar to
that of   hydrogen bond (OH/  and NH/  interactions) as shown in Fig. 10.1. It
is sometimes claimed that the CH/  interaction is the weakest hydrogen bond, and
the CH/  interaction is playing important roles in controlling crystal structures as
in the case of the hydrogen bond [18] probably due to the structural similarity of the
CH/  interaction and   hydrogen bond.

However, the nature of the CH/  interaction is completely different from the
nature of the hydrogen bond in most cases [2]. The CH/  interaction is weak and
the directionality of CH/  interaction is negligible. On the other hand, the hydrogen
bond is strong and directional. The hydrogen bond is important in controlling the
orientation of molecules in crystals, as it is sufficiently strong and sufficiently
directional [1]. The weak attraction and negligible directionality of the CH/ 
interaction suggest that most of the CH/  interaction cannot play important roles
in determining orientation of molecules in organic crystals.

The contribution of electrostatic interaction to the attraction is significant in
conventional hydrogen bond such as the hydrogen bond of the water dimer [2].
Conventional hydrogen bonds have strong directionality due to the large contribu-
tion of the electrostatic interaction to the attraction. The electrostatic interaction
between neutral molecules is highly orientation dependent, as the highly directional
dipole-dipole or the quadrupole-quadrupole interaction is the leading term of the
electrostatic interaction between neutral molecules.

Molecules have their charges around atoms of molecules. The electrostatic
interaction between molecules (the Coulombic interaction between static charges of
molecules) can be expressed approximately as the sum of the interactions between
multipoles located on the centers of gravity of molecules [19]. The dipole-dipole
or the quadrupole-quadrupole interaction is the leading term of the electrostatic
interaction between neutral molecules, as the charge-charge interaction and other
interactions of molecular charge with multipoles are zero. On the other hand, the
isotropic charge-charge interaction is the leading term in the electrostatic interaction
between cation and anion. Therefore, the directionality of the interaction between
cation and anion is weak.

The major source of the attraction in the CH/  interaction is the dispersion
interaction in contrast to the hydrogen bond [2, 10, 11]. The contribution of the
electrostatic interaction to the attraction in the CH/  interaction is small. Due to
the small contribution of the electrostatic interaction to the attraction, the CH/ 
interaction is weak and the directionality of the CH/  interaction is negligible [2].

High-level ab initio calculations show that the magnitude of the attraction
of the CH/  interaction is substantially weaker than the hydrogen bond. The
intermolecular interaction energies (Eint) calculated for the benzene-methane and
benzene-ethylene clusters (CH/  interactions) are compared with those calculated
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for the water dimer and benzene-water cluster (hydrogen bonds) [2] as summarized
in Table 10.3. The Eint calculated for the benzene-methane and benzene-ethylene
clusters are �1.47 and �2.17 kcal/mol, respectively. While those for the water dimer
and the benzene-water cluster are �4.80 and �3.02 kcal/mol, respectively.

The electrostatic energy (Ees) and the contribution of electron correlation (Ecorr)
for the benzene-methane and benzene-ethylene clusters are compared with those for
the water dimer and benzene-water cluster [2] as summarized in Table 10.3. The Ees

calculated for the benzene-methane and benzene-ethylene clusters is very small. The
large Ecorr values show that the dispersion is the major source of the attraction in the
CH/  interaction. On the other hand, the contribution of the electrostatic interaction
to the attraction is significant in hydrogen bonds.

The distance dependence of the total interaction energy and each energy term
calculated for benzene-methane cluster is shown in Fig. 10.4. The size of total

Table 10.3 Total interaction
energy and contribution of
each energy term calculated
for CH/  interactions and
hydrogen bondsa

Eint
b Ees

c Eshort
d Ecorr

e

C6H6 � CH4 �1.47 �0.19 1.21 �2.50
C6H6 � C2H4 �2.17 �0.38 1.80 �3.58
H2O � H2O �4.80 �6.65 3.20 �1.35
C6H6 � H2O �3.02 �1.86 1.07 �2.23

aEnergy in kcal/mol
bTotal interaction energy. CCSD(T)-level interaction
energy at the basis set limit (ECCSD(T)(limit) ). See text
cElectrostatic energy
dContribution of short-range orbital-orbital interac-
tion. Eshort D Eint � Ees. The small Eind is included in
Eshort
eContribution of electron correlation. Mainly disper-
sion interaction

Fig. 10.4 Distance
dependence of total
interaction energy (Eint)
calculated for the
benzene-methane cluster and
contribution of each energy
term. Eint was calculated at
the MP2/aug-cc-pVTZ level
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interaction energy decreases slowly with distance, which clearly shows that the
long-range interactions (electrostatic, induction, and dispersion interaction) are the
major source of the attraction in the benzene-methane cluster. The long-range
interactions have their origin in Coulombic interaction. Therefore, the energy of
long-range interaction is proportional to some inverse power of the distance. The
energy of long-range interactions decreases slowly, while the short-range orbital-
orbital interactions (exchange-repulsion and charge-transfer interactions) have their
origin in the overlap of molecular orbitals. Therefore, the energy of short-range
interactions is approximately proportional to the overlap integral. The energy
of short-range interaction decreases exponentially with distance. The short-range
interactions are negligible when molecules are well separated.

Figure 10.4 shows that the dispersion interaction (Ecorr) is the major source of
the attraction in the benzene-methane cluster. The contributions of electrostatic
(Ees) and induction (Eind) interactions are very weak. The short-range orbital-orbital
interaction (Eshort) is repulsive, although the orbital-orbital interaction (charge-
transfer interaction) was sometimes claimed as the origin of the attraction in the
CH/  interaction [18].

Ab initio calculations show that the directionality of the CH/  interaction is
very weak. The orientation dependence of the interaction energies of the CH/ 
interactions (the interactions of benzene-methane and benzene-acetylene clusters)
is compared with the orientation dependence of the interaction energies of the
hydrogen bonds (the interactions of the water dimer and benzene-water cluster). The
changes of the interaction energies by the rotation of molecules from equilibrium
geometries (�Eint) [2] are shown in Fig. 10.5. The hydrogen bond of the water dimer
has strong directionality. The   hydrogen bond (the interaction between benzene
and water) has weak directionality. On the other hand, the directionality of the CH/ 
interaction is very weak. The directionality of the interaction between benzene and
acetylene is weaker than that of the interaction of the benzene-water cluster. The

Fig. 10.5 Directionality of CH/  interaction and hydrogen bond
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directionality of the interaction between benzene and methane is negligible. The
change of the interaction energy is less than 0.05 kcal/mol, even if ¥ changes 30ı
from the potential minimum.

The small contribution of the electrostatic interaction to the attraction is the cause
of the negligible directionality of the interaction between benzene and methane. The
dispersion interaction is the major source of the attraction in the CH/  interactions.
The electrostatic interaction in the CH/  interactions is very weak, if few exceptions
are excluded. The weak electrostatic interactions in the CH/  interactions show
that the directionality of the CH/  interaction is very weak in general. The CH/ 
interactions of acetylene and chloroform are exceptional, where the electrostatic
interaction is not weak due to the large positive charge on the hydrogen atom of
interacting C-H bond [2].

The shifts of C-H vibrational frequency suggest that the nature of CH/ 
interaction is not close to that of hydrogen bond but close to the interactions
in van der Waals clusters. A low-frequency shift of an X-H stretch band is a
well-known marker of hydrogen bond formation. The O-H stretch band has a
strong low-frequency shift (�106 cm�1) in the water dimer [20]. On the other
hand, low-frequency shifts associated with the CH/  interaction are very small
[21], or sometimes, unconventional high-frequency shifts are observed [22]. The
observed low-frequency shifts in the methane clusters with benzene, toluene, p-
xylene, mesitylene, and naphthalene are –5 to –12 cm�1 [21].

The shifts of electronic spectra also suggest that the nature of the CH/  interac-
tion is close to the interactions in van der Waals clusters. The high-frequency shifts
of the S1-S0 vibronic transition are generally seen associated with the formation of
  hydrogen bond clusters, while the low-frequency shifts are observed in van der
Waals clusters. The shifts in the benzene-water and benzene-argon clusters are C50
and �21 cm�1, respectively [23, 24]. Low-frequency shifts (�11 to �56 cm�1) were
observed in the methane clusters with benzene, toluene, p-xylene, mesitylene, and
naphthalene [21]. The low-frequency shifts show that the nature of the interactions
in the methane clusters (the CH/  interaction) is not close to that of   hydrogen
bond, but close to that of van der Waals clusters.

The nature of the CH/  interaction is completely different from that of hydrogen
bond, although the structure of the CH/  interaction is similar to   hydrogen bond.
These results show that it is often dangerous to judge the roles of the intermolecular
interaction in determining the structures of organic crystals solely by the structures
of interacting molecules.

10.4 Cation/  Interaction of Aromatic Cations

There exists strong attraction between a nitrogen-containing aromatic cation (pyri-
dinium and imidazolium) and a neutral   system (Fig. 10.6) [25]. This interaction
is sometimes called as  /  interaction probably due to the structural similarity
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Fig. 10.6 Interactions
between nitrogen-containing
aromatic cation and benzene

Table 10.4 Total interaction energy and contribution of each energy term calculated for benzene
dimer, benzene clusters with N-methylpyridinium and KCa

Eint
b Ees

c Eind
d Eshort

e Ecorr
f

C6H6 � C6H6 �2.48 0.90 �0.25 3.01 �6.14
C6H6 � C6H5NCH3

C �9.36 �4.05 �3.52 5.79 �7.58
C6H6 � KC �17.2 �11.9 �12.8 11.8 �4.4

aEnergy in kcal/mol
bTotal interaction energy. CCSD(T)-level interaction energy at the basis set limit (ECCSD(T)(limit)).
See text
cElectrostatic energy
dInduction energy
eContribution of short-range orbital-orbital interaction
fContribution of electron correlation. Mainly dispersion interaction

with the  /  interactions of neutral aromatic molecules. However, the nature of
the interaction is completely different from the  /  interactions of neutral aromatic
molecules [26].

High-level ab initio calculations show that the magnitude of the attraction
between a nitrogen-containing aromatic cation and neutral benzene is stronger
than the interaction in the neutral benzene dimer significantly. The intermolecular
interaction energy (Eint) calculated for the benzene cluster with N-methylpyridinium
is �9.36 kcal/mol, while Eint for the benzene dimer is �2.48 kcal/mol [26] as shown
in Table 10.4.

The electrostatic and induction (attraction by induced polarization) interactions
(Ees and Eind) are mainly responsible for the strong attraction in the benzene
cluster with N-methylpyridinium, while the dispersion interaction (Ecorr) is the
major source of the attraction in the neutral benzene dimer. The contributions
of the electrostatic and induction interactions to the attraction are small in the
benzene dimer. The Ees, Eind, and Ecorr calculated for the benzene cluster with N-
methylpyridinium and the benzene dimer [26] are compared in Table 10.4.

The comparison of the interaction in the benzene cluster with N-methylpyridinium
and that in the benzene dimer also shows that it is dangerous to judge the nature
of the intermolecular interaction solely by structure of interacting molecules. The
nature of the interaction in the benzene cluster with N-methylpyridinium is similar
to that of the cation/  interaction between benzene and alkali metal cation, where
the electrostatic and induction interactions are the major source of the attraction [8]
as shown in Table 10.4.
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10.5 Interactions of Ammonium and Alkyl Ammonium
with Benzene

The interactions of benzene with ammonium and alkyl ammonium cations
(Fig. 10.7) are sometimes called as strong NH/  and CH/  interactions,
respectively, due to the contact of the N-H and C-H bonds with benzene. However,
the nature of these interactions is different from the nature of the NH/  and CH/ 
interactions of neutral molecules [2].

High-level ab initio calculations show that the interactions of benzene with
ammonium and alkyl ammonium cations are significantly stronger than the NH/ 
and CH/  interactions of neutral molecules. The intermolecular interaction energies
(Eint) calculated for the benzene clusters with ammonium and tetramethylam-
monium cations are �19.30 and �9.66 kcal/mol, respectively, while those for
the benzene clusters with ammonia and methane are �2.22 and �1.47 kcal/mol,
respectively [2], as shown in Table 10.5.

The electrostatic and induction interactions (Ees and Eind) are mainly responsible
for the strong attraction in the benzene clusters with the ammonium and tetramethy-
lammonium cations. On the other hand, the electrostatic interactions are small in

Fig. 10.7 Interactions of
benzene with ammonium and
tetramethylammonium
cations

Table 10.5 Total interaction energy and contributions of each energy term calculated for benzene
clusters with ammonium, tetramethylammonium, ammonia, and methanea

Eint
b Ees

c Eind
d Eshort

e Ecorr
f

C6H6 � NH4
C �19.30 �11.04 �13.58 9.58 �4.26

C6H6 � NMe4
C �9.66 �5.27 �3.80 4.27 �4.85

C6H6 � NH3 �2.22 �1.01 – 1.14g �2.36
C6H6 � CH4 �1.47 �0.19 – 1.21g �2.50

aEnergy in kcal/mol
bTotal interaction energy. CCSD(T)-level interaction energy at the basis set limit (ECCSD(T)(limit)).
See text
cElectrostatic energy
dInduction energy
eContribution of short-range orbital-orbital interaction
fContribution of electron correlation. Mainly dispersion interaction
gEshort D Eint � Ees. The small Eind is included in Eshort



10 Analysis of Intermolecular Interactions by Ab Initio MO Calculations 199

the benzene cluster with ammonia and methane. The dispersion interaction (Ecorr)
is the major source of the attraction in the benzene cluster with ammonia and
methane. The Ees, Eind, and Ecorr calculated for these clusters are summarized in
Table 10.5 [2].

The comparison of the interactions of benzene with ammonium and alkyl
ammonium cations with the NH/  and CH/  interactions of neutral molecules
is another example that the nature of the interactions cannot be judged solely by
structures of interacting molecules.

10.6 Summary

Ab initio molecular orbital calculation is becoming a powerful method for studying
intermolecular interactions, which provides detailed information on intermolecular
interactions (magnitude of attraction, directionality and origin of attraction). Ab
initio calculations show that the nature of the intermolecular interactions is often
completely different, even if structures of interacting molecules are similar. For
example, the structures of the CH/  interaction are similar to the   hydrogen bond,
while the nature of the two interactions is completely different. The nature of the
intermolecular interaction is important for understanding their roles in controlling
the structure of organic crystals. The hydrogen bond is strong and directional, while
the CH/  interaction is weak and the directionality is very weak in general. The
hydrogen bond is an important interaction for controlling structures of organic
crystals, as the hydrogen bond is sufficiently strong and sufficiently directional.
On the other hand, CH/  interaction is weak and the directionality is very weak
in general. Therefore, most of the CH/  interaction cannot play important roles in
determining orientations of molecules in organic crystals. Two other examples (the
cation/  interaction of aromatic cation and the interactions of ammonium and alkyl
ammonium cations with benzene) also show that the nature of the interactions is
different, even if the structures of interacting molecules are similar. These results
show that it is often dangerous to discuss the roles of intermolecular interactions
in determining the structures of organic crystals solely by the crystal structures and
that analysis of intermolecular interactions by ab initio molecular orbital calculation
is important.
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Chapter 11
Construction of Aromatic Folding Architecture:
Utilization of Ureylene and Iminodicarbonyl
Linkers

Shigeo Kohmoto

Abstract This review discusses the creation of aromatic folded structures in a
zigzag way in crystalline state. A pillar-like columnar array of aromatic rings by
folding can be constructed by using U-shaped linkers to connect the aromatic
rings. As such linkers, ureylene and iminodicarbonyl groups have been utilized.
Physical and spectroscopic properties of aromatic foldamers created in this fashion
are affected considerably with increasing numbers of aromatic rings involved. To
create folding networks by hydrogen bonding in crystal structures, U-shaped urea
building blocks were developed. A variety of folded structures have been generated
in the cocrystals by hydrogen bonding between the building blocks and hydrogen-
bonding acceptor molecules. Interesting examples of stacked zigzag ribbon-type
aromatic folding architectures are also presented.

Keywords Foldamers • Aromatic ureas • Aromatic acyclic imides • Hydrogen
bonding

11.1 Introduction

Folding attracted many chemists for decades. Folding patterns of biological macro-
molecules like peptides and proteins are strictly controlled by the combination
of noncovalent forces, such as hydrogen bonding, hydrophobic and electrostatic
interactions, and van der Waals force. The resulting secondary and/or tertiary struc-
tures are highly optimized for their biological operations in a sophisticated manner.
Chemists have been actively mimicking their functions by inducing folded or
helical conformations with assistance of noncovalent forces. The molecules which
possess folded structures are generally named foldamers. The word “foldamer” was
coined by Gellman in 1996 [1]. Foldamers are defined as any polymers with a
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strong tendency to adopt a specific compact conformation [2]; as sequence-specific
oligomers akin to peptide, proteins, and oligonucleotides that fold into well-defined
three-dimensional structures [3]; and also as artificial folded molecular architectures
inspired by the structures and functions of biopolymers [4].

Foldamers are classified into several types by their secondary structures [5]. Up
to now, a variety of artificial foldamers with oligomeric and polymeric backbones
have been synthesized. Except some examples, a majority of artificial foldamers
possess folding conformations such as canonical helices, linear strands, turns, and
sheetlike structures, typical folding patterns observed in biopolymers [6]. The most
common aromatic foldamers are the helices derived from oligoamides [7]. Their
high potentialities mimicking this secondary structure of biopolymers originate in
the restricted rotation of aryl–amide bond through specific attractive and repulsive
interactions between the amide and the other functional groups at the ortho position
on the aryl moiety. The sequence of this conformational restriction results in
the curvature of the oligomeric strand [8]. As another class of artificial aromatic
foldamers creating helices, m-phenyleneethynylene oligomers have been developed
[9]. They are potentially suitable for piling up aromatics. Their helical structures
are formed solvophobically or by inclusion of guest molecules [10]. Because of
their flexible structures, folding and unfolding of them can be driven dynamically
[11]. An attempt was made to use them as reactive sieving for mimicking enzyme
behavior [12]. Aromatic foldamers other than the helical type, the zigzag type, are
known. In this type, aromatic rings are connected with U-shaped linkers to create a
columnar array of aromatic rings.

Therefore, the linkers to connect aromatic rings are important. Conformational
regulations are required by the linkers to place the connected aromatic rings in
a position facing each other. Urea-[13], guanidine- and guanidium- [14], and
imide [15]-derived linkers are the suitable ones for this purpose. Some aromatic
oligoureas, oligoguanidiniums, and oligoimides form stacked arrangement by using
the combinations of aromatic stacking interactions and the preferred conformations
of backbones by steric hindrance and/or by electrostatic repulsion. They are stacked
in a zigzag fashion to create a pillar-like columnar array of aromatic rings.

In this chapter, folded architectures, such as pillars, stacked ribbons, and helices
created in the crystalline state by stacks of aromatic rings in a zigzag way, are
discussed. The piling of aromatic rings by folding is interesting from the viewpoints
of enhanced physical and spectroscopic properties induced by stacking.

11.2 Foldamers Based on Ureylene Linker

11.2.1 U-Shaped Conformation of N,N0-Disubstituted
Aromatic Ureas

In the early 1970s, conformations of N-substituted arylureas were examined to
possess U-shaped conformations in which two phenyl rings aligned parallel to
each other both in crystal structure [16] and in solution [17]. Recently, the origin
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Fig. 11.1 Chemical structures of diarylurea derivatives with unfolded and folded conformations

of conformational preference of N,N0-diaryl-N,N0-dimethylureas was intensively
studied by electronic structure calculations using density functional (M06-2X) and
a DFT approach (DFT-D) [18]. The calculations predicted that the exo conformer
of N,N0-diphenylurea (1a) is favored over the corresponding endo conformer by
9.0 kJ mol�1. On the contrary, the endo ( -stacked) conformer of N,N0-dimethylated
diphenylurea (2a) becomes favored by 15.1 kJ mol�1 than the exo conformer
(Fig. 11.1). There are some confusions on the nomenclature of urea conformations.
In this review, their conformations are classified according to the nomenclature by
Clayden and Lewis. It is clear that the steric repulsion between the methyl groups
and the ortho hydrogens of the phenyl groups in the exo conformer is responsible
for this reversal in stability. It is noted that the endo conformer is not symmetrical.
The phenyl rings are displaced with respect to each other.

Such conformational changes induced by N,N0-dimethylation caused the alter-
ation of emission of fluorescent diarylureas from monomer to excimer emission.
It is known that the trimethylene is the optimal length as the linkers to connect
polynuclear aromatic hydrocarbons for the formation of intramolecular fluorescent
excimers. A strain-free geometry suitable for a face-to-face interaction of aromatic
moieties can be created with this linker. 1,3-Diarylalkanes, such as naphthalene [19],
anthracene [20], and pyrene [21] derivatives, were examined. This concept was first
applied to tertiary N,N0-diarylureas by Lewis et al. The secondary diarylureas, 1c
and 1d, were strongly fluorescent, whereas tertiary ones, 2c, 2d, and 2g, showed
broad and red-shifted fluorescence [22]. The crystal structures and solution NMR
spectra of the secondary and tertiary di-1-naphthylureas, 1b and 2b, established
that they adopted extended (Z,Z) and folded (E,E) structures, respectively, both
in the solid state and in solution [23].The tertiary urea 2b exhibited blue-shifted
absorption and red-shifted emission in contrast to the typical naphthalene-like
monomer absorption and fluorescence spectra of the secondary one 1a. The
unfolded phenylacetylene-substituted urea 1e showed its fluorescence maximum
wavelength at 348 nm while that of folded 2e appeared at 454 nm. The fluorescence
quantum yield of 2e was one fortieth of 1e [24]. Conformational change from
unfolded to folded by N-methylation was visualized via fluorescence change in the
pyrene derivatives 1g and 2g [25].

The stacking of multiple aromatic rings by connecting with ureylene linkers was
first achieved with the N-methylated pentaphenyl urea 3 [13]. Its crystal structure
showed that it had five-layered folded structure in which all four ureylene linkers
possessed (E,E) conformation (Fig. 11.2a). The distances between aromatic carbon
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Fig. 11.2 Chemical structures of tertiary oligoarylureas with folded conformations (a–c) and
crystal structures of (a) for 3 and (b) for 4. Benzyl groups are omitted in the crystal structure
of 4 for clarity

atoms bearing a nitrogen atom are 3.31 Å (the first and second) and 2.96 Å (the
second and third), which indicates that the molecule has a well-folded structure.
Its solution stereochemistry is considered to be quite similar to that in crystal
structure based on the NMR chemical shifts. Similar N-benzylated oligomers of 1,4-
diureidobenzenes and 1,5-diureidonaphthalenes were prepared up to their 9-mers
[26]. Two conformers were observed in the crystal structure of the trimer of 1,5-
diureidonaphthalenes 4 (Fig. 11.2b). In both conformers the ureylene linkage takes
(E,E) conformation. However, the orientation of the naphthalene rings in respect
to each other is different. The cisoid/cisoid and transoid/transoid conformations
existed.

The effect of the degrees of the stacking of aromatic rings on the physical
properties of N-methylated tertiary oligo(arylureas) has been intensively studied by
Lewis et al. [27–29] The NMR chemical shifts, absorption and emission maxima,
and electrochemical oxidation potentials of a series of oligomeric N-methylated
tertiary oligoureas possessing one to five phenyl rings, 3, 5–8 (Fig. 11.2c), were
all dependent on the number of phenyl rings. ZINDO calculations showed that the
frontier orbitals of the ureas with one to three phenyl rings were localized on a
single phenyl ring, whereas those of the higher oligomers were delocalized over two
phenyl rings [27]. Arylurea oligomers were applied to the generation of polyaryl
anion radicals by reductive elimination of the urea linkages with alkali metal
[28]. Molecular wirelike behavior of them was demonstrated by oligo(arylureas)
bearing a hole donor and hole acceptor as capping groups separated by phenylene
linkages [29].

The way of connection of benzene rings in aromatic multilayered
oligophenyleneureas was found to be important to induce helical structures in
solution. Crystal structure of five-layered oligoureas of m-phenylenediamine 9
showed that it had  -stacked helical structure [30]. Similar helical conformations of
unsymmetrical N-substituted oligourea foldamers based on a m-phenylenediamine
monomer possessing up to eight ureylene linkers were examined both in solid
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Fig. 11.3 (a) Crystal structure of m-substituted oligourea 9, (b) chemical structures of 10 and 11,
and (c) crystal structure of unsymmetrical m-substituted oligourea 12

state and solution. Ring-stacked conformations observed in X-ray crystal structure
persisted in solution indicated by 1H NMR study [31]. Figure 11.3c shows the
crystal structure of four-layered unsymmetrical oligourea 12.

An attempt was made to control its dynamic helical structure (all-R or all-S
axis chirality) in solution by introducing chiral N-substituents. Oligoureas 10 and
11 possessing two chiral N-2-(methoxyethoxyethoxy)propyl groups were prepared,
and their CD and vibrational CD (VCD) were examined [32]. Observation of the
CD and VCD spectra of 10 as mirror images of those of 11 indicated the induction
of handedness in the helical structure. Helix persistence and breakdown in oligourea
foldamers were investigated by Clayden et al. [33] Oligomeric ureas derived from
m-phenylenediamine with chain lengths of up to seven ureylene linkages bearing a
terminal chiral sulfinyl or amide group were examined to show that the transmission
of chirality in these systems was limited to about 24 bond lengths. The oligoureas of
short lengths adopt a defined helical secondary structure in solution, but the helicity
breakdown occurs in longer oligomers.

11.2.2 Hydrogen-Bonding Approach Using U-Shaped
Ureadicarboxylic Acids as Building Blocks

Among the linkers to connect aromatic rings in a U-shaped fashion for the
creation of pillar-like columnar structures, the ureylene linker seems to be the
most effective one. Considering this point, the novel U-shaped aromatic urea
molecule appended with hydrogen-bonding (H-bonding) sites, N,N0-dimethyl-N,N0-
diphenylureadicarboxylic acid 13, was prepared as an efficient folded building block
for the construction of a variety of aromatic folded structures in the crystalline
state via H-bonding [34]. N,N0-Dimethylation ensures a face-to-face conformation.
Single-crystal X-ray structure of 13 shows it has a U-shaped folding structure
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Fig. 11.4 Crystal structures of ureadicarboxylic acid 13. (a) Side and (b) top views and (c) the
double catemeric structure created by H-bonding networks

Fig. 11.5 Schematic representation of two types of assemblies derived from the U-shaped building
block 13 with H-bonding acceptor molecules. (a) Helical and (b) zigzag architectures

(Fig. 11.4a). The molecule is twisted with the torsion angle of 58ı between the
two phenyl groups (Fig. 11.4b). It means that 13 can create H-bonding with two
molecules of H-bonding acceptors to settle them with this angle. Because of this
torsion, no dimeric type H-bonding between two carboxy groups was observed. The
infinite H-bonding in a helical way afforded double catemeric structure resulting
in the formation of a rodlike structure with almost no cavity inside (Fig. 11.4c).
The interesting feature of this building block is that it can make cocrystals with H-
bonding acceptor molecules possessing two H-bonding sites in two ways of infinite
H-bonding to construct helical and zigzag architectures. This is schematically
represented in Fig. 11.5.

Several dipyridyl derivatives were subjected to cocrystallization with 13. Car-
boxylic acids and pyridine derivatives are well-known pairs forming H-bonding
[35]. Pyridine derivatives, 14–18, afforded cocrystals with 13. Triple helices were
observed in the cocrystals of 13 with 14, 15, and 16. The crystal structures of
triple helices observed in the cocrystal of 13 with 14 are shown in Fig. 11.6. Triple
helices of the same type were constructed with 15 and 16. The pitch of the triple
helix is ca. 20 Å for the three of them. Almost the same width of the included
dipyridyl derivatives but with a different length afforded the triple helices with
the same pitch with a different width. However, the unique quintuple helix was
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Fig. 11.6 Crystal structure of triple helix observed in the cocrystal of 13 with 14 in a space-filling
model. Strands are colored with three different colors to distinguish each strand

Fig. 11.7 (a) Two types of the dimeric H-bonding of ureadicarboxylic acids. (b) Ladder-type H-
bonding network in the crystal structure of N,N0-diethylureadicarboxylic acid

created recently in the cocrystal of 13 with 17, although the molecular width of
17 is almost the same to other bipyridyl derivatives [36]. The stacking between the
strands affected the fluorescence of 16. It showed excimer emission in the solid state
as cocrystals in contrast to the observation of monomer emission in solution. Since
the pioneering work by Lehn, many examples of metal complexes of triple-stranded
helicates have been reported [37]. However, a triple helix without an assistance of
metal coordination has been hardly reported [38]. In contrast to the helix formation,
a zigzag architecture was created in the cocrystal of 13 with 18. Spontaneous
chiral induction afforded chiral cocrystals from achiral molecules. Formation of
enantiomeric cocrystals was confirmed by the observation of their mirror-image CD
spectra. The crystal structure of the cocrystals showed that the folding unit 13 had
the unidirectional torsion, which furnished a chirally twisted zigzag tape.

Versatility of the ureadicarboxylic acid building block has been further demon-
strated for the construction of ladders, channels [39], and cyclic heterotetramers
[40]. N,N0-Diethyl- and diallyl-substituted ureadicarboxylic acids gave ladder-type
networks in their cocrystals with bipyridine. Figure 11.7a shows two types of
dimeric H-bonding type, A and B, depending on the orientation of ureadicarboxylic
acids. The type A is the dimeric H-bonding created among the upper carboxys of
the neighboring ureadicarboxylic acids. The dimeric type B involves H-bonding
among upper carboxys or bottom carboxys. Ladder-type structures are created by
using one of the carboxys in the dimeric type A for H-bonding with the carbonyl
of the ureylene moiety. When linear H-bonding acceptor molecules are inserted
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Fig. 11.8 A schematic representation and crystal structure (a space-filling model) of channels
created in the cocrystals of 13 and 19. (a) A schematic representation of one-dimensional channel
and the crystal structure viewed along the crystallographic c-axis. (b) A schematic representation
of two-dimensional channel and the crystal structure viewed from the direction of [110] (left) and
[-1-10] (right). Two conformations of 13 are shown with different tone colors. Solvent molecules
in the channel are omitted for clarity

in the dimeric type A H-bonding network, zigzag architectures will be created.
On the contrary, in the insertion of H-bonding acceptor molecules in the dimeric
type B H-bonding network, helical structures can be created. Unique channel
structures, namely, one-dimensional and two-dimensional channels, were formed
in the cocrystals of ureadicarboxylic acid 13 with dipyridylurea 19, a combination
of the U-shaped urea and the linear-type urea. It was reported that 19 could assemble
linearly in the presence of dicarboxylic acids [41]. A pyridinium generated by the
protonation with carboxylic acids creates a H-bond with the remaining pyridyl
moiety. Linear array of 19 is afforded by the sequential H-bonding. Carboxylates
generated after protonation interact with the urea moiety by H-bonding to give
channels. Two carboxylates of the U-shaped building block connect the two straight
scaffolds. Crystal structure of methanol-solvated cocrystal of 13 with 19 (molar
ratio; 13:19: MeOH D 2:3:4) showed a channel structure in which methanol and
water molecules were included. Figure 11.8a shows the channels viewed along
the crystallographic c-axis in which included methanol and water molecules are
omitted for clarity. Two conformations of 13, (E, E) and (E, Z), existed in the
crystal structure. They are presented with different tone colors. In contrast to
this one-dimensional channel, unique fishnet-type two-dimensional channel was
constructed when the solvent for recrystallization was changed from methanol to
ethanol (Fig. 11.8b).

The folding nature of ureadicarboxylic acid was applied to cyclic assembly [40].
A torsional angle of 58ı between two phenyl moieties in 13 is close to an ideal
angle 60ı for cyclic assembly. It can pursue cyclic assembly with organic bases
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Fig. 11.9 Crystal structures of cyclic heterotetramers. (a) A schematic representation of cyclic
assembly of 13 with aromatic bases and cyclic heterotetramers with (b) 2-aminopyrimidine and (c)
melamine

Fig. 11.10 Comparison of the conformations of 20 (top views) found in the crystal structures of
(a) 20, (b) 20•14•(H2O)3, (c) 20•21•CH3OH, and (d) 20•21 and (e) superimposed image of the
way of H-bonding of 21 in both cocrystals in which the structures of 20•21•CH3OH and 20•21
are colored with different tone. The same types of conformations as (b) and (d) were observed for
20•15 and 20•16, respectively

possessing two H-bonding sites located with an angle of 120ı with respect to each
other (Fig. 11.9a). Cyclic heterotetramer motifs of rhombus shapes were created as
a 2:2 mixture of 13 and 2-aminopyrimidine (Fig. 11.9b) and melamine (Fig. 11.9c).
The H-bonded eight-membered-ring R2

2(8) heterosynthon is responsible for the
cyclic heterotetramer formation. This heterosynthon is involved in the 2:1 cocrystal
formation of carboxylic acid with 2-aminopyrimidine [42].

The effects of the positions of carboxy groups on the folding architecture created
by U-shaped urea building blocks have been investigated by employing meta-
substituted ureadicarboxylic acid 20 as a folded building block [43]. Because of
the flexible conformation of the molecular framework of meta-substituted ureadi-
carboxylic acids, many U-shaped conformations can be generated. There are three
possible geometrical relations of two carboxy moieties in them. In each geometrical
relation, three possible orientations of carboxy moieties exist. Therefore, a total of
nine U-shaped conformations can possibly be taken instead of a single U-shaped
conformation in para-substituted one. Cocrystals of 20 were prepared with four
bipyridyl derivatives. Out of six crystal structures including 20, four types of U-
shaped conformations were found. Figure 11.10 shows crystal structures of these
four U-shaped conformations. The direction of H-bonding was regulated by these
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conformations. Triple helices with one-dimensional water channels were created
in the cocrystals with 14. Infinite crossbelt structures and steplike structures were
observed in the cocrystals with 15, 16, and 21. Pseudo-polymorphic cocrystals of
20 and 21 were obtained with and without inclusion of methanol molecules. They
have different U-shaped conformations of 20. They are shown as a superimposed
image in Fig. 11.10e.

11.2.3 S-Shaped Aromatic Ureadicarboxylic Acid

To diversify the folding architectures, S-shaped ureadicarboxylic acid building
blocks 22, 23, and 24 were prepared [44]. Because of their flexible molecular
framework, two types of conformations, meso and helical, possibly exist. However,
crystal structures of them showed that they were all meso conformers. Their
conformations are similar to that of S-shaped bisurea without a carboxy group.
Figure 11.11b shows the crystal structure of DMF solvate of 22 as a representative
example. Two DFM molecules are inserted between the carboxy groups via H-
bonding, and the zigzag H-bonding network is created. Single crystals of 23
and 24 were obtained as solvent-free crystals. Unique cocrystals of 22 and 23
with melamine were obtained. Both cocrystals showed almost the same crystal

Fig. 11.11 Crystal structures of S-shaped ureadicarboxylic acids and cocrystals with melamine.
(a) Chemical structures and possible conformations of them, (b) the crystal structure of DMF
solvate of 22, (c) and (d) the crystal structures of the cocrystal of 23 with melamine viewed along
the crystallographic a- and b-axes, respectively, in which the molecules of 23 and melamine are
colored with different tone, and (e) two common patterns of H-bonding networks of melamine
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structures in which unusual zigzag tapes of H-bonding network of melamine
molecules were created. The zigzag tapes were connected with S-shaped ureas by
H-bonding to furnish interpenetrated fishnet-type crystal structure. Figure 11.11c, d
shows the fishnet structures in the cocrystal of 23 and melamine viewed along the
crystallographic a- and b-axes, respectively. Two common patterns of H-bonding
networks of melamine, type A and B, with graph set R2

2(8) are presented in
Fig. 11.11e. Type B H-bonding pattern is observed in the crystal structures of the
cocrystals of 23 and 24 with melamine. A Cambridge Structural Database (CSD)
search for the H-bonding network of melamine and melaminium showed that the
type B network had almost a flat structure. For example, a melamine sheet structure
was reported in which six molecules of melamine were assembled in a cyclic way
to give a hexagonal unit [45]. In contrast to the known type B flat network, the
cocrystals of S-shaped ureadicarboxylic acids and melamine possess H-bonding
networks of melamine as zigzag tapes.

11.3 Foldamers Based on Iminodicarbonyl Linker

11.3.1 U-Shaped Aromatic Acyclic Imides

Some aromatic acyclic imides are also known to adopt their molecular structures
to be U-shapes in their crystal structures. Examples of the U-shaped molecular
structures of them determined by X-ray crystallographic analyses are shown
in Fig. 11.12. Diastereoselective and enantioselective [4 C 4] photocycloaddition
reactions of 25 [46] and 26 [47], respectively, were examined in solid state.
Compound 26 was obtained as chiral crystals with space group P21. The solid-state
photoreaction of 26 gave the corresponding cycloadduct with almost 100% ee. The
solid-state [4 C 4] photocycloaddition of 2-pyridone derivative 27 [48] proceeded
efficiently with high stereoselectively. The concaved nature of an iminodicarbonyl
linker was utilized for the design of liquid crystalline dimers consisting of two

Fig. 11.12 Crystal structures of acyclic aromatic imides with U-shaped molecular structures
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Fig. 11.13 Crystal structures and fluorescence spectra of U-shaped imides possessing naphthyl
and anthryl moieties. (a) Chemical structures, (b) and (c) columnar packing of 30a in stick-
and space-filling models, respectively, and (d) fluorescence spectra of 30a and 31. The distances
between the centroids of the adjacent aromatic rings are indicated in (b)

mesogenic units in parallel conformation. In compound 28 [49], two mesogenic
cores were connected by an imidodicarbonyl moiety. The crystal structure of 29 [50]
in which two U-shaped acyclic imides were connected with a 12 methylene chain
was reported. The structure contained two s-cisoid connections to have a compact
crystal packing.

The relation between the crystal packing of U-shaped aromatic acyclic imides
and their fluorescence in solid state was examined [51]. A series of compounds 30
(ten compounds with different N-substituents) showed their fluorescence emission
maxima at 480–486 nm in CH3CN, whereas they ranged from 459 to 535 nm in
solid state. They were affected by the way of crystal packing. The longest emission
maximum wavelength, 535 nm, was observed for 30a. Its packing structures
are shown in Fig. 11.13b, c in stick- and space-filling models, respectively. The
molecules of 30a are piled up via  –  stacking to create a columnar array
of naphthalene and anthracene rings. Compounds with the packing structures
similar to 30a showed similar fluorescence to it. The compounds that exhibit
shorter emission maxima (459–473 nm) lack the stacking between the anthracene
moieties. Therefore, the longer fluorescence wavelengths of the U-shaped aromatic
acyclic imides originate in the efficient overlapping between the two neighboring
anthracene rings. Figure 11.13d shows the comparison of the fluorescence spectra
of 30a and amide 30b in solution and solid state.

In order to examine the conformational stability of U-shaped acyclic aromatic
imides in solution, CD spectra of chiral imides 26 and 32 were examined in
solid state and CHCl3 [52]. Although 26 and 32 have no chiral center, they gave
enantiomeric chiral crystals spontaneously upon recrystallization. Bulkiness of the
N-substituents could play a crucial role in displaying CD in solution. Without the
aid of steric hindrance by the bulky N-substituents, immediate racemization or
epimerization occurs after dissolving to result in the observation of no CD signal.
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Fig. 11.14 CD spectra of chiral U-shaped acyclic aromatic imides 26. (a) CD spectra of (P)-26
and (M)-26 in solution (CH3CN) and in the solid state (KBr). Absorption spectrum of 26 in the
solid state (KBr) is indicated by dashed lines. (b) CD spectral change of (P)-26 heated at 70 ıC in
CH3CN

Indeed, no CD signal was observed for 32 in solution. In contrast, enantiomeric
chiral crystals of (P)-26 and (M)-26 gave CD signals of mirror images in solution
as well as in the solid state (Fig. 11.14a). Induced CD signal that appeared for 26
in the region between 315 and 400 nm is due to the exciton coupling between the
anthryl and naphtyl chromophores [53]. Identical signs of Cotton effect and the
similar shape of the spectra to those in the solid state were observed after dissolving,
which indicated that their folded conformations in crystals were retained even in
solution. To examine the thermal stability of 26, the time-dependent CD spectrum
of (P)-26 was measured at 70 ıC in CH3CN (Fig. 11.14b). The activation energy of
the racemization was calculated to be 27.9 kcal/mol.

11.3.2 Chiral Photochromic System Based on Reversible
[4 C 4] Photocycloaddition of S-Shaped
Iminodicarbonyl-Based Foldamers

Conformationally stable photoreactive chiral S-shaped iminodicarbonyl-based
foldamers possessing anthracene and naphthalene moieties were studied as
reversible chiral photochromic system [52]. Figure 11.15a shows a schematic
representation of a chiral T-type photochromic system. A CD active form becomes
a CD inactive form after a cycloaddition reaction. In the [4 C 4] cycloadduct, the
exciton coupling between the anthracene and naphthalene moieties no longer exists.
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Fig. 11.15 (a) A schematic representation of a reversible T-type chiral photochromic system, (b)
S-shaped imide foldamers for the [4 C 4] photocycloaddition and their thermal retro-cycloaddition
reactions, (c) two possible folding patterns of S-shaped foldamers, and (d) side and top views of
single-crystal X-ray structures of 33a with zigzag conformation

Therefore, the cycloadduct is a CD inactive form (Fig. 11.15b). Out of two possible
conformations, zigzag and helical, the helical conformation is the desirable one
for induced CD (Fig. 11.15c). Crystal structures of 33a (Fig. 11.15d) and 33b
showed that they had zigzag conformations. Cycloadditions proceeded in CHCl3 in
a quantitative yield. The most bulky compound 33c showed the shortest half-life of
cycloreversion (8.5 h at ca. 25 ıC). Some sterically constrained molecules have been
known to undergo ring opening. The norbornadiene–quadricyclane cycle is a good
example of a ring-strain-driven T-type photochromic system [54]. The driving force
for the cycloreversion of the cycloadducts of S-shaped foldamers is similar to this,
the steric constraint generated by cycloaddition. The bi-planemer [55]-type adduct
thrusts its planes up- and downward to cause steric compression on the remaining
naphthoyl moiety. Due to this steric constraint, the cycloreversion occurs to release
the steric energy.

The S-shaped foldamer 33c showed induced CD in CHCl3, which indicated that
it had helical conformation in solution. Figure 11.16a, b shows the CD spectral
changes of 33c during irradiation and the subsequent thermal cycloreversion,
respectively. After the completion of the photocycloaddition, almost no CD signal
was observed. Recovery of the CD signal was observed after heating. This indicated
that the original helical conformation of 33c was regenerated completely after
thermal cycloreversion. Irradiation and heating were carried out alternately to show
the effectiveness of the system.
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Fig. 11.16 (a) CD spectral changes of 33c to 34c after irradiation (>290 nm), changes from top
to bottom, and thermal recovery of 34c, changes from bottom to top, at ambient temperature (ca.
25 ıC) in CHCl3. CD spectral changes (�") observed in (b) and (c), irradiationa was carried out
with a high-pressure mercury lamp for 25s and heatingb was carried out for 20 min at 60 ıC

11.3.3 Chirality Amplification

Aromatic imides possessing one, two, three, and five naphthalene rings connected at
their ’-position with iminodicarbonyl linkers were examined to elucidate the effect
of folding on their physical properties, especially chirality amplification [15]. Single
crystals were obtained for trimers 35a–35e, while powders were done for pentamers.
Molecular structures of all five trimmers obtained by single-crystal X-ray analysis
are similar. Figure 11.17 shows the molecular structure of 35a as a representative
example. The main chain has a zigzag-type structure. Three naphthalene rings in
a main chain are stacked on each other with neighboring naphthalene rings and
spread out radially. The molecule has a helically zigzag conformation. In all five
crystal structures, the distances between the naphthalene rings are in the range of
3.5–3.9 Å, which is the typical distance for  –  stacking [56]. The average values
of 134–139ı for the torsion angles between the naphthalene rings mean that roughly
three naphthalene rings are expected to exist per pitch in longer oligomers. The
folding conformations of these molecules in solution were confirmed by the upfield
shift of the protons at the ’-position of the central naphthalene rings in their 1H
NMR spectra and also attested by the observation of NOE between the protons of
the two neighboring naphthalene rings.

To examine chirality amplification in foldamers [57], the CD spectra of the series
of compounds with different numbers of naphthalene rings possessing chiral auxil-
iaries, (S)-1-phenylethyl and (S)-1-(1-naphthyl)ethyl, were measured (Fig. 11.18a).
In the (S)-1-phenylethyl series, only marginal CD signals were observed both in
solution and solid state even for the five-storied foldamer. Switching of chiral induc-
tion using solid-state–solution-state equilibrium was known in helical oligoamides
[58]. The equilibrium inclined to a stable diastereomer in solution when crystals
composed of two diastereomers of helical oligoamides were dissolved, which
resulted in induction of handedness. The N-substituent, the (S)-1-phenylethyl group,
is not bulky enough to incline the equilibrium to one of the diastereomers to
induce handedness. Nearly equivalent amount of two diastereomeric folded forms
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Fig. 11.17 Crystal structures of 35a. (a) Side and (b) top views

Fig. 11.18 CD spectra of 36, 37, 35c, and 38. (a) Chemical structures (b) in CH3CN (20�M) and
(c) in solid state

exists in solution. In contrast, (S)-1-(1-naphtyl)ethyl series showed induced CD
both in solution and solid state. Comparing with 36 and 37, intense CD signals
were observed for 35c and 38, the compounds with three and five naphthalene
moieties, respectively (Fig. 11.18b, c). These CD signals correspond to the band
caused by  –  interactions between naphthalene moieties in the UV–vis absorption
spectra [53]. The compound 38 showed an extra negative Cotton effect in a longer
wavelength region than that of 35c. The results were consistent with the UV–vis
spectral behavior of 38, whose absorption band shifted 25 nm compared that of 35c
at a longer wavelength.

It is plausible that the observed conformation in the crystal structure is the stable
conformation of it in solution. The same sign of Cotton effect for 35c and 38
indicates that both compounds have the same helicity. However, it is not always
unambiguous to determine the secondary structure by comparing the similarity of
CD signals [59]. It is difficult to predict which conformation, zigzag or helical,
will be the preferable folding conformation even in simple S-shaped molecules.
An introduction of a chiral group tends to create a helical one. This tendency was
observed in the crystal structures of the S-shaped aromatic imide foldamers in
which three aromatic rings are connected with imidodicarbonyl linkers in a sequence
anthracene–phenylene–anthracene [60].
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11.4 Stacked Ribbon-Type Foldamers

At the end of the chapter, it is noteworthy to mention about the recent development
in stacked ribbon-type foldamers as extended zigzag-folding architectures. Sheetlike
structures have less frequently been observed comparing with helical synthetic
foldamers [4]. It is explained that the removal of sheets from the context of a
tertiary structure as found in proteins is difficult because of their tendency to
aggregate and precipitate. To avoid aggregation, an effort was made to design the
molecular structures of aromatic oligoamides in which noncovalent interactions
occur preferentially in an intramolecular fashion. Following this idea, Huc et al.
reported synthesis and structural characterization of discrete aromatic oligoamide
ˇ-sheet foldamers by using rigid turn units and short linear strands [6]. Figure 11.19
shows the crystal structure of heptadecamer 39 with the five-stranded conformation.
The xylyl groups are perpendicular to the dinitrophenyl moieties. The layer distance
between a face-to-face stacked terephthalamide groups is ca. 3.5 Å. The aryl–aryl
distance between the xylyl groups imparted by the dinitrobenzene unit is 4.8 Å. This
indicates the attractive interactions between stacked linear segments. Two-stranded
sheets with less rigid turn units and longer linear strands were also reported [61].
The usefulness of the 4,6-dinitro-1,3-diaminophenyl moiety as rigid turn unit was
also demonstrated in oligo-m-aniline foldamers. They gave a snake-shape folding
structure in the crystalline state [62].

Anthracene-stacked oligomers and polymers were synthesized using xanthene
skeleton as the scaffold [63]. Very rigid turn units were created by the xanthene
with ethynyl linkers at its 4 and 5 positions. Figure 11.20 shows the chemical

Fig. 11.19 (a) Chemical structure of heptadecamer 39 as a four-turn ˇ-sheet foldamer and (b) top
and (c) side views of the crystal structures of 39. Hydrogen atoms and included solvent molecules
are omitted and a backbone structure is emphasized with bold sticks
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Fig. 11.20 (a) and (b) chemical structures of anthracene-stacked oligomers with xanthene turn
units 40 and a model compound 41, respectively, and (c) crystal structure of 41

structures of the oligomers and the S-shaped crystal structure of the model com-
pound with terminal ferrocene units. Intramolecular  –  sacking of the anthracene
rings in the ground and excited state was observed. Similar anthracene-stacked
oligomers were prepared with 1,8-anthrylene–ethynylene as the turn unit. Their
folding and unfolding were controlled by [4 C 4] photochemical cycloaddition and
thermal cycloreversion, respectively [64]. The 1,8-naphthalenediol-derived linker
was utilized as a C-shaped linker to create folded columnar superstructure [65].
This linker was applied to delineate overcrowded benzene-1,3,5-tricarboxamides.

11.5 Conclusion

In this chapter, some of the attempts to create aromatic folding architectures in crys-
talline state are highlighted. The choice of the linkers to connect aromatic moieties
is highly important to furnish folding structures. Ureylene and imidodicarbonyl
linkers are useful for this purpose. Zigzag folding structures are also created by
utilizing U-shaped building blocks as H-bonding donor together with H-bonding
acceptor molecules. Substitution positions of the linkers could influence on the
folding patterns either straight zigzag or helically zigzag. In these zigzag-folding
structures, the closest packing of aromatic moieties is facile, which furnishes  -
stacked aromatic columns. The stacking affects their physical properties: absorption,
fluorescence, and CD spectra. The degree of influence depends on the number of
aromatic layers involved. Special emphasis is placed on the helically zigzag-folding
aromatic structures. A column of chiral aromatic chromophores could be potentially
useful for chiral photochromic systems and circularly polarized luminescence which
are of current interests.
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Chapter 12
Crystal Engineering of Coordination Networks
Using Multi-interactive Ligands

Yumi Yakiyama, Tatsuhiro Kojima, and Masaki Kawano

Abstract During molecular assembly processes, weak intermolecular interactions
have important functions by precise molecular recognition and stabilization of key
metastable intermediates in various kinds of reactions. Introducing these features
of weak intermolecular interactions into the confined spaces of porous materials
enables selective molecular trapping of metastable species and control of chemical
reactions. However, such interactive sites often react with each other or with
metal ions during the self-assembly process, thereby resulting in non-interactive
stable forms. In this chapter, we describe the potential of using multi-interactive
molecules to prepare coordination polymers that possess interactive pores. The
multi-interactive  -planar organic ligand, tri(4-pyridyl)hexaazaphenalene, enables
the formation of interactive pores by dynamic and selective networking which can
be readily controlled by adjusting the reaction conditions. As a result, various
porous coordination networks can be prepared from the same starting materials.
Furthermore, it enables the formation of kinetic network which can be transformed
to thermally more stable one by addition of outer stimuli.

Keywords Intermolecular interaction • Coordination network • Kinetic network-
ing • Multi-interactivity • Network diversity

12.1 Introduction

12.1.1 General Backgrounds

Weak intermolecular interactions (e.g., hydrogen bonds (H bond), –  interactions,
halogen–halogen interactions, and cation/anion–  interactions) make important
contributions to supramolecular chemistry. Indeed, their directionality like com-
plementary H bonds between nucleic acids realizes the construction of specific
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structures such as the double helix of DNA and the quadruplex of guanine. In
supramolecular systems, their polarized nature also contributes to providing posi-
tively or negatively charged moieties which enable selective molecular recognition.
In addition, it is also very important that weak intermolecular interactions stabilize
key metastable states in biological reactions. Although each interaction formed in
this process is very weak, it is crucial to perform biological reactions with the best
efficiency. Depending on environmental conditions such as temperature, pressure,
concentration, and additives, the stabilizing effect of weak intermolecular interac-
tions can realize the formation of a variety of networks from the same components.

Research of porous coordination networks has exploited such features of weak
intermolecular interactions to achieve desired functions, especially by host–guest
interactions in pores [1–8]. As a result, many applications that use their unique
encapsulation ability have been proposed, such as gas storage [9–15], molecular
separation [13, 16–20], sensing [21, 22], reaction catalysis [23–27], and proton
conductors [28–31]. To achieve these functions, methods to construct interactive
pores are essential. To prepare such networks, researchers have generally focused
on hydro-/solvothermal syntheses which usually need high temperature or slow
crystallization by layer diffusion in organic solvents; these methods tend to yield
thermally favorable species. However, making pores that have interactive sites is dif-
ficult because thermodynamic effect often causes conventional methods to consume
these sites and reduce the pore size to stabilize the network (Fig. 12.1). One way

Fig. 12.1 Schematic model of the features of thermodynamically and kinetically prepared porous
coordination networks
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to construct interactive porous coordination networks is to use metastable (kinetic)
states that have fewer weak intermolecular interactions than thermodynamic ones.
Furthermore, the addition of outer stimuli such as heat, light, and pressure to kinetic
networks may induce transformation into other structures that cannot be obtained
with conventional methods. Despite this great potential of kinetic networks, their
preparation and structure determination are not always trivial. Only a few reports
about kinetic networks are available [32, 33].

In this chapter, we show our strategy to construct interactive pores by for-
mation of kinetic networks. We first describe our previous approach to kinetic
network formation called instant synthesis [34, 35]. Then we show the for-
mation of various coordination networks based on the multi-interactive ligand,
tri(4-pyridyl)hexaazaphenalene (TPHAP), using weak intermolecular interaction
[36, 37].

12.1.2 Instant Synthesis

In the chemistry of molecular self-assembly, kinetic control in the synthesis of
porous coordination networks is potentially very important because it can provide
networks which cannot be fabricated using conventional methods. However, this
process encounters two difficulties: (1) usually kinetic products (metastable product)
are not uniform because of high reactivity and (2) the products are often obtained as
microcrystalline powder, so single crystal determination of structure is difficult. We
have overcome these difficulties by developing instant synthesis (i.e., crystallization
with ca. 30 s) [34, 35]. This method enables us to obtain selectively formed
homogeneous kinetic products by simply adding a metal solution instantaneously to
a vigorously stirred saturated solution of ligand. This method immediately produces
a microcrystalline kinetic product that has a structure different from that of a
thermodynamic network prepared by slow-crystallization techniques.

Fast addition of a methanol solution of ZnBr2 to a vigorously stirred nitroben-
zene/methanol solution of 2,4,6-tri(4-pyridyl)triazine (TPT) resulted in microcrys-
tals within 30 s. Ab initio X-ray powder diffraction (XRPD) analysis revealed an
interpenetrating structure with large channels containing nitrobenzene (Fig. 12.2).

The channels are interconnected in two directions to yield a two-dimensional
(2D) channel network with a ca. 50 % free volume of the unit cell. In contrast, slow
crystallization by the layer diffusion method using exactly the same stoichiometric
ratio of starting reagents gave a non-interpenetrating structure of thermodynamic
product that has large 1D pores encapsulating nitrobenzene. On the basis of these
results, further network formation having still-larger and more complex porous
coordination structures could be achieved by using instant synthesis and template
synthesis with the addition of a large template molecule such as triphenylene
[38–40]. The crystalline-to-amorphous-to-crystalline phase transition also could be
induced by heating the crystalline powder of ZnX2-TPT (X D I, Br, Cl) network to
give a thermally stable network [41, 42]. Especially, ZnI2-TPT system produces a
highly thermally stable porous network that has a stacking structure of 1D “saddle-
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Fig. 12.2 Selective formation of thermodynamic and kinetic networks composed of TPT and
Zn2C ion

type” units composed of two TPTs connected by three ZnI2 [41]. This network
showed the novel ability to encapsulate small reactive sulfur allotropes [43].

Kinetic products prepared by instant synthesis generally possess larger pores than
do products prepared by thermodynamic synthesis. In addition, kinetic products
have more interactive sites than do thermodynamic ones. These features indicate
that the weak intermolecular interaction among components, especially the solvent
effect, is the key to selective trapping of kinetic species and formation of interactive
pores during the self-assembly process. This phenomenon is exemplified in biolog-
ical systems which are composed of multi-interactive components. For example,
enzymatic reaction involves the formation of many intermediate states stabilized by
weak intermolecular interactions and changes their energy potentials depending on
the amount of water [44]. These facts stimulated the idea of introducing multipoint
weak intermolecular interaction sites into new ligand design for selective trapping
of porous coordination networks that have interactive and large pores.

12.2 Network Formation Using Multi-interactive TPHAP

12.2.1 TPHAP: The Multi-interactive Ligand

To design a multi-interactive ligand, we considered a hexaazaphenalene (HAP)
skeleton (Fig. 12.3) [45, 46]. HAP has a planar  -system with D3h symmetry
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Fig. 12.3 Molecular design of TPHAP based on HAP

Fig. 12.4 Preparation and property of TPHAP�. (a) Synthetic scheme of KCTPHAP�. (b)
HOMO and LUMO drawings of TPHAP�

and shows radially extended H-bonding interactions, metal coordination, and  –
  stacking interaction in the single-crystal structures of KC salt and Cu2C complex,
[Cu(HAP�)2(NH3)4] [45]. A HAP anion is exceptionally stable among phenalenyl
[47–50] anions because of its low HOMO energy level.

We chose a pyridine group as the additional interaction/coordination site for
further functionalization of HAP to design a new multi-interactive ligand, TPHAP
(Fig. 12.3) [36]. TPHAP can be obtained as a potassium salt (KCTPHAP�,
Fig. 12.4a) from commercially available tricyanomethanide and 4-amidinopyridine
hydrochloride in moderate yield (62 %) on gram scale by using a procedure
modified from that in reference [46].

The salient features of TPHAP are as follows: (a) a large aromatic plane
which enables easy formation of  -stacks, (b) nine nitrogen atoms which can be
involved in H bonds or coordination bond formation, and (c) a delocalized negative
charge over the central HAP skeleton which contributes to the high stability of the
anion form (Fig. 12.4b). Such a multi-interactive ligand with a radially extended
mode is quite rare in porous coordination networks. Additionally, KCTPHAP� is
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Fig. 12.5 Crystal structures of KCTPHAP� before and after desolvation. (a) Crystal structure
before desolvation. (b) Crystal structure after desolvation at 500 ıC. Gray, C; blue, N; red, O;
purple, K. Hydrogen atoms are omitted for clarity

remarkably thermally stable. Even after heating a single crystal of KCTPHAP� at
500 ıC under a nitrogen atmosphere, the crystallinity remained intact with some
molecular rearrangement (Fig. 12.5).

12.2.2 Trapping of Kinetic Network by Utilization
of Multi-interactivity of TPHAP

The formation of networks with transition metals was affected by the multi-
interactive nature of TPHAP. Using KCTPHAP� and Co2C or Cd2C ions, we suc-
ceeded in trapping crystals of kinetic networks, [Co(TPHAP�)2(CH3OH)2(H2O)] �
3C6H5NO2 � HNO3 � 5H2O (1) and [Cd(TPHAP�)2(CH3OH)2(H2O)] � 2C6H5NO2 �
nCH3OH (2). The crystal structures were determined by synchrotron X-ray
diffraction. The layering diffusion of a methanol solution of Co(NO3)2 � 6H2O or
Cd(NO3)2 � 4H2O into a methanol–nitrobenzene solution of KCTPHAP� at 14 ıC
for 1 day produced single crystals of 1 and 2. These crystals have isostructures
and are organized by H bonds and  –  interactions of 1D chains composed of
monodentate and bidentate TPHAP�s (Fig. 12.6). Both Co2C and Cd2C metal
centers have octahedral geometry coordinated by a monodentate- and two bidentate
TPHAP� moieties, two methanol molecules, and one water molecule.

Within a few days after the formation of 1, the crystal started to shrink and instead
new dark red crystals grew on the crystal surface (Fig. 12.7). Synchrotron X-ray
analysis of the new crystals grown on the initial crystal surface revealed that those
crystals are uniform and that the crystal structure is a porous coordination network of
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Fig. 12.6 (a) 1D chain structure in 1. The inset figures show the coordination environments around
Co2C ion (soft pink). (b) Porous network structure of 1 viewed from the b axis. Broken lines
show the N � � � HO type H-bonding interactions. Magenta, monodentate TPHAP�; green, bidentate
TPHAP�. Hydrogen atoms and solvent molecules are omitted for clarity

Fig. 12.7 Photos of kinetically obtained crystals 1 and the transformed crystals 3

[Co(NO3
�)(TPHAP�)(CH3OH)2] � CH3OH � C6H5NO2 � 2HNO3 � H2O (3) which is

composed of 1D chains of Co2C and bidentate TPHAP�s (Fig. 12.8). In this crystal,
ligand exchange of monodentate TPHAP� and water around Co2C with bidentate
NO3

� occurred. Crystal 3 showed no further transformation, indicating that 3 was
a thermodynamically more stable product formed from kinetically prepared 1. The
transformation was accelerated when the concentration of NO3

� around the crystals
was increased by shaking the crystallization tube. Furthermore, when the crystals of
1 were immersed in a solution in the absence of NO3

�, the structure transformation
did not occur. These results indicate that the structure transformation was caused
by reaction with NO3

�. Also in crystal 2, the same crystal shrinkage/new crystal
formation was observed as in crystal 1, but the newly formed crystal was too small
to obtain enough X-ray diffraction data to identify its structure.

The structure transformation mechanism from 1 to 3 can be explained by the
ligand exchange reaction triggered by reaction between small NO3

� from the
(�4 � 1 0) plane and a Co2C center, followed by dissociation of a monodentate
TPHAP anion and a water molecule (Fig. 12.9). The structure transformations
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Fig. 12.8 (a) 1D chain structure in 3. The inset figures show the coordination environments around
Co2C ion. (b) The porous network structure of 3 viewed from the c axis. Broken lines show the
N � � � HO type H-bonding interactions. Hydrogen atoms and solvent molecules are omitted for
clarity

Fig. 12.9 Face index of the single crystal of 1 and the (�4 � 1 0) plane in the crystal structure.
Magenta, monodentate TPHAP�; green, bidentate TPHAP�

occurred in the two other planes ((0–1 � 2) and (0–1 1)). Their mechanism can
be explained in the same way. Eventually, after dissociation of the monodentate
TPHAP anions and water molecules, reconstruction of a thermodynamically stable
network 3 is induced by H-bond formation and  –  stacking interaction among
1D chains. During formation of the network, weak intermolecular interactions
associated with TPHAP� have important functions in the stabilization of the
systems. Such a structure transformation of the open-framework network on the
crystal surface triggered by the ligand exchange has been rarely reported, although
single-crystal-to-single-crystal transformations in open-framework networks are
relatively common.
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Fig. 12.10 (a) H-bonding interactions in 4. (b) The view from the c axis showing  –  interactions
between TPHAP�s and nitrobenzene. Gray, C; blue, N; red, O; soft pink, Co. The green color
molecule is a disordered nitrobenzene. Hydrogen atoms and solvent molecules are omitted for
clarity

Increasing the temperature also affects the network formation. When the crys-
tallization temperature changed from 14 ıC to 25 ıC during synthesis of 1, another
coordination network, [Co(NO3

�)(TPHAP�)(CH3OH)] � CH3OH � 2.5C6H5NO2 �
H2O (4), was obtained in addition to 1. 4 is a dark red block crystal. Unlike crystals
1 and 3, all TPHAP�moieties in 4 work as a tridentate ligands to form a 2D layered
structure (Fig. 12.10). 4 includes two kinds of  –  interaction and OH � � � N-type H
bonds between HAP skeleton and coordinating methanol. These weak interactions
largely contribute to stabilizing the whole structure. This network also has pores
along the c axis in which nitrobenzene is severely disordered.

In situ X-ray powder diffraction analysis using a capillary sample of dozens of
single crystals of 1 in the presence of a mother solution for crystallization at 25 ıC
confirmed that crystals of 3 were generated only through the kinetic network of 1,
but that 4 was not generated through 1 nor 3. Although, in addition to anisotropic
crystal growth, the number of crystals was not sufficient for statistically quantitative
intensity analysis, in situ diffraction data indicated structure transformation from
1 to 3 but not to 4 in the bulk state (Fig. 12.11). Even at temperatures >40 ıC,
formation of 4 was not observed. Obviously 4 was generated through a reaction
pathway different from that of 1 and 3.

The temperature effect is also crucial for Cd(NO3)2-TPHAP� system. When the
crystallization temperature was decreased to 4 ıC, a highly symmetrical kinetic
network of [Cd(TPHAP�)2] � solvents (5) was obtained within a day as a colorless
block crystal. In the crystal structure, all TPHAP� moieties work as tridentate ligand
and coordinate to Cd2C ions that have octahedral geometry (Fig. 12.12). Neither
solvent molecules nor counterions coordinate to Cd2C ion. This network has large
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Fig. 12.11 In situ X-ray powder diffraction of single crystals of 1. The powder plots were obtained
by integration of 2D image data. The gray squares show the regions in which large peak shifts were
observed. Simulated powder diffraction: solid line, 1; gray line, 3; dotted line, 4

Fig. 12.12 Crystal structure of porous network 5. Yellow, Cd. Hydrogen atoms and solvent
molecules are omitted for clarity
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Fig. 12.13 (a) 1D chain structure in 6. (b) Porous network structure of 6 viewed from the b
axis. Broken lines show the N � � � HO type H-bonding interactions. Hydrogen atoms and solvent
molecules are omitted for clarity

pores; we assume that the solvent molecules of CH3OH, H2O, and nitrobenzene
are encapsulated. However, because of random residual electron density peaks, the
solvent positions could not be determined. In addition, neither H bonds nor  –
  interactions between TPHAP� moieties are formed. Therefore, crystal 5 was
unstable even when kept in a crystallization tube at 4 ıC and disappeared within
2 or 3 days to give single crystals of 2. This lability and large pore size are typical
features of kinetic products.

In contrast, when the crystallization temperature was increased to 40 ıC, which
is higher than the crystallization temperature of 2, the thermodynamic product,
[Cd(NO3

�)(TPHAP�)(CH3OH)] � CH3OH � C6H5NO2 (6), was obtained as a pale
yellow block crystal (Fig. 12.13). The clear difference of 6 from the others is that
not only three pyridyl groups but also two nitrogen atoms on the HAP skeleton
coordinate to the Cd2C ion. The formation of a large number of coordination
bonds clearly shows that 6 is the thermodynamic product. This unique coordination
mode forms a 1D chain that has strong  –  interaction between two pyridine
rings (Fig. 12.13a). The 1D chains interact with each other through H bonds and
 –  stacking interactions to give a porous network structure that encapsulates
nitrobenzene.

12.3 Effects of Solvent Additives on the Network Formation
Using Multi-interactive Ligand

The multi-interactive ligand, TPHAP�, forms various kinds of kinetic and ther-
modynamic porous networks selectively depending on crystallization temperature
(Sect. 12.2). Furthermore, the obtained kinetic network is transformed into a
thermally more stable state by addition of NO3

� ion. These results support our
claim that kinetic states can be trapped by weak intermolecular interactions that
can deepen local minimum potential energy funnels.
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Fig. 12.14 Diversity of Zn2C-TPHAP� networks

We direct our attention to the solvent effect on the network formation using
TPHAP. Although the effect of solvents has been discussed in crystal engineering
for a long time, it is still controversial [51–54]. Investigation of the sensitivity of
TPHAP to weak intermolecular interaction, i.e., the solvent effect, will give an
important knowledge for crystal engineering. Here, we examine the diversity of
the resulting networks composed of Zn2C and TPHAP� to show how the solvent
affects network formation. By changing solvents used for crystallization, four types
of networks were obtained depending on the solvent systems (Fig. 12.14). Precise
structure analysis revealed the correlations between network formation and weak
intermolecular interaction, especially  –  interactions and H bonds.

One of the significant features of TPHAP� is the large aromatic plane which
can introduce  –  interaction into self-assembly. Indeed, except for 5, all products
discussed in the previous section have  –  stacking structures between TPHAP
skeletons and aromatic guest molecules such as nitrobenzene. This result indicates
the importance of  –  interaction in networking. In this section, we describe the
structural details of the four networks and focus on whether the solvents have an
aromatic ring.

12.3.1 Crystallization from Nonaromatic Solvents

All single crystals grew from a triple-layered solution consisting of methanol solu-
tion of ZnI2 as the top layer, methanol as the middle layer, and additive/methanol
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Fig. 12.15 Crystal structure of 7. (a) An undulating 63-hcb sheet structure composed of
Zn(I�)(TPHAP�). Zn2C ion acts as a trident junction. Orange, Zn; purple, I. (b) Interpenetrating
sheet structure viewed from the a axis, showing 1D porous channels. (c) Interpenetrating sheet
structure viewed from the b axis, showing no space for guest encapsulation between TPHAP�s.
Hydrogen atoms and solvent molecules are omitted for clarity

solution of KCTPHAP� as the bottom layer at 14 ıC. When nonaromatic solvents
such as dimethylacetamide (DMA), dimethyl sulfoxide (DMSO), 1,4-dioxane,
and tetrahydrofuran (THF) were used as additive solvents, single crystals of
[Zn(I�)(TPHAP�)] � 3.5CH3OH (7) grew. 7 has an undulating sheet structure
composed of Zn2C, I�, and TPHAP� (Fig. 12.15). This structure is assigned as
a 63-hcb net according to the RCSR (Reticular Chemistry Structure Resource)
database [55–61]. The Zn2C center has a tetrahedral geometry coordinated by three
tridentate TPHAP�s and I�. Because of nonaromatic solvents,  –  interaction
may dominate intermolecular interactions within only TPHAP� molecules, thereby
forming interpenetrating network and  –  stacking layer [62, 63]. No additive
solvents are encapsulated in 7 because both the additive solvents and TPHAP�
have only H-bond acceptor sites which cannot interact with each other. This result
indicates that the weak molecular interaction between the additive solvents and
TPHAP� is strongly correlated with guest encapsulation as well as with network
formation.

12.3.2 Crystallization from Aromatic Solvents

Here, phenol and nitrobenzene were used as an additional aromatic solvent.
Phenol has an H-bond donating OH group that can interact with TPHAP�;
nitrobenzene has an H-bond accepting NO2 group. Therefore, these two sol-
vents are good targets for demonstrating the multi-interactivity of TPHAP�.
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Fig. 12.16 Crystal structure of 8. (a) Encapsulation of phenols (orange) via  –  interaction and
a H bond. (b) Non-interpenetrating sheet stacking structure viewed from the b axis. (c) Non-
interpenetrating sheet stacking structure viewed from the a axis. Hydrogen atoms and solvent
molecules are omitted for clarity

By replacing DMA with phenol, two kinds of guest encapsulating networks
were obtained. When the phenol/methanol ratio (v:v) was 1:2, the product was
[Zn(I–)(TPHAP–)] � 3CH3OH � 3C6H5OH (8). When this ratio was 1:1 or 2:1, the
product was [Zn(I�)(TPHAP�)] � 2.5CH3OH � 5C6H5OH (9), which has an undu-
lating 63-hcb sheet structure composed of Zn2C, I�, and TPHAP�, and is a
non-interpenetrating version of 7 (Fig. 12.16). 8 accommodates two groups of
phenol molecules in the pore. One group interacts with the large aromatic plane
of TPHAP� via  –  interaction, and the other group interacts with the central HAP
nitrogen through H bonds, thereby demonstrating clearly the multi-interactivity
of TPHAP�. Encapsulation of phenols by  –  interaction causes formation of a
non-interpenetrating stacking layer structure rather than an interpenetrating one.
In contrast, 9 has the same Zn(I�)(TPHAP�) component as 8, but 9 forms an
interpenetrating 103-srs 3D network which is totally different from 8 (Fig. 12.17).

The crucial difference between 8 and 9 is whether TPHAP� moieties form a
dimer; 8 includes a TPHAP� dimer unit which tends to form 2D stacking sheet
structure, but 9 does not. In 9, a phenol is sandwiched between two TPHAP�s by
 –  interaction, and as a result, a 3D network is formed rather than a 2D network.
Another important feature is that four phenols form H bonds with nitrogen atoms on
two central TPHAP� skeletons. The network 9 obtained from phenol-rich solution
(the phenol/methanol ratio (v:v) was 1:1 or 2:1) includes a larger number of solvents
through H bonds than does 8. Phenol may form H bonds more readily than  –
  interactions; if this is true, then TPHAP� dimer formation would be impeded.
Most importantly, 8 and 9 were obtained selectively from the same solvent system
(phenol/methanol) with different ratios of phenol. This fact indicates that even very
slight differences of weak intermolecular interactions can affect the reactions by
TPHAP�.
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Fig. 12.17 Crystal structure of 9. (a) Encapsulation of one phenol sandwiched between two
TPHAP�s via  –  interaction and four phenols through H bond with TPHAP�s. (b) 103-srs
3D network composed of Zn(I�)(TPHAP�). (c) Interpenetrating 103-srs 3D network. Hydrogen
atoms and solvent molecules are omitted for clarity

Fig. 12.18 Crystal structure of 10. (a) Encapsulation of nitrobenzene (orange) dimer between
TPHAP�s via  –  interaction. (b) 83-etf 3D network composed of Zn(I�)(TPHAP�). (c)
Interpenetrating biporous 3D network, showing two kinds of 1D porous channels which are
surrounded by  -planes and iodine atoms. Hydrogen atoms and solvent molecules are omitted
for clarity

When nitrobenzene was used as an additive solvent, an unexpected 3D
network [ZnI�(TPHAP�)] � 2PhNO2 � 6CH3OH (10) was formed. Although the
components of this network are the same as those of 7, 8, and 9, the topology is
an interpenetrating 83-etf net which is very rare and totally different from those
of 7, 8, and 9. 10 has two kinds of 1D porous channels along the c axis, so-
called biporous structure (Fig. 12.18). Each channel is surrounded by different
characteristic environments, halogen space (surrounded by coordinating I�s),
and  -space (surrounded by  -planes of TPHAP� moieties). Indeed, the  -
space accommodates aromatic nitrobenzene by  –  interaction with TPHAP�.
Furthermore, nitrobenzene forms  -stacking dimers. Therefore, a quadruple  -
stacking structure forms; it consists of two TPHAP�s and two nitrobenzenes
(TPHAP�/nitrobenzene/nitrobenzene/TPHAP�). Because of the nitrobenzene
dimer and the 1D channel, this network has a large pore which can exchange
guest molecules smoothly.
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TPHAP� and Zn2C produced four types of network topologies composed of
Zn(I�)(TPHAP�) depending on the nature of the solvent. The structural features
of each network are explained by focusing on the weak intermolecular interactions
between TPHAP� and guest molecules. Especially, the results proved that the multi-
interactivity of TPHAP� is strongly affected by even very slight differences in weak
intermolecular interactions; therefore, TPHAP� can be an excellent probe for weak
intermolecular interactions and is useful for trapping kinetic state networks.

12.4 Summary

Weak intermolecular interaction has long been an important concept in the field
of supramolecular chemistry. These interactions are actively used for obtaining
specific desired structures by reducing the flexibility of the system rather than by
introducing diversity. In this study, we demonstrated that our strategy focusing
on multi-interactivity can be used to control the formation of diverse networks
which are composed of the same components. On the basis of structural features
of the HAP skeleton, we designed and synthesized a multi-interactive tripyridyl
ligand, TPHAP. The multi-interactivity of TPHAP successfully traps the kinetic
porous coordination network as seen in enzymatic reactions. This network shows
structure transformation to a thermally more stable network by ligand exchange
reaction that is caused by change in ion concentration. Temperature change also
affected the network formation paths to give totally different networks with the
different coordination modes of TPHAP. Furthermore, addition of other components
realized diverse network formation which can be controlled precisely by selecting
the molecular structure of additives and adjusting their amount. Most of the obtained
networks possessed interactive pores that can be effective sites for molecular
recognition and reaction. These interactive pores can be applied not only for the
conventional applications of porous materials but also for trapping metastable
species such as unstable small allotropes. The unique chemical reactions caused
by pore effects can potentially be exploited to give unexpected reaction products
selectively. Ligand functionalization by introducing redox-active moieties may
also expand the potential of multi-interactive networks as solid devices that have
dynamic physical properties. We believe that multi-interactivity and its control are
important keys to developing a new class of materials.
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Chapter 13
Azacalixarene: An Ever-Growing Class in the
Calixarene Family

Hirohito Tsue and Ryusei Oketani

Abstract The chemistry of azacalixarenes, in which the aromatic rings are linked
by nitrogen bridges, has been growing steadily and attracting much attention as a
new class in the calixarene family ever since our previous review of azacalixarenes
was published in 2008. In the years that have followed, an increasing variety of
azacalixarene derivatives have been reported to date. Although the diversity is
still limited as compared to carbon- and sulfur-bridged calixarenes, the intriguing
chemistry of azacalixarenes on the basis of the introduction of nitrogen atoms as
the bridging units has thus far been disclosed. Particularly encouraging progress in
the azacalixarene chemistry since 2008 has been made in the synthetic chemistry
as well as the host–guest chemistry in the solid state, as revealed by recent studies.
This review covers the papers published in the last 6 years, especially concentrating
on the preparations and complexation properties of this new calixarene family.

Keywords Azacalixarene • Synthesis • Complexation • Crystal structure

13.1 Introduction

“Azacalixarene” is a general term coined for nitrogen-bridged calixarene analogues
that have recently emerged as a new calixarene family [1–6] by breaking a long
silence that persisted since the first paper was published in 1963 on the X-
ray crystallographic analysis of 1 (Fig. 13.1) [7]. Owing to the structural and
electronic nature of the nitrogen bridges that allow to impart novel properties and
functions to molecules, the intriguing chemistry of azacalixarenes on the basis of
the introduction of nitrogen atoms as the bridging units has thus far been disclosed.
To summarize the accumulated knowledge since 1963 as to their syntheses, unique
molecular structures, and versatile complexation properties, we had published a
review relating to the topics in 2008 [3], at which time only less than 20 papers
had appeared in the chemical literature. In the years that have followed, almost all
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Fig. 13.1 The first
azacalix[4]arene reported by
Smith in 1963 [7]

of the researchers already committed in 2008 have greatly expanded their studies,
and other new researchers have entered this field. As an outcome, the 6 years after
2008 have shown great advances in the chemistry of azacalixarenes. In fact, about
40 papers have been published only in the last 6 years, during which a variety of
azacalixarene derivatives have been reported and are enumerated in Fig. 13.2 and
Table 13.1. Particularly encouraging progress in the azacalixarene chemistry since
2008 has been made in the synthetic chemistry as well as the host–guest chemistry
in the solid state, as revealed by recent studies summarized in the following sections.
This review covers the papers published from the middle of 2008 to the third-quarter
of 2014, especially concentrating on the preparations and complexation properties
of this new calixarene family with a [1n]metacyclophane framework.

13.2 Synthetic Chemistry

As described in our previous review published in 2008 [3], three typical syn-
thetic strategies are generally applied to the synthesis of azacalixarenes, i.e., (1)
single-step synthesis, (2) non-convergent stepwise synthesis, and (3) convergent
fragment-coupling synthesis. The 6 years after 2008 have shown much progress
in the synthesis of azacalixarene frameworks. In the following subsections, the
preparations and post-functionalization methods of azacalixarenes are described.

13.2.1 Single-Step Synthesis

A single-step synthesis is the most efficient approach to azacalixarenes com-
posed of one single type of aromatic unit. A typical example is the synthesis
of azacalix[3]pyridine 9 reported by Kanbara and coworkers [16]. As shown in
Scheme 13.1, Ullmann coupling reaction of 73 afforded 9 as a HBr salt in 92 %
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Fig. 13.2 Azacalixarenes reported from the middle of 2008 to the third-quarter of 2014. Com-
pounds 94, 104–106, and 108–110 reported in this period are shown in Schemes 13.6, 13.11, and
13.12, respectively
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Fig. 13.2 (continued)
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Table 13.1 A list of references for all the azacalixarenes shown in Fig. 13.2

Cmpnd Ref Cmpnd Ref Cmpnd Ref

2 [8] 26 [8] 50 [31]
3 [9–11] 27 [29] 51 [31]
4 [9–11] 28 [29] 52 [35]
5 [10–12] 29 [20] 53 [36]
6 [10, 11, 13] 30 [8] 54 [37, 38]
7 [14] 31 [8, 30] 55 [39, 40]
8 [15] 32 [8] 56 [40]
9 [16–18] 33 [8] 57 [39]
10 [16, 17] 34 [8] 58 [39]
11 [16, 17] 35 [8] 59 [39]
12 [17] 36 [8] 60 [39]
13 [16, 18] 37 [8] 61 [36, 40]
14 [16] 38 [8] 62 [40]
15 [16] 39 [8] 63 [40]
16 [19–21] 40 [8] 64 [32, 41]
17 [8, 19, 22–25] 41 [8] 65 [32, 41]
18 [19] 42 [31] 66 [32, 41]
19 [19, 26] 43 [31] 67 [41]
20 [19] 44 [32, 33] 68 [42]
21 [27, 28] 45 [32] 69 [42]
22 [27] 46 [34] 70 [42]
23 [27] 47 [34] 71 [43]
24 [27] 48 [31] 72 [43]
25 [27] 49 [31]

yield; hydrogen bromide was formed in situ as a by-product. Interestingly, the
proton adduct of 9 was obtained in 88 % yield even under high concentration
conditions of 1 mol dm�3. The excellent yields of 9 clearly indicate that the
template effect of proton is operative in the synthesis of a 9H � Br salt because
neutral 9 behaves as an organic superbase (pKBHC D 23.1 in MeCN) far basic than
proton sponge (pKBHC D 18.2 in MeCN) [18]. In a similar manner, the HBr salts
of azacalix[3]pyridines 10 and 11 were also synthesized in excellent yields (94 and
92 %, respectively) owing to the same template effect.

Furthermore, Kanbara and coworkers reported another template effect using
nickel(II) ion in the synthesis of azacalix[4]pyridines 13–15 [16]. In the absence of
nickel(II) ion, azacalix[3]pyridine 9 rather than azacalix[4]pyridine 13 was obtained
in 80 % yield because of the template effect of proton mentioned above. In contrast,
azacalix[4]pyridines 13–15 were successfully formed in 40–57 % yields in the
presence of nickel(II) chloride, as shown in Scheme 13.1. This template effect was
strongly supported by the X-ray crystallographic analysis of the nickel(II) complex
of 13 (see Sect. 13.3.1).
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Scheme 13.1 Single-step approach to azacalix[3]pyridine HBr salts 9H � Br–11H � Br and aza-
calix[4]pyridines 13–15 [16]

Scheme 13.2 Single-step synthesis of azacalix[3]pyridine[3]pyrimidines 31–41 [8]

Another interesting application of the single-step procedure was made by
Wang et al., who utilized palladium(0)-catalyzed Buchwald–Hartwig aryl amina-
tion reaction for preparing “mixed” azacalix[6]arenes 31–41 designated as aza-
calix[3]pyridine[3]pyrimidines, in which pyridine and pyrimidine rings were alter-
nately linked by nitrogen bridges [8] (Scheme 13.2).
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Scheme 13.3 Stepwise approach to azacalix[4]arene 88 [46]

Scheme 13.4 Stepwise synthesis of azacalixpyrazines 27 and 28 [29]

13.2.2 Non-convergent Stepwise Synthesis

Historically, non-convergent stepwise strategy was first devised by Hayes et al. in
1956 to synthesize carbon-bridged calixarenes from linear phenol oligomers [44,
45]. Before our previous review was published in 2008 [3], only one application
was reported for the non-convergent stepwise synthesis of azacalixarene; Tsue and
coworkers prepared exhaustively methylated azacalix[4]arene 88 [46] by applying
Buchwald–Hartwig aryl amination reaction to the intramolecular cyclization of
linear tetramer 87 (Scheme 13.3).

In 2012, Wang and coworkers successfully applied a non-convergent step-
wise strategy to the synthesis of azacalixpyrazines 27 and 28 [29], which were
obtained by the Buchwald–Hartwig aryl amination reaction of linear pyrazine
tetramer 91 prepared from monomers 89 and 90 in two steps, as shown in
Scheme 13.4.

In principle, the non-convergent stepwise strategy provides a versatile synthetic
approach to azacalixarenes. Recently, this was clearly demonstrated by Wang and
coworkers [31], who used Buchwald–Hartwig aryl amination reaction for preparing
“mixed” azacalixarenes 48 and 49 called azacalix[3n]pyridine[n]pyrazines in which
pyridine rings were regioselectively placed in the macrocyclic frameworks mainly
made of pyrazine rings (Scheme 13.5).
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Scheme 13.5 Stepwise synthesis of azacalix[3n]pyridine[n]pyrazines 48 and 49 [31]

Scheme 13.6 Stepwise synthesis of inherently chiral azacalix[4]arene 94 [47]

An interesting application of the non-convergent stepwise procedure was made
by Tsue and coworkers, who reported the first example of inherently chiral
azacalix[4]arene 94 [47], a synthetic precursor of 3 [9] (Scheme 13.6). N,N0,N0-
tribenzylated 94 adopts a frozen 1,3-alternate conformation with pseudo C2 sym-
metry, and both enantiomers are separated by a chiral stationary phase column. The
inherently chirality of 94 was confirmed unambiguously by the circular dichroism
spectra of the (C)- and (�)-enantiomers. In a similar manner, Tsue and coworkers
also succeeded in the non-convergent stepwise synthesis of azacalix[5]arenes 4 and
7 [9, 14].
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Scheme 13.7 Fragment-coupling approach to azacalix[3]pyridine 11 [17]

13.2.3 Convergent Fragment-Coupling Synthesis

In 1979, Böhmer et al. devised a convergent fragment-coupling strategy in which
two different molecules were coupled in the cyclization step to synthesize carbon-
bridged calixarenes [48]. This strategy also provides a flexible synthetic approach to
azacalixarenes, as the non-convergent stepwise method does (Sect. 13.2.2). In fact,
a wide variety of azacalixarenes have been prepared by applying this strategy.

As mentioned in Sect. 13.2.1, azacalix[3]pyridine 11 was prepared by using the
single-step procedure (see Scheme 13.1). Kanbara and coworkers further examined
the convergent fragment-coupling procedure [17], by which azacalix[3]pyridine
11 was prepared via the copper(I)-catalyzed Ullmann coupling reaction of two
component monomers 95 and 96, followed by neutralization with NaOH, as shown
in Scheme 13.7.

Wang and coworkers also examined the convergent fragment-coupling synthesis
of azacalix[3]pyridine[3]pyrimidine 31 [30] which was synthesizable by applying
the single-step procedure (see Scheme 13.2). As shown in Scheme 13.8, the
Buchwald–Hartwig aryl amination reaction of two component trimers 97 and 98
afforded 31 in 73 % yield that was slightly higher than 54 % yield observed in
the single-step procedure. In a similar manner, Wang and coworkers prepared aza-
calix[6]arene 2 [8], azacalix[6]pyridines 17–20 [19], azacalix[3]arene[3]pyridine
30 [8], and internally 1,3-arylene-bridged azacalix[6]arenes 68–70 by using this
strategy [42].

To suppress an undesirable ˇ-elimination reaction in the Buchwald–Hartwig
aryl amination reaction, “a temporal N-silylation protocol” was devised by Tsue
and coworkers [49]. The protocol involves a smooth in situ N-silylation before aryl
amination reaction, followed by spontaneous cleavage of the N�Si bond in the usual
workup process, to furnish secondary aromatic amines as the cross-coupled product
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Scheme 13.8 Fragment-coupling synthesis of azacalix[3]pyridine[3]pyrimidine 31 [30]

Scheme 13.9 Fragment-coupling synthesis of azacalix[6]arene 5 by applying a temporal N-
silylation protocol [12]

with no silyl group on the nitrogen atom. By applying this protocol, azacalix[6]arene
5 was successfully prepared in two steps, as shown in Scheme 13.9 [12]. In a
similar manner, azacalixarenes 6 and 8 were also prepared by Tsue and coworkers
[13, 15].

In addition to the transition metal-catalyzed synthesis described above, “metal-
free” synthesis was also applied to the convergent fragment-coupling strategy
on the basis of aromatic nucleophilic substitution reaction (SNAr). As a typical
example, Katz and coworkers carried out the SNAr reactions of 100 or 101 with
monomer 102 and then with another monomer 103 to prepare three-component
azacalix[4]arenes 59 and 60 [39] (Scheme 13.10). Azacalixpyrimidines 21–25 [27],
azacalix[2]arene[2]triazines 44 and 45 [32], and azacalix[4]arenes 53–58 and 61–63
[36–40] were also synthesized in a similar manner. Very recently, Siri and coworkers
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Scheme 13.10 Fragment-coupling synthesis of three-component azacalix[4]arenes 59 and 60 [39]

succeeded in preparing “fused” azacalix[4]arenes 71 and 72 in which two and three
azacalix[4]arene frameworks were merged, respectively [43].

13.2.4 Post-Functionalization

In the carbon-bridged calixarene chemistry, a variety of post-functionalization
methods were reported to modify the upper and lower rims [50–53]. In contrast,
before our previous review was published in 2008 [3], the post-functionalizations
of azacalixarene frameworks were only limited to four literature reported indepen-
dently by Graubaum and Wang [54–57]. Graubaum and coworkers reported the
amination of azacalix[2]arene[4]triazine, while Wang and coworkers carried out the
amination of azacalix[2]arene[2]triazine 44, followed by N-arylation of the nitrogen
bridges.

These types of post-functionalizations have been conducted ever since 2008.
Moiteriro and Félix reported the N-alkylation of 44 [33], and Ito and coworkers
carried out the N-arylation of 46 to prepare 47, of which the dicationic and
tetracationic species exhibited spin-triplet and spin-quintet states, respectively [34].

In 2010, Wang and coworkers introduced a new post-functionalization
method, namely, the bromination of azacalixarene framework [27]. As shown in
Scheme 13.11, azacalix[4]pyrimidine 21 was treated with NBS under controlled
reaction conditions to selectively produce brominated products 104–106 in good
yields. Afterward, Wang and coworkers continued their extensive studies to make
the regioselective fluorination, chlorination, bromination, and deuteration of 21
possible [27, 28].

A more interesting post-halogenation method was recently devised by
Wang and coworkers [35]. As shown in the bottom of Scheme 13.12, aza-
calix[1]arene[3]pyridine 52 was treated with Cu(ClO4)2 under mild aerobic
conditions to quantitatively give a stable aryl–Cu(III) complex 107, which was
able to react with a variety of alkali metal halides to give the corresponding
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Scheme 13.11 Selective bromination of azacalix[4]pyrimidine 21 [27]

Scheme 13.12 One-pot and stepwise syntheses of monohalogenated azacalix[1]arene[3]pyridines
108–110 [35]

monohalogenated products 108–110 in 97–99 % yields. It is worth noting that
convenient one-pot syntheses of 108–110 are also feasible at ambient temperature
in excellent yields (90–93 %), as shown in the top of Scheme 13.12. The aryl–
Cu(III) complex 107, a key intermediate in the post-halogenation reactions, was
fully characterized by means of X-ray crystallographic analysis (see Sect. 13.3.1).

13.3 Host–Guest Chemistry in the Solid State

As described in our previous review published in 2008 [3], azacalixarenes act as ver-
satile complexation agents, contributing greatly to the growth of the azacalixarene
chemistry. Before 2008, however, only seven papers on the host–guest chemistry
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Fig. 13.3 ORTEP drawing of
the nickel(II) complex of 13
[16]

of azacalixarenes had appeared in the chemical literature. The last 6 years have
shown much progress especially in the host–guest chemistry in the solid state. In the
following subsections, three fascinating topics such as (1) metal ion complexation,
(2) fullerene complexation, and (3) gas sorption in the solid state are described.

13.3.1 Metal Ion Complexation

As mentioned in Sect. 13.2.1, Kanbara and coworkers reported that nickel(II) ion
promoted the formation of azacalix[4]pyridines 13–15 by the template effect [16].
To explain this effect, they performed the X-ray crystallographic analysis of the
nickel(II) complex of 13 [16]. As shown in Fig. 13.3, a nickel(II) ion is embedded in
the cavity of 13. The nickel center adopts an octahedral geometry and is coordinated
by the four pyridine nitrogen atoms of 13, a counter chloride anion, and one
molecule of methanol. Because the nickel center nicely fits the cavity of 13, the
crystal structure strongly supports that a nickel(II) ion serves as the template for
preferentially affording azacalix[4]pyridines 13–15.

Wang and coworkers succeeded in characterizing aryl–Cu(III) complex 107, a
key intermediate in the post-halogenation reactions (Sect. 13.2.4), by means of
X-ray crystallographic analysis [21]. As shown in Fig. 13.4, a copper(III) ion is
accommodated in the cavity of 29. The macrocyclic aryl–Cu(III) complex 107
adopts a saddle conformation, and the copper(III) ion is coordinated by three
pyridine nitrogen atoms and one carbon atom of the benzene in a planar square
geometry. It is interesting to note that azacalix[4]pyridine 52 undergoes an efficient
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Fig. 13.4 ORTEP drawing of
aryl–Cu(III) complex 107
[21]

aerobic C–H activation at room temperature to form stable aryl–Cu(III) complex
107, which is converted highly efficiently to monohalogenated products 108–
110 upon treatment with various nucleophiles under very mild conditions (see
Scheme 13.12) [35].

Wang and Zhao studied the metal-binding property of internally 1,3-arylene-
bridged azacalix[6]pyridine 68. In the solid state, azacalix[6]pyridine 68 formed
a 1:1 or 1:2 complex with transition metal ions. As shown in Fig. 13.5, a nickel(II)
ion is embedded in the one cavity of 68 with a similar geometry to that of the
nickel(II) complex of 13 (see Fig. 13.3). On the other hand, two cadmium(II)
ions were accommodated in each cavity of 68 because of the large ionic radius
of cadmium(II) ion as compared to nickel(II) ion. Wang and Zhao further studied
the 1:1 complexation behavior of 68 with cadmium(II) ion in solution. Very
interestingly, NMR titration experiments provided an evidence for a dynamic
hopping motion by which a cadmium(II) ion moved from one side of the cavity
of 68 to another side in solution.

Recently, Wang and Zhao reported the interesting stabilization of reactive
polynuclear silver carbide cluster through the encapsulation within aza-
calix[6]pyridine 17 [25]. As shown in Fig. 13.6b, two molecules of 17 form
a closed silver cage with a C � C2� anion trapped inside. In the cage of 17,
the silver carbide cluster is composed of two disordered parts, C2@Ag5 and
C2@Ag6. As shown in Fig. 13.6a, four silver atoms (Ag1, Ag2, Ag3, and Ag4)
share their positions in both two cluster aggregates, whereas three remaining silver
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Fig. 13.5 ORTEP drawing of the (a) Ni(II) and (b) Cd(II) complexes of internally 1,3-arylene-
bridged azacalix[6]arene 68 [42]

atoms (Ag5 and the Ag5A–Ag5B) are disordered with a site-occupancy ratio of
0.70 and 0.30, respectively. Thus, the formula of the complex is expressed as
(Ag5(C � C)172)0.7(Ag6(C � C)172)0.3. The silver carbide cluster is encapsulated
by two bowl-shaped 17 in the complex through the Ag–N coordination and
the cation/  interactions. A similar encapsulation of silver carbide cluster by
azacalix[8]pyridine 19 was also reported by Wang and Zhao [26]. Because
silver carbides are highly explosive in the dry state when subjected to heating
or mechanical shock, the supramolecular capsule of 17 and 19 serves as a new
class of container molecule for the storage of unstable silver carbide clusters.
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Fig. 13.6 (a) Two components of silver–acetylide cluster aggregates, C2@Ag5 and C2@Ag6,
in complex (Ag5(C � C)172)0.7(Ag6(C � C)172)0.3. (b) Supramolecular capsule encapsulating a
silver carbide cluster by two molecules of 17 (Reprinted with permission from Ref. [25] (Wang
and Zhao’s group). Copyright 2012 American Chemical Society)

13.3.2 Fullerene Complexation

As described in our previous review [3], Wang and coworkers reported that aza-
calix[n]pyridines (n D 5, 8, 10) and azacalix[4]arene[4]pyridine strongly interacted
with fullerenes C60 and C70 in toluene with much higher stability constants than
those obtained for the complexation of fullerenes with other mono-macrocyclic
receptors [58–60].

Since this finding, Wang and coworkers continued their extensive study and
very recently succeeded in elucidating the crystal structures of the fullerene
complexes of azacalix[3]pyridine[3]pyrimidine 40 [8]. From fluorescence titration
experiments in toluene, large association constants of (6.29 ˙ 0.07) � 104 and
(6.72 ˙ 0.10) � 104 mol�1 dm3 were observed for the 1:1 complexation of 40
with C60 and C70, respectively. High-quality single crystals of the complex of 40
with fullerenes C60 and C70 were prepared by controlled slow mutual diffusion
of fullerene solution in toluene and the solution of 40 in chloroform at ambient
temperature. As shown in Fig. 13.7, azacalix[3]pyridine[3]pyrimidine 40 forms a
2:1 complex with C60 in the solid state, and the encapsulated C60 is sandwiched by
two capsule-like molecules of 40. Each pyrimidine ring of 40 interacts with six-
membered ring of C60, while each pyridine ring points toward the five-membered
ring of C60. Besides, three methylene units connected to the bridging nitrogen atoms
also interact with C60 through CH/  interactions. Azacalix[3]pyridine[3]pyrimidine
40 also forms a 2:1 complex with C70 through essentially the same intermolecular
interactions [8]. From the additional crystal structure determinations of the fullerene
complexes with 30, 31, 32, and 36 [8], Wang and coworkers concluded that multiple
 /  and CH/  interactions between concave azacalix[3]pyridine[3]pyrimidines and
convex fullerenes contributed a driving force to the formation of the host–guest
complexes.
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Fig. 13.7 X-ray crystal structure of C60@402. (a) Side and (b) top views and (c)  /  interactions
between C60 and one molecule of 40 (Reprinted with permission from Ref. [8] (Wang’s group).
Copyright 2014 American Chemical Society)

Fig. 13.8 Crystal structures of the hexane clathrates of azacalixarenes (a) 5 and (b) 6 with one-
dimensional channel crystal architecture. Molecules of azacalixarene and hexane are represented
by stick and space-filling models, respectively [12, 13]

13.3.3 Gas Sorption

As described above, X-ray crystallographic analysis was widely used to investigate
the “static” structures of azacalixarenes and the complexes in the solid state.
However, there was no precedent for the “dynamic” complexation studies of
azacalixarenes in the solid state before 2008, when our previous review [3] was
published.

Recently, Tsue and coworkers reported that the single crystals of 3 as well as the
crystalline powders of 4, 5, and 6 were capable of rapidly and selectively sorbing
CO2 among four main atmospheric components such as N2, O2, Ar, and CO2.

As shown in Fig. 13.8, azacalix[6]arene 5 [12] and azacalix[7]arene 6 [13]
form single crystals of 1:1 and 1:2 hexane clathrates with one-dimensional (1D)
channel crystal architecture, respectively. Although the single crystals lost the single
crystallinity upon heating for the sake of desolvation, powder X-ray diffraction
(PXRD) and IR measurements demonstrated that the resulting solvent-free crys-
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Fig. 13.9 (a) Crystal structure of the solvent-free crystalline powders of azacalix[5]arene 4 with
seemingly nonporous crystal architecture. Molecules of 4 are represented by stick model, and
arrows indicate the isolated lattice voids. (b) Gas sorption isotherms of the crystalline powders of
4 for N2, O2, Ar, and CO2 at 293 K [9]

talline powders of 5 and 6 kept essentially the same crystal structure as those of
the single crystals. In other words, upon heating the single crystals of the hexane
clathrates of 5 and 6, the molecules of hexane escape through the 1D channel. By
applying the crystalline powders of 5 and 6 to adsorbents, their gas sorption behavior
was examined using N2, O2, Ar, and CO2 as adsorbates. As a result, the rapid and
selective uptake of CO2 was observed by the crystalline powders of 5 and 6 at a low
temperature.

More interesting gas sorption behavior was reported for azacalix[5]arene 4
by Tsue and coworkers [9]. The crystal structure of the solvent-free crystalline
powders of 4 was successfully solved by means of ab initio PXRD analysis
using the synchrotron X-ray diffraction data. Interestingly, the crystal structure
was characterized as seemingly nonporous crystal architecture with no channels
interconnecting voids in the crystal, as shown in Fig. 13.9a. Nevertheless, the
crystalline powders of 4 exhibited the rapid and selective uptake of CO2 under
ambient conditions, as shown in Fig. 13.9b. The observed high selectivity of 4 for
CO2 was superior to those of activated carbon and molecular sieve 5A, and these
noteworthy experimental results were applied for a patent [61, 62].

More recently, Tsue and coworkers succeeded in analyzing the CO2 sorption
state of azacalix[4]arene 3 at an atomic level [11]. Unlike 4, 5, and 6 mentioned
above, azacalix[4]arene 3 afforded a non-clathrated single crystal with seemingly
nonporous crystal architecture, as shown in Fig. 13.10a. Gas sorption experiments
clearly revealed that the single crystals of 3 exhibited the highly selective uptake
of CO2 at a low temperature. Very interestingly, single crystal X-ray crystallog-
raphy successfully permitted the atomic level analysis of the CO2 sorption state
(Fig. 13.10b), clearly indicating that the molecules of CO2 could penetrate and
diffuse even into the seemingly nonporous crystals of 3. A Kitaura–Morokuma
energy decomposition analysis demonstrated that the CO2 uptake was induced by
intermolecular CH/O interactions in which a dispersion force was found to play a
major role.
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Fig. 13.10 Crystal structures of (a) azacalix[4]arene 3 with seemingly nonporous crystal archi-
tecture and of (b) the CO2 sorption state of 3. In Fig. 13.10a, molecules of 3 are represented by
stick model, and arrows indicate the isolated lattice voids. In Fig. 13.10b, molecules of CO2 are
represented by space-filling model [11]

13.4 Concluding Remarks

In the last 6 years, a wide variety of azacalixarene derivatives have been prepared
by applying the three synthetic strategies. Although the diversity is still limited as
compared to carbon- and sulfur-bridged calixarenes, the intriguing chemistry of
azacalixarenes on the basis of the introduction of nitrogen atoms as the bridging
units has thus far been disclosed especially through the studies on the host–guest
chemistry in the solid state. In addition to the topics described in this review, an
increasing variety of functions have been reported for azacalixarenes in the last
6 years, i.e., (1) catalysis [17], (2) redox [15, 34, 63], (3) inherent chirality [28,
39, 47], (4) nanosheet formation [24], (5) delayed fluorescence [18], (6) protonation
and deprotonation [40, 43, 64], and (7) complexation with metal ion [20, 26, 42],
fullerene [8, 30], and nucleotide [22, 23, 47] in solution. As clearly revealed by these
studies, the chemistry of azacalixarenes has been growing steadily and greatly. For
the further exciting progress of the chemistry, however, a broader knowledge of this
new calixarene family has to be accumulated and organized as the history of carbon-
and sulfur-bridged calixarenes demonstrates us.

Acknowledgments The author’s work was supported by Grants-in-Aids for Scientific Research
(C) (Nos. 19550037, 23550052) from Japan Society for the Promotion of Science (JSPS). The
author’s synchrotron radiation experiments were performed at the BL02B2 beamline of the SPring-
8 with the approval of Japan Synchrotron Radiation Research Institute (JASRI) (Proposal Nos.
2009A1425, 2010A1346, 2010B1496, 2011B1303, and 2013B1160).



260 H. Tsue and R. Oketani

References

1. B. König, M.H. Fonseca, Eur. J. Inorg. Chem. 2303 (2000)
2. M. Vysotsky, M. Saadioui, V. Böhmer, in Calixarenes 2001, ed. by Z. Asfari, V. Böhmer, J.

Harrowfield, J. Vicens, M. Saadioui (Kluwer, Dordrecht, 2001), pp. 250–265
3. H. Tsue, K. Ishibashi, R. Tamura, in Heterocyclic Supramolecules I, ed. by K. Matsumoto.

Topics in Heterocyclic Chemistry, vol. 17 (Springer, Berlin/Heidelberg, 2008), pp. 73–96
4. M.-X. Wang, Chem. Commun. 4541 (2008)
5. H. Tsue, K. Ishibashi, R. Tamura, J. Synth. Org. Chem. Jpn. 67, 898 (2009)
6. M.-X. Wang, Acc. Chem. Res. 45, 182 (2012)
7. G.W. Smith, Nature 198, 879 (1963)
8. S.-X. Fa, L.-X. Wang, D.-X. Wang, L. Zhao, M.-X. Wang, J. Org. Chem. 79, 3559 (2014)
9. H. Tsue, K. Ono, S. Tokita, K. Ishibashi, K. Matsui, H. Takahashi, K. Miyata, D. Takahashi,

R. Tamura, Org. Lett. 13, 490 (2011)
10. H. Tsue, K. Ono, S. Tokita, H. Takahashi, R. Tamura, CrystEngComm 15, 1536 (2013)
11. H. Tsue, H. Takahashi, K. Ishibashi, R. Inoue, S. Shimizu, D. Takahashi, R. Tamura,

CrystEngComm 14, 1021 (2012)
12. H. Tsue, K. Ishibashi, S. Tokita, H. Takahashi, K. Matsui, R. Tamura, Chem. Eur. J. 14, 6125

(2008)
13. H. Tsue, K. Matsui, K. Ishibashi, H. Takahashi, S. Tokita, K. Ono, R. Tamura, J. Org. Chem.

73, 7748 (2008)
14. H. Tsue, K. Miyata, D. Takahashi, H. Takahashi, K. Sasaki, R. Tamura, Hetrocycles 86, 159

(2012)
15. K. Ishibashi, H. Tsue, H. Takahashi, S. Tokita, K. Matsui, R. Tamura, Hetrocycles 76, 541

(2008)
16. N. Uchida, R. Zhi, J. Kuwabara, T. Kanbara, Tetrahedron Lett. 55, 3070 (2014)
17. N. Uchida, J. Kuwabara, A. Taketoshi, T. Kanbara, J. Org. Chem. 77, 10631 (2012)
18. N. Uchida, T. Sato, J. Kuwabara, Y. Nishimura, T. Kanbara, Chem. Lett. 43, 459 (2014)
19. E.-X. Zhang, D.-X. Wang, Q.-Y. Zheng, M.-X. Wang, Org. Lett. 10, 2565 (2008)
20. H.-Y. Gong, D.-X. Wang, Q.-Y. Zheng, M.-X. Wang, Tetrahedron 65, 87–92 (2009)
21. B. Yao, D.-X. Wang, Z.-T. Huang, M.-X. Wang, Chem. Commun. 2899 (2009)
22. A.-J. Guan, E.-X. Zhang, J.-F. Xiang, Q. Li, Q.-F. Yang, L. Li, Y.-L. Tang, M.-X. Wang, J.

Phys. Chem. B 115, 12584 (2011)
23. A.-J. Guan, E.-X. Zhang, J.-F. Xiang, Q.-F. Yang, Q. Li, H.-X. Sun, D.-X. Wang, Q.-Y. Zheng,

G.-Z. Xu, Y.-L. Tang, J. Phys. Chem. Lett. 3, 131 (2012)
24. Y. Yi, S. Fa, W. Cao, L. Zeng, M. Wang, H. Xu, X. Zhang, Chem. Commun. 48, 7495 (2012)
25. C.-Y. Gao, L. Zhao, M.-X. Wang, J. Am. Chem. Soc. 134, 824 (2012)
26. C.-Y. Gao, L. Zhao, M.-X. Wang, J. Am. Chem. Soc. 133, 8448 (2011)
27. L.-X. Wang, D.-X. Wang, Z.-T. Huang, M.-X. Wang, J. Org. Chem. 75, 741 (2010)
28. J.-T. Li, L.-X. Wang, D.-X. Wang, L. Zhao, M.-X. Wang, J. Org. Chem. 79, 2178 (2014)
29. J.-C. Wu, L. Zhao, D.-X. Wang, M.-X. Wang, Inorg. Chem. 51, 3860 (2012)
30. L.-X. Wang, L. Zhao, D.-X. Wang, M.-X. Wang, Chem. Commun. 47, 9690 (2011)
31. J. Wu, L. Zhao, D. Wang, M. Wang, Chin. J. Chem. 31, 589 (2013)
32. J. Clayden, S.J.M. Rowbottom, W.J. Ebenezer, M.G. Hutchings, Org. Biomol. Chem. 7, 4871

(2009)
33. J.M. Caio, T. Esteves, S. Carvalho, C. Moiteiro, V. Félix, Org. Biomol. Chem. 12, 589 (2014)
34. A. Ito, S. Inoue, Y. Hirao, K. Furukawa, T. Kato, K. Tanaka, Chem. Commun. 3242 (2008)
35. B. Yao, Z.-L. Wang, H. Zhang, D.-X. Wang, L. Zhao, M.-X. Wang, J. Org. Chem. 77, 3336

(2012)
36. M. Touil, M. Lachkar, O. Siri, Tetrahedron Lett. 49, 7250 (2008)
37. H. Konishi, S. Hashimoto, T. Sakakibara, S. Matsubara, Y. Yasukawa, O. Morikawa, K.

Kobayashi, Tetrahedron Lett. 50, 620 (2009)
38. Y. Yasukawa, K. Kobayashi, H. Konishi, Tetrahedron Lett. 50, 5130 (2009)



13 Azacalixarene: An Ever-Growing Class in the Calixarene Family 261

39. J.L. Katz, B.A. Tschaen, Org. Lett. 12, 4300 (2010)
40. M. Touil, M. Elhabiri, M. Lachkar, O. Siri, Eur. J. Org. Chem. 1914 (2011)
41. J. Clayden, S.J.M. Rowbottom, M.G. Hutchings, W.J. Ebenezer, Tetrahedron Lett. 50, 3923

(2009)
42. Y.-X. Fang, L. Zhao, D.-X. Wang, M.-X. Wang, J. Org. Chem. 77, 10073 (2012)
43. R. Haddoub, M. Touil, Z. Chen, J.-M. Raimundo, P. Marsal, M. Elhabiri, O. Siri, Eur. J. Org.

Chem. 745 (2014)
44. B.T. Hayes, R.F. Hunter, Chem. Ind. 193 (1956)
45. B.T. Hayes, R.F. Hunter, J. Appl. Chem. 8, 743 (1958)
46. H. Tsue, K. Ishibashi, H. Takahashi, R. Tamura, Org. Lett. 7, 2165 (2005)
47. K. Ishibashi, H. Tsue, H. Takahashi, R. Tamura, Tetrahedron Asymmetry 20, 375 (2009)
48. V. Böhmer, P. Chhim, H. Kämmerer, Makromol. Chem. 180, 2503 (1979)
49. K. Ishibashi, H. Tsue, S. Tokita, K. Matsui, H. Takahashi, R. Tamura, Org. Lett. 8, 5991 (2006)
50. C.D. Gutsche, in Calixarenes, ed. by J.F. Stoddart (Royal Society of Chemistry, Cambridge,

1989), pp. 127–148
51. C.D. Gutsche, in Calixarenes: A Versatile Class of Macrocyclic Compounds, ed. by J. Vicens,

V. Böhmer (Kluwer, Dordrecht, 1991), pp. 12–26
52. C.D. Gutsche, in Calixarenes Revisited, ed. by J.F. Stoddart (Royal Society of Chemistry,

Cambridge, 1998), pp. 79–145
53. I. Thondorf, A. Shivanyuk, V. Böhmer, in Calixarenes 2001, ed. by Z. Asfari, V. Böhmer, J.

Harrowfield, J. Vicens, M. Saadioui (Kluwer, Dordrecht, 2001), pp. 26–53
54. H. Graubaum, G. Lutze, B.J. Costisella, J. Prakt. Chem./Chem.-Ztg. 339, 266 (1997)
55. H. Graubaum, G. Lutze, B.J. Costisella, J. Prakt. Chem./Chem.-Ztg. 339, 672 (1997)
56. M.-X. Wang, H.-B. Yang, J. Am. Chem. Soc. 126, 15412 (2004)
57. Q.-Q. Wang, D.-X. Wang, H.-W. Ma, M.-X. Wang, Org. Lett. 8, 5967 (2006)
58. M.-X. Wang, X.-H. Zhang, Q.-Y. Zheng, Angew. Chem. Int. Ed. Engl. 43, 838 (2004)
59. H.-Y. Gong, X.-H. Zhang, D.-X. Wang, H.-W. Ma, Q.-Y. Zheng, M.-X. Wang, Chem. Eur. J.

12, 9262 (2006)
60. E.-X. Zhang, D.-X. Wang, Q.-Y. Zheng, M.-X. Wang, Org. Lett. 10, 2565 (2008)
61. H. Tsue, K. Ishibashi, S. Tokita, K. Sakai, Jpn. Pat. Appl. 2009–21511
62. H. Tsue, K. Ishibashi, S. Tokita, K. Sakai, Jpn. Unexam. Pat. Appl. Publ. 2010–174002
63. K. Ishibashi, H. Tsue, N. Sakai, S. Tokita, K. Matsui, J. Yamauchi, R. Tamura, Chem. Commun.

2812 (2008)
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Chapter 14
Polymorphism in Molecular Crystals
and Cocrystals

Srinivasulu Aitipamula

Abstract Polymorphism refers to a compound’s ability to exist in more than
one crystalline modification through variations in the solid-state structures. Over
the years, polymorphism has received extensive academic and industrial attention
because of its impact on physical and chemical properties of active pharmaceutical
ingredients and materials. It is preferable to develop the most stable polymorph
to avoid unwanted phase transformation during processing and manufacturing.
Therefore, a thorough polymorph screening and complete characterization of all the
polymorphs are vital for understanding stability and phase transformations among
different polymorphs. Recent advances in screening methodologies and analytical
techniques paved ways for successful identification of potential polymorphs. While
polymorphism in active pharmaceutical ingredients and single-component crystals
is widely studied, such studies in multicomponent crystals such as cocrystals have
received significant attention only in recent years. This chapter highlights some
recent polymorphic systems of molecular crystals and cocrystals and emphasizes the
potential implications of polymorphism in pharmaceutical and materials science. A
brief history of polymorphism, factors that control the crystallization of polymorphs,
thermodynamic aspects, and recent advances in screening methodologies and
analytical techniques are also covered.
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14.1 Introduction

14.1.1 Scope of the Book Chapter

Crystal is an ensemble of molecules connected via intermolecular interactions
such as hydrogen bonds, ionic or electrostatic bonds, metal–ligand bonds, and
heteroatom- and halogen-based and van der Waals interactions. Crystals are gen-
erally obtained by a process of crystallization when solutions of compounds reach
a certain level of supersaturation. The delicate nature of crystallization under
different experimental conditions leads to various solid forms as the final outcome
of crystallization. Polymorphs are formed when a substance crystallizes in two or
more crystal structures [1]. Polymorphism significantly impacts on physicochemical
properties of materials such as stability, density, melting point, solubility, bioavail-
ability, etc. Hence, the characterization of all possible polymorphs, identification
of the stable polymorph, and design of reliable process for consistent production
are critical in modern-day development of pharmaceuticals and materials. The
current chapter aims to highlight some recent examples of polymorphs in organic
molecular crystals and cocrystals. Special emphasis will be made on polymorphism
in cocrystals which are being actively developed as potential solid forms for
improving the physicochemical properties of the parent compounds.

14.1.2 Different Solid Forms

Crystallization is a key experimental technique for the purification and separation of
organic compounds. Aggregation of molecules into energetically favorable packing
motifs through intermolecular interactions is the key step in the crystallization
pathway [2]. The process of crystallization is determined by several external factors
such as temperature, pressure, supersaturation, etc. Therefore, depending on the
experimental conditions, the outcome of crystallization could be various alternative
forms such as amorphous, solvates, hydrates, polymorphs, salts, cocrystals, solid
solutions, eutectic mixtures, etc. Figure 14.1 summarizes the various solid-state
materials. As mentioned before, polymorphs are formed when a substance crys-
tallizes in two or more crystal structures. Solvates are crystalline solids that contain
solvent molecules within the crystal lattice [3]. If the included solvent is water,
they are termed hydrates. Salts are generally formed when proton transfer from an
acid to the conjugate base occurs during crystallization [4]. Cocrystals belong to
multicomponent solids that are molecular complexes of two or more compounds
which are solids at ambient conditions [5]. Cocrystal structures were reported in the
1990s, but they were referred to as molecular complexes or molecular compounds
in the older literature. Their potential utility in pharmaceutical applications, with
the so-called pharmaceutical cocrystals, has emerged only recently [6]. A solid
solution is a variable stoichiometry multicomponent crystalline solid formed by
substitutional incorporation of a component in the lattice of another component
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Fig. 14.1 Schematic representation of different solid-state forms. Multicomponent crystals such
as solvates, hydrates, salts, and cocrystals can also exist in polymorphic forms (Adapted from Ref.
[8] with permission from The Royal Society of Chemistry)

[7]. Eutectics are conglomerates of solid solutions or conglomerates of lattice
structures of different materials [8]. Amorphous materials are distinct from the
abovementioned solids, which lack long-range molecular order and relatively high
energy materials compared to their crystalline counterparts [9].

14.1.3 Significance of Polymorphism in Pharmaceuticals

Selection of a right polymorph is critical during formulation of pharmaceutical
materials [1]. This is due to the fact that polymorphs exhibit different physical
properties, such as stability, solubility, melting point, bioavailability, etc. Therefore,
it is possible that properties of the active pharmaceutical ingredients (APIs) could
be optimized by a suitable polymorph. For example, better tabletability of ’-form
of indomethacin over its ”-form is due to differences in solid-state structures [10]:
”-form contains slip planes that offer increased compressibility and deformation;
on the other hand, ’-form showed greater compactibility due to closer molecular
packing (Fig. 14.2). The impact of polymorphism on various pharmaceutical
properties has been highlighted with representative examples in the later sections.
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Fig. 14.2 Indomethacin polymorphs showing differences in crystal packing and compaction
properties. Notice that ”-form shows slip planes that promote deformation, whereas ’-form is
a close-packed structure with greater stability (Adapted with permission from Ref. [10]. Copyright
2013, The American Chemical Society)
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14.2 Polymorphism: Historical to Present

The observation of same composition of matter forming different crystal structures
dates back to the late seventeenth century when Klaproth discovered the same
chemical composition of CaCO3 for calcite and aragonite [11]. However, the first
use of the term polymorphism has been credited to Mitscherlich for his series
of observations on several distinct structures of complex arsenate and phosphate
salts, NaH2PO4 • H2O/NaH2AsO4 • H2O and Na2HPO4 • H2O/Na2HAsO4 • H2O
[12]. Mitscherlich experiments on the polymorphs of CaCO3 revealed that the
interfacial angles in the case of calcite varied with temperature. He also observed
similar variation in the case of crystals of various elements. This was led, in 1825,
to the discovery of allotropic crystals which are known to expand unequally in the
direction of dissimilar axes when heated [12]. The importance of allotropism in
elements such as carbon, phosphorous, and sulfur can be easily understood by the
differences in their physical properties. For example, diamond is the hardest natural
mineral and it is an insulator, whereas graphite is a soft material and an electrical
conductor. Major milestones in the field of polymorphism in the last 200 years are
listed in Table 14.1 [13].

The late eighteenth century was considered as an important era in the history of
polymorphism that witnessed discovery of phase transformations in crystal forms

Table 14.1 Important milestones in polymorphism research during the last 200 years

1798 Klaproth concluded that calcite and aragonite have the same chemical
composition CaCO3

1822 Mitscherlich identified different crystal forms of arsenate and phosphate
1844 Amici discovered polarizing microscope for visual characterization of solids
1876 Millard considered geometrical and structural basis in growing different forms

of the same substance
1891 Lehmann observed phase transformation in crystal forms
1897 Ostwald’s famous “rule of steps” on relative stability of polymorphs
1906–1919 Organic crystal polymorphism in Groth’s five-volume collection
1926 Tammann’s work on thermodynamic stability and relationships of polymorphs
1937 Bloom and Burger’s fundamental property changes in polymorphs
1956–1969 McCrone’s work on pharmaceutical and drug polymorphism
1973 Corradini coined the term conformational polymorphism
1996 Glaxo vs. Novopharm litigation on Form I and II of ranitidine hydrochloride

(Zantac)
1998 Unexpected appearance of stable, less soluble Form II of ritonavir (Norvir) at

Abbott
2000–present Several books, monographs, and reviews on polymorphism. Special issues of

journals on crystallization, polymorphism, and its industrial significance
2005 First article that raises the question whether cocrystals are less or more prone

to polymorphism
2014 Comprehensive review on polymorphic cocrystals
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by Lehmann and formulation of “rule of steps” by Ostwald. Lehmann characterized
polymorphic systems as two different types, monotropic and enantiotropic, in 1891
[14]. Monotropic involves two polymorphs in which one undergoes an irreversible
phase change to the second form, and in enantiotropic polymorphs, two polymorphs
can undergo a reversible phase transition. The pioneering work on the relative
stability of different polymorphs by Ostwald in 1897 has led him to formulate the
“rule of steps” or “Law of Successive Reactions,” which states that “ : : : that on
leaving any state, and passing into a more stable one, that which is selected is not
the most stable one under the existing conditions, but the nearest” [15].

Interest in polymorphism continued to grow rapidly in the nineteenth century.
Gustav Tammann demonstrated the use of thermodynamic measures to explain
the relative stability of polymorphs. A series of rules have been formulated for
understanding the relative thermodynamic stabilities of polymorphs [16]. These
rules help to determine whether a polymorphic system belongs to the monotropic
or the enantiotropic category. Tammann was the first to develop these rules in the
1920s, and they were later extended by Burger and Ramberger who applied these
rules to several polymorphic systems [17]. Most common of these rules include
heat of transition rule, heat of fusion rule, entropy of fusion rule, density rule,
and infrared rule. Thermodynamic principles behind each of these rules and their
application in understanding polymorphic systems are explained in the following
sections.

With the advent of X-ray diffraction techniques, nineteenth century witnessed a
rapid understanding of the phenomenon of polymorphism. Based on the observation
of polymorphism in several organic compounds, McCrone stated in 1965 that
“every compound has different polymorphic forms and that, in general, the number
of forms known for a given compound is proportional to the time and money
spent in research on that compound” [18], which appears to be still valid. The
implication from this famous statement is that every compound should exist in
different polymorphic forms, provided that the stability attributes of polymorphs are
achieved by the external experimental conditions applied. However, on the contrary,
a caveat to these statements is that some well-known organic compounds, e.g.,
benzoic acid and naphthalene, have never shown evidence of polymorphism despite
repeated crystallizations over the years.

Patenting and a thorough identification of all the solid forms of an API is a
rigorous exercise in pharmaceutical companies for safeguarding their intellectual
property. Different polymorphic forms are patentable because of their novelty,
nonobviousness, and utility. Sudden appearance of an unknown polymorph leading
to dramatic changes in physicochemical properties of drug substances could be
highlighted by the famous case of a HIV-I protease inhibitor, ritonavir (Norvir)
[19]. Only one form was known until 1995 (Form I) and marketed as oral solution
or soft gelatin capsules. In early 1998, some batches of ritonavir capsules failed
the dissolution test because a new less-soluble form had precipitated. This new
polymorph had reduced bioavailability, resulting in the withdrawal of the drug from
the market in 1998, and Abbott had to develop a new gel capsule formulation for
Norvir using the stable polymorph.
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In contrast to the single-component crystals and APIs, studies concerning
polymorphism in cocrystals are not so widely reported, and there were only a very
few studies devoted to identifying novel polymorphs of cocrystals. Furthermore,
it was once thought that cocrystals could be a means to prevent polymorphism,
but many recent examples of cocrystal polymorphs have been discovered and
reported. This is due to the increased interest in the development of cocrystals as
potential solid forms for modifying the physicochemical properties of materials,
the number of polymorphic cocrystals being reported has significantly increased in
recent years [20].

14.3 Theoretical Aspects of Polymorphism

The primary goal of crystallization is to generate particles with the desired size,
shape, crystal form, and chemical purity in a reproducible manner. This is because
these characteristics can significantly impact the physical and chemical properties
of the solids. In the case of polymorphs, the above characteristics vary from one
polymorph to the other. Therefore, understanding the origin of polymorphism
requires a thorough knowledge of thermodynamic and kinetic factors that affect
the crystallization process.

14.3.1 Thermodynamic Relationships in Polymorphs

Phase transition from one polymorph to the other may occur by changing the
temperature. If such a phase transition is reversible, the two polymorphs are said
to be enantiotropes and the energy of transition on heating is endothermic. When
the phase transition is irreversible, the two polymorphs are termed as monotropes, in
which case only one form is stable whatever the temperature, and the transformation
of the metastable form to the stable one is exothermic.

The thermodynamic stability between polymorphs is conveniently represented
in energy–temperature diagrams (E–T diagrams) [21]. Schematic E–T diagrams for
enantiotropic and monotropic polymorphs are shown in Fig. 14.3.

A series of rules have been formulated for understanding the relative thermo-
dynamic stabilities of polymorphs. These rules also help to determine whether a
polymorphic system belongs to the monotropic or the enantiotropic category.

14.3.1.1 Heat of Transition Rule

The rule states that if an endothermic phase transition is observed at a particular
temperature, the thermodynamic transition point lies below that temperature, and the
two polymorphs are said to be enantiotropically related. Two polymorphs are related
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Fig. 14.3 Energy vs. temperature (E–T) diagram of a dimorphic system: (a) enantiotropic (the two
polymorphs undergo reversible solid–solid phase transformation at a transition point (Tp)) and (b)
monotropic system (the free-energy curves do not intersect). G Gibbs free energy, H enthalpy, liq
liquid phase, and Tp transition point of two polymorphs (Reproduced with permission of Elsevier,
Ref. [21])

monotropically if an exothermic phase transition is observed at a particular temper-
ature, and there is no thermodynamic transition point below this temperature. The
same situation can also occur when the two polymorphs are enantiotropically related
and in addition have a thermodynamic transition temperature that is higher than the
experimentally observed transition temperature. As the endothermic and exothermic
phase transitions are easily determined by differential scanning calorimetry (DSC),
the heat of transition rule for polymorphs is frequently applied to establish the
relationship between polymorphs [17].

14.3.1.2 Heat of Fusion Rule

According to this rule, if the higher melting polymorph has the lower heat of fusion,
then the two polymorphs are enantiotropic; if the higher melting polymorph has
the higher heat of fusion, the two polymorphs are related monotropically [21]. The
application of this rule is based on the assumption that the heat of transition can be
approximated by the difference between the heats of fusion of the polymorphs.

14.3.1.3 Entropy of Fusion Rule

As the entropy of fusion can be measured by DSC, the enthalpy of fusion and the
melting point of a crystal can be obtained in one experiment (�Sf D�Hf/�Tf). The
entropy of fusion rule states that if the modification with the higher melting point
has the lower entropy of fusion, the two forms are enantiotropic. The monotropic
relationship arises when the lower melting form shows the lower entropy of
fusion [17].
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14.3.1.4 Density Rule

The density rule states that two polymorphs are related monotropically if the
higher melting form has the higher density; otherwise, they are enantiotropically
related. It is apparent that exceptions to the density rule are possible, because
energetically favorable hydrogen bonds may overcome the packing efficiency and
also compensate for the loss of van der Waals energy and thus stabilize the
polymorph having a lower density.

14.3.1.5 Infrared Rule

In general, the formation of strong hydrogen bonds results in a reduction in
entropy and an increase in the frequency of the vibrational modes of the same
hydrogen bonds. For polymorphic structures which contain strong hydrogen bonds,
the infrared rule states that the polymorph with the higher bond stretching frequency
may be assumed to have the greater entropy and should belong to the most stable
form. One of the problems associated with the application of this rule is that if a
molecule forms more than one type of hydrogen bond, then it is difficult to correlate
the frequencies observed with a particular polymorphic form. In such cases, other
rules described thus far help to understand the relative stabilities of polymorphs.

14.4 Polymorph Screening and Characterization:
Conventional Methods and Recent Trends

Successful preparation of a desired polymorph depends on the selection of a suitable
experimental method. It is generally believed that the chances of finding new
polymorphs increase with increasing experimental efforts. Therefore, it is important
to perform crystallization experiments under diverse experimental conditions. A
wide variety of methods are currently being used for this purpose. In addition
to the conventional methods such as solvent evaporative crystallization, additive-
and pressure-induced crystallization, and pH- or supersaturation-controlled crys-
tallization, methods such as laser-induced crystallization; polymer-induced het-
eronucleation; capillary growth, supercritical, and high-throughput techniques; and
cocrystallization route are gaining more attention in the recent times for polymorph
screening. This section gives a brief overview of some of these techniques.

14.4.1 Crystallization from Solvents

Crystallization from solution is the most common method for polymorph screening
because it generally yields single crystal that can be analyzed by single-crystal X-ray
diffraction. The choice of solvent will have a profound effect on the resulting poly-
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Fig. 14.4 Polymorphs of ROY. The number 1–10 indicates the order of discovery. The polymorphs
have different colors, melting points, and molecular conformations (most pronounced in the
torsional angle ™) (Reprinted with permission from Ref. [22]. Copyright 2010, The American
Chemical Society)

morph and morphology. For example, rich polymorphism of an organic substance,
[5-methyl-2-[(2-nitrophenyl) amino]-3-thiophenecarbonitrile (also known as ROY
for its red, orange, and yellow polymorphs), represents an ideal case of the use of
solvent-based technique for polymorph screening [22]. ROY has been reported to
form at least ten polymorphs, among which seven have been structurally character-
ized (Fig. 14.4). Remarkably, all the polymorphs of ROY have been prepared near
ambient conditions and many can even crystallize simultaneously from the same
liquid. Cocrystallization is often conducted in solution phase for the preparation
of crystalline samples for structural analysis. Therefore, most of the cocrystal
polymorphs thus far reported have been obtained from solvent-based techniques
[20]. For example, of the five polymorphs reported for a cocrystal involving a loop
diuretic drug, furosemide, and nicotinamide (NCT), four polymorphs were obtained
by cocrystallization experiments from solvents of different polarities [23]. However,
the selection of a suitable solvent in which the constituents of the cocrystal dissolve
is crucial in the preparation of cocrystals and their polymorphs.
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Fig. 14.5 Comparison between induction time and maximum supersaturation ratio of Form I
(seeded) and II (unseeded) of clopidogrel hydrogen sulfate (Reproduced from Ref. [24] with
permission from Wiley-VCH)

14.4.1.1 The Role of Supersaturation

Supersaturation is an important parameter which is also the driving force of the crys-
tallization and influences the kinetics of crystal nucleation and growth. In general,
the degree of supersaturation can be defined as the ratio of the concentration of a
solution to that of the saturated solution. In general, as the degree of supersaturation
increases at a given temperature, the rates of nucleation and crystal growth increase.
This means that at a given temperature, a particular polymorph can be grown by
controlling the supersaturation. For example, Jim and Kim recently studied the
role of supersaturation on the polymorph nucleation of an antithrombotic drug,
clopidogrel hydrogen sulfate [24]. They found that the induction time decreases
with increasing supersaturation for both polymorphs (Forms I and II); however, the
induction time for metastable Form I is lower than that of the stable Form II at the
same supersaturation levels (Fig. 14.5).

14.4.1.2 The Role of Temperature

The effect of temperature on the crystallization of polymorphic compounds has
both thermodynamic and kinetic significance, because the solubility of a particular
compound changes as a function of temperature. In general, crystallization of poly-
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morphic compounds can result in different polymorphs at different temperatures.
For example, the effect of different heating/cooling rates on the low-temperature
polymorphic behavior of 3-amino-1-propanol has been investigated by Fausto and
coworkers [25]. It was found that faster cooling rates produce an amorphous phase
that upon heating crystallizes into the metastable Form II. On the other hand, at
higher temperatures, the metastable phase converts into the stable Form I, and slow
cooling rates were always found to favor formation of the stable polymorph.

14.4.1.3 The Role of Pressure

Applications of high pressure in exploring new polymorphs have been elegantly
reviewed recently by Pulham and coworkers [26]. From a thermodynamic per-
spective, the polymorph obtained at a low pressure will be less dense, and this
means that the application of high pressure to metastable polymorphs can induce
phase transformation to a more stable polymorph. Pulham and coworkers have
recently shown that new polymorphs of simple molecular organic and inorganic
compounds, such as ketones, alcohols, and mineral acids, are readily obtained by
cooling the liquid compound contained within a diamond-anvil cell under conditions
of high pressure. The authors have grown single crystals of novel solid forms
of phenanthrene, paracetamol, and piracetam from their corresponding solutions
at high pressure [27]. Successful application of high pressure on these systems
revealed novel polymorphs of phenanthrene and piracetam and a novel dihydrate
of paracetamol from water at a pressure of 1.1 GPa. Furthermore, it was also found
that the metastable polymorph of paracetamol under which it is stable at ambient
conditions can also be selectively prepared from ethanol at a pressure of 1.1 GPa.

14.4.2 Anti-solvent Crystallization

Controlling the supersaturation is an effective way to prepare a desired polymorph.
This can be sometimes aided by means of the addition of a second solvent, that is,
an anti-solvent, which decreases the solubility of the solutes. Thus, supersaturation
levels can be controlled by varying the amount of anti-solvent added. An added
advantage with the anti-solvent crystallization is that the crystallization experiments
can be carried out at room temperature and high yields of crystals can be expected.
The effect of anti-solvent crystallization on the polymorphic behavior of L-histidine
has been studied by Profio and coworkers who used porous membrane for the
gradual dosing of the anti-solvent in the vapor phase [28]. Ethanol was used as
anti-solvent for an aqueous solution of L-histidine. When the amount of anti-
solvent added is low, only the elongated crystals of Form A (thermodynamic form)
were observed. As the amount of anti-solvent increases, nucleation of Form A
was followed by the nucleation of Form B. In this case, the utilization of porous
membrane helps to gradually adjust the nucleation and growth rates and thereby
results in the crystallization of a specific polymorph.
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Fig. 14.6 SEM images of (a) commercial sample of CBZ, (b) CBZ–CO2 processed with acetone,
(c) CBZ–CO2 processed with dichloromethane, and (d) CBZ–CO2 processed with ethyl acetate
(Reprinted with permission from Ref. [31]. Copyright 2003, Elsevier)

14.4.3 Polymorph Control by Supercritical Fluids

The use of supercritical carbon dioxide (CO2) as processing medium in phar-
maceutical applications has received significant interest in the recent times [29].
This is because the critical pressure and temperature of CO2 are easily accessible
(Tc D 31.1 ıC, Pc D 74 bar), and it is cheap, nonflammable, nontoxic, recyclable,
and “generally regarded as safe (GRAS).” In general, supercritical CO2 is used
to reduce the solubility of the solute in the dissolved solvent so that the solute
particles precipitate. Crystallization experiments aided by supercritical CO2 have
been proved to be successful in the identification of a novel polymorph of anti-
HIV agent, didanosine by Bettini and coworkers [30]. Moneghini and coworkers
used supercritical CO2 as an anti-solvent for investigating the polymorphism of
carbamazepine (CBZ) [31]. The authors tested the effect of supercritical CO2 on
the CBZ in three different solvents: acetone, ethyl acetate, or dichloromethane. In
all the solvents, the supercritical CO2 treatment helped to convert Form III into Form
I with improved dissolution rate which was attributed to the change in crystal size
and morphology (Fig. 14.6).
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14.4.4 Additive-Induced Polymorph Nucleation

Additives play a major role in selective crystallization of polymorphic materials.
It is believed that the additive molecules adsorb selectively to particular faces of
the growing crystal and hinder the growth of the affected faces while the crystal
continues to grow in the other directions. The role of additives in controlled
crystallization has recently been elegantly reviewed by Song and Cölfen [32].
Additive-induced polymorph preparation is a widespread approach. For example,
a metastable polymorph of the antibacterial drug sulfamerazine was selectively
crystallized in the presence of structurally related sulfonamide drugs such as addi-
tives, e.g., sulfamethazine, sulfadiazine, and N4-acetylsulfamerazine [33]. It was
noted that a trace amount of N4-acetylsulfamerazine as impurity prevented solution-
mediated phase transformation from Form I to Form II even after suspension for
2 weeks in acetonitrile.

14.4.5 Grinding-Assisted Polymorph Screening

Solid-state grinding has been extensively used for cocrystal screening, and it
has also been proved to be effective in polymorph screening of cocrystals. For
example, a second polymorph of a 1:1 cocrystal of ethenzamide with ethylmalonic
acid was first observed by grinding [34]. Polymorphic outcome of a cocrystal-
lization experiment could also be controlled by using different grinding methods
as demonstrated by Trask et al. on a 1:1 cocrystal of caffeine and glutaric acid
[35]. While Forms I and II of 1:1 caffeine–glutaric acid crystallized concomitantly
from evaporative crystallization, Form I could be obtained by neat grinding or
grinding with a few drops of nonpolar solvents and Form II could be obtained
by grinding with a few drops of polar solvents (Fig. 14.7). This observation has
been rationalized on the fact that Form I has a nonpolar cleavage plane between the
stacks of ribbons formed by caffeine and glutaric acid and that nonpolar solvents
may preferentially stabilize this exposed plane. In the case of single-component
crystals, grinding-assisted phase transformation from metastable polymorph to the
stable polymorph has been reported in several polymorphic systems. For example,
famotidine, cimetidine, indomethacin, clarithromycin, and ranitidine hydrochloride
all undergo polymorphic phase transformation upon solid-state grinding.

14.4.6 Polymer-Induced Heteronucleation

Polymer-induced heteronucleation (PIHn) is a relatively new technique used for
selective crystallization of polymorphic forms. In this method, compounds are crys-
tallized in the presence of a wide variety of polymers using routine crystallization
techniques. For example, a novel polymorph of 6-amino-2-phenylsulfonylimino-
1,2-dihydropyridine was found when polymers were used to induce the crystal-
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Fig. 14.7 Powder X-ray diffraction pattern of the polymorphs of 1:1 cocrystal of caffeine and
glutaric acid, (a) simulated pattern from single-crystal structure of Form I, (b) result of solvent-
drop grinding of caffeine and GA with cyclohexane, (c) simulated pattern from single-crystal
structure of Form II, (d) result of solvent-drop grinding of caffeine and GA with chloroform
(Reproduced from Ref. [35]. Copyright Royal Society of Chemistry, 2004)

lization [36]. Crystallization of this compound from ethanol using benzyloxy-
4-bromobenzene-modified polystyrene as heteronuclei resulted in concomitant
crystallization of a novel polymorph together with the two known polymorphs of
this molecule. Not only for single-component crystals, PIHn has also shown promise
in polymorph screening of cocrystals. For example, despite a thorough investigation
using high-throughput screening, neat grinding, and solvent-drop grinding with
several solvents, there was no evidence of polymorphism in the cocrystals of
CBZ with saccharin and NCT. However, a novel polymorph of the cocrystals was
found when functionalized cross-linked polymers were utilized as heteronuclei for
crystal growth (Fig. 14.8) [37]. The findings reiterate the fact that a successful
polymorph screen should involve diverse nucleation conditions for comprehensive
understanding of the polymorphic behavior of cocrystals.

14.4.7 Kinetic Methods: Rotavap and Spray-Drying
Techniques

In addition to the methods described above, fast evaporation of the solvent from a
crystallization batch by rotavap or by spray-drying techniques showed applications
in the polymorph screening of single-component crystals and cocrystals. The
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Fig. 14.8 Powder X-ray diffraction patterns of the new polymorphs of the cocrystals of CBZ with
NCT (top) and SAC (bottom). The PXRD patterns represented in red correspond to the results
from cocrystallization experiments using cross-linked polymers as heteronuclei (Reprinted with
permission from Ref. [37]. Copyright 2008, The American Chemical Society)

advantage with these kinetic methods is that the polymorphic forms that crystallize
first from the solvent do not get an opportunity to transform to the more stable
polymorphs because of the fast removal of the solvent. Hence, the crystallization
solutions are maintained at high supersaturation levels and promote the formation of
metastable polymorphs. For example, metastable Form II of the aspirin, which has a
tendency to grow within the crystals of long-known Form I as intergrowths, has been
selectively prepared by fast evaporation of dichloromethane containing the aspirin
[38a]. The method has also been found to be useful for the polymorph screening
of the cocrystals. For example, as described in the previous section, the second
polymorph of the cocrystal that contains CBZ and saccharin has been recently
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Fig. 14.9 Dimorphic SAC:CBZ (1:1). (a) The DSC and (b) PXRD patterns of the solids obtained
by the rotavap method confirm the simultaneous presence of the two reported cocrystal forms I
(175 ıC) and II (168 ıC) (Reproduced from Ref. [38b]. Copyright Royal Society of Chemistry,
2011)

found when functionalized polymers were used as heteronuclei for crystallization.
Cocrystallization by the rotavap method in ethanol resulted in the metastable Form
II along with the trace amounts of Form I in the mixture, thus suggesting efficacy of
the rotavap method in polymorph screening of cocrystals (Fig. 14.9) [38b].

A similar method of kinetically controlled cocrystallization using spray drying
has been demonstrated by Alhalaweh and Velaga. The authors found that spray
drying of an ethanol solution of 1:1 molar ratio of caffeine and glutaric acid
selectively produces the metastable polymorph (form I) of the cocrystal (Fig. 14.10)
[39].

14.4.8 High-Throughput Screening

A very recent technique that utilizes fully automated robotic systems is high-
throughput screening (HTS), which is capable of performing thousands of crystal-
lization experiments per week with only a few grams of the API [9]. The compounds
obtained from these experiments are analyzed by X-ray powder diffraction and
Raman microscopy and then systematically classified (e.g., as polymorph, cocrystal,
salt, solvate, hydrate, etc.). One of the key aspects of HTS is that the choice of
solvent and solvent mixtures should normally be different for every substance,
taking into account solubilities of the compounds used for screening, possible chem-
ical reactions, and also solvent–solute interactions. In general, the data obtained
from HTS provide valuable information on the existence of multiple forms of
a given substance. Thus, the method demonstrates the suitability for discovering
polymorphs and identifying the conditions under which they can be produced.
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Fig. 14.10 PXRD patterns of (a) reference cocrystalline material of CBZ–GLT and solid phases
resulting by subjecting stoichiometric solutions of CBZ–GLT to solvent evaporation under (b)
a congruently saturating condition (ethyl acetate) and (c) an incongruently saturating condition
(ethanol) and to spray drying under (d) a congruently saturating condition (ethyl acetate) and (e)
an incongruently saturating condition. Observe the additional peaks in pattern c (Reprinted with
permission from Ref. [39]. Copyright 2010, The American Chemical Society)

14.5 Characterization of Polymorphs

Characterization of all the polymorphs is prerequisite for precise understanding
of the polymorphic behavior of a compound, the stability relationships, and their
interconversions. Over the years, a number of novel techniques have been developed
for polymorph characterization. Some of these will be discussed in this section.

X-ray diffraction techniques, such as powder X-ray diffraction (PXRD) and
single-crystal X-ray diffraction (SCXRD), are invaluable methods for the unam-
biguous quantification of polymorph structure, because each polymorph results in
its own characteristic diffraction pattern. If single crystals suitable for SCXRD are
difficult to grow, PXRD is the most reliable method for distinguishing polymorphs.
One of the added advantages of the diffraction technique is that experiments can
be carried out at different temperatures, pressures, and humidities to identify phase
stability, phase transformations, transition temperature, and hydration states. The
use of X-ray diffraction in the characterization of polymorphs can be exemplified
by the polymorphs of the muscle relaxant, metaxalone, which exists in two poly-
morphic forms. The crystal structure analysis revealed a distinct hydrogen-bonding
interaction, and PXRD shows unique diffraction patterns for the polymorphs
(Fig. 14.11) [40].
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Fig. 14.11 Metaxalone, a flexible molecule, forms two polymorphs with distinct crystal struc-
tures, form A (a), form B (b) (Reprinted with permission from Ref. [40]. Copyright 2011, The
American Chemical Society)

Differential scanning calorimetry (DSC) is one of the most commonly used
thermal techniques for accurate measurement of thermal behavior of polymorphs.
For example, DSC thermograms appear as endotherms for the thermal events
in which heat is absorbed, such as solvent loss, phase transitions, or melting.
The exotherms represent processes such as crystallization or chemical reactions
where heat is evolved. The area under the curve proportional to the heat change
involved. Therefore, the data obtained from DSC such as enthalpy of fusion, phase
transformation, and melting behavior can be used to understand thermodynamic
relationships by applying Burger’s rules [17]. Over the years, DSC has been
instrumental in the characterization of several polymorphic systems including
pharmaceuticals. For example, thermodynamic relationship among various poly-
morphs of the antidiabetic drug, tolbutamide, has recently been deduced by DSC
(Fig. 14.12) [41]. Polymorphic phase transformations from Form IL to Form IH

and Form III to Form IH were observed as endothermic transitions, whereas
Form IV undergoes an exothermic transition. Form II, which was found to be the
thermodynamic form at ambient conditions, shows an endothermic peak at 117 ıC
for melting followed by an exotherm for recrystallization to Form IH.

The use of microscope plays a significant role in the characterization of
polymorphs. Observation of morphological differences by the use of microscope
helps to identify new polymorphs more precisely. A microscope coupled with
a hot stage facilitates the identification of phase transformations, monotropic
and enantiotropic relationships, crystalline to amorphous phase, the appearance
of kinetic and thermodynamic polymorphs, sublimation, melting, and chemical
reactions. Potential uses of hot-state microscope (HSM) in the characterization of
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Fig. 14.12 DSC thermograms of tolbutamide polymorphs (Reproduced with permission from Ref.
[41]. Copyright 2010 Wiley-Liss, Inc.)

polymorphic systems have been vastly reported. For example, we have recently used
the HSM to evaluate phase transformation behavior of a cocrystal involving NCT
and pimelic acid, which forms two polymorphs in 1:1 molar ratio [42]. As shown
in Fig. 14.13, Form 1 crystal showed partial opaqueness for phase transition before
it melted at 110 ıC. In contrast, Form 2 crystal directly melted at 110 ıC. This
observation confirms the phase transition from Form 1 to Form 2 and supports the
conclusions drawn from stability experiments.

Since polymorphs have different solid-state structures, the chemical environment
of at least a few of the atoms will differ from one structure to another. Therefore,
techniques such as FT-IR, Raman, and solid-state NMR spectroscopy are frequently
used for the characterization of polymorphs. These techniques are used to identify
differences in molecular conformation and hydrogen bonding in the solid state. A
major advantage of Raman and NIR is that they can be used to analyze tablets
and capsules intact without sample preparation. An advantage with the solid-state
NMR is that it provides valuable crystallographic information, such as the number
of crystallographically independent molecules in the crystal structure due to doubled
peaks for the same carbon atom.

Atomic force microscopy (AFM) is a type of scanning probe microscopy which
has emerged as the method of choice for characterizing the surface structure of
crystals. AFM has been successfully used to distinguish polymorphs of many
organic molecules and APIs. For example, morphological differences in surface
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Fig. 14.13 Photomicrographs of Forms 1 and 2 crystals of 1:1 NCT–pimelic acid cocrystal at
various temperatures in the HSM experiment. Notice that Form 1 crystal undergoes phase transition
before melting at 110 ıC (Reproduced from Ref. [42])

characteristics of the polymorphs of sulfamerazine, cimetidine, etc. have been
thoroughly evaluated by the AFM technique. AFM has also been used for the
characterization and monitoring of phase changes of cocrystal polymorphs. For
example, Jones and coworkers used AFM to monitor changes at the crystal surfaces
during the phase transformation of the caffeine–glutaric acid cocrystal [43]. The
cocrystal exists in two polymorphic forms, and crystal structures of both the
polymorphs feature a similar hydrogen-bonded linear tapes mediated by O � H� � � O
hydrogen bonds. The only difference between the packing of two forms is the
conformation of the alkyl chain of the glutaric acid molecule. Using the intermittent
contact mode AFM, phase transformation of Form I, which was stored at ambient
temperature and 70 % relative humidity (RH), was monitored continuously in situ.
Significant surface rearrangement which was accompanied by change in the spacing
between the layers of molecules was evident during the phase transformation to
Form II, which not only helps to distinguish the two polymorphs but also understand
the mechanism of phase transformation (Fig. 14.14).
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Fig. 14.14 An example for AFM applications in polymorph characterization; (a) phase transfor-
mation of Form I to Form II involves tilting of the layers by 38ı in a concerted manner resulting in a
decrease in step height by 2.5 Å and (b) real time in situ IC-AFM images of the movement of layers
at the surface of a caffeine–glutaric acid cocrystal undergoing a phase change from Form I to Form
II at ambient temperature and 70 % RH. Images were recorded over a 26 h period, with the phase
change occurring in all surface layers at the 2 h 34 min time point (Reproduced with permission
from Ref. [43]. Copyright © 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

14.6 Classification of Polymorphs

Polymorphs can be classified into different types based on the nature of their
appearance from the crystallization and on the structural differences. The advantage
with these classifications is that the differences between the polymorphic forms can
be easily identified and helps to convey the information pertaining to the origin of
polymorphism. It should be cautioned that polymorphs may belong to one or more
of the different classifications, and hence, these classifications cannot be applied in
the strictest sense.

14.6.1 Classifications Based on Structural Differences

Crystal structural analysis is the ultimate tool for precise identification of structural
differences in polymorphs, and hence, polymorphs can be classified based on their
structural differences. A brief overview of these different classes is provided in this
section.
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14.6.1.1 Conformational Polymorphs

Conformational polymorphism is the existence of different conformers of the same
molecule in different polymorphic forms [44]. Conformational polymorphism is
more frequently observed in molecules with several degrees of freedom such that
the differences in conformation will arise from one or more significant differences in
the torsion angles. In general, APIs are predisposed with multiple functional groups
and substituents, and hence, conformational polymorphism is frequently observed in
this class of molecules. ROY represents one of the best representative examples for
conformational polymorphism, for which as many as seven polymorphs have been
characterized by single-crystal X-ray diffraction, and adopts significantly different
conformations in the polymorphs (Fig. 14.15) [22]. Conformational polymorphs are
also more frequently reported in cocrystals. As we have noted from a recent review
of the reported examples of polymorphic cocrystals, majority of the cocrystals
feature different conformations of one or more of the cocrystal components [20].
Conformational polymorphs provide ideal systems for studying structure-property
relationships, since the number of chemical variables is reduced to zero and the
polymorphic structures differ in their molecular structure due to differences in
crystal environment.

14.6.1.2 Synthon or Hydrogen-Bond Polymorphism

Polymorphs that differ by their primary hydrogen-bond motifs or synthons can be
classified as synthon polymorphs. Polymorphs of tetrolic acid represent a classic
example in single-component crystals: ’-form contains the acid–acid dimer synthon
and the “-form contains a catemer synthon [45]. Many well-known polymorphic
compounds such as metaxalone, furosemide, temozolomide, and CBZ show differ-
ences in their hydrogen-bond synthons and can be classified as synthon polymorphs.
Synthon polymorphism arising from different hydrogen-bond synthons has also
been reported in cocrystals. For example, polymorphs of a cocrystal involving
ethenzamide and 3,5-dinitrobenzoic acid represent the synthon polymorphs [46].
Form I is sustained by an acid–amide heterosynthon, whereas Form II is sustained
by an amide–amide homosynthon (Fig. 14.16).

14.6.1.3 Packing Polymorphs

Polymorphs can be classified as packing polymorphs when they differ by their
overall three-dimensional crystal packing. Although there is no clear distinction
between packing polymorphs and other classes of polymorphs, the former is
more common for totally rigid molecules or molecules with weak conformational
flexibility. For example, p-nitrophenol, chlordiazepoxide, and sulfathiazole all show
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Fig. 14.15 Examples of conformational polymorphs in a molecular crystal and cocrystal (Part of
the figure was reproduced from Ref. [34])

Fig. 14.16 Synthon polymorphs of ethenzamide-3,5-dinitrobenzoic acid (1:1) cocrystal
(Reprinted with permission from Ref. [46]. Copyright 2010, The American Chemical Society)
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Fig. 14.17 Comparison of the crystal packing of the polymorphs of the 1:0.5 cocrystal involving
isoniazid and fumaric acid (Reproduced from Ref. [47])

minor differences in their conformations but show significant differences in their
overall crystal packing. Packing polymorphism in cocrystals has also been observed
in many polymorphic systems. For example, dimorphs (Form I and II) of a 1:0.5
cocrystal involving the anti-tuberculosis drug, isoniazid, and fumaric acid represent
packing polymorphism [47]. Both the polymorphs crystallize concomitantly from
common organic solvents with different morphologies. In both the polymorphs,
isoniazid and fumaric acid molecules interact via acid–pyridine synthon and N�H
(secondary amine of isoniazid)� � �O (carbonyl of fumaric acid) hydrogen bond to
produce a hydrogen-bonded ladder. However, as shown in Fig. 14.17, the overall
packing of the ladders in the polymorphs is different. While Form I features a
planar two-dimensional sheet structure, Form II is a corrugated sheet composed of
the ladder networks related by a glide plane.

14.6.1.4 Tautomeric Polymorphs

When different tautomers of a compound crystallize in different crystal forms,
they are termed as tautomeric polymorphs. In general, tautomerism occurs when
the constitutional isomers of different hydrogen-atom connectivity are in dynamic
equilibrium with one another. Tautomers that interconvert in solution or in the melt
are considered to be the same chemical compound, and hence, the crystal forms
that contain these tautomers can be classified as polymorphs. In contrast to other
previously described classes of polymorphs, tautomeric polymorphs are rare. A very
few examples of these have been reported. For example, APIs such as omeprazole,
sulfasalazine, and triclabendazole have been reported to contain different tautomers
in their polymorphic forms. Tautomeric polymorphs are very rare in cocrystals.
There is only one reported example of a configurational polymorph which features
a nonsteroidal anti-inflammatory drug, piroxicam, and 4-hydroxybenzoic acid in
1:1 molar ratio [48]. One of the polymorphs contains the piroxicam molecule
as zwitterion tautomer, whereas the other contains piroxicam molecule as the
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Fig. 14.18 Tautomeric polymorphs of a 1:1 cocrystal of piroxicam and 4HBA. Notice that
piroxicam exists as neutral form in (a) and as zwitterion form in (b). Only the sulfonamide group
that is accepting a hydrogen bond from the carboxylic acid of the 4HBA is shown in (b) (Reprinted
with permission from Ref. [48]. Copyright 2007, The American Chemical Society)

non-ionized tautomer. As shown in Fig. 14.18, the polymorph that contains the non-
ionized tautomer features acid–acid dimer synthon and phenol–pyridine synthons,
whereas the polymorph that contains the zwitterion tautomer features acid–sulfonyl
and phenol–enolate oxygen synthons.

14.6.2 Classifications Based on Appearance
from Crystallization Experiments

Control over crystallization process is very important for selective preparation of
a particular polymorph. Hence, crystallization experiments are designed such that
only a specific polymorph is produced selectively. However, despite wise selection
of crystallization conditions, there are instances where two or more polymorphs
appear simultaneously and some polymorphs difficult to prepare after a certain
period of time. These two cases are termed as concomitant polymorphs and
disappearing polymorphs, respectively.

14.6.2.1 Concomitant Polymorphs

Concomitant polymorphs are those that crystallize simultaneously from the same
crystallization batch under identical crystallization conditions. In general, poly-
morphs crystallize together when there are two or more local minima on the
free-energy curve with relatively equal energies. Concomitant polymorphs that
are grown from and remain in contact with solution will most possibly undergo
phase transformation such that the metastable polymorph undergoes a complete
dissolution and the most stable thermodynamic form recrystallizes from the solu-
tion. Concomitant polymorphism in several organic, inorganic, and protein samples
has been reviewed by Bernstein et al., and the thermodynamic and kinetic fac-
tors that govern competitive and concomitant crystallization of polymorphs were
highlighted [49]. Interestingly, the earliest reported organic compound to show
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Table 14.2 A list of cocrystals that form concomitant polymorphs

S. No. Cocrystal (molar ratio)

1. 4-Cyanopyridine C 4,40-bipyridylethane (1:1)
2. 4-Cyanopyridine C 4,40-biphenol (1:0.5)
3. Trimesic acid C 4,40-bipyridylethylene (2:3)
4. 4,40-Dihydroxybenzophenone C 4,40-bipyridylethane (1:1)
5. Sulfamethazine C 4-hydroxybenzamide (1:1)
6. Gallic acid C acetamide (ACT) (1:1)
7. Triphenylsilanol C 4,4-bipyridine (4:1)
8. Isoniazid C 4-hydroxybenzoic acid C water (1:1:1)
9. Isoniazid C fumaric acid (1:0.5)
10. 4-Hydroxybenzoic acid C 4,40-bipyridine (2:1)
11. Caffeine C glutaric acid (1:1)
12. Caffeine C 4-chloro-3-nitrobenzoic acid (1:1)
13. Theophylline C p-coumaric acid (1:1)
14. 1-Iodo-3,5-dinitrobenzoic acid C 1,4-diazabicyclo[2.2.2]octane (1:1)
15. 1,3-Adamantanedicarboxylic acid C 1,7-phenanthroline (1:2)
16. 2,4-Dihydroxybenzoic acid C NCT (1:1)
17. Malonic acid C NCT (1:2)

Reprinted from Ref. [20]

polymorphism, benzamide, crystallizes as two concomitant polymorphs from a
hot saturated aqueous solution as featherlike needles and blocks. Literature on
polymorphic materials contains several examples of concomitant polymorphs. For
example, metaxalone, m-nitrophenol, diphenylcarbamide, acetone tosylhydrazone,
alprazolam, 3-acetylcoumarin, 2,4-diaminobenzenesulfonic acid, cinchomeronic
acid, butoxycaine hydrochloride, progesterone, and nitrofurantoin monohydrate all
form the polymorphs concomitantly.

Concomitant polymorphism is also not uncommon in cocrystals, and several
such polymorphic cocrystals have been reported in the recent literature [20]. Some
examples of concomitant polymorphs in cocrystals are listed in Table 14.2.

14.6.2.2 Disappearing Polymorphs

Lack of control over crystallization process often leads to undesirable crystallization
outcomes. In some cases, after nucleation of a more stable crystal form, a previously
obtained polymorph becomes unobtainable. These polymorphs are often classified
as disappearing polymorphs [50]. While in some cases the original form can no
longer be isolated, in some other cases, the polymorph can be isolated under
extreme measures free from the seeds of the new more stable polymorph. The
occurrence and difficulty in reproducing a disappearing polymorph often question
the reproducibility of the crystallization processes. However, there are several
reported examples of disappearing polymorphs that draw a significant attention from
crystallization and pharmaceutical perspective. For example, the well-known case
of ritonavir polymorphs could be the best example for disappearing polymorphs
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[19]. As it was briefly mentioned in Sect. 14.2, once more stable and poorly
soluble Form II emerged, it was difficult to make the unstable Form I. Some
examples of disappearing polymorphs include sulfathiazole, 1,2,3,5-tetra-O-acetyl-
“-D-ribofuranose, xylitol, benzocaine picrate, 3-aminobenzenesulfonic acid, and
benzylidene-dl-piperitone.

14.7 Impact of Polymorphism on the Physicochemical
Properties

By definition, polymorphs refer to distinct solid-state entities of a given compound.
Since bulk properties of a material depend on its solid-state structure, it is
expected that the polymorphs possess distinct physicochemical properties. As such,
polymorphism is well known to impact properties such as solubility, dissolution rate,
stability, bioavailability, mechanical properties, etc. This section highlights some
polymorphic systems that demonstrate differences in the properties of the materials;
this also includes the polymorphs of cocrystals that show distinct properties.

14.7.1 Solubility and Dissolution Rate

Solubility and dissolution rate are two important parameters that determine the
bioavailability of a drug substance. Polymorphs with distinct solid-state structures
confer different properties to the drug substance. As discussed in the previous
section, the well-known case of ritonavir emphasizes the potential impact of
polymorphism on the solubility and dissolution rate of drugs [19]. The impact
of polymorphism on the solubility and dissolution rate of cocrystals has also
been demonstrated recently. For example, Goud and Nangia recently reported two
polymorphs of a cocrystal of a sulfonamide antibiotic, SACT, with ACT [51].
Crystal structure analysis revealed that the two polymorphs can be distinguished
by N � H� � � Osulfonamide and N � H� � � Ocarbonyl hydrogen bonds and thus can be
classified as synthon polymorphs. Dissolution studies suggest that the dissolution
rates of the metastable Form I and stable Form II of SACT– ACT are 1.6 times and
1.3 times, respectively, faster than the dissolution rate of SACT (2.18 (mg/cm2)/min)
in aqueous pH 7 buffer medium (Fig. 14.19).

14.7.2 Bioavailability

Bioavailability refers to the extent and rate at which a drug absorbed into the
living system. As the solubility and dissolution rate are directly correlated with
the absorption, different polymorphs of a drug show different bioavailability. For
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Fig. 14.19 Comparison of intrinsic dissolution rate curves of SACT and SACT–ACT polymorphs
in pH 7 buffer medium (Reproduced with from Ref. [51]. Copyright Royal Society of Chemistry,
2013)

example, Du et al. recently reported differences in the bioavailability of three
polymorphs of an antidepressant drug, agomelatine [52]. The authors studied the
bioavailability by oral administration on dogs under fasted conditions and found
that the bioavailability of the polymorphs was in the order of Form III > Form
II > Form I (Fig. 14.20). The poor bioavailability of Form II was attributed to the
lowest solubility and dissolution rate.

14.7.3 Photoreactivity

Polymorphs of cocrystals that show distinct photoreactivity have been reported
recently. For example, MacGillivray and coworkers have found that the polymorphs
of a cocrystal involving resorcinol and 1,2-bis(4-pyridyl)ethane show differences
in their photoreactivity [53]. The olefinic double bonds in the second polymorph
are separated by 4.6 Å and therefore lie outside the range required for photore-
action. As expected, the second polymorph is photostable, but the first polymorph
undergoes complete transformation to the cocrystal involving res and rctt-tetrakis(4-
pyridyl)cyclobutane.
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Fig. 14.20 Mean plasma concentration–time curves of agomelatine polymorphs in beagle dog
plasma following administration of single oral tablet with a dose of 6.8 mg/kg under fasting
conditions (Reproduced from Ref. [52])

14.7.4 Stability

It is a prerequisite that the stability of a drug substance has to be thoroughly
investigated before it is marketed as a medicine. Polymorphs are well known to
possess differences in their stability. In general, at a given experimental condition,
only one polymorph is stable and all other polymorphs tend to convert to the most
stable polymorph. APIs such as CBZ, furosemide, and enalapril maleate all show
differences in the chemical and thermal/photochemical stability. The variations in
the stability of polymorphs of a cocrystal have also been demonstrated in the case
of a 1:1 cocrystal of caffeine and glutaric acid: Form I transforms to Form II within
24 h at high humidity, but Form II is stable for over 3 days under these conditions
before undergoing conversion to caffeine hydrate [54].

14.8 Statistical Analysis of Polymorphs

Polymorphism is a widespread phenomenon in pharmaceutical solids, and approx-
imately more than 50 % of drug molecules are estimated to be polymorphic.
However, the number of reported polymorphic systems in the Cambridge Structural
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Database (CSD) is only minimal compared to the total crystal structures reported in
the CSD. Recent database studies estimated that about 4–5 % organic compounds
and 2 % coordination compounds exist in polymorphic forms. The recent emer-
gence of novel experimental techniques for polymorph screening and automated
techniques such as high-throughput screening further facilitated the discovery of
novel polymorphs.

Compared to the single-component crystals, polymorphism in the cocrystals is
not well documented, and there are only 114 polymorphic cocrystals in the literature
at the end of September 2013 [20]. However, our recent analysis of the crystal
structures deposited into the CSD revealed that the percentage of polymorphic
cocrystals is comparable to the percentage of single-component polymorphic
structures [46]. The database analysis further revealed an increasing number of
polymorphic cocrystals that are being reported. This could be mainly due to the
recent interest in the development of cocrystals for applications in pharmaceutical
and material sciences.

Statistical analyses are often subjective and depend on the criteria used for data
acquisition; therefore, it is not appropriate to strictly rely on the statistics when
dealing with polymorphism of a particular compound. As presented in the previous
sections, finding a novel polymorph of a compound solely relies on our ability to
find the right experimental conditions.

14.9 Conclusions

Polymorphs of a material represent solid states with distinct crystal structures.
Differences in solid-state structures mean that the polymorphs exhibit different
physical and chemical properties. Therefore, prior knowledge on polymorphism of
a material is valuable for its successful development. A thorough characterization of
all the polymorphs and studies concerning phase transitions are essential for deter-
mination of the most stable polymorph and subsequent production of the desired
polymorph in bulk. Although polymorphism studies in single-component crystals
and active pharmaceutical ingredients are widely reported, such studies in cocrystals
are only being reported in the current decade. This is mainly due to the recent
interest in pharmaceutical cocrystals for development of drug formulations. While
most of the reported cocrystal polymorphs have been discovered serendipitously
during cocrystallization experiments, development of systematic screening methods
to discover new polymorphs of cocrystal is an emerging activity. The current chapter
provides a brief history of polymorphism and highlights potential significance of
polymorphism in pharmaceutical and materials science. The thermodynamic rules
that govern the polymorphs, different classifications, and potential impact of poly-
morphism on the physicochemical properties are emphasized with representative
examples.
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Chapter 15
Hydration/Dehydration Phase Transition
Mechanism in Organic Crystals Investigated
by Ab Initio Crystal Structure Determination
from Powder Diffraction Data

Kotaro Fujii and Hidehiro Uekusa

Abstract The study of organic crystals is a very active field. Molecules in a
crystal are responsive to environmental changes, such as temperature, humidity,
and irradiation. The motion of these molecules in response to the external stimuli
may result in chemical reactions, in addition to altering their arrangement in the
crystal. Such structural rearrangements can only be understood by crystal structure
comparison before and after the change. However, disintegration of crystal order due
to the molecular motion may make structural investigation difficult. Recently, by
using the structure determination from powder diffraction data (SDPD) technique,
the study of dynamic structural phenomena is possible using X-rays. In this chapter,
three such crystal structure rearrangements, which can only be revealed by the
SDPD technique, are reviewed. They are the dehydration and hydration mechanism
of pharmaceutical crystals, organic vapor-induced dehydration and polymorphic
structure change, and photochemical reaction in organic crystal.

Keywords Crystal structure • Pharmaceutical crystal • Dehydration • Photo-
chemical reaction • Powder structure analysis

15.1 Introduction

An organic crystal can be considered as the solid-state environment where
molecules exhibit various behaviors and properties which arise from the constraints
of neighboring molecules. Knowledge of the precise crystal structure is therefore
essential in rationalizing any changes to the molecule or its crystal. However, if
large structural changes occur from external stimuli, single crystals usually lose
their long range order and are no longer amenable to single-crystal X-ray structure

K. Fujii • H. Uekusa (�)
Department of Chemistry and Materials Science, Tokyo Institute of Technology, Tokyo, Japan
e-mail: kfujii@cms.titech.ac.jp; uekusa@cms.titech.ac.jp

© Springer Japan 2015
R. Tamura, M. Miyata (eds.), Advances in Organic Crystal Chemistry,
DOI 10.1007/978-4-431-55555-1_15

299

mailto:uekusa@cms.titech.ac.jp
mailto:kfujii@cms.titech.ac.jp


300 K. Fujii and H. Uekusa

Fig. 15.1 Schematic illustration of the disintegration of single crystal by the external stimuli
(upper) and the resulting diffraction change (lower)

determination (Fig. 15.1). For this reason, precise mechanistic investigations of
the dynamic phenomena in organic crystals were limited to those cases in which
the structure of the molecular solid was known before and after the action of the
external stimuli. In situations where single crystallinity was lost after the external
stimuli, the resulting powder can still be recrystallized into single crystals for
structural analysis. However, it is apparent that the crystal structure obtained from
the recrystallized crystal could be different from that of the powder.

In the 1990s, the first example of ab initio structure determination from powder
diffraction data (SDPD) of an organic molecule was demonstrated [1–15]. This
breakthrough opened up structural investigations of dynamic phenomena in poly-
crystalline materials. The SDPD technique is discussed elsewhere in this book, so
no further explanation is needed here. In this chapter, several dynamic phenomena
in organic crystals are presented.

The first case study is that of stoichiometric and nonstoichiometric dehydration
and hydration phenomena of crystals of active pharmaceutical ingredients (APIs)
acrinol and erythromycin A. Understanding of the dehydration and hydration of
APIs such as erythromycin A is highly valued in the pharmaceutical industry. The
impact of the dehydration and hydration on the structure is discussed, as well as the
differences in physicochemical properties before and after the structural transition.

In the second case study, the dehydration phenomena caused by organic vapor
are explored. Several distinct polymorphic and pseudo-polymorphic phases are
obtained and analyzed. Structural changes arising from exposure to vapor are
particularly intriguing because they are less reported in the literature.
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In the final case study, photochemical reactions in the crystalline state are
discussed. Chemical reactions in the crystalline state attract a lot of interest
because of their ability to access compounds which are difficult to achieve using
conventional synthetic chemistry.

15.2 Dehydration/Hydration Transformations
of Pharmaceuticals

Organic molecules often exist in several different crystalline forms, such as
polymorphs, hydrates, and solvates. These different crystalline forms are important
research targets, particularly in the pharmaceutical industry, because they commonly
have different physical or chemical solid-state properties, such as solubility, dis-
solution rate, stability, and bioavailability [16, 17]. Another important aspect of
these materials is the solid-state transformations between different forms induced
by environmental changes, e.g., temperature, humidity, and pressure. These may
occur during the drug manufacturing processes or storage of the drug in bulk or in
the dosage form. In many cases, the dehydration/hydration transformations of phar-
maceutical solids due to environmental changes are accompanied by disintegration
of single crystals, resulting in polycrystalline products. In such cases, SDPD can
reveal the mechanism of these dehydration/hydration transformations. There have
been several reports that the crystalline dehydration/hydration phenomena in phar-
maceutical materials have been revealed by SDPD [18–22]. These examples gave
new insights into the mechanistic aspects of the dehydration/hydration behaviors of
pharmaceutical materials.

In the case of acrinol (2-ethoxy-6,9-diaminoacridine monolactate; Fig. 15.2a)
[19], two different anhydrous forms were found by heating and both structures were
revealed by SDPD. Acrinol is a 1:1 co-crystal comprising ethacridinium cations
and lactate anions, which is used as an antibacterial agent. The crystal structure
of the monohydrate form of acrinol (AcH) had been reported, although the thermal
behavior of AcH and the structural changes associated with dehydration of AcH had
not been reported previously. Simultaneous PXRD and DSC measurements (XRD-
DSC, Fig. 15.2b), recorded on heating a sample of AcH from ambient temperature,
show that AcH transforms to a crystalline anhydrous form at ca. 110–120 ıC, which
is assigned as anhydrous form AcAI from its powder X-ray diffraction (PXRD)
pattern. Upon further heating, AcAI transforms to anhydrous form AcAII at ca.
190–200 ıC by a polymorphic transformation (the characteristic PXRD pattern
of AcAII is indicated in Fig. 15.2b). While handling the anhydrous phases in an
ambient atmosphere, a significant difference in the ease of hydration of AcAI and
AcAII was observed, with hydration occurring much more readily for AcAI than for
AcAII. For this reason, the hydration behavior of AcAI and AcAII was investigated
in more detail by dynamic vapor sorption measurements (Fig. 15.2c). It is found
that, while hydration of AcAI occurs at a relative humidity of ca. 10 %, AcAII
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Fig. 15.2 (a) Molecular structures of the components in acrinol. (b) Simultaneous powder X-ray
diffraction and DSC results obtained on heating a powder sample of AcH (left side, powder X-
ray diffraction; right side, DSC). (c) The result of dynamic vapor sorption measurements for the
anhydrous phases (a) AcAI and (b) AcAII



15 Hydration/Dehydration Phase Transition Mechanism in Organic Crystals 303

undergoes hydration only when the relative humidity reaches ca. 80 %. Thus, AcAII
is substantially more resistant to hydration than AcAI.

Structure determination of AcAI and AcAII by single-crystal X-ray diffraction is
not viable, because dehydration of a single crystal of AcH is associated with loss of
crystal integrity to form a polycrystalline sample of AcAI. Clearly, AcAII formed in
the subsequent polymorphic transformation from AcAI is also polycrystalline. For
these reasons, the crystal structures of AcAI and AcAII were determined directly
from PXRD data. Structural analysis was carried out based on the synchrotron
PXRD data for AcAI and the laboratory PXRD data (CuK’1 radiation) for AcAII.
The data were analyzed in the following process: (1) indexing (DICVOL04), (2)
whole profile fitting by Le Bail method (GSAS), (3) structure solution by the direct-
space genetic algorithm (EAGER), and (4) structure refinement by Rietveld method
(GSAS). The final results of the Rietveld analysis showed good agreement between
the observed and calculated PXRD patterns.

The crystal structures of AcH, AcAI, and AcAII are shown in Fig. 15.3. The
crystal structure of AcH comprises stacking of ethacridinium cations and lactate
anions along the a-axis. The water molecules are arranged along the a-axis forming
a water channel. The crystal structure of AcAI retains several of the structural
features present in the parent hydrate phase AcH and contains similar stacks of
ethacridinium cations and lactate anions. Although the ethacridinium cations retain
their molecular conformation during the transformation from AcH to AcAI, they
undergo slight displacements into the vacant space created by removal of the water
molecules from AcH. In addition, the positions and orientations of the lactate anions
undergo some adjustment, resulting in a modified hydrogen-bonding network. From
such structural comparison, the dehydration process of AcH or hydration process of
AcAI accompanies small structural rearrangement. Thus, the hydration of AcAI
(observed in DVS plot) easily occurred even at the low humidity condition.

On the other hand, the crystal structure of AcAII is completely different from
that of AcAI (or AcH). Given the significant differences between the crystal
structures of AcAI and AcAII, substantial molecular movements are implicated in
the polymorphic transformation between AI and AII, involving essentially complete
reconstruction of the crystal structure and significant changes in the hydrogen-
bonding arrangement. The fact that AcAII does not readily rehydrate to produce
AcH can be understood on the basis of the substantial differences in structure
between AcAII and AcH, and thus hydration of AcAII to produce AcH requires
significant structural reorganization. The stability with respect to hydration is a
desirable property for pharmaceutical applications, as facile hydration of a drug
substance can represent a significant problem in processing or storage. Thus, our
observation that anhydrous polymorph AII of acrinol is relatively resistant to
hydration may be an important consideration in future applications.

The dehydration/hydration behavior of erythromycin A was also revealed by
SDPD and was found to show interesting dehydration/hydration behaviors [22].
Erythromycin A (Fig. 15.4a) is a widely used macrolide antibiotic and is known to
form a dihydrate in the crystalline phase (EDH) when recrystallized from aqueous
solution. Crystals of EDH undergo dehydration upon heating to give an anhydrous
phase (anhydrous phase I, EAI), which transforms into another anhydrous phase
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Fig. 15.3 Crystal structures
of AcH, AcAI, and AcAII.
AcH transforms to AcAI
followed by the
transformation to AcAII by
heating

(anhydrous phase II, EAII) after a melt process on further heating. This process was
clearly observed by XRD-DSC measurement (Fig. 15.4b). The change in the PXRD
during the dehydration process of EDH is small, and EAI was already known to be a
dehydrated hydrate, which is also referred to as an isomorphic desolvate [23]. These
terms “dehydrated hydrate” and “isomorphic desolvate” mean that the dehydrated
(or desolvated) crystalline phase retains the molecular packing of the parent hydrate
(or solvate) after dehydration (or desolvation).
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Fig. 15.4 (a) The molecular
structure of erythromycin A.
(b) Simultaneous XRD-DSC
results obtained on heating a
powder sample of EDH (left
side, powder X-ray
diffraction; right side, DSC)

The hydration and dehydration of EAI and EAII showed interesting behaviors
that were observed by dynamic vapor sorption (DVS) measurements. As shown in
Fig. 15.5a, EAI underwent hydration at a relative humidity (RH) of 5 % with a mass
increase corresponding to two water molecules, and no significant mass change was
observed with further humidification. The hydrated phase was confirmed as EDH
by powder XRD (PXRD). The dehydration of EDH only occurred at RH < 5 % (the
desorption process in Fig. 15.5a), suggesting EDH is stable through this process.
Because the number of incorporated water molecules is stoichiometric for both
EDH (two) and EAI (zero), the dehydration and hydration processes between EDH
and EAI are stoichiometric dehydration and hydration processes. On the other
hand, EAII showed nonstoichiometric hydration and dehydration (Fig. 15.5b). In
both processes, the mass gradually changed depending on the humidity, and thus
the number of incorporated water molecules was not stoichiometric. Here, we
call this hydrated phase of EAII a nonstoichiometric hydrate phase (ENSH). The
maximum number of incorporated water molecules in the ENSH was estimated to
be about 1.3 water molecules per erythromycin A molecule from the dynamic vapor
DVS plot. Even though the ENSH incorporates some water, the PXRD patterns of
EAII and ENSH are similar (Fig. 15.5c), which clearly indicates that the crystal
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Fig. 15.5 DVS plots of the erythromycin A anhydrous phases (a) I (EAI) and (b) II (EAII) and
(c) the changes in the XRD pattern of erythromycin A anhydrous phase II (EAII) in response to
humidity

structure of EAII is also a dehydrated hydrate of ENSH (or the ENSH is an
isomorphic hydrate of EAII). This is interesting as one polymorph shows stoi-
chiometric hydration/dehydration behavior and the other shows nonstoichiometric
hydration/dehydration behavior. Because these two polymorphs consist of the same
molecule, the different hydration/dehydration behavior must be due to differences in
the crystal structures. Therefore, the crystal structures of these two anhydrous phases
should provide important information about the mechanism of the stoichiometric or
nonstoichiometric hydration/dehydration processes.

Because the dehydration process is accompanied by the disintegration of the
single crystalline form of EDH, the samples of EAI and EAII were only obtain-
able as powders. For this reason, the crystal structures of EAI and EAII were
determined directly from the PXRD data measured using synchrotron radiation.
The erythromycin A molecule contains a 14-membered lactone ring that can adopt
several different conformations. However, the conformations of the 14-membered
lactone rings are the same in all the different crystal structures, such as the DH
[23], the zinc complex solvate of erythromycin A [24], erythromycin B [23], and
clarithromycin [23, 25, 26]. Thus, the conformation of the 14-membered lactone
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ring was fixed during the structure solution calculations. It is worth to note that EAII
has two independent molecules in the unit cell and the total structural variables,
which should be determined in the structure solution process, was 26. Even such
large number of parameters, the structure determination was succeeded.

The crystal structures of EDH [23], EAI, and EAII are shown in Fig. 15.6. In
the crystal structure of EDH (top of Fig. 15.6), two independent water molecules
are arranged along the a-axis forming a water channel. These water molecules
bridge erythromycin A molecules by hydrogen bonds. The crystal structure of
EAI (middle of Fig. 15.6) has a similar molecular packing to EDH, and thus
these two crystalline phases are isostructural. By loss of the water molecules,
the water-mediated hydrogen bonds in EDH switch to inter- and intramolecular
hydrogen bonds between erythromycin A molecules. The crystal structure of EAI
also contains significant voids, as shown by the translucent spheres in Fig. 15.6.
There are two independent voids in EAI with volumes of about 10 and 15 Å3. The
positions of the voids in EAI and the positions of the water molecules in EDH
are almost the same, and therefore, the voids are created by the loss of the water
molecules. The sum of the volumes of the two voids observed in EAI (25 Å3) is
less than the volume the two water molecules occupy in EDH (54 Å3). Therefore,
the voids created by the removal of water do not remain, and structural relaxation
occurs to reduce the void volume. Given that incorporation of water molecules
into the voids will give the stable crystalline state EDH without large structural
reconstruction, it is natural that the crystals of EAI readily transform back to EDH.
Both the water molecules in EDH and the voids in EAI form channels along the a-
axis. Therefore, the loss and incorporation of water molecules in the dehydration and
hydration processes could proceed through this channel with only small structural
changes.

The crystal structure of EAII (bottom of Fig. 15.6) has a completely different
molecular packing from EDH and EAI. The erythromycin A molecules aggregate
to form a tetramer via intermolecular hydrogen bonds and the tetramer units are
arranged in a herringbone pattern. There are no hydrogen bonds (D � � � A distances
of less than 3.2 Å) between the tetramer units, and all but one of the hydroxyl groups
point toward the center of the tetramer unit; the remaining hydroxyl group forms
an intramolecular hydrogen bond. Interestingly, as observed in EAI, the crystal
structure of EAII also has voids around the tetramer units, shown as translucent
spheres in Fig. 15.6. There are four independent void spaces, which have volumes
of 48, 24, 22, and 17 Å3. Because there are no hydrophilic groups around these
void spaces, they can be considered hydrophobic voids, whereas the voids observed
in EAI are hydrophilic. The hydrophobic nature of the voids may be the reason
for the nonstoichiometric hydration behavior of EAII. The voids incorporate water
molecules, but no energetic stabilization by hydrogen bonds is possible because the
water molecule cannot form hydrogen bonds. However, the volumes of the voids
are large enough to incorporate water molecules, and it enables nonstoichiometric
incorporation of water molecules without major structural changes. Structural
analysis of ENSH at RH D 98 % was also carried out, although the positions of
the water molecules could not be determined. Considering that the PXRD patterns
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Fig. 15.6 Crystal structure of erythromycin A dihydrate phase (EDH, top), anhydrous phase I
(EAI, middle), and anhydrous phase II (EAII, bottom)
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measured at low and high humidity are quite similar, the water molecules are most
likely highly disordered in the voids in the crystal structure of ENSH, and the
incorporation of the water molecules would not greatly contribute to the diffraction
intensities.

The dehydration/hydration behaviors of organic crystals including pharmaceu-
tical materials are still not clear. However, as shown in this example, the crystal
structures of the hydrated or dehydrated phases can aid in understanding the
dehydration/hydration process. Further systematic understanding will proceed by
further research using SDPD.

15.3 Vapor-Induced Crystalline Transformations

Solvent molecules are often incorporated in crystal structures to form solvate
crystals that are also known as pseudopolymorphs [27–29], which include non-
solvated crystalline phases. (There have been some arguments about the usage
of the term pseudopolymorph, and its usage is not universal. However, here the
term pseudopolymorph is straightforward and is used to represent both the solvated
and non-solvated crystals.) Pseudopolymorphism is of interest in many aspects of
solid-state chemistry, because significantly different crystalline phases can have
different solid-state properties even when they consist of almost the same com-
ponents [16, 27–32]. Recrystallization using different solvents and/or in different
conditions is frequently used and is the most useful strategy for exploring the
pseudopolymorphs of an organic compound. Alternatively, solvent vapor exposure
of target crystalline materials also leads to pseudopolymorphs and is a simpler
approach compared with the recrystallization.

A co-crystal that consists of a 1:1 mixture of 5-methyl-2-pyridone and trimesic
acid (Fig. 15.7a) shows interesting crystalline transformations on exposure to
vapors [33, 34]. This co-crystal was studied as part of an investigation on the
photoreactivity of 2-pyridone derivatives in co-crystals. Three pseudopolymorphs
were found in this system, which were a methanol solvate (M), a hydrate (H), and
an unsolvated phase (U). First, M was found to transform into H by grinding in an
ambient atmosphere, which indicates the presence of water vapor would lead to the
solvent exchange (methanol to water) transformation. Thus, transformations among
these phases were investigated by exposing to several different solvent vapors.
The results are shown in Fig. 15.7b. Solvation transformations from U to M or
H were observed by exposing U to methanol or water vapor, and solvent exchange
transformations between M and H were observed by exposing H to methanol vapor
or M to water vapor. Furthermore, exposure of M and H to acetonitrile, acetone, or
ethanol vapor gave rise to desolvation transformations to produce U. The crystals of
M, H, and U are insoluble in acetonitrile, acetone, and ethanol, so it is unlikely that
partial dissolution of these materials can explain this observation. The desolvation
process did not occur on exposure to hexane vapor, drying, or exposure to vacuum.
Therefore, it is deduced that the crystalline solvate molecule would leave from
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Fig. 15.7 (a) Molecular structures of 5-methyl-2-pyridone and trimesic acid. (b) Summary of the
results of experiments involving exposure of the materials to solvent vapor, drying, and exposure
to vacuum

the crystal lattice only when the molecule has an affinity with the organic vapor
molecule which is applied to the crystal. This deduction may explain why the
crystalline solvate molecule of methanol (M) and water (H) desolvates by MeCN,
acetone, and ethanol vapor, but does not by hexane vapor.

Another interesting aspect of these experiments is the time required for the
transformations to occur on exposure to solvent vapors. The solvent exchange
transformation from M to H is complete in a few hours. However, the transfor-
mations of U to form the solvate structures M or H on exposure to methanol and
water vapors required about 2 days. To understand the structural changes in these
pseudopolymorph transformations by vapors, the crystal structures of M, H, and
U were determined. The crystal structures of H and U had to be determined from
PXRD data because these phases could only be obtained via transformations that
caused the disintegration of the single crystalline forms.

The crystal structures of M, H, and U are shown in Fig. 15.8. Although the
space groups of M (P21/n) and H (P1) are different, there are structural similarities
between these two crystal structures. As shown in Fig. 15.8, both M and H
have similar hydrogen-bonding units that consist of two 5-methyl-2-pyridone, two
trimesic acid, and two solvents (methanol for M and water for H). These units
are stacked along the same directions, giving solvent channels in both crystal
structures. From the structural similarities between M and H, it is expected that
solvent exchange might occur through the solvent channel, with preservation of the
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Fig. 15.8 The crystal structures of the co-crystal (5-methyl-2-pyridone and trimesic acid) (a)
methanol solvate (M), (b) hydrate (H), and (c) unsolvated phase (U)

hydrogen-bonding unit, thus promoting the facile transformations between M and
H. On the other hand, the crystal structure of U (P21/a) has a completely different
hydrogen-bonding network. Thus, the solvation or desolvation transformations
require large structural changes, requiring longer times when compared with the
solvent exchange transformations.

Although the crystal structures of M and H are significantly different from
U, the exposure of M or H to acetonitrile, acetone, or ethanol vapor easily
causes the desolvation transformations which completed within one day at ambient
temperature. Further investigations have been carried out, and similar vapor-induced
desolvation (dehydration) was found for the hemihydrate of 5-aminoisophthalic
acid [35]. In this case, exposing the hemihydrate of 5-aminoisophthalic acid to
acetonitrile, methanol, or ethanol vapor led to dehydration and gave the anhydrous
phase of 5-aminoisophthalic acid. Interestingly, this process is accompanied by a
color change from pale pink in the hemihydrate to yellow in the anhydrous crystal.
The anhydrous phase returns to the hemihydrate on exposure to water vapor, giving a
reversible color change caused by solvent vapors. As shown in this example, solvent
vapor-induced transformations can lead to interesting and useful behaviors.
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15.4 Solid-State Photoreaction in Organic Crystal

Solid-state photoreactions have attracted considerable attention because of their
potential to achieve high reaction selectivity, stereoselectivity, and high yield
[36–39]. These advantages come from the restriction of molecular motion in
the reacting crystals, and the photoreaction properties can be explained by the
topochemical postulate and the concept of reaction cavities [40–42]. In special
cases, the solid-state photoreaction proceeds in a single-crystal-to-single-crystal
(SCSC) manner, and these photoreaction processes can be followed using single-
crystal X-ray analysis. However, in many cases, solid-state photoreactions induce
the destruction of the crystalline form of the parent crystal. This severely limits
the use of X-ray analysis to trace the structural changes during a photoreaction.
Thus, subsequent recrystallizations of the polycrystalline photoproduct phase are
usually carried out to obtain single crystals of the photoproduct. However, these
recrystallizations do not always give the same crystalline phase as obtained directly
from the solid-state photoreaction.

In the case of the crystalline state photoreaction of 2-(2,4,6-triisopropybenzoyl)
((S)-1-phenylethyl)benzamide (1), it undergoes a diastereospecific Norrish type
II photocyclization under UV irradiation, producing (R,S)-cyclobutenol (2)
(Fig. 15.9a) [43]. The initial crystalline phase of 1 transforms into the crystalline
product phase 2A upon UV irradiation with disintegration of the initial single
crystalline form. Subsequent recrystallizations always gave a different crystalline
product phase 2B, but never the original 2A. Furthermore, the photoreaction could
not proceed in the SCSC manner even using absorption edge irradiation. Therefore,
the mechanistic aspects of the photoreaction should be discussed indirectly using
the crystal structures of 1 (initial crystal) and 2B (product crystal obtained by
subsequent recrystallization), which has a significantly different PXRD pattern from
both 2A and the parent phase 1. This may mean there is still a lack of understanding
in the structural changes during the photoreaction process. Therefore, the crystal
structure of the metastable polymorphic form 2A was determined from the PXRD
data.

A powder sample of 2A was prepared by photo-irradiation of a powder sample of
1. The reaction was monitored by PXRD, and the UV irradiation was continued until
no further changes were observed in the diffraction pattern. The crystal structure was
then analyzed based on the synchrotron PXRD via the simulated annealing method
to give the structure solution followed by Rietveld structural refinement.

The crystal structures of 1 (before photoreaction), 2A (after photoreaction), and
2B (after recrystallization of 2 from the solution) are shown in Fig. 15.9b, c, and d.
Comparing the crystal structure of 1 and 2A, the crystal packing has been retained
during the photoreaction process. Considering from the molecular formula, (S,S)-
cyclobutenol may also be the photoreaction product. However, detailed structural
consideration, such as molecular conformation and reaction cavity, clearly indicates
that (R,S)-cyclobutenol is much more favored than (S,S)-cyclobutenol when the
photoreaction proceeds in the crystal structure of 1.
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Fig. 15.9 (a) Reaction scheme of the solid-state photoreaction of 2-(2,4,6-triisopropybenzoyl)
((S)-1-phenylethyl)benzamide (1). Crystal structures of (b) 1 (before photoreaction), (c) after
photoreaction (2A), and (d) after the recrystallization of 2 (2B)

The space group of 2B (P21) is different from that of 2A (P212121) and has
half-size unit cell volume of 2A. However, interestingly, the hydrogen bonds
observed in 2A and 2B are almost the same. Both structures have one intramolecular
O–H � � � O hydrogen bond and one intermolecular N–H � � � O hydrogen bond. The
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intermolecular hydrogen bond forms a one-dimensional chain. The most important
difference between the crystal structures of 2A and 2B is in the arrangement of
this chain. Although adjacent chains are arranged in opposite directions in 2A
(Fig. 15.9d), they run in the same direction in 2B. This causes a difference in the
crystal densities. The densities are calculated to be 1.12 g cm�3 (at 300 K) for 2A
and 1.13 g cm�3 (at 296 K) for 2B. The difference is small but 2B has a more dense
crystal packing arrangement than 2A. According to the density rule introduced by
Burger and Ramberger [44, 45], the less stable polymorph will tend to have a lower
density, and therefore the 2A phase is expected to be less stable than 2B, as is
observed.

As the density difference was too small to reach a conclusion, lattice energy
calculations were carried out for these two crystals to evaluate the energetic
relationship between 2A and 2B. The lattice energy calculations were carried out
for the crystal structures of 2A and 2B using the Forcite module in Material
Studio 4.0 software from Accelrys [46]. For all force fields used in the calculations
(COMPASS [47], Dreiding [48], and Universal [49]), 2B has a lower lattice energy
than 2A by 6.6–10.2 kcal mol�1, which indicates that 2B is more stable than
2A. The energy differences in the molecular conformation (intramolecular energy)
between 2A and 2B are less than 2.0 kcal mol�1, so the intermolecular energy
differences (6.3–10.7 kcal mol�1) have a much larger contribution to the total lattice
energy difference. Thus, the stability of 2B mostly comes from the intermolecular
interactions such as van der Waals and electrostatic interactions. Hydrogen bonds
are also included in the intermolecular interactions; however, the hydrogen bonds
are similar in these two phases, as described above. Thus, the energetic difference
is not due to the hydrogen bonds but to the other intermolecular interactions, i.e.,
omnidirectional interactions. For a complete picture of the crystallization processes,
entropies (the Gibbs free energy) and/or the kinetic factors must be considered as
well as the lattice energy. However, the lattice energy difference is one of the reasons
why 2B is always crystallized from solution instead of 2A. This type of energetic
evaluation is only possible when the crystal structure is known. In this case, the
SDPD of the crystal structure of 2A was necessary to achieve the discussion.

15.5 Summary

As shown in this chapter, structure determination from powder diffraction data
(SDPD) enables us to understand many interesting dynamic phenomena that occur
in organic crystals, such as dehydration/hydration transformations, solvent vapor-
induced transformations, and solid-state photoreaction process. Because these
investigations were based on the crystal structures and changes in those crystal
structures, our understanding of the phenomena is enhanced at the atomic or
molecular level. For more details and systematic understanding of the behavior of
organic crystals, the SDPD will continue to help the chemical crystallographer.
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Chapter 16
Characteristics of Crystal Transitions Among
Pseudopolymorphs

Yoko Sugawara

Abstract Reversible phase transitions among the pseudopolymorphs of nucleoside
and nucleotide hydrates were induced by humidity (vapor pressure of water) and
temperature conditions. A single crystal state at a high frequency was retained after
these transitions, and the original, the final, and in some cases the intermediate
crystal structures were determined. On the basis of the determined structures and
information from complementary methods (e.g., Raman spectroscopy and molecu-
lar dynamics simulation), the characteristics of the transitions (i.e., conformational
changes, sliding of molecular layers, and cyclic and bifurcated transitions) were
revealed. The transition schemes and mechanisms are discussed.

Keywords Pseudopolymorphs • Hydrates • Nucleotides • Nucleosides •
Humidity-induced phase transition • Single crystal transition scheme and
mechanism

16.1 Introduction

Polymorphs are a group of crystals made of the same components with different
crystal structures. Polymorphs include inorganic, organic, and biomolecular crystals
[1–3]. In the case of organic crystals, several classifications have been proposed,
e.g., conformational polymorphs [4, 5] and synthon polymorphism [6]. Polymorphs
are not defined by a difference in crystal morphology. There are many crystals with
different morphologies but the same crystal structure, because the crystallization
conditions often affect the morphology. Polymorphism has attracted much attention
in the pharmaceutical and optical nonlinear material fields, because the physical
properties of polymorphs are generally different. In the case of drugs, a difference
in solubility might affect bioavailability.
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Fig. 16.1 Plots of natural
logarithms of concentration
vs. T inverse of two types of
polymorphs

The term pseudopolymorph is usually used for a group of crystals made of
the same substance with different amounts or types of solvate molecules [7]. One
of representative examples is the hydrates of copper sulfate. As in the cases of
polymorphs, the physical properties, e.g., stability and dissolution rate of pseu-
dopolymorphs, are generally different. Solvent contents of pseudopolymorphs have
a tendency to change depending on mechanical processing and physical conditions
of temperature and vapor pressure. Therefore, pseudopolymorph is an important
subject, in particular, from the pharmaceutical point of view.

The origin of polymorphs is understood on the basis of thermodynamics. The
situation is nearly the same for pseudopolymorphs. If some physical condition is
defined, there is only one stable form, and other forms are metastable.

Polymorphs are classified into two types: those with monotropism and enan-
tiotropism [3]. In the case of monotropic polymorphs, one crystal form is stable
below the melting point of a compound. On the other hand, if the stability switches
between two forms depending on the temperature, the term enantiotropic polymorph
is used. In the case of crystallization from solutions, we can also distinguish two
types, where the solubility of one form is lower than those of other forms at
any temperature, and the solubility curves of two forms cross each other at some
temperature (Fig. 16.1). In the former case, only one form appears in the cooling
process of a solution (polymorph A in Fig. 16.1a). In the latter case, one form
(polymorph C in Fig. 16.1b) reaches a saturation condition first, and crystals appear.
If the temperature continues to decrease, the other form (polymorph A in Fig. 16.1b)
appears, and the crystals of the second form take the place of the form that first
appeared. If the solubilities of the two forms are similar, and the change rate
between the first and second forms is slow compared with the cooling rate, both
forms appear in the same solution [3]. We occasionally find such a phenomenon.
In situ observation of crystal transformations offers noteworthy information on the
transitions of polymorphs. A stable form often appears on the surface of an unstable
form and sometimes at an inner site of a crystal [8].

The situation is similar in the case of pseudopolymorphs. If a hydrate with
low water content is obtained in the high-temperature region and one with high
water content is obtained in the low-temperature region, we can obtain both crystals
separately and determine their crystal structures using crystallographic analysis. On
the other hand, there are many pseudopolymorphs that are obtained by the exchange
of solvates or the desorption/absorption processes for solvates depending on the
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temperature and/or vapor pressure conditions of the solvate around the crystals after
harvesting from the mother liquid. In such cases, the crystallinity is often lowered
during the transition, and crystal structure analysis becomes difficult. Examinations
using thermal analysis, infrared and Raman spectroscopies, and powder X-ray
analysis are usually carried out. Of course, these analyses offer valuable information
on the pseudopolymorphs (see Sect. 16.5). However, without knowledge of the
crystal structures, a discussion on transition schemes would remain at the qualitative
level. In recent years, the ab initio structure determination method based on powder
diffraction data has successfully been developed, and further information has
become available [9].

In the case of the structure transitions of pseudopolymorphs of nucleoside
and nucleotide hydrates, the transitions often proceed while maintaining a single
crystal state. Therefore, the crystal structures before and after transitions could be
determined, and we could discuss the transformation of the structure and the origin
of the transformation at an atomic resolution. We have been carrying out such
systematic examinations. The characteristics of the transitions are described, and
their mechanisms are discussed in the following sections.

16.2 Overview of Structure Transitions Among
Pseudopolymorphs of Nucleoside and Nucleotide
Hydrates

Nucleotides and nucleosides usually crystallize as hydrates. The humidity-induced
transformation between A-DNA and B-DNA is well known [10]. At the same time,
it had been reported that the hydration numbers of nucleosides and nucleotides,
which are the components of DNA and RNA, were reversibly changed depending
on relative humidity (RH) on the basis of a gravimetric analysis [11].

In a systematic analysis, we found that the humidity-induced structure transitions
of nucleoside and nucleotide hydrates often proceed while maintaining a single
crystal state (Fig. 16.2). In the crystals, the base moieties are stacked to form
molecular layers. Water molecules and hydrated counterions exist between these
molecular layers. The crystal structure of disodium cytidine 50-monophosphate
(Na2CMP) nonahydrate is shown in Fig. 16.3a, as a typical example [12]. The
molecular layer is supported by successive hydrogen bonds among the oxygen
atoms of phosphate moieties and hydroxyl groups of riboses (Fig. 16.3b). The
interlayer distances enlarge or shorten in a hydration or dehydration process, and
networks in inorganic regions of water and cations are reconstructed.

In most cases, transitions are reversible. However, a large or small hysteresis is
usually observed. For example, the humidity-dependent transition from form I to
form II of Na2CMP proceeds at around 40 %RH, but the inverse transition proceeds
at around 70 %RH (Fig. 16.4). In Sects. 16.3.1, 16.3.2, 16.3.3, and 16.3.4, the
characteristics of the transitions will be explained using several examples.
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Fig. 16.2 Examples of nucleosides and nucleotides that crystallized as hydrates and their
humidity- or temperature-governed phase transitions proceeded while retaining single crys-
tal states. Na2GMP, Na2CMP, Na2IMP, and Na2dGMP are disodium salts of guanosine 50-
monophosphate, cytidine 50-monophosphate, inosine 50-monophosphate, and 20-deoxyguanosine
50-monophosphate, respectively

Coupled with the transitions, conformational changes in the nucleoside and
nucleotide molecules, and the reconstruction of hydrogen-bonding networks and
cation coordination schemes, are induced (Sect. 16.3.1). The sliding of molecular
layers is occasionally observed (Sect. 16.3.2). In some cases, the intermediate
phases that appear in the hydration and dehydration processes are different. We
define this type of transition as cyclic (Sect. 16.3.3). In the case of Na2dGMP, two
different anhydrides appear, depending on the temperature and humidity conditions,
and we call this type a bifurcate transition (Sect. 16.3.4). Their mechanisms are
discussed in Sect. 16.4 on the basis of the observed characteristics.

16.3 Characteristics of Transition Illustrated by Examples

16.3.1 Transitions Associated with Prominent Conformational
Changes

The transitions among the pseudopolymorphs of nucleosides and nucleotides
hydrates often accompany conformational changes in the molecules on a large or
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Fig. 16.3 Crystal structure of disodium cytidine 50-monophosphate nonahydrate. Projection along
c axis (a) and interactions within molecular layer (b). Hydrogen bonds are indicated by dashed
lines

small scale. The conformational flexibilities of nucleosides and nucleotides have
been thoroughly classified [10]. The conformations around a glycosidic bond � are
classified as anti and syn, and anti is usually stable in cases of non-substituted
bases. The conformation of ribose is known as pseudorotation. Although the
energy difference along the pseudorotation phase angles, P, is very small, C20-
endo and C30-endo are slightly stable, and O40-endo and O40-exo are unstable. The
conformations around a C40–C50 bond are classified into three types: gg (gauche-
gauche), gt (gauche-trans), and tg (trans-gauche) on the basis of torsional angles
of O40-C40-C50-O50 and C30-C40-C50-O50 (Fig. 16.5). According to a statistical
analysis of nucleoside and nucleotide crystal structures, gg is observed with high
frequency.

The transition of disodium adenosine 50-triphosphate (Na2ATP) between dihy-
drate and trihydrate [13] is a typical example, which is accompanied by prominent
conformational changes. Na2ATP crystallizes as the trihydrate [14, 15]. On the
basis of gravimetric analysis, powder diffraction data, and Raman spectra, the
four phases D (monohydrate), M1 (dihydrate), M2 (trihydrate), and W (approxi-
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Fig. 16.4 Humidity
dependence of hydration
numbers of disodium cytidine
50-monophosphate
nonahydrate

Fig. 16.5 Conformations around a C40–C50 bond, gg (a), tg (b), and gt (c)

mately tetrahydrate) are distinguished (Fig. 16.6) [16]. Among these, the trihydrate
and dihydrate crystal structures were determined (Fig. 16.7) [13]. The trihydrate
reversibly changes to dihydrate in the range of 10–50 %RH, while maintaining a
single crystal state. There are two ATPs and four sodium ions in an asymmetric unit.
Adenine bases stack in a parallel fashion (Fig. 16.7), and the triphosphate linkages
form a pseudo-helical structure parallel to the stacking direction (Fig. 16.8). Two of
the four sodium ions bridge oxygen atoms of the phosphate groups.

In the trihydrate, two ATP molecules belonging to the neighboring layers are
bridged by water molecules (Fig. 16.7b). In the dihydrate, a portion of the water
molecules are lost, and direct hydrogen bonds are formed between two ATPs
(Fig. 16.7a). The conformation of the ribose moiety ATP changes from C20-endo-
C30-exo in the trihydrate to C40-endo in the dihydrate. At the same time, the
conformation around the C40–C50 bond changes from gg to tg, and the dihedral
angle around the O50-P bond changes from �45ı to 75ı (Fig. 16.9). The structural
changes could be interpreted as follows: coupled with the loss of two water
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Fig. 16.6 Humidity
dependence of hydration
numbers of disodium
adenosine 50-triphosphate
nonahydrate
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Fig. 16.7 Structural changes coupled with transition of disodium adenosine 50-triphosphate from
dihydrate (a) to trihydrate (b). Water molecules in the trihydrate enclosed in the ellipses are lost
in the dihydrate, and the conformations of the ribose moieties enclosed in the dashed ellipses are
transformed, coupled with the transition

molecules, the molecular layers approach each other while avoiding conflict and
form new interlayer interactions. The conformational changes of the riboses realize
the direct interactions between ATP molecules belonging to the neighboring layers.
While concerted changes of the two torsional angles around C40–C50 and O50-P
simultaneously maintain the stacking of the bases and the helical structure of the
triphosphates.

In the transition of guanosine dihydrate, a drastic conformational change occurs
between syn and anti around the glycosidic bond �. The details are described in
Sect. 16.3.3 from the viewpoint of the cyclic phase transition.
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Fig. 16.8 Helix-like
structure made by
triphosphate moieties of ATP
and NaC. Base moieties are
not shown. Coordination
around sodium ions is
indicated by dashed lines, and
estimated hydrogen bonds
between P’-O� and P”-OH
are indicated by dotted lines

Fig. 16.9 ATP molecules
superimposed on dihydrate
(light gray) and trihydrate
(deep gray)

16.3.2 Transitions Accompanied by Sliding of Molecular
Layers

The crystal structure of disodium cytidine 50-monophosphate (Na2CMP) nonahy-
drate and the humidity dependence of the hydration numbers were described in
Sect. 16.2 as one typical example of the crystal structure transitions of nucleotides.
Na2CMP crystallizes as a nonahydrate from an aqueous solution, and the humidity-
induced transition between this nonahydrate and the 1.3 hydrate proceeds through
the octahydrate and hexahemihydrate in the 0–80 %RH region at room temperature
(Fig. 16.4) [12]. The crystal structures of the nona-, octa-, and hexahemihydrates
were determined (Fig. 16.10). The molecular layer structure of the nucleotides was
maintained throughout the transitions.

The conformational changes are rather small in the case of the phase transi-
tion of the Na2CMP hydrate. However, the relative positions of the neighboring
molecular layers slide together with the transition from the octahydrate to the
hexahemihydrate.
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Fig. 16.10 Crystal structures of disodium cytidine 50-monophsphate nonahydrate (a), octahydrate
(b), and hexahemihydrate (c). The gray bent lines indicate the molecules to make it easy to compare
the relative positions of the successive molecular layers in each structure

The crystal structure of the octahydrate is similar to that of the nonahydrate,
although the water and counterion sites rearrange (Fig. 16.10a, b). On the other
hand, the longest axis b of the hexahemihydrate is one half of that of the octahydrate
(Fig. 16.10c). This change is caused by the sliding of the molecular layers. The
origin of this sliding could be explained as follows (Fig. 16.11). In hexahemihydrate,
the hydrophilic regions of the neighboring layers face each other. Positively charged
sodium ions, negatively charged phosphates, and polarized atoms are gathered in
one region and are separated by a monolayer of water molecules, i.e., a small amount
of water molecules effectively shield the electrostatic repulsion.

It is rather curious that such a drastic change proceeds while retaining the single
crystal state. Mnyukh proposed a mechanism of epitaxial (oriented) nucleation and
growth in a layered crystal [17].

16.3.3 Cyclic Transitions

Guanosine crystallizes as dihydrate from an aqueous solution (Fig. 16.12) [18]. A
structural transition occurs between the dihydrate (phase H) and anhydride (phase
A) in the region of 20–0 %RH [16, 19]. The change in the number of crystal
water molecules determined by gravimetric measurements and the X-ray powder
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Fig. 16.11 Crystal structures of disodium cytidine 50-monophsphate octahydrate (a) and hexa-
hemihydrate (b). The curved lines indicate the hydrophobic surfaces of molecular layers, and the
large black circles and dark gray circles are sodium ions and the oxygen atoms of water molecules,
respectively

Fig. 16.12 Crystal structure of guanosine dihydrate (crystal data: monoclinic, space group P21,
a D 17.518, b D 11.278, c D 6.658 Å, b D 98.17ı, and Z D 4)

patterns are shown in Fig. 16.13a, b, respectively. Phase H transforms into phase A
through two intermediate phases, H0 and A0. The reverse transition from phase A to
phase H proceeds through two intermediate phases, A0 and M. The X-ray diffraction
patterns indicated that the crystal structures of phases H0 and M were quite different
(Fig. 16.13b). Phase H0 appears only in the dehydration process, and phase M only
in the hydration process. We defined this type of transition as cyclic.
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Fig. 16.13 Humidity dependence of hydration numbers (a) and changes in powder diffraction
patterns (b) coupled with structure transitions of guanosine dihydrate

Guanine bases are known to form hydrogen bonds among themselves. The
tetramer formation is famous. In guanosine dihydrate, base moieties stack in
parallel and form hydrogen-bonding chains along the twofold screw axis, which
is perpendicular to the stacking direction. As a result, a molecular layer is formed
(Fig. 16.12). There are four symmetrically independent water molecules, and
these are classified into two groups. Two are in a columnar space surrounded by
guanosine molecules (intra-layer water). The other water molecules exist between
two molecular layers and bridge them by hydrogen bonds (interlayer water).

The distance between the (100) planes, d100, reflects the interlayer distance. The
values of d100 in phase H and phase H0 are close to 17.3 Å. On the other hand, those
of phases A0, A, and M are close to 16.3 Å. Therefore, it was speculated that the
interlayer water molecules still exist in H0 and are lost in the A, A0, and M phases.

Among the two types of water sites, it seems that intra-layer water is easy to
absorb/desorb because it is in a columnar space. On the other hand, the interlayer
water molecules tightly bridge the riboses of guanosine molecules belonging to the
neighboring layers and seem to be hard to desorb.

The crystal structure of phase M was also determined [20]. The conformational
change around the glycosidic bond between anti and syn occurs during the transition
from phase M to H (Fig. 16.14). In the hydration process, water occupies the
columnar space of the intra-layer sites first. The intermediate water sites appear and
also occupied in phase M. At the last stage of the transition from phase M to phase H,
a portion of the water molecules shift to the interlayer sites, coupled by the widening
of the interlayer space. The conformational change around the glycosidic bond from
syn to anti isolates the inter- and intra-layer water sites. In the dehydration process
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Fig. 16.14 Water sites and conformations of guanosine in phase M (a) and phase H (b)

from phase H0 to phase A0, a conformational change from anti to syn would occur.
The syn conformation opens the channels between the inter- and intra-layer sites,
and the interlayer water molecule escapes from the crystal.

16.3.4 Bifurcation of Transitions Depending on Physical
Conditions

Disodium 20-deoxyguanosine 50-monophosphate (Na2dGMP) crystallizes as
tetrahydrate (phase H) (Fig. 16.15a) [21]. Depending on the physical temperature
and humidity conditions, the dehydration process yields two different anhydrides
[22]. The tetrahydrate changes to an anhydride (phase A) at 40 ıC (Fig. 16.15b) and
a water vapor pressure of 0 kPa (0 %RH). On the other hand, the same tetrahydrate
mainly changes to another anhydrous form (phase B) at 80 ıC and 1.5–2.0 kPa
(Fig. 16.15c). Phases A and B are polymorphs, and we call this phenomenon a
bifurcated transition. The amount of anhydrous phases A and B depends upon the
vapor pressure of the water: the ratios of A to B are 100:0 at 0 kPa, 50:50 at 1 kPa,
and 20:80 at 2 kPa. The notable difference among the crystal structures of phases H,
A, and B is the conformation around the C40–C50 bond. The conformation around
C40–C50 is gt in phases H and A and tg in phase B.

Bifurcation could be explained on the basis of their crystal structures as
follows. In the transition from phase H to phase A at low temperature, dGMP
molecules merely approach each other while retaining their conformations. At high
temperature, dGMP is mobile. In the transition from phase H to phase B, dGMP
molecules approach each other and change their conformation to reconstruct the
interaction and fill the space occupied by water molecules in phase H.
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Fig. 16.15 Crystal structures of disodium deoxyguanosine 50-phospates of tetrahydrate (a),
anhydride A (b), and anhydride B (c). The moieties including C40–C50 bonds are enclosed in
ellipses

16.4 Mechanisms of Transition Among Hydrates

Now, we will consider the mechanism of the transitions whose characteristics were
described in the previous section. First, it should be mentioned that the rigidity of the
layer structure could be attributed to single crystal–single crystal transitions. In the
case of Na2ATP, the base stacking structure and continued helical structure made
of triphosphate linkages play a role in maintaining the crystal lattice (Figs. 16.7
and 16.8). In guanosine hydrates, guanine bases are stacked, and the hydrogen-
bonding chains among them are formed along the twofold screw axis (Fig. 16.12).
At the same time, conformational flexibility is an important factor to reconstruct the
interaction networks (Figs. 16.9 and 16.15).

Rigidity of the layer structure also contributes to the reversibility of the transi-
tions. One of the opposite examples is inosine dihydrate [18]. Its crystal structure
highly resembles that of guanosine dihydrate (Fig. 16.12). However, inosine lacks
an amino group at the 2 position of the base, and the number of hydrogen bonds
between the bases, which successively continue along the twofold screw axis, is
less than that in guanosine dihydrate. Inosine dihydrate slowly loses crystal water
molecules and irreversibly transforms into the ’-form of anhydride [23] if it is
removed from the mother liquid.

Next, let us consider the origin of the cyclic and bifurcate transitions. Hydration
or dehydration transition is classified as the first-order phase transition, and an
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Fig. 16.16 Hysteresis loop and schematic energy diagrams of first-order transition

energy barrier exists at the transition point (Fig. 16.16). The dehydration (or
hydration) transitions accompany a shortening (or lengthening) of the crystal axis
by 5–10 %. Therefore, the nucleation of the dehydrated (or hydrated) phase in the
hydrated (or dehydrated) phase produces a large strain in the lattices at the interface
(Fig. 16.17), and the critical nucleation radius would generally be large, i.e., the
energy barrier at the transition point is fairly high. If there is a metastable state
whose crystal structure is similar to the original one, the energy barrier between the
original and metastable states would be low, and the metastable state would easily
appear (Fig. 16.16). The transition proceeds under kinetic control instead of by an
energetic one [3].

It should be noted that there is a question about which water molecules disappear
first. It is difficult to determine which water molecules in the original crystal
structure disappear first because the position of the lost water is often filled by the
remaining water in order to compensate for lost interactions. There is a tendency
for the water molecules around ions to remain because of large electrostatic
interactions. In addition, it seems that water molecules whose interactions are easily
compensated by remaining molecules can be easily lost.

16.5 Use of Complementary Methods

The crystallographic structure determination of each phase that appears, together
with the progress of the transitions, makes it possible to discuss structural transfor-
mation at an atomic resolution. At the same time, the complementary use of other
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Fig. 16.17 Model of
transition state from phase A
(hydrated state) with large
unit cell to phase B
(dehydrated state) with small
unit cell. The dark gray bent
bands indicate molecular
layers in crystals retained
during the transition. Dark
gray cells are an embryo of
phase B. Interaction in phase
A is lost and new interaction
in phase B are not constructed
in the white region

methods is very important to deepen our insight into the transitions. One typical
example is the structure transition of guanosine hydrates, which was described in
Sect. 16.3.3. We examined this transition using not only X-ray analysis but also
Raman spectroscopy and molecular dynamics simulation [16, 19, 24].

In general, the Raman peaks observed between 200 and 4,000 cm�1 are used to
identify polymorphs. On the other hand, we gave attention to the low-frequency
modes that appear below 200 cm�1. There is one characteristic band at around
20 cm�1. This mode is assigned to the collective motion of stacked bases [25], and
the origin would be common with that of the mode observed in the Raman spectra
of DNA [26]. Its frequency is known to shift coupled with the transition between
A-DNA and B-DNA.

In the case of guanosine dihydrate, the frequency of the corresponding peak
changed within the range of 21–32 cm�1, coupled with the transition (Fig. 16.18)
[16]. In phases A and A0, the mode shifted to the low side compared with that of
phase H, which indicates that the molecular layer is retained, but the interactions
among bases are weakened. On the other hand, in phase M, it shifted to the upper
side and split, which could be attributed to the fact that the unit cell is doubled, and
guanine bases are tilted.

The motive force of the transitions is attributed to the hydration or dehydration
of crystal water. Therefore, the mobility of water molecules caught our attention.
We carried out a molecular dynamics (MD) simulation of guanosine dehydrate,
paying attention to the mobility of crystal water molecules [24]. The mean square
deviations of atoms obtained by MD simulations showed good correspondence with
the X-ray atomic displacement parameters (temperature factors). MD calculations
indicated that the intra-layer water molecules, which were surrounded by several
hydrogen acceptor sites, frequently switched their hydrogen-bond sites (Fig. 16.19).
In addition, the translocation of one water molecule from the interlayer site to
the intra-layer site occurred within an MD calculation time of 1 ns (Fig. 16.20).
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Fig. 16.18 Low-frequency Raman spectrum of guanosine for each phase in the transition between
the dihydrate and anhydride

The interlayer sites are isolated from the intra-layer sites by the ribose moieties of
guanosine. However, the width of the junction that isolates the inter- and intra-layer
water sites narrows or widens coupled with the fluctuation of guanosine molecules
(Fig. 16.21). The translocation that occurred in the MD simulation would indicate
a possible dehydration pass of the interlayer water molecules during the transition
from phase H to phase H0. The MD results are reminiscent of the crystal structure
of phase M (Sect. 16.3.3). In phase M, whose crystal structure was determined by
X-ray analysis, the conformation around the glycosidic bond � is syn, i.e., the gate
between the inter- and intra-layer sites is fixed in the open form.

16.6 Concluding Remarks

The characteristics of the humidity- and temperature-governed structure transitions
of nucleoside and nucleotide hydrates were described. The coexistence of rigid parts
made of molecular layers and flexible parts consisting of molecular conformations
were found to be a key factor for reversible transition. The structural characteristics
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Fig. 16.19 Snapshot during
MD simulation indicating
fluctuation of intra-layer
water molecules

Fig. 16.20 Snapshot when
one interlayer water
molecule, as indicated by
arrow, translocates into
intra-layer site

would also be linked to a high probability of single crystal–single crystal transitions.
In addition, because of the high-energy barrier at a transition point, metastable
states can easily appear, and cyclic or bifurcated phase transitions would proceed.
Understanding these characteristics will guide us to a method to control the
transitions among the pseudopolymorphs of hydrates. In addition, the cyclic and
bifurcated transitions suggest a new control method for physical properties.

The development of a two-dimensional CCD detector makes it possible to pre-
cisely monitor the course of the hydration-dehydration process using X-ray analysis.
In the case of the hydration-dehydration transition of disodium guanosine 50-
monophosphate (Na2GMP) heptahydrate, it was found that the transition proceeded
through multiple steps and the cell volume of the first-to-appear intermediate phase
(the pentahydrate) was around three times that of the initial phase (the heptahydrate)
(Fig. 16.22) [27]. The determination of such an intermediate structure will unveil
the precise transition scheme and aid in our further understanding of structure
transitions among pseudopolymorphs.
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Fig. 16.21 Cavities in one
snapshot clipped by planes
orthogonal to b axis. Dark
gray regions are cavities
which are surrounded by
solvent accessible surface of
guanosine molecules drawn
with a wire model. Widths of
bottlenecks connecting inter-
and intra-layer water sites are
correlated with fluctuations of
guanine molecules

Fig. 16.22 Crystal structures of disodium guanosine 50-monophosphate heptahydrate (a) and
pentahydrate (b)
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Chapter 17
Anomalous Formation Properties
of Nicotinamide Co-crystals

Si-Wei Zhang and Lian Yu

Abstract Co-crystals provide an opportunity to improve the properties of organic
materials. We report that co-crystals containing nicotinamide (NIC) are anomalous
as their formation generally decreases energy but expands volume. This con-
clusion is demonstrated first for an extraordinary system of co-crystals of NIC
and (R)-mandelic acid (RMA) and then for all NIC co-crystals in general. The
volume expansion is evaluated using the crystallographic densities of the co-
crystals and their component crystals. The energy decrease upon co-crystallization
is demonstrated using experimental data on four co-crystals of NIC and RMA
and then generalized for all NIC co-crystals using computed values from a
dispersion-corrected DFT model, after validating the model on the experiment. The
anticorrelation between energy and volume on the formation of NIC co-crystals is in
contrast to most physical processes, but similar to water freezing. As in the case of
water freezing, the co-crystallization with NIC leads to stronger hydrogen bonds and
looser molecular packing, a combination that is likely responsible for the anomalous
formation properties. NIC has two conformers 4 kJ/mol apart in energy and both
can form co-crystals, with the resulting structures having comparable formation
energies and volumes. These results are relevant for understanding the nature of
co-crystallization and why NIC is a prolific co-crystal former.

Keywords Co-crystal • Thermodynamics • Nicotinamide • Formation energy •
Formation volume • Enthalpy-volume correlation

17.1 Introduction

A co-crystal is a solid phase that contains multiple chemical components [1].
Interest in organic co-crystals has grown in recent years, driven in part by their
applications in engineering pharmaceutical solids [2] and other molecular materials
[3]. Pharmaceutical co-crystals have been studied to expand the number of solid
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forms available for an active pharmaceutical ingredient (API) and to improve
solubility and dissolution rate [4–7], bioavailability [8], mechanical properties [9,
10], and physical stability [11, 12].

Despite the growing interest in co-crystals, the nature of co-crystallization
remains inadequately understood. Many studies have focused on the discovery
and structures of co-crystals, while less is known about their thermodynamics and
structure–property relations – both of which are essential for understanding a solid-
state phenomenon. It remains a mystery why some molecules (e.g., nicotinamide
[13–16]) are prolific co-crystal formers and to what extent this tendency is linked
to their molecular attributes (e.g., conformational flexibility and ability to form
hydrogen bonds). The formation of racemic compounds – a special class of co-
crystals containing the opposite enantiomers – is typically associated with energy
decrease and volume reduction in reference to their components [17, 18], but it
is unclear whether the conclusions apply to other co-crystals. Answering these
questions helps advance the science of co-crystallization to technological benefits.

To understand the nature of co-crystallization, a valuable approach is to compare
the properties of co-crystals and their component crystals. It is standard to make
this comparison on the basis of formation properties, as defined in reference to the
following reaction:

mA C nB ! AmBn (17.1)

where A, B, and AmBn are the crystal of component A, the crystal of component B,
and the co-crystal of A and B, respectively. A formation property can be defined for
any thermodynamic property – energy, volume, and others – and reports the change
of that property upon co-crystallization. The formation properties of co-crystals are
the foundation for understanding how physical properties change as a consequence
of forming co-crystals.

To study the structure–property relationship in co-crystallization, it is valuable
to have many distinct co-crystal structures that are composed of the same chemical
components. This advantage is similar to the benefit of having many polymorphs
of the same molecule as one seeks the structural origin of the different properties
of crystal polymorphs [19]. In both cases, fixing the molecule(s) and expanding
the number of solid structures allow the variation of properties to be traced to the
difference in molecular packing, without complications from changes of molecular
species.

In the following sections, we describe an extraordinary system of co-crystals
containing nicotinamide (NIC) and (R)-mandelic acid (RMA, Scheme 17.1) in
many stoichiometric ratios (4:1, 1:1 in two polymorphs, and 1:2) [16]. The NIC-
RMA co-crystals are remarkable as their formation from the component crystals
lowers energy but expands volume, which stands in contrast to the positive energy–
volume correlation in most physical processes, but is analogous to water freezing.
This phenomenon proves to be general for all NIC co-crystals: they tend to have
positive formation volumes (C3.9 Å3 or C17 cm3/kg on average, corresponding to a
2 % expansion) [16] and negative formation energies [20, 21]. We demonstrate the
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Scheme 17.1 Structures of
nicotinamide (NIC) and
(R)-mandelic acid (RMA). �1

indicates the angle of torsion
in NIC

negative formation energies using both experimental data and computational results
from a dispersion-corrected density functional theory (DFT-D) model. As in the
case of water freezing, we attribute the anomalous formation properties of NIC co-
crystals to the formation of stronger hydrogen bonds. The last section is concerned
with the conformational flexibility of NIC and its role in co-crystallization. We
show that the two conformers of NIC, 4 kJ/mol apart in energy [15], form co-
crystals of comparable formation energies and volumes [21]. These results are
relevant for understanding the formation of organic co-crystals and why NIC is a
prolific co-crystal former.

17.2 An Extraordinary System of Co-crystals NIC-RMA
and Its Anomalous Formation Properties

17.2.1 Discovery of NIC-RMA Co-crystals in Many
Stoichiometric Ratios

The co-crystallization of NIC and RMA produces a remarkable number of structures
of different stoichiometries. In addition to the 1:1 co-crystal of Friščić and Jones
(hereafter NR Form 1) [13], we discovered a polymorph of the 1:1 co-crystal (NR
Form 2) [22], a 4:1 co-crystal (N4R), and a 1:2 co-crystal (NR2) [16]. Table 17.1
shows the structural parameters of NIC-RMA co-crystals and their component
crystals. It is rare for two organic molecules to co-crystallize in so many ratios [23].

It is noteworthy that our discovery of new NIC-RMA co-crystals relied on melt
crystallization, without use of solvents. In this method, a mixture of NIC and RMA
in a chosen ratio is melted together and allowed to crystallize. The resulting crystals
were analyzed by X-ray diffraction and Raman spectroscopy for new crystalline
phases. Seeds acquired from melt crystallization were used for growing high-
quality crystals from solution for structural solution. This method is also effective
for discovering polymorphs in single-component systems, as is the experience of
chemical microscopists and illustrated for the especially rich system ROY [19]. It
is not suggested that this method generally outperforms others in discovering new
solid forms. The special merit of the method, however, appears to be the ability to
form metastable structures at large driving forces and protect them against solvent-
mediated transformation (since solvents are absent).
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Table 17.1 Crystal structures of NIC, RMA, and NIC-RMA co-crystals

RMA [16] NR2 [16] NR Form 1 [13] NR Form 2 [22] N4R [16] NIC [24]

T, K 100 100 150 100 100 295
Crystal system Monoclinic Triclinic Monoclinic Monoclinic Monoclinic Monoclinic
Space group P21 P1 C2 P21 P21 P21/c
a, Å 8.377 6.5020 32.6557 5.2406 6.0810 3.975
b, Å 5.859 7.5220 5.475 10.0477 34.245 15.632
c, Å 15.047 20.6532 14.9264 12.6006 7.4405 9.422
˛, deg 90 97.770 90 90 90 90
ˇ, deg 103.08 91.964 99.400 95.678 99.280 99.03
� , deg 90 90.557 90 90 90
V, Å3 719.4 1,000.1 2,632.9 660.24 1,529.2 578.2
Z 4 2 8 2 2 4
�, g cm�3 1.405 1.416 1.384 1.380 1.391 1.403

Fig. 17.1 Molecular volumes in the crystals of NIC and RMA and in their co-crystals plotted
against temperature (a) and at 100 K (b). The lines in (a) correspond to ’V D 2.1 � 10�4 K�1

17.2.2 Formation Volumes of NIC-RMA Co-crystals:
Co-crystallization of NIC and RMA Expands Volume

A remarkable property of NIC-RMA co-crystals is their looser molecular packing
relative to the component crystals. We demonstrate this conclusion with the data
in Fig. 17.1. Figure 17.1a shows the volume of one molecule in the crystals of
NIC and RMA and in their co-crystals, all calculated from crystallographic data
using V D Vcell/Z, where Vcell is the volume of the unit cell and Z the number of
molecules therein. One “molecule” in a co-crystal AmBn consists of m/(m C n) of A
and n/(m C n) of B. The V thus obtained is the volume occupied by one molecule
in a crystal including void space. For NIC and RMA, V is known at different
temperatures (NIC at 150 K and 295 K [24]; RMA at 295 K [25] and at 100 K
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[16]), yielding a thermal expansion coefficient (˛V ) of 2.1 � 10�4 K�1 for both
systems [˛V D d(lnV)/dT]. This ’V value is typical for organic solids and allows
the calculation of V at different temperatures.

Figure 17.1b shows the molecular volumes at 100 K in the crystals of NIC
and RMA and their co-crystals. Most are experimental data determined at 100 K;
the value for NIC is obtained by extrapolating the data at 150 K and 295 K
(Fig. 17.1a); the value for NR Form 1 is obtained from the data at 150 K and
˛V D 2.1 � 10�4 K�1. Given that NIC and RMA have identical ˛V , we assume the
value for their co-crystals to be similar. Figure 17.1b shows that every NIC-RMA
co-crystal has a molecular volume larger than the weighted average of the values
of the component crystals (the line). In other words, the co-crystals have positive
volumes of formation, defined as

�Vf D Vcc– Œm= .m C n/VA C n= .m C n/VB� (17.2)

In Fig. 17.1b, �Vf is the vertical distance from a co-crystal point to the line
between NIC and RMA: �Vf (Å3/molecule) D C0.5 (NR2), C3.6 (NR Form 1),
C5.8 (NR Form 2), and C5.9 (N4R). In cm3/kg, we find �Vf (cm3/kg) D C2.3
(NR2), C15.6 (NR Form 1), C25.3 (NR Form 2), and C28.0 (N4R). Though
evaluated at 100 K, these values are expected to be insensitive to temperature
change given the similar thermal expansion coefficients of NIC and RMA. The
positive formation volumes of the NIC-RMA co-crystals are surprising because
as we discuss below, they have negative enthalpies of formation. Furthermore, the
mixing of acids and bases in the liquid state is known to reduce volume [26].

17.2.3 Formation Enthalpies of NIC-RMA Co-crystals:
Co-crystallization of NIC and RMA Decreases Enthalpy

The formation enthalpy of a NIC-RMA co-crystal (AmBn) can be calculated from
the corresponding melting enthalpies of the co-crystal and the physical mixture of
component crystals (A C B) [22]:

�Hf D �Hm.ACB/ .TS ! TL/ –�HmAB .TS ! TL/ (17.3)

where TS is a temperature at which the co-crystal and the physical mixture of
component crystals are solid and at which �Hf is evaluated, TL is a temperature
at which the co-crystal and the physical mixture are both melted to the same liquid,
and �Hm(A C B) (TS ! TL) and �HmAB (TS ! TL) are the corresponding enthalpies
of melting (properly scaled to reflect the stoichiometry of the co-crystal).

Similarly, the mixing enthalpy of a liquid of component A (NIC) and a liquid of
component B (RMA) can be determined by eq. (17.4) [22]

�Hmix D �Hm.ACB/ .TS ! TL/ –�HmA .TS ! TL/ –�HmB .TS ! TL/ (17.4)
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Fig. 17.2 (a) Melting endotherms of the NR2, NIC, RMA, and a physical mixture of NIC and
RMA at 1:2 molar ratio. (b) Relative enthalpies between NR2, NIC, RMA, and the N C R2 physical
mixture.�Hf is the formation enthalpy of NR2.�Hmix is the mixing enthalpy of NIC and RMA in
the liquid state

where TS is a temperature at which NIC, RMA, and their physical mixture are
all solids, TL is a temperature at which the three materials are all melted and at
which�Hmix is evaluated, and�HmA (TS ! TL),�HmB (TS ! TL), and�Hm(A C B)

(TS ! TL) are the corresponding enthalpies of melting (properly scaled to reflect the
solution composition).

Figure 17.2 illustrates the determination of the �Hf of NIC-RMA co-crystals
and the �Hmix of NIC and RMA in the liquid state. To obtain �Hf, the heat-flow
data of a co-crystal (NR2 in this case) and the corresponding physical mixture of
the component crystals (Fig. 17.2a) are integrated from a common liquid-state tem-
perature (140 ıC) down to a common solid-state temperature (30 ıC). The enthalpy
of the co-crystal relative to the physical mixture is its �Hf (Fig. 17.2b). Similarly,
to obtain �Hmix, the melting endotherms of crystalline NIC, crystalline RMA, and
their physical mixture are integrated from a common solid-state temperature (20 ıC)
to a common liquid-state temperature (160 ıC). Assuming the enthalpy of mixing
is negligible in the crystalline state, �Hmix is obtained from the enthalpy of the
solution relative to the pure liquids (Fig. 17.2b).

Figure 17.3 compares the�Hf and�Hmix data for the NIC-RMA system. For this
system,�Hf and�Hmix are both negative (reactions are exothermic), indicating the
mixed state has lower energy than the separated state. The larger �Hf in the solid
state approximately correlates with larger �Hmix in the liquid state. These negative
enthalpy changes are expected for mixing a base (NIC) and an acid (RMA) and
consistent with stronger intermolecular interactions in the mixed state.

Note that at 1 bar, the formation enthalpies of NIC-RMA co-crystals (�Hf)
are approximately the same as their formation energies (�Ef), because the
difference �Hf –�Ef D P�Vf is small. For a typical NIC-RMA co-crystal,
�Vf D C20 cm3/kg; at P D 1 bar, P�Vf is 2 mJ/g, which is much smaller than
the typical magnitude of �Hf (	20 J/g). From here on, �Hf and �Ef shall not be
distinguished.

Table 17.2 summarizes the formation properties of NIC-RMA co-crystals. The
key finding is that the formation of NIC-RMA co-crystals from their components
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Fig. 17.3 The formation enthalpies of NIC-RMA co-crystals and the mixing enthalpies of NIC
and RMA liquids. Table 17.2 gives the values of�Hf.�Hmix D �28(4), �34(5), �49(4), �48(5),
and �44(5) J/g for mixing liquid NIC and RMA at 4:1, 2:1, 1: 1, 1:2, and 1:4 molar ratios
(T D 160 ıC)

Table 17.2 Experimental and calculated formation properties of NIC-RMA co-crystalsa

M, g/mol �Vf expt, cm3/kg �Vf calc, cm3/kg �Hf expt, J/g �Ef calc, J/g

RMA 152.15 0 0 0 0
NR2 142.14 2.3 �6.5 �20 (3) �36.8
NR Form 1 137.14 15.8 11.8 �23 (3) �48.0
NR Form 2 137.14 25.3 17.6 �18 (3) �49.7
N4R 128.13 28.0 22.0 �8 (3) �18.3
NIC 122.12 0 0 0 0

aOne mole of co-crystal AmBn is defined as containing m/(m C n) mole of A and n/(m C n) mole
of B. The calculated values are obtained with a dispersion-corrected DFT model [21]

lowers energy (�Hf < 0) but expands volume (�Vf > 0). The energy decrease upon
co-crystallization is expected for a base (NIC) reacting with an acid (RMA); indeed,
the two components mix exothermically in the liquid state (�Hmix < 0; Fig. 17.3b),
as do other similar acids and bases [27]. The expansion of volume, however, is
unexpected given the observation that acid–base mixing in the liquid state reduces
volume [26]. In the next section, the data shows that the anticorrelation between
energy and volume is general for the formation of NIC co-crystals.

17.3 Anomalous Formation Properties of NIC Co-crystals

17.3.1 NIC Co-crystals Generally Have Positive Formation
Volumes

To test the generality of our observation on four NIC-RMA co-crystals, we
examined all the co-crystals containing NIC in the CSD [28] (Table 17.3).�Vf was
evaluated according to Eq. (17.2) at the temperature Tcc at which the co-crystal
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Table 17.3 Experimental formation volumes �Vf and calculated formation energies �Ef of co-
crystals containing NICa

Co-former B m:n Tcc, K �1, ı �Vf, Å3 �Vf, cm3/kg �Ef calc, J/g

3-hydroxy-2-naphthoic
acid

1:1 293 ˙143.7 �6 �23.4

Citric acid 2:1 293 ˙44.5, ˙172.2 0.8 3.4
Succinic acid 2:1 120 ˙26.7, ˙152.3 3.2 16.2 �53.8
5-methyl-benzene-1,3-
diol

4:1 150 ˙169.9, ˙158.4,
˙164.8, ˙165.5

1.9 9.6 �23.7

Flufenamic acid 1:1 100 ˙33.7 3.5 10.5
Margaric acid 1:1 293 ˙25.4 �4 �12.3 �21.6
Baicalein 1:1 100 ˙150.3 2.6 8.1
Ethyl paraben 1:1 113 ˙163.4 �0.8 �3.3 �23.5
Indole-3-acetic acid 1:1 295 ˙29.3 1.2 4.8 �33.9
Palmitic acid 1:1 298 ˙23.1 5.9 18.8 �14.6
(R)-mandelic acid 1:1 150 35.3, 12.0 3.6 15.8 �48.0
(R)-mandelic acid 1:1 100 �28.8 5.8 25.3 �49.7
(R)-mandelic acid 4:1 100 �162.6, 162.8, �167.1,

164.2
5.9 28 �18.3

(R)-mandelic acid 1:2 100 �17.7, �20.1 0.5 2.3 �36.8
Malonic acid 2:1 180 ˙25.2, ˙24.2 7.1 36.7
Fumaric acid 1:1 293 ˙4.6 5.8 29.4 �57.1
Fumaric acid 2:1 295 ˙15.5 10.8 54.3
Glutaric acid 1:1 180 ˙177.5 �1.3 �5.9 �58.8
Adipic acid 1:1 180 ˙22.8 2.4 11 �34.1
Adipic acid 2:1 180 ˙25.8 2 9.1 �51.2
Pimelic acid 1:1 110 ˙175.3 3 13 �29.2
Pimelic acid 1:1 110 ˙14.2 13.6 58.2
Suberic acid 1:1 180 ˙7.9 8.2 33.4 �40.3
Suberic acid 2:1 180 ˙25.3 2 8.8 �36.8
Azelaic acid 1:1 180 ˙8.2 13.6 52.8 �21.0
Sebacic acid 2:1 180 ˙25.3 2.1 8.4 �38.5
4-hydroxy-3-
methoxybenzaldehyde

1:1 100 ˙146.1 �0.7 �3.3

Octadecanoic acid 1:1 295 ˙25.2 9.5 28.2 �8.2
4-hydroxy-benzoic acid 1:1 293 ˙165.6 3.6 16.7 �90.2
(RS)-ibuprofen 1:1 120 ˙171.8, ˙172.5 8.5 31 �13.6
Salicylic acid 1:1 120 ˙144.9 7.5 34.8 �52.0
(S)-ibuprofen 1:1 120 170.2, �169.9, 170.5,

�170.6
5.2 19.1 �18.5

2-chloro-4-nitrobenzoic
acid

1:1 293 ˙20.5 3 11.1

Lauric acid 1:1 298 ˙26.1 6.7 25.2 �18.1

(continued)
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Table 17.3 (continued)

Co-former B m:n Tcc, K �1, ı �Vf, Å3 �Vf, cm3/kg �Ef calc, J/g

Isonicotinamide 1:1 100 ˙4.1, ˙11.6 5.2 25.4
Carbamazepine 1:1 200 ˙25.3 5.5 18.6 �1.8
3-hydroxy-benzoic acid 1:1 100 ˙171.1 5.9 27.4 �59.7
Benzene-1,2,3-triol 1:2 100 ˙170.6 0.3 1.3
(S)-naproxen 1:2 223 �10 �3.2 �9.9
2,5-dihydroxy-benzoic
acid

1:1 295 �158.5 5.9 25.9

am and n describe the stoichiometry of co-crystal AmBn (A D NIC, B D co-former). Tcc is the
temperature at which co-crystal structure is determined and �Vf is evaluated. Error in �Vf is
0.5 Å3 or 2 cm3/kg

Fig. 17.4 Formation
volumes �Vf of
NIC-containing co-crystals in
the CSD (n D 40)
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structure is determined. The molecular volumes of NIC and co-former B were
temperature-corrected as illustrated in Fig. 17.1a if necessary [16].

Figure 17.4 and Table 17.3 show that most co-crystals containing NIC (34
of 40) have positive �Vf values, with an average value of C3.9 Å3/molecule
or C17 cm3/kg. These values are similar to those for the subgroup NIC-RMA,
suggesting the subgroup well represents the entire set of NIC co-crystals. These data
indicate that, in all NIC co-crystals for which there are data, the average molecule
occupies a volume 2 % larger than that in the individual component crystals. �Vf

is not significantly dependent on the temperature at which it is evaluated or on the
molecular volume of co-former B. As we discuss later, the expansion reflects the
formation of more open structures containing stronger hydrogen bonds.

It is of interest to compare the volume change upon forming NIC co-crystals
with that of other processes. van de Streek and Motherwell compared the molecular
volumes in hydrated and anhydrous crystals and concluded that the volume expands
1.2 % upon the hydration of an anhydrous crystal [29]. Their analysis is different
from ours – since water is a liquid at their experimental temperature (298 K),
the volume of water (Vw) is given a value estimated from the average atomic
volumes in organic crystals, which does not reflect water–water hydrogen bonding.
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Their analysis would be formally equivalent to ours if Vw were extrapolated from
the density of ice to 298 K, which would increase the Vw value and decrease
the 1.2 % volume expansion upon hydrate formation. Price et al. compared the
packing efficiencies of solvated and solvent-free crystals for several prolific solvate-
forming molecules and reported that space is more or less efficiently filled in
solvated crystals [30]. Their study differs from ours in that the pure solvent phase
is not included in the reference state (roughly equivalent to our comparing a co-
crystal’s packing efficiency with that of only one component crystal). It is also worth
noting that our analysis is based entirely on experimental densities obtained from
crystal structures (Table 17.3), whereas these two studies make model-dependent
assumptions about molecular volumes; for example, van der Waals volumes are used
for calculating packing efficiencies [30]. It would be valuable to apply a consistent
analysis to various systems of interest to understand the nature of molecular packing
in single- and multiple-component crystals.

17.3.2 Most NIC Co-crystals Have Negative Formation
Energies

To evaluate that whether NIC co-crystals have lower energies than the corresponding
component crystals, we complement our calorimetric measurements with the com-
putational results of Chan et al. [20]. They applied a dispersion-corrected density
functional theory (DFT-D) method to calculate ab initio the formation energies of
NIC co-crystals, according to Eq. (17.5):

�Ef D Ecc– .mEA C nEB/ (17.5)

where Ecc, EA, and EB are the energies of the co-crystal, the component crys-
tal A, and the component crystal B, respectively. Each calculated energy is
the total energy of the crystal, including intramolecular and intermolecular con-
tributions. Before calculating its energy, the experimental crystal structure is
optimized [31].

To validate the DFT-D model, the computed �Ef of the NIC-RMA co-crystals
was compared with the experimental value [21]. (As noted earlier, for NIC co-
crystals at 1 bar, �Hf is approximately the same as �Ef, because the difference
P�Vf is small.) Table 17.2 shows that there is a reasonable agreement between
theory and experiment. By experiment, the NIC-RMA co-crystals were found to
have negative�Ef and positive �Vf. The DFT-D calculations yielded negative�Ef

for all four co-crystals and positive �Vf for three of the four co-crystals. The one
outlier corresponds to NR2 whose experimental �Vf is a small positive value and
the calculated �Vf a small negative one. Overall, the agreement is gratifying given
the small differences being studied. It is noteworthy that the NIC-RMA co-crystals
are the first system for which a comparison has been made between experimental
and calculated formation properties.
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Table 17.3 (last column) collects the DFT-D formation energies of NIC co-
crystals [21]. These values are generally negative, indicating the formation of NIC
co-crystals generally lowers energy. These results demonstrate the generality of the
conclusion previously reached for a subset of NIC co-crystals (those with RMA)
and now enable a more extensive evaluation of the anomalous formation properties
first revealed by the NIC-RMA co-crystals, as we describe next.

17.3.3 The Formation of NIC Co-crystals Generally Lowers
Energy But Expands Volume, in Contrast to Most
Physical Processes

Table 17.3 collects the formation volumes �Vf of NIC co-crystals and, when
available, their formation energies �Ef. These two properties are plotted against
each other in Fig. 17.5. It is evident that the negative �Ef are generally correlated
with the positive �Vf. It is therefore a general property for the co-crystallization
of NIC with a second component that energy decreases but volume increases in
reference to the component crystals. While this point was proposed on the ground
of experimental �Hf of NIC-RMA co-crystals, the calculated data of all NIC co-
crystals substantiate that conclusion.

Figure 17.6 compares the enthalpy–volume correlation for the formation of
NIC co-crystals with that for other physical processes [21]. Most processes
summarized in Fig. 17.6 feature simultaneous increases or decreases of
enthalpy and volume (positive correlation): (1) heating organic solids at
1 bar, �H/(�V/V) D Cp/˛V � 50 J/g/(1 % expansion); (2) melting crystals,
�H/(�V/V) � 10 J/g/(1 %) [32]; (3) mixing organic liquids, �H/(�V/V) �
10 J/g/(1 %) [33]; (4) forming racemic compounds from opposite enantiomorphs,

Fig. 17.5 Correlation
between the energies and
volumes of formation of NIC
co-crystals. The �Vf values
are from crystallographic
data; the �Ef values are both
experimental (open circles,
T D 303 K) and calculated
(solid circles, T D 0 K)
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Fig. 17.6 Enthalpy–volume
correlation for
co-crystallization with NIC
and for other physical
processes. For the co-crystals,
the volume data are from
crystallography; the enthalpy
data are from experiment
(open circles, T D 303 K) and
DFT-D (solid circles,
T D 0 K). The
co-crystallization reduces
enthalpy but expands volume,
in contrast to many physical
processes, but analogous to
water freezing (the ice
melting line extended to the
opposite quadrant)

�H � �20 J/g [17] and �V/V � �2 % [18]; and (5) converting low-temperature to
high-temperature polymorphs, �H � 20 J/g and �V/V � 2 % [34, 35]. In contrast
to the processes just described, the formation of NIC co-crystals exhibits a negative
correlation between enthalpy and volume. Such negative correlation, however, is in
common with ice melting (�H D 335 J/g and�V/V D �8 %) and water freezing.

17.4 Shorter and Stronger Hydrogen Bonds Are the Likely
Cause for the Anomalous Formation Properties of NIC
Co-crystals

The simultaneous volume expansion and energy decrease as water freezes is
attributed to the formation of stronger hydrogen bonds and the frustration of close
molecular packing. Given that NIC (a weak base) typically co-crystallizes with a
weak acid, the co-crystal is expected to have stronger hydrogen bonds. It is possible
that the anomalous formation properties of NIC co-crystals share the same structural
origin as those of ice. To test this idea, we calculated the change of hydrogen-bond
length upon co-crystallization as follows [16]

�RHB D< RHB>cc– Œm= .m C n/ < RHB>A C n= .m C n/ < RHB>B� (17.6)
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where < RHB >cc, <RHB >A, and < RHB >B are, respectively, the average heavy-atom-
to-heavy-atom distances for all hydrogen bonds in the co-crystal AmBn, component
crystal A, and component crystal B.

This analysis found that the formation of NIC co-crystals generally shortens the
hydrogen bonds (�RHB < 0). Moreover, the shortening of hydrogen bonds upon
co-crystallization broadly correlates with the accompanying volume expansion
(Fig. 17.7a) and energy decrease (Fig. 17.7b). These results argue that NIC co-
crystals contain stronger hydrogen bonds than their component crystals and, as a
result, have lower energies but fail to simultaneously achieve efficient molecular
packing. The stronger hydrogen bonding is consistent with the co-crystallization of a
weak base (NIC) and a weak acid (the typical co-former): on average, their hydrogen
bonding should be stronger than that between the acid molecules or between the
base molecules. The correlation between the lowering of crystal energy and the
shortening of hydrogen bonds (Fig. 17.7b) argues that the energy decrease upon
forming stronger hydrogen bonds offsets the energy increase upon forming lower-
density crystals. Thus, among the various intermolecular interactions, hydrogen
bonding appears to make the largest contribution to the decrease of crystal energy
upon co-crystallization.

In summary, the anomalous formation properties of NIC co-crystals (�Ef < 0 and
�Vf > 0) may result from their stronger hydrogen bonding, which lowers energy
but hinders efficient molecular packing. In this respect, the formation of NIC co-
crystals is analogous to other processes with negative energy–volume correlation,
for example, the freezing of water and the transformation of ˇ-resorcinol to ˛-
resorcinol [36]. It would be of interest to ascertain whether the same holds for other
families of co-crystals (e.g., those of isonicotinamide [37]).

Fig. 17.7 Correlation between �Vf and �RHB (a) and between �Ef and �RHB (b) of NIC co-
crystals. The �Ef values are both experimental (open circles, T D 293 K) and calculated (solid
circles, T D 0 K)
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17.5 Different Conformers of NIC Can Form Co-crystals
of Comparable Stability

NIC is flexible with respect to the amide torsion relative to the pyridine ring (�1

in Scheme 17.1); its potential energy vs. �1 curve has two distinct minima: one at
�1 D ˙ 160ı (Conformer 1) and the other at ˙ 20ı (Conformer 2), with Conformer
2 being C4 kJ/mol higher in energy [15]. It is of interest to expand the study of the
formation properties of NIC co-crystals and inquire whether different conformers
of NIC can be used to build co-crystals and whether the resulting co-crystals have
different formation properties.

Although the crystals of pure NIC (two polymorphs of known structure) contain
Conformer 1 [24, 38], the co-crystals of NIC can contain both conformers (see
Table 17.3 for the values of �1). The NIC conformers in co-crystals observed to date
are similar to the two lowest-energy conformers in the gas phase. A given co-crystal
usually contains either Conformer 1 or Conformer 2 of NIC, and only rarely are both
conformers present in the same lattice [39, 40]. For the four NIC-RMA co-crystals,
N4R contains Conformer 1, but the others contain Conformer 2 (Table 17.3).

In Fig. 17.8, we plot the available data to assess whether the construction of
co-crystals with different NIC conformers can systematically alter their formation
properties. The solid circles in Fig. 17.8 correspond to crystals in achiral space
groups, which contain NIC molecules of both hands (C�1 and ��1) and the open
circles to crystals in chiral space groups, which contain NIC molecules of one
chirality (�1 adopts a single positive or negative value). Figure 17.8 shows that
despite their different energies, the two conformers of NIC produce co-crystals of
comparable formation energies and volumes. Given that Conformer 2 is 4 kJ/mol
higher in energy than Conformer 1, the independence of a co-crystal’s formation
energy on the NIC conformation implies that the intermolecular energy (total crystal

Fig. 17.8 The effect of NIC conformation on the formation volume (a) and the formation energy
(b) of NIC co-crystals. Open circles indicate crystals in chiral space groups
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energy minus conformational energy) is in fact more negative for the co-crystals
that contain the higher-energy Conformer 2 than those containing Conformer 1.
The possibility of building crystals of comparable energy with a higher-energy
conformer indicates the versatility of NIC in forming co-crystals and may contribute
to its ability to form many co-crystals.

17.6 Conclusion

This study has shown that the co-crystallization of nicotinamide with a second
component generally lowers energy, expands volume, and shortens hydrogen bonds.
The energy decrease was experimentally determined from the melting enthalpies
or computed with a dispersion-corrected DFT model, with a reasonable agreement
seen between the two where comparison is possible. The volume expansion and
the change of hydrogen bonds were evaluated using crystallographic data. The
simultaneous expansion of volume and reduction of energy upon forming NIC
co-crystals is anomalous because the two properties are positively correlated in
most physical processes. We speculate that as NIC co-crystallizes with another
component (often a weak acid), the resulting structure may be optimized for
hydrogen bonding but fail to simultaneously achieve efficient molecular packing,
in analogy with the freezing of water and the polymorphic transformation of
resorcinol.

NIC is conformationally flexible, and although its own crystals are composed
of the lowest-energy conformer, many NIC co-crystals contain a high-energy
conformer. Despite their higher conformational energies, however, these co-crystals
have comparable formation energies and volumes as those constructed with the
stable conformer. This versatility of NIC to make conformational adjustments in
crystallization may be partially responsible for its proficiency to form many co-
crystals. It would be of interest to extend the present study to other prolific co-crystal
formers.
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Chapter 18
Isothermal Crystallization of Pharmaceutical
Glasses: Toward Prediction of Physical Stability
of Amorphous Dosage Forms

Kohsaku Kawakami

Abstract Difficulty in predicting physical stability of drug molecules during
long-term storage is one of the most important issues inhibiting the wide use of
amorphous solid dispersions in the pharmaceutical industry. This chapter discusses
the isothermal crystallization behavior of pharmaceutical glasses. Although the
crystallization time of the different compounds appears to vary widely, initiation
time for crystallization can be generalized as a function of Tg/T, where Tg and T
are the glass transition temperature and storage temperature, respectively, if the
crystallization is governed by temperature. Compounds, in which crystallization is
inhibited by a large energy barrier, exhibit better stability. For these compounds,
crystallization is likely to be dominated by local pressure, and stochastic nucleation
plays an important role for initiating crystallization. An example, in which an
increase in the surface area and adsorption of moisture on the surface changes the
dominant factor from pressure to temperature, is also presented. The dominance
of either temperature or pressure is related with the nucleation mechanism. This
observation should help prediction of the physical stability of amorphous pharma-
ceuticals and enhance the effective use of amorphous solid dispersions for poorly
soluble drugs.

Keywords Crystallization • Physical stability • Glass transition • Surface effect

18.1 Introduction

Recent drug candidates are prone to have low aqueous solubility. It may be
difficult to develop such compounds using conventional formulation technologies.
Amorphous solid dispersion is one of the most important formulation technologies
for poorly soluble drugs because it can improve their bioavailability by aiding the
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Table 18.1 Properties of good glass formers

Chemical structure Physicochemical property

Large molecular weight Large melting enthalpy/entropy
Few benzene rings High melting temperature
Low symmetry Large crystal/amorphous energy difference
Many rotatable bonds Large fragility
Many branches Large Tg/Tm

Many electronegative atoms Large viscosity above Tg

Strong molecular interaction Low molecular mobility

Tg Glass transition temperature, Tm Melting temperature

dissolution process [1–3]. However, while their effectiveness is widely recognized
by industrial researchers, the number of marketed oral amorphous formulations is
still limited. A major issue for the use of amorphous dosage forms is the concern
about their physical/chemical stability [3]. Because the amorphous solids are in an
energetically higher state than crystalline solids, their chemical reactivity is also
higher. In addition, their physical transformation to the crystalline solids must be
prevented for assuring efficacy of the amorphous solids. However, a methodology
for evaluating their long-term storage stability has not been established yet, and this
can be a serious issue during developmental study of amorphous dosage forms [3,
4]. Therefore, a deeper understanding of the crystallization of organic compounds
is required to widen the use of amorphous solid dispersion technology in the
pharmaceutical industry.

Many attempts have been made to find a general rule that can describe the crys-
tallization tendencies of various organic compounds. Table 18.1 lists the suggested
characteristics of good glass formers, that is, the compounds that can easily be
transformed to the amorphous state. Requirements for chemical structures of good
glass formers include a large molecular weight, low number of benzene rings, low
level of molecular symmetry, many rotatable bonds, branched carbon skeletons,
and many electronegative atoms [5–7]. Also, the physicochemical characteristics
of good glass formers include a large melting enthalpy/entropy, large free-energy
difference between the crystalline and amorphous states, and high melting temper-
ature [6]. Fragility may be another factor influencing the crystallization ability of
compounds [6, 8]. However, even with this information, quantitative prediction of
the crystallization behavior of a specific compound is not possible. Moreover, much
of the information as presented above has been obtained by observing crystallization
during cooling from the melt (i.e., hot crystallization); this behavior is completely
different from the isothermal crystallization behavior, which is of great interest to
formulators.

The crystallization is a process still full of mysteries. However, at least the
constituent molecules need to diffuse and/or orient for inducing the nucleation,
which is followed by the crystal growth. Both thermal energy and molecular
packing, which are governed by temperature and local pressure, respectively,
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influence the dynamics of molecules in the glassy state [9, 10]. During cooling
from the melt, both of these factors continuously change, whereas during isothermal
crystallization, fluctuations in the local energy required to overcome the energy
barrier for crystallization are important. The isothermal crystallization behavior of
pharmaceutical compounds is discussed below, with a focus on the derivation of a
general rule to predict crystallization time of pharmaceutical compounds.

18.2 Temperature- and Pressure-Controlled Crystallization

Amorphous state is thermodynamically unstable and tends to transform to a
stable, crystalline state. Nucleation is the first step in this transformation. If the
energy barrier for nucleation can be ignored because of little steric hindrance, the
crystallization behavior should be dominated by the free-energy difference between
the crystalline and amorphous states, which can be described as a function of
temperature only under ambient pressure conditions. This is a situation where the
system is temperature controlled. In this case, if the melt is cooled from the melting
temperature, crystallization should occur at the same temperature, regardless of
the cooling rate. Nucleation is expected to proceed homogeneously because no
templates are required. Figure 18.1a shows differential scanning calorimetry (DSC)
cooling curves for haloperidol [11]. Crystallization always occurred at 100 ıC,
regardless of the cooling rate, and thus was clearly a temperature-controlled process.
Figure 18.1b shows cooling curves for tolbutamide (TLB) [11], in which the crys-
tallization temperature was determined based on the competition of thermodynamic
(temperature) and kinetic (cooling rate) factors. In this case, the influence of the
energy barrier to crystallization cannot be ignored. A higher energy barrier inhibits
crystallization during the cooling process, as shown in Fig. 18.1c. Acetaminophen
(AAP) did not crystallize during the cooling process; however, crystallization was
observed during subsequent reheating. In the case of loratadine (LTD) (Fig. 18.1d),
crystallization was not observed even during reheating, for which local pressure
seemed to dominate the crystallization behavior. Thus, the crystallization behaviors
appear to depend significantly on the compound species.

Taylor et al. proposed a classification system for crystallization tendencies after
observing crystallization behaviors during the cooling and reheating of various
compounds in the DSC measurements [6, 12]. In their classification system, the
crystallization behaviors presented in Fig. 18.1a–d are classified as classes Ia, Ib, II,
and III, respectively. Although the original purpose of the system was discrimination
of the crystallization tendencies during cooling/heating processes, this classification
system also appears to be useful for evaluating whether temperature or pressure
is the dominant factor influencing the crystallization process. Particularly, class Ia
molecules can be regarded as temperature-controlled compounds, whereas class III
compounds are classified as pressure-controlled ones. The behaviors of classes Ib
and II compounds are caused by the competition between temperature and pressure
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Fig. 18.1 DSC cooling/heating curves for (a) haloperidol (HPD), (b) tolbutamide (TLB), (c)
acetaminophen (AAP), and (d) loratadine (LTD). For HPD and TLB, only the cooling curves after
melting are presented. Cooling rates are indicated in the figure. For AAP and LTD, the heating and
subsequent cooling curves (10 ıC/min) are presented

factors. The relative importance of temperature and pressure should be the same for
isothermal crystallization of a given compound.

18.3 Isothermal Crystallization Without Surface Effects

18.3.1 Experimental Protocol

It is frequently reported that surfaces play an important role in crystallization
behavior. Thus, the surface areas of the amorphous samples used in the following
experiments were minimized using quenched samples in DSC [13]. Briefly, the
crystalline samples were melted by heating them above their glass transition
temperatures, followed by rapid cooling at 50 ıC/min. The obtained samples were
stored in sealed DSC pans at various temperatures under dried conditions. Crimped
pans were used for nifedipine (NDP), because its crystallization behavior is highly
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sensitive to residual/atmosphere moisture. Annealing was performed in DSC for the
storage period of less than 48 h, and temperature-controlled ovens were used for
storage periods greater than 48 h.

18.3.2 Determination of Crystallinity

The crystallinities of the stored samples, which can crystallize during the heating
process of the DSC measurements, were determined from the crystallization
enthalpies. Figure 18.2 shows the DSC heating curves for TLB. The quenched
TLB (initial sample) crystallized as form IV at ca. 50 ıC during heating with an
exothermic enthalpy of ca. 72 J/g. The crystal form was revealed by the x-ray
powder diffraction (XRPD) analysis. During the isothermal storage at 30 ıC, the
TLB glass gradually crystallized to the same crystal form, form IV. The heating
curve of the TLB stored at 30 ıC for 45 min is also shown in Fig. 18.2. A small
exothermic peak can be seen at ca. 40 ıC due to crystallization of the remaining

Fig. 18.2 DSC heating curves (10 ıC/min) for quenched (denoted as initial) and annealed (stored)
TLB. The quench was performed in the DSC at a rate of 50 ıC/min. The annealing was also
achieved in the DSC at 30 ıC for 45 min. XRPD patterns of the samples at the indicated points are
also presented in the figure
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amorphous part as form IV. The crystallinity, X, of the stored amorphous sample
was calculated using the following equation:

X .%/ D 100

8̂̂<
ˆ̂:

�H

�Hq �
Z Tq

T
�Cp

9>>=
>>; ; (18.1)

where �H and �Hq are the crystallization enthalpies of the stored and initial
samples, respectively, T and Tq are their corresponding crystallization temperatures,
and �Cp is the difference in heat capacities of the amorphous and crystalline
forms. Note that powder samples did not produce reproducible heat capacity values,
presumably due to gas phases in the powders that can influence the measured heat
capacities and thermal homogeneity in the samples [14]. Thus, the quenched glasses
were used to determine the heat capacities of the amorphous states. Crystalline
samples were prepared by partially melting the crystalline powders at just below the
melting temperature and then allowing recrystallization using the residual crystal
as a template. The crystallinities of TLB, chlorpropamide (CPA), and AAP were
evaluated by this procedure.

NDP exhibited polymorphic transformation immediately after crystallization,
and its exothermic peak overlapped with the crystallization peak, preventing precise
determination of its crystallization enthalpy. In this case, a shift in the baseline due
to partial crystallization could be used to estimate the crystallinity:

X .%/ D 100 .W � Wa/ =�W; (18.2)

where W is the heat flow of the stored sample obtained by the heating and Wa is that
of the amorphous reference obtained during subsequent reheating. Due to partial
crystallization, the heat capacity of the annealed sample ranged between those of
the crystalline and amorphous samples, depending on the crystallinity. �W is the
difference in the heat flows of the amorphous and crystalline samples.

For compounds that do not undergo crystallization and exhibit only melting
behavior, crystallinity was calculated from the melting enthalpy. This procedure
was applicable to ritonavir (RTV) and loratadine (LTD). The crystallinity, X, was
calculated using the following equation:

X .%/ D 100

�
Hm

Hmi

��
Hm�m

Hm�s

�
; (18.3)

where Hm, Hmi, Hm � m, and Hm � s are the melting enthalpy of the stored sample, that
of the sample before quenching, the theoretical melting enthalpy of the observed
crystal form, and that of the initial crystalline form. In the case of quenched RTV,
the initial crystalline powder was of form II, and the quenched glass crystallized as
form IV. LTD crystallized to a stable form below 30 ıC and to a metastable form
above 50 ıC.
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Fig. 18.3 Evolution of the crystallinity of quenched TLB, CPA, and AAP as a function of time at
the indicated temperatures. Each data point represents the average of at least three measurements,
and the error bars indicate the standard deviations. The fitting lines were drawn using the Avrami-
Erofeev equation

18.3.3 Analysis of the Crystallization Process

The isothermal crystallization process was analyzed using the Avrami-Erofeev
equation as shown below:

X .%/ D 100 Œ1 � exp f�k.t � d/ng� ; (18.4)

where k and d are the crystallization rate and induction time, respectively, and n
is the Avrami exponent determined by the dimension of the crystal growth and
nucleation mechanism. Figure 18.3 shows the crystallization curves for TLB, CPA,
and AAP at various temperatures. In all cases, evolution of the crystallinity was
explained well using the Avrami-Erofeev equation. Figure 18.4 shows the time when
crystallinity reached 10 %, t10, as a function of the reduced temperature, Tg/T. The
parameter t10 is referred to as the initiation time hereafter. Note that the induction
time, d, is a more reasonable parameter for describing the time when crystallization
begins; however, the reliability of d obtained from fitting of the Avrami equation is
generally problematic because of the shape of the logarithmic function. In addition
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Fig. 18.4 Ten percent crystallization time (initiation time, min) as a function of Tg/T for various
model compounds [13, 19]. The fitting line (“universal line”) was drawn for TLB (ı), CPA (�),
AAP (•), and NDP (�), which exhibited temperature-dominated crystallization

to its higher reliability, the advantage of using t10 values is that their validity can
easily be judged by interpolation of the experimental data around 10 % crystallinity.

The t10 data for the compounds exhibiting temperature-controlled crystallization
behavior fell on the same line (denoted as the “universal line”), at least above their
Tg values. Thus, the initiation time for these compounds can be described as a
function of Tg only. The line passes through approximately ln(t10) D 9 at Tg/T D 1,
indicating that compounds exhibiting temperature-controlled crystallization should
begin crystallizing in 6 days at their Tg. Although this value has a deviation of
approximately one order, there is demonstrable universality in the initiation time,
regardless of the compound species. The initiation times for RTV and LTD were
significantly longer. Because crystallization of both compounds was dominated
by pressure, their slow crystallization can be explained in terms of large energy
barriers due to structural frustration. In addition, the Avrami exponents for the
compounds with temperature-controlled crystallization were generally larger than
those for pressure-controlled compounds [13]. This fact suggested that nucleation
of the temperature-controlled compounds tended to occur homogeneously, whereas
that of the pressure-controlled compounds is initiated heterogeneously. As the
relatively low reproducibility in crystallization of the latter compounds suggested
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that the crystallization should have been initiated by stochastic nucleation, the
heterogeneous nucleation seems to be reasonable mechanism.

18.4 Influence of Surface Effects on Crystallization Behavior

18.4.1 Role of Surface in Crystallization Behavior

In the above investigation, the surface areas of the glasses were minimized, and their
contact with moisture was avoided. However, there have been many examples in
which surface have played an important role in crystallization behavior. Generally,
a decrease in the particle size enhances crystallization due to an increase in the
surface area [15, 16]. Conversely, the presence of a surface coating is known to
effectively inhibit crystallization [17, 18]. Thus, surface effects must be considered
for predicting the crystallization behavior of practical formulations. In the following
study, a pharmaceutical glass was prepared via freeze drying [19], which typically
produces glasses with surface areas much greater than 1 m2/g.

18.4.2 Experimental Protocol

RTV was used as a model compound for observing the surface effects. It was
dissolved in t-butyl alcohol, followed by freezing at �20 ıC, and then subjected to
primary drying at ambient temperature for 24 h. Secondary drying was subsequently
performed at 40 ıC for 30 min. The samples were stored under both dry and two
levels of relative humidity (RH) conditions that were achieved using desiccators
with silica gel at 50 ıC, saturated potassium acetate solution (23 %RH), and
saturated magnesium nitrate solution (48 %RH). The chemical stability during the
storage was confirmed to be negligible. The crystallinity was evaluated in the same
manner as that for the quenched glasses.

18.4.3 Analysis of Crystallization Process

The Tg of the quenched RTV was approximately 47.0 ıC (onset temperature),
whereas that for the freeze-dried glass decreased to 44.4 ıC. Because the moisture
was removed prior to the DSC measurements, this decrease in the Tg value should
be caused by surface molecules with high molecular mobility and/or less condensed
structure. After storage of the freeze-dried glass at 22 % and 48 % RH, Tg further
decreased to 41.8 and 35.7 ıC, respectively. Figure 18.5 shows a comparison
of the crystallization behavior of the quenched and freeze-dried glasses. It can
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Fig. 18.5 Evolution of the crystallinity of quenched and freeze-dried RTV as a function of time at
the indicated temperatures and humidities [19]

be observed that the freeze-dried samples began crystallizing more rapidly than
the quenched samples. The crystallization became faster as the storage humidity
increased. Therefore, it is obvious that the decrease in the Tg values of the samples
led to shortening of the initiation period.

The t10 values for the freeze-dried samples are also plotted in Fig. 18.4. Despite
the slower crystallization of the quenched RTV compared to the temperature-
controlled compounds, the t10 values for the freeze-dried RTV samples fell on the
universal line. These results indicate that the increase in mobility of the surface
molecules resulted in overcoming the energy barrier inhibiting the temperature-
controlled crystallization. Furthermore, these results support the existence of a
universal line that should be applicable for crystallizations in which the energy
barrier for nucleation is assumed to be small.

18.5 Prediction of the Physical Stability of Pharmaceutical
Glasses

If a trace amount of crystals exists in an amorphous formulation, it significantly
enhances crystallization after dispersion to the aqueous medium. Thus, the presence
of 10 % crystalline material is sufficient to ruin the advantage of an amorphous
dosage form. The results of the present investigation provided a general idea for
quantitatively predicting the initiation time of crystallization of an amorphous solid.
Figure 18.6 shows the initiation times as a function of Tg for the compounds wherein
crystallization is dominated by temperature. From the graph, it can be stated that Tg

must be higher than 48 or 26 ıC for successful storage at 25 or 5 ıC for 3 years,
respectively. The differences between the critical Tg and storage temperatures are
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Fig. 18.6 Initiation time for
temperature-controlled
crystallization as a function
of glass transition
temperature. The universal
line in Fig. 18.4 was used for
the calculations, assuming
storage at 5 ıC or 25 ıC [13]

23 and 21 ıC, respectively. Amorphous materials have been considered to be stable
if stored below Tg – 50 ıC [2, 3] which is roughly consistent with the Kauzmann
temperature. Our calculations provide more concrete and optimistic idea compared
to this rule. For pressure-controlled compounds, greater stability may be expected.
The initiation time for temperature-controlled compounds can be regarded as the
worst case for pressure-controlled compounds. It should be noted that the “universal
line” was basically drawn using the data obtained at temperatures above Tg. The
validity of its extrapolation to lower temperatures requires further investigation.

18.6 Relevance to Formulation Stability

The formulation stability of amorphous solid dispersions should be much greater
than that of the glass compounds. In this chapter, only the crystallization of the glass
compounds was discussed which can be regarded as the worst case for formulation
stability. The miscibility of a drug substance with excipients is a property of greater
importance that influences the formulation stability and can basically be predicted
using the Flory-Huggins equation shown below.

�Gi

kT
D � i

d ln� i
d C � i

p

N
ln � i

p C �� i
d�

i
p (18.5)

where �Gi, � i
d, and � i

p are the mixing free energy, drug fraction, and excipient
(polymer in many cases) fraction of phase i, respectively. � is the interaction
parameter between the drug and the polymer and is <0.5 when they are miscible.
However, the value for the combination of a poorly soluble drug and hydrophilic
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polymer is likely to be >0.5. The parameters k and N are the Boltzmann constant and
segment number of the polymer molecule, respectively. If phase separation occurs,
the overall mixing free energy�G can be calculated as follows:

�G D xd�Gd C xp�Gp (18.6)

where the subscripts d and p represent the drug- and polymer-rich phases, respec-
tively. x represents the fraction of each phase. Generally, crystallization is con-
sidered to be initiated in the drug-rich phase. To avoid phase separation, the
drug content is typically kept below 30 %. Note that the actual amorphous solid
dispersion may not be in the metastable state expected based on thermodynamics.
For example, phase separation may be enhanced in the case of spray-dried products
due to freezing of the dynamic structure during evaporation of the solvent [20].

Although molecular-level mixing between drug and excipient molecules is
expected for stable amorphous formulations, current analysis techniques only
allow investigation of miscibility on larger scales. For example, DSC is typically
evaluating miscibility on a 10–100 nm scale [20]. Solid-state nuclear magnetic
resonance may evaluate smaller-scale miscibility; nevertheless, the lower limit
remains a few nanometers. In addition, miscibility can change during storage and
even during analysis [21]. If clusters of drug molecules that may have a size of nano-
order exist in the formulation, the formulation stability may be nearly equal to that
of the pure drug, which can be predicted as described above.

Despite the complicated nature of formulations, a deep understanding of the
crystallization behavior of drug molecules identified for developmental study is
important. Because amorphous solid dispersion is not the only option for the
development of poorly soluble drugs, selection of the formulation type may be
influenced by information about the crystallization behavior of the candidate
molecule. Such knowledge of molecules should help improve the risk assessment
of the storage stability of amorphous dosage forms. Thus, finding a general rule for
isothermal crystallization should greatly enhance the development of poorly soluble
drugs in the pharmaceutical industry.

18.7 Summary

To date, crystallization of pharmaceutical glasses has been discussed on a case-
by-case basis. Herein, a general idea on isothermal crystallization behavior was
presented. It was found that the initiation time for crystallization can be expressed
as a function of Tg/T if the crystallization is dominated by temperature. Compounds
for which crystallization is dominated by local pressure are expected to exhibit
better stability. Surface effects, i.e., an increase in the surface area and adsorption
of moisture on the surface, were found to change the dominant influencing
factor for crystallization from pressure to temperature using the RTV glass as a
model compound. The nucleation mechanism depended on whether temperature or
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pressure dominated the crystallization process. These observations should make it
easier to predict the physical stability of amorphous formulations, thus enhancing
the effective use of amorphous solid dispersions for poorly soluble drugs.
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Chapter 19
Twofold Helical Molecular Assemblies
in Organic Crystals: Chirality Generation
and Handedness Determination

Mikiji Miyata and Ichiro Hisaki

Abstract Conventionally, twofold helical molecular assemblies in organic crystals
have been considered from space groups but not from space geometry, leading to
an obscure understanding of their chirality generation. The reason is that identical
twofold helical assemblies are obtained by twofold screw operations with clockwise
or anticlockwise rotations by 180ı, while enantiomeric twofold helical assemblies
are observed even from achiral molecules. On the basis of three-dimensional space
geometry, we succeeded in exposing chirality which has been hidden for a long time.
The key for the success consists of the following two methods: one is multipoint
approximation with lines and faces for representing materials and the other is tilt
alignments along a helical axis for discriminating chirality and handedness. These
methods proved generation of real chirality in twofold helical assemblies of organic
molecules and further led us to the fact that the twofold helices exhibit three-axial
chirality toward right-to-left, up-to-down, and in-to-out directions. Such helices are
bundled together in various ways to provide crystals with the corresponding space
groups. The bundling of only one-handed preferred helices affords one-handed
crystals, explaining chiral crystallization of achiral molecules from a geometrical
viewpoint.

Keywords Twofold helices • Chirality generation • Handedness determination •
Three-axial chirality • Bundles • Chiral crystallization
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Fig. 19.1 Handedness of helices: continuous helix (a), discontinuous twofold (b) and threefold
(c) helical assemblies of points, and twofold helical stairs in daily life (d)

19.1 Introduction

In daily life, we see continuous helices with curved lines, such as helical stairs,
springs, and vines [1]. At a molecular level, such helices are available in biopoly-
mers, such as proteins, DNA, polysaccharides, as well as various synthetic poly-
mers. Right- and left-handedness of these helices are clearly discriminated in
appearance (Fig. 19.1a) [2]. On the other hand, discontinuous helices are defined
by symmetry operations in mathematics. Such helices of materials seldom appear
in daily life, but are fulfilled in supramolecules [3], especially in crystals at a
nanometer level [4]. The organic crystals have regular molecular arrangements
with repeated unit distances. Such arrangements are mathematically elucidated with
symmetry operations in space groups [5]. Historically, crystallographic theory lists
230 space groups in the International Tables for Crystallography, Volume A: Space-
Group Symmetry [6].

The Tables describe handedness of the discontinuous helices in crystals.
A typical example is cited as follows: the twofold helix with rotations by
180ı has only one notation, 21, without handedness (Fig. 19.1b), while a
threefold helix has a pair of notations, 31 for right-handedness and 32 for left-
handedness (Fig. 19.1c) [7]. For this reason, many people believe that the
twofold helices exhibit no handedness. On the other hand, three-dimensional
space geometry has a clear method for generating chirality and determining
handedness [8]. For example, stairs in daily life can be easily discriminated in
handedness (Fig. 19.1d). Analogically, we determined handedness of twofold
helical assemblies of benzene molecules [9, 10]. This analogy induced the idea
that helical chirality should be ascertained by three-dimensional space geometry
rather than the space group theory. If so, the other possible logic would become
a beacon light as follows: the space group theory tells us only an existence
of the twofold screw (or helix) symmetry operation, but does not mention
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the handedness of the resulting twofold helical assemblies. Such assemblies
may exhibit either handedness or non-handedness, depending on molecular
arrangements.

As for the twofold helices, two important experimental things are well known,
but still less well understood: one is that a vast amount of organic crystals include
the twofold helices [11]. Actually, the Cambridge Structural Database involves
over 600,000 data till January 2013 [12]. Over 70 % of them belong to space
groups with twofold helices, such as P21/c, P21, P212121. The other is that chiral
crystals can be obtained from achiral molecules. Racemic molecules sometimes
form chiral crystals, termed as racemic conglomerates, instead of racemic crystals
[13]. Similarly, achiral molecules sometimes afford the conglomerates which exhibit
the so-called mirror-image Cotton effects in circular dichroism (CD) spectra [14]. It
is noteworthy that occurrence probability of the conglomerates amounts into about
8 % [15].

As mentioned above, the twofold helices embrace the contradiction regarding
chirality generation and handedness determination. We have challenged to clarify
the unsolved subject, focusing on space geometry rather than space group. This is
because chirality belongs to a general subject in three-dimensional material world,
rather than crystalline world. This chapter deals with dissolution of the lengthy
unsolved problems of the twofold helices. As described below, the solution has come
from multipoint approximation of materials as well as tilt alignments along a helical
axis.

19.2 Development of Our Research for Twofold Helical
Assemblies

Our primary study on twofold helices dates back to about 30 years ago, when we
discovered inclusion compounds of cholic acid (Scheme 19.1–1) with a variety of
organic substances [16, 17]. Their crystals have bilayered structures of the chiral
hosts and one-dimensional arrays of guests in channels. These structures were
compared with those of deoxycholic acid (Scheme 19.1–2). The formers mostly
belong to space group P21, while the latters to P212121. At that time, it fascinated us
that only one oxygen atom causes the different space groups between the two host
molecules, like DNA and RNA. Their twofold helical assemblies were examined
from asymmetric molecular structures of the hosts [18, 19]. The steroidal molecules
have facial structures with three-axial chirality toward the following three directions:
head-to-tail, belly-to-back, and right-to-left (Fig. 19.2a). In addition, the resultant
assemblies have tilt alignments to a helical axis, enabling us to determine right-
or left-handedness of the twofold helical assemblies (Fig. 19.2b). The handedness
determination gave rise to the idea that the helices also exhibit three-axial chirality
toward the up-to-down, in-to-out, and right-to-left directions along the axis. In
this way, three-axial chirality of the host molecules was linked to that of the
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Scheme 19.1 Molecular structures of cholic acid 1, deoxycholic acid 2, brucine 3, four kinds of
Cinchona alkaloids 4a–4d, and organic salts of 4-methylbenzylamine with myristic acid 5a as well
as pentadecanoic acid 5b

Fig. 19.2 Three-axial chirality of a cholic acid molecule (a) as well as its twofold helical assembly
(b) and bundles of the twofold helical assemblies for space groups P21 (left) and P212121 (right)
(c)

twofold helical assemblies [20–22]. This linkage between molecules and twofold
helical assemblies was confirmed in the case of other natural compounds, such
as brucine (Scheme 19.1–3) [23, 24], and Cinchona alkaloids, such as cinchonine
(Scheme 19.1–4a), quinidine (Scheme 19.1–4b), cinchonidine (Scheme 19.1–4c),
and quinine (Scheme 19.1–4d) [25–29]. Subsequently, the twofold helices with
three-axial chirality are bundled in different ways, affording chiral crystals, P21

and P212121 (Fig. 19.2c). Such a hierarchical method was extended to achiral
organic salts of 4-methylbenzylamine with myristic acid (Scheme 19.1–5a) and
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Fig. 19.3 Twofold helical assembly of benzene molecules in a cholic acid channel (a), its special
side view around a helical axis with a tilt alignment (b), an enantiomeric pair of helical assemblies
with right- or left-tilt alignments (c), and twofold helical assemblies of points (left), lines (middle),
and faces (right) by the multipoint approximation method for chirality generation as well as
handedness determination (d)

pentadecanoic acid (Scheme 19.1–5b), resulting in the successful interpretation of
chiral crystallization of achiral molecules [30].

With rapid development of personal computers, molecular graphics enabled
us to freely construct and move molecular assemblies on display. During such a
daily observation of the assemblies in 2006, we met a twofold helical assembly
of benzene molecules in a channel of cholic acid inclusion crystals (Fig. 19.3a)
[9]. This was responsible for an intuition that the assembly looked like stairs in
daily life. Subsequently, we recognized a special side view (Fig. 19.3b), where
faces of benzene molecules are viewed as lines during rotations around a twofold
helical axis, reaching a conclusion that its handedness can be judged clearly. Thus,
one can define that the twofold helical assembly is right-handed when the lines
exhibit tilt alignment to the right along the twofold helical axis (and vice versa)
(Fig. 19.3c). This method was applied to various channel-type inclusion crystals
involving benzene derivatives [9] as well as crystals of benzene itself [10]. Based
on such tilt alignments, we established a supramolecular-tilt-chirality method for
determining right- or left-handedness of twofold helical assemblies [31, 32]. In the
same way, a variety of organic molecules were ascertained to exhibit right- or left-
handedness in their twofold helical assemblies [33, 34].

These abovementioned observations convinced us that both chiral and achiral
molecules can afford the twofold helical assemblies with distinguishable handed-
ness. This experimental fact, however, is inconsistent with symmetry theory that
twofold helices are not discriminable in handedness. In other words, twofold screw
operations form identical assemblies by clockwise and anticlockwise rotations, but
enantiomers of twofold helical assemblies really exist in crystals. Such discrepancy
confused us very much, leading us to the idea that chirality generation should be
mathematically related to space geometry, rather than space groups. Namely, any
other methods are necessary for linking between space groups and space geometry.

At last, we reached multipoint approximation for materials which are expressed
by a line with two points, a face with three points, and so on instead of a point
(Fig. 19.3d) [33, 34]. This approximation clarified both chirality generation and
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handedness determination of twofold helical assemblies, and elucidated a linkage
between molecular and supramolecular chirality [35]. Such multipoint approxi-
mation method has been comprehensively extended toward hidden supramolecular
chirality of various materials [36].

19.3 Chirality Generation and Handedness of Twofold
Helical Assemblies

19.3.1 Chirality Generation in Space Groups for
Crystallography

Since the establishment of crystallographic theory in the first half of the last century,
researchers have no doubt that the theory has complete consistency. Since original
group theory is substantially abstract, a mathematical factor can represent every
material. Simply, a material is approximated as a point, so that we can understand
symmetry operations of both 73 point space groups and 230 space groups in
crystallography.

According to the one-point approximation, symmetry operations provide assem-
blies of the points. For example, a screw operation with rotations and translations
yields a helical assembly which is analyzed for determining its handedness. Thus,
screw operations include only four kinds, namely, two-, three-, four-, and sixfold
ones. A twofold screw operation yields a single helical assembly with only one
notation, 21. This is attributable to a rotation by 180 degrees around a helical axis.
Both the right- and left-handed rotations produce an identical assembly without
handedness (Fig. 19.1b). In contrast, a threefold screw operation always results in a
pair of enantiomeric helical assemblies. Namely, the right- and left-handed rotations
afford the corresponding right- and left-handed assemblies with the notations 31

and 32, respectively (Fig. 19.1c). Similarly, fourfold screw operation yields three
different assemblies. A mirror image has a pair of notations, 41 for right-handedness
and 43 for left-handedness. An additional fourfold assembly has a notation, 42,
without handedness. Finally, sixfold screw operation provides five different helical
assemblies: a pair of 61 and 65, a pair of 62 and 64, and in addition one notation 63.
In this manner, screw operations yield only four enantiomeric pairs of the helical
assemblies and three non-enantiomeric assemblies.

The International Tables for Crystallography describes the following interesting
sentence [6]: “In practical crystallography one wants to distinguish between right-
and left-handed screws and does not want to change from a right-handed to a
left-handed coordinate systems.” This sentence suggests that handedness determina-
tions are practically performed without considering the other related mathematics.
However, we have to evaluate chirality of materials from three-dimensional space
geometry, rather than space groups. Namely, we consider a methodology for
molecular chirality of organic substances, as mentioned below.
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Fig. 19.4 Four points necessary for chirality generation: a tetrahedral carbon with four different
substituents (a), four points without the tetrahedral carbon (b), four points for an irregular
tetrahedron (c), and chirality generation due to the fourth point separated from a plane consisting
of the other three points (d)

19.3.2 Chirality Generation in Three-Dimensional Space
Geometry

19.3.2.1 Four Points for Chirality Generation

From the nineteenth century, a vast amount of studies have been devoted to molecu-
lar chirality, including central, axial, and facial chirality of organic molecules. These
studies discuss chirality generation from a viewpoint of three-dimensional space
geometry. The representative comprises a tetrahedral carbon with four different
substituents which have a priority sequence for determining handedness of an
enantiomeric pair of organic molecules (Fig. 19.4a) [8]. Thus, according to the
Cahn-Prelog-Ingold (CPI) priority rule, the first, second, and third substituents are
located on the foreside, and the fourth substituent is done to the far side. The former
three ones are arranged clockwise or anticlockwise to define the corresponding
right- or left-handedness, respectively.

Hypothetically, we can remove the asymmetric carbon and four covalent bonds
which connect among the carbon and the substituents (Fig. 19.4b). The four
substituents are left in three-dimensional space and are expressed as points with
numbers. Their relative location can be freely changed into irregular tetrahedrons
(Fig. 19.4c). As a result, it can be seen from Fig. 19.4d that the three points form a
plane which is separated from the fourth point. This proves that such four points are
necessary for chirality generation.

In general, three-dimensional space geometry tells us that the four points take
free locations each. Chirality generation takes place when the three points form a
plane, from which the fourth point is separated. Two special cases do not generate
chirality: one constitutes a single plane with all of the points and the other has inner
enantiomeric mirrors among the four points, as in cases of regular tetrahedrons or
their elongated ones.
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Fig. 19.5 Chirality generation by the four points: a bimolecular assembly (a), its one-point
approximation (b), two-point approximation yielding four points in total (c), two lines with parallel
or antiparallel alignments (d), and chirality generation of antiparallel two lines with the fourth point
separated from a face consisting of the other three points (e)

19.3.2.2 Multipoint Approximation for Chirality Generation

Such four points may be observed in molecular assemblies with intermolecular non-
covalent bonds. At first, we consider various relative locations of a bimolecular
assembly composed of the identical molecules (Fig. 19.5a). One-point approxima-
tion to each material results in only two points from the bimolecular assembly
(Fig. 19.5b). This one-point approximation is reasonably applicable to inorganic
sphere materials, such as atoms and ions, but is not always suitable for organic non-
sphere molecules with diverse shapes.

On the other hand, two-point approximation can afford four points necessary for
generating chirality in space geometry (Fig. 19.5c). The resulting two lines form
either parallel or nonparallel alignment (Fig. 19.5d). The former always yields a
plane with all of the points, while the latter does the following two cases (Fig. 19.5e):
one is that the two lines are located on the same plane and the other forms a plane
from which one point is separated for generating chirality. It is noteworthy that the
two lines do not intersect on the plane from each other in the bimolecular assembly.
These facts indicate that organic molecules should be approximated by at least two
points in order to evaluate chirality.

The line method can be reasonably extended to the face method with at least
three points. This face method employs a line in the special side view mentioned
above (Fig. 19.3d), and the line is extended to the face. The resultant two faces
form either parallel or nonparallel arrangements. The parallel faces yield a non-
enantiomeric assembly while the nonparallel ones either an enantiomeric assembly
or a non-enantiomeric one with inner enantiomeric mirrors.

19.3.2.3 Chirality Generation in Twofold Helical Assemblies of Lines
and Faces

Next, we consider formation of an assembly through symmetry operations. Twofold
screw operation produces twofold helical assemblies of points, lines, and faces along
a helical axis. The points afford a non-enantiomeric helical assembly, because all of
the points are located on a single plane involving the axis. In contrast, the lines
and faces can provide an enantiomeric helical assembly with chirality, as described
below.
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Fig. 19.6 Alignments along twofold helical axes: lines (a) and faces (b) in parallel (left), with
left or right tilt (middle) and perpendicular to the axes (right). The tilt alignments originate an
enantiomeric pair of a line (bottom) or a face (top) with a helical axis (c). Twofold screw operations
of the line or face yield an enantiomeric pair of twofold helical assemblies

The line method through the twofold screw operation results in three kinds
of twofold helical assemblies: parallel, nonparallel, and perpendicular ones
(Fig. 19.6a). The parallel assembly has a plane containing the axis and all of
the lines, generating no chirality. The perpendicular assembly exhibits no chirality
due to inner enantiomeric mirrors. The nonparallel assembly shows the following
two types, like the bimolecular assembly. The one consists of the lines which
are intersected with the helical axis, generating no chirality. In contrast, the other
consists of the lines which are not intersected with the helical axis and exhibit
tilt alignments along the helical axis. A combination of the lines through the tilt
alignments generates an enantiomeric helical assembly.

Similarly, the face method through the twofold screw operation produces three
kinds of twofold helical assemblies: parallel, nonparallel, and perpendicular ones
(Fig. 19.6b). The parallel and perpendicular assemblies generate no chirality due
to inner enantiomeric mirrors, while the nonparallel assembly yields a pair of
enantiomeric tilt alignments, as in the case of the line method.

These results indicate that the helical axis apparently combines with a tilt line
or face so as to form an enantiomeric associate. That is, there exists a pair of
enantiomeric lines or faces along the helical axis before performing the twofold
screw operations (Fig. 19.6c). It should be reminded that twofold screw operations
themselves yield identical helical assemblies by using clockwise and anticlockwise
rotations by 180 degrees. Instead, the enantiomeric associates with tilt alignments
originate the enantiomeric twofold helical assemblies through the twofold screw
operations. In this manner, these line and face methods clearly present chirality
generation through twofold screw operations.
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Fig. 19.7 Handedness determination: continuous helices (a); twofold helical molecular assem-
blies by the supramolecular-tilt-chirality method (b)

19.3.3 Handedness Determination of Twofold Helical
Assemblies

19.3.3.1 Supramolecular Tilt Chirality for Handedness Determination

First, we briefly describe definition of handedness of continuous helices. As
viewed from the one end to the other end, the helices have a forward transfer,
accompanied by a clockwise or anticlockwise rotation around a helical axis.
The right- or left-handed helix shows the clockwise or anticlockwise rotation,
respectively (Fig. 19.7a). In addition, as viewed from its outside to inside, the right-
or left-handed helix exhibits right- or left-tilt alignments along the helical axis,
respectively. Such a definition indicates that the tilt alignments along a helical axis
play a decisive role in determining handedness.

Therefore, even in the case of the discontinuous helices, handedness is
determined from the tilt alignments of the lines or faces along the helical axis
(Fig. 19.7b). A right- or left-handed helix consists of the right- or left-tilt alignments
of lines or faces along a helical axis, accompanied by a forward transfer with
a clockwise or anticlockwise rotation, respectively. We termed this chirality of
supramolecular assemblies “supramolecular tilt chirality” [31–34]. The helices in
molecular chirality are designated with symbols, P for right-handedness and M
for left-handedness. Similarly, the helices in supramolecular chirality are done
with symbols, supP for right-handedness and supM for left-handedness, where the
superscript means supramolecules or supermolecules.

In this way, multipoint approximation methods have been established for chiral-
ity generation as well as handedness determination of twofold helical assemblies.
It is noteworthy that the handedness of the assemblies depends on tilt alignments
along a helical axis, but does not depend on the rotational directions of the twofold
screw operations.
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Fig. 19.8 Comparison of handedness determination between molecular and supramolecular
chirality: twofold helical assemblies of molecules along a helical axis (a), twofold helical
assemblies of the lines by two-point approximation (b), handedness of four points on the basis
of supramolecular chirality by tilt alignments (c), and handedness of four points on the basis of
molecular chirality by the CPI rule (d)

19.3.3.2 Comparison Between Molecular and Supramolecular Chirality

The supramolecular-tilt-chirality method does not require the priority rule, such as
the CPI rule in molecular chirality. Instead, the alignments of lines or faces along
the helical axis play a key role in determining handedness. This is understood by
a relation between the abovementioned four points and the helical assembly of
lines. As schematically shown in Fig. 19.8, one can determine handedness of the
twofold helical assemblies of the lines as follows. Molecule I is transferred forward
along a helical axis with an arrow by the twofold screw operation to give the
molecules II, III, etc. (Fig. 19.8a). Molecules I, II, III etc. are designated by the
corresponding lines 1, 2, 3, etc. with point numbers 1a and 1b, 2a and 2b, 3a and 3b,
etc., respectively (Fig. 19.8b). Lines 1 and 2 form four points which are arranged in a
directional order of 1a, 1b, 2a, and 2b. In the case of a right-handed helix, the former
three points (1a, 1b, and 2a) are clockwise located, as viewed from the downside to
the upside in Fig. 19.8c. The fourth point 2b has a forward transfer along the helical
axis. In this manner, the directional order of the four points along the axis serves
as the effective method for determining the handedness. This is comparative to the
priority order of the CPI rule in molecular chirality (Fig. 19.8d).

In this way, the multipoint approximation with lines and faces has clarified
the following three important things: firstly, a twofold helical axis serves as a
preferential hypothetical line, accompanied by a real line or face of a molecule;
secondly, the line or face can have tilt alignment along the twofold helical axis,
resulting in an enantiomeric associate of the axis and the line or face; and thirdly,
the enantiomeric associate is subjected to twofold screw operation to generate a pair
of enantiomeric twofold helical assemblies with right- or left-tilt alignment along
the axis. Therefore, handedness of the twofold helical assemblies has nothing to do
with right or left rotations of the twofold screw operation.
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Fig. 19.9 Symbols for displaying the twofold helices with three-axial chirality: graphical symbols
for continuous left-handed helices (a, b) and right-handed helices (c, d), discontinuous left-handed
helices (e, f) and right-handed helices (g, h), and symbols modified from that in crystallography
for left-handed helices (i, j) and right-handed helices (k, l). The modified symbols proposed by us
are used for understanding twofold helices with three-axial chirality

19.3.4 Three-Axial Chirality of Twofold Helical Assemblies

Polypeptide chains have a defined direction from amino group terminals till
carboxylic group ones. This is connected with up-to-down directions of the resulting
helices. The other right-to-left as well as in-to-out directions are briefly determined,
as viewed along a helical axis. In general, an asymmetric sequential helical chain
may have an asymmetric structure with three distinguishable directions: right to
left, up to down, and in to out. This asymmetry of the helices is termed “three-axial
chirality” and is illustrated by using four kinds of graphical symbols with an arrow
(Fig. 19.9a–d). In these symbols, the in-to-out direction is self-evident.

Similarly, twofold helical assemblies may have such asymmetric structures. For
example, one can remind a twofold helical assembly of benzene molecules in
a channel of cholic acid (Fig. 19.3b). The in-to-out direction is self-evident, as
viewed along the helical axis. The right-to-left direction of the helix is clear due
to the supramolecular-tilt-chirality method. In this case, it is apparently difficult
to discriminate the up-to-down direction due to edge-to-edge contact of benzene
molecules. However, because of the edge-to-face or herringbone-type arrangement,
it is easy to determine its direction. Figure 19.9e–h show the edge-to-face arrange-
ment in crystals of benzene itself. In this case, we can discriminate two different
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Fig. 19.10 Bundles of twofold helices for space groups P21 (i), P212121 (ii), and P21/c (iii):
equal twofold helices for displaying twofold screw operations by using only one symbol in the
International Tables for Crystallography (a); different twofold helices with alphabetical subscripts
A–F (b); in real crystals, the different twofold helices are represented with the four modified
symbols together with those in the surrounding units (c); bundles of only the preferred helices
(As) with graphical helical symbols (d)

sides like a mountain: a closed summit side and an opened valley side. The former
corresponds to the upside of the helix, while the latter does to the downside of the
helix. Accordingly, the twofold helical assemblies exhibit three-axial chirality and
are illustrated with the same four symbols as those of the polypeptide chains.

19.4 Chirality Generation in Bundles of Twofold Helical
Assemblies

19.4.1 Symbols of Twofold Helical Assemblies
with Three-Axial Chirality

The International Tables for Crystallography describes combinations of symmetry
operations for every space group. In the Tables, twofold screw operation has only
one symbol without three directions. For example, Fig. 19.10a(i–iii) show combina-
tions of the symbols in space groups of P21, P212121, and P21/c, respectively.
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These figures for symmetry operations may advance to those for twofold helical
assemblies with three-axial chirality. This chirality demands modification of the
symbol as follows. The outer part is used for right-to-left direction like a threefold
helix, while the inner part is used for up-to-down direction. A closed or open
symbol corresponds to a view from the upside or downside, respectively. The in-
to-out direction is self-evident in these symbols, resulting in four different symbols
(Fig. 19.9(i–l)). These modified symbols are effective for representing bundles of the
twofold helical assemblies with three-axial chirality in organic crystals, as described
in the subsequent section.

Such modified symbols are often used for drawing every helix on a projection, as
viewed from a crystallographic axis. In comparison, the graphical helical symbols
(Fig. 19.9a–d) are suitable for sterically showing the bundles of the selected
helices.

19.4.2 Combinations of Twofold Helical Assemblies
with Three-Axial Chirality

The International Tables for Crystallography represent combinations of equal
twofold helices with only one symbol of twofold screw operation (Fig. 19.10a)
[6]. However, there are different unequal helical assemblies, as exemplified in
Fig. 19.10b, where different helices are designated with alphabetical subscripts, A
to F. As shown in Fig. 19.10c, these helices in the real crystals are designated with
the four modified symbols employed in Fig. 19.9i–l.

P21 crystal contains four different twofold helices along a crystallographic axis.
An example deals with cholic acid crystal including benzene, where four different
helices (A, B, C, D) are aligned along the crystallographic b-axis (Fig. 19.10c(i)). In
contrast, P212121 crystal has two different helices along each crystallographic axis,
totally six different helices (A to F). Figure 19.10c(ii) shows the corresponding
twofold helices along the crystallographic c, a, and b axes in deoxycholic acid
crystal, respectively.

On the other hand, a crystal structure of benzene belongs to achiral space group
P21/c. The face method confirmed two enantiomeric pairs of two different twofold
helical assemblies with three-axial chirality. One pair of the helices A has an edge-
to-face contact, while the other pair of the helices B has an edge-to-edge contact.
Figure 19.10c(iii) shows a combination of the assemblies with the symbols. It can
be seen that the enantiomeric helices A align in parallel to form a layer and that the
helices B are located between the layers. Namely, the resulting layers are inverted
through glide operation.
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19.4.3 Bundles of the Preferred Twofold Helices

As mentioned above, it was ascertained that multiple different twofold helices
are combined together in unit cells, prompting us to select a preferable helix for
simplification. This is because various non-covalent interactions construct helices
and bridge between two helices. The well-known supramolecular synthons are
highly effective for evaluating the different interactions in strength [37, 38].

For example, in the case of cholic acid crystal with P21, the hydrogen-bonding
helix A consisting of head parts of cholic acid is preferable to the other three
helices due to the strong hydrogen bonds. The preferred helices are located in the
surrounding cells, as exemplified in Fig. 19.10c(i). In the case of deoxycholic acid
crystal with P212121, the preferable hydrogen-bonding helix A is selected among
six different helices. The preferred helices are located in the surrounding cells along
the crystallographic a-axis (Fig. 19.10c(ii)). In the benzene crystal with P21/c, the
racemic helix A with face-to-edge contact is preferable to the racemic helix B
with edge-to-edge contact due to their different intermolecular non-covalent bonds
in strength. The preferred racemic helices A are located in the surrounding cells
(Fig. 19.10c(iii)).

In order to draw the bundles three dimensionally, we use the graphical sym-
bols of right- and left-handed helices with arrows toward up-to-down directions
(Fig. 19.9a–d). The unit cells are extended along the preferred helices, enabling us
to draw the bundles of the preferred helices. Figure 19.10d(i–iii) shows the bundles
of the preferred helices in the corresponding crystals, P21, P212121, and P21/c,
respectively.

19.4.4 Chirality Generation in Bundles of the Preferred
Twofold Helices

The resulting bundles of the preferred and one-handed helices gave us an idea about
crystal formation. Thus, the in-to-out direction is further divided into two different
directions perpendicular to the helical axis. The crystal formation consists of the
following three-stepwise and three-directional process. The first step corresponds to
formation of the preferred and one-handed twofold helices along the helical axis.
The second step comprises formation of chiral layers toward one direction among
the divided in-to-out directions. The third step constructs three-dimensional crystals
by stacking the layers toward the other direction among the divided directions.

For example, Fig. 19.11 shows the three-stepwise and three-directional process
for crystals with space groups, P21, P212121, and P21/c. In the first step, a preferred
and one-handed twofold helix is available (Fig. 19.11a). In the second step, the
one-handed helices with the identical up-to-down direction align in parallel so as
to produce chiral layers (Fig. 19.11b). In contrast, the subsequent third step for
layer stacking is greatly different for each space group (Fig. 19.11c). The P21
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Fig. 19.11 Crystal formation model through three-stepwise and three-directional processes by
using preferred twofold helices: the first step for making a twofold helix (a), the second step for
aligning the helices to make a layer (b), and the third step for stacking the layers to form crystals
with space groups P21 (left), P212121 (right), and P21/c (middle) (c)

crystal has a parallel stacking of the identical layers (Fig. 19.11c (left)) while the
P212121 crystal an antiparallel stacking of them (Fig. 19.11c (right)). On the other
hand, the P21/c crystal has an alternative antiparallel stacking of the enantiomeric
layers (Fig. 19.11c (middle)). In this manner, the third step plays a decisive role in
determining the space groups in these cases.

It was ascertained that supramolecular chirality lies in each step. The preferred
twofold helices with three-axial chirality construct chiral layers, whose stacking
can form chiral crystals. According to such a bundling method, chiral crystals are
briefly defined as follows. Only right- or left-handed twofold helices are bundled to
form the corresponding right- or left-handed crystals, respectively. Such right- and
left-handed crystals are designated as (supR) and (supS) crystals, respectively. The
representative chiral crystals, such as P21 and P212121, contain only one-handed
twofold helices. This means that such chiral crystals consisting of achiral molecules
are classified into the racemic conglomerates of (supR) and (supS) crystals.
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19.5 Linkage Between Molecular Structures
and Supramolecular Chirality

Organic crystals have molecular assemblies which depend on weak non-covalent
interactions [39–42]. Therefore, molecular structures influence not only their
twofold helical assemblies but also the bundles of the helices. In consequence,
absolute configurations and conformations of organic molecules are connected
with structures of the resulting supramolecules. The following two subjects are
concerned with connections between molecular structures and supramolecular
chirality through various weak interactions.

19.5.1 Chiral Crystallization of Achiral Molecules

The conventional method does not discriminate handedness of twofold helices,
leading to the unclear interpretation of chiral crystals. A typical example is as
follows. One can understand the formation of chiral crystals, termed “racemic
conglomerates,” from racemic molecules. However, one cannot understand forma-
tion of the conglomerates from achiral molecules, termed “chiral crystallization
of achiral molecules.” Previously, over thousands of achiral molecules underwent
chiral crystallization, and the crystal engineering continues to search a relationship
between molecular structures and their assembled structures [43–45].

Such an unsolved problem may be subjected to the concept of chirality genera-
tion in bundles of preferred twofold helices with three-axial chirality. As mentioned
in Sect. 19.4.4, bundles of only right- or left-handed twofold helices can form the
corresponding right- or left-handed crystals with chiral space groups, respectively.

We are searching for the chiral crystallization of many achiral molecules
through the preferred twofold helices. An example is cited from our research with
organic salts of 1-naphthylmethyl ammonium carboxylates. Remarkably, the salts
of carboxylic acids with isopropyl group (Scheme 19.2–6a) or cyclohexyl group
(Scheme 19.2–6b) form chiral crystals with P212121, while the salts of those with
tert-butyl group (Scheme 19.2–6c) or tert-amyl group (Scheme 19.2–6d) form
achiral crystals with P21/n [46]. These crystals were analyzed with the three-
stepwise and three-directional method for bundling preferred twofold helices. It was
found that chiral crystallization is attributable to nonparallel contacts between the
alkyl and aromatic groups in the third step for the layer stacking.
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Scheme 19.2 Molecular structures of organic salts 6–8. Salts 6 of 1-naphthylmethylamine with
isobutyric acid 6a, cyclohexanecarboxylic acid 6b, pivalic acid 6c, and 2,2-dimethylbutyric acid
6d. Salts 7 of (R)- or (S)-’-methylbenzylamine with ortho- or para-substituted benzoic acid
derivatives. Salts 8 of (R)-1-(2-naphthyl)ethylamine of 4-halo-benzoic acids

19.5.2 Linkage Between Molecular and Supramolecular
Chirality

It is well known that molecular structures of monomers link to helical handedness of
macromolecules. For example, L-’-amino acids mainly form right-handed helices
of their polypeptide chains. Similarly, molecular chirality may be connected to
supramolecular chirality. We focus on twofold helical hydrogen-bonding networks
of organic salts and introduce two examples below.

The one deals with chiral organic salts of (R)-’-methylbenzylamine with ortho-
or para-substituted benzoic acids (Scheme 19.2–7) [35]. It was found that crystals
of the salts belong to chiral space groups P212121 or C2. Chiral (R)-amine with
para- or ortho-substituted benzoic acids forms chiral crystals with P212121 or C2
space groups, linking to supramolecular chirality with supM or supP of the twofold
helical hydrogen bonding networks, respectively. Remarkably, achiral elements of
para- or ortho-isomers changed the linkage between molecular and supramolecular
chirality. These results indicate that chiral molecules generally afford one-handed
supramolecular assemblies and that a slight change of the molecules can produce
the reverse one-handed assemblies.

The other deals with a control of chiral space groups through halogen bonds
[47]. Such control was performed by using chiral organic salts of (R)-1-(2-
naphthyl)ethylamine with para-halo-substituted benzoic acids. The compounds
with fluorine (Scheme 19.2–8a), chlorine (Scheme 19.2–8b), or bromine
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(Scheme 19.2–8c) form crystals with C2 space group, while the one with iodine
(Scheme 19.2–8d) form crystals with P212121. The C2 crystal has bundles of the
twofold helices with the same up-to-down direction, similar to the P21 crystal. In
contrast, the iodine group brings about effective antiparallel stacking in the third
step for bundling the preferred twofold helices.

19.6 Search for Hidden Supramolecular Chirality

A vast amount of researches have been conducted on molecular chirality through
three-dimensional space geometry and reached complete well-known principles.
In comparison, supramolecular chemistry developed drastically over the last
few decades, but still includes undeveloped interdisciplinary fields, particularly
supramolecular chirality of molecular assemblies in organic crystals. The
conventional researches in this field are based on an obscure relation between space
geometry and space groups, resulting in confusions for supramolecular chirality.
Such a situation introduced a number of hidden supramolecular chirality in organic
crystals.

19.6.1 Hidden Chirality in Space Groups

As mentioned in Sect. 19.3.1, screw operations construct only four pairs of
enantiomeric helical assemblies. Based on the conventional method, rotation oper-
ations by 180, 120, 90, and 60 degrees afford the corresponding non-enantiomeric
rotational assemblies with notations, 2, 3, 4, and 6. Translation operation yields an
assembly without handedness with a notation 1. Totally, symmetry operations in
space groups establish only four pairs of enantiomeric assemblies. These results
are connected to 65 chiral space groups in crystallography. Among them, only 22
groups comprise 11 pairs of the enantiomeric ones, including 31 and 32, 41 and 43,
61 and 65, and 62 and 64. The remaining 43 groups contain the non-enantiomeric
groups, resulting in comprehensive hidden chirality.

However, chirality generation should be considered from space geometry, rather
than space groups. As mentioned above, the line and face approximation serves
as a powerful method for exposing the hidden chirality. The previous sections
describe chirality generation and handedness of only twofold helical assemblies
in detail. The other rotational and translational assemblies still remain unexplored,
meaning an existence of comprehensive assemblies with hidden supramolecular
chirality.
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Fig. 19.12 Hidden supramolecular chirality of hydrogen-bonding networks: zero-dimensional
(0D) cubic (a), one-dimensional (1D) ladder (b), and two-dimensional (2D) sheet (c)

19.6.2 Hidden Chirality in Hydrogen-Bonding Networks

One of the hidden chirality lies in hydrogen-bonding networks. Graph set analysis
functions as the powerful method for characterizing hydrogen-bonding supramolec-
ular assemblies [48–50]. However, the conventional graph set analysis has tendency
to lose symmetry information due to simplification, yielding hidden supramolecular
chirality. Focusing on space geometry, we advanced the graph set analysis for
exposing hidden chirality of hydrogen-bonding network [36].

The Cambridge Structural Database contains over 300 of crystal structures of pri-
mary ammonium carboxylates [51]. The hydrogen-bonding networks were mainly
classified into three types: zero-dimensional (0D) cubic [52], one-dimensional (1D)
ladder [53], and two-dimensional (2D) sheet type. We found that their networks
mostly exhibit supramolecular chirality (Fig. 19.12). The 0D cubic networks
involve nine topologically different subtypes. Their supramolecular chirality (supR)
and (supS) were defined by ordering their faces. The 1D ladder networks are
composed of twofold helical assemblies. Their (supP)-helicity and (supM)-helicity
were distinguished by both advanced graph set analysis and supramolecular tilt
chirality in common. Supramolecular chirality of the 2D sheet networks was also
clarified by discriminating their prochiral faces.

19.6.3 Hidden Chirality of Polymeric Chains

The concept of twofold helices with three-axial chirality directed us to elucidate
chirality generation on polymeric chains with trans and gauche conformations
[54]. The multipoint approximation method with lines and faces has enabled us
to discriminate handedness of twofold helical polymeric chains, such as “-chains of
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polypeptides as well as cellulose. Especially, this methodology has exposed hidden
chirality of various zigzag chains, which are achiral in appearance.

19.7 Conclusions and Perspectives

The multipoint and tilt alignment methods clarified a mechanism for chirality
generation through symmetry screw operations. Consequently, the method exposed
various hidden chirality of assemblies, including hydrogen-bonding networks,
supramolecules, macromolecules, and so on. As a result, twofold helices with
three-axial chirality link between molecular and crystal structures, opening a
promising way for designing chiral crystals of achiral molecules. Another rotation
and translation operations would contribute to the preparation of such chiral crystals.

Three-dimensional space geometry, rather than space groups, serves as the
root for understanding chirality generation. Therefore, common principles are
available among various kinds of materials, including molecules, supramolecules,
macromolecules, crystals, living objects, artificial materials, architectures, and so
on. Considering the screw and rotation axes at each level, the tilt-chirality method
is expected to function as the powerful method for recognizing chirality generation
and determining its handedness.
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Chapter 20
Chiral Discrimination in the Solid State:
Applications to Resolution and Deracemization

Gérard Coquerel

Abstract Chiral discrimination in the solid state is addressed in several ways: (1)
thermodynamics of equilibrium, (2) crystal packing, and (3) in a dynamic mode,
by entrainment and deracemization. Based on several deviations from a pure even
distribution, the hypothesis of clusters of conglomerates is put forward. For a chiral
molecule, without any clear filiation from a known conglomerate, the question
of prediction of full discrimination in the solid state remains open. Nevertheless,
several avenues for new researches in that field are proposed. Progress on detection
of conglomerates is detailed. New developments in preferential crystallization
coupled or not with racemization in the liquid phase are detailed.

Keywords Chiral discrimination • Solid state • Preferential crystallization •
Deracemization

20.1 Introduction

In 1848 Louis Pasteur found that the optically inactive tetrahydrated sodium
ammonium tartrate is actually an equimolar mixture of (C) and (�) components.
This is the landmark experiment which represents the birth of stereochemistry. In
modern terms we will say that he found the first conglomerate: the first spontaneous
chiral discrimination in the solid state. On top of that he could resolve this 50–50
mixture by recognition of the hemihedrism of the crystals enabling hand sorting.
This chapter is devoted to the extension of that seminal work by considering
in sequence the last developments of both the thermodynamic aspect and the
crystallographic aspect. Then new resolution and deracemization processes based
on crystallization will be detailed.
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20.2 What Is Chirality?

In an n-dimensional space, an object or a set of objects is chiral if it cannot
be superimposed to its mirror image by movements in that space. For a mono-
dimensional space (a straight line) three non-regularly distant objects make a
chiral set. By moving the set A, B, C on line � (Fig. 20.1), it is not pos-
sible to make it superimposed to A0B0C0. To ensure the superimposition it is
enough to move in a bidimensional space (a rotation in a plane containing �)
(Fig. 20.2).

Similarly, in a bidimensional space any scalene triangle is chiral because by
translating and rotating this triangle in the plane P, it is not possible to make it
superimposable to its image. An excursion in the three-dimensional space would
be enough to turn over ABC to make it superimposed onto A0B0C0. In a three-
dimensional space the same line of reasoning can be applied. ABCD being an
irregular tetrahedron, it is not superimposable to its mirror image, but a voyage
in the 4-dimensional space would be enough to convert it in A0B0C0D0 with a zero
energy process (Fig. 20.3)! The trouble is that so far, nobody has found the key to
unlock the 4D world, and therefore, we need to rely on “conventional” methods in
the 3D space to switch from one enantiomer to its antipode.

Fig. 20.1 Illustration of 1D
chirality

Mirror

A CB A’B’C’

Δ

Fig. 20.2 2D chirality with
two mirror-related scalene
triangles

Mirror

A

CB

A’

B’C’

P

Fig. 20.3 Schematic
representation of chirality in a
3D space by using an
irregular tetrahedron

MirrorA

C

B

A’

B’

C’

D’ D’
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20.3 The Thermodynamic Aspect of Chiral Discrimination

We need first to define properly the nature of the R–S system. Two extreme situations
can be distinguished:

1. The two enantiomers racemize rapidly in the liquid phase. The two components
are not independent. The system is actually a unary system. This case will be
treated later.

2. The two enantiomers are not able to racemize under the operating conditions
and the time scale used. The system behaves like a symmetrical binary system.
The symmetry comes from the exact equality between temperature of fusion, Cp
versus T, enthalpy of fusion, density, hardness, etc.

20.3.1 Non-racemizable Enantiomers (Fig. 20.4)

Binary systems represented in Fig. 20.4 represent the most probable binary systems
for a couple of non-racemizable enantiomers (and especially 4d to 4f with a
probability of circa 90–95 %). In Fig. 20.4a the two enantiomers do not form any
intermediate compound. There are just two liquidus lines more or less fitting with
the simplified Schröder–Van Laar equation [2, 3]. A metastable <R–S> compound
cannot even be observed by contrast to Fig. 20.4b, c where a metastable racemic
compound is becoming progressively less metastable. In Fig. 20.4c the metastable
racemic compound <R–S> is likely to be easily crystallized by a fast cooling of the
molten racemic mixture down to a temperature below its metastable melting point.
Systems depicted in Fig. 20.4a–c are called conglomerates and they represent a full
spontaneous chiral discrimination in the solid state. Indeed every unitary particle
should contain a single enantiomer only. According to several authors [4], they
represent between 5 and 10 % of the total racemic mixtures.

In Fig. 20.4d, the racemic compound <R–S> has changed its status because
now it is a stable intermediate compound. The thermal stability of that <1–1>
stoichiometric compound increases from Fig. 20.4d–f. The Prigogine–Defay–
Mauser equation [5] fits reasonably well with the liquidus of that intermediate
compound. The horizontal tangent at the apex of the liquidus means that there is
no specific R–S association in the liquid state. The eutectic invariant between the
two enantiomers has become metastable starting on the case depicted in Fig. 20.4d.

It is worth noting that due to shorter free migration path, the racemic compound
whether stable or not has always a kinetic advantage over the conglomerate. In
Fig. 20.4d–f, the metastable eutectic (i.e., conglomerate) is represented but probably
difficult to observe.

It is also worth mentioning that discrete cases only are depicted from Fig. 20.4,
but the readers have to conceive that there is actually a continuum.
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Fig. 20.4 Progressive evolution of the thermal stability of the racemic compound <1–1>. (a–c)
correspond to a conglomerate-forming system; a metastable racemic compound appears in b, c.
(d–f) correspond to racemic compound forming systems

20.3.2 What Are the Interests of Detecting a Stable
Conglomerate?

• Recovering of the entire enantiomeric excess by a rationalized recrystallization

Figures 20.5, 20.6, and 20.7 show the enantiomeric purification of a mixture
which was initially at 50 % e.e. In Fig. 20.5 the whole enantiomeric excess is
recovered, the mother liquid is at 0 % e.e. at the end of the crystallization – filtration.
In Fig. 20.6, one can see that at the end of the recrystallization, the mother liquor
will contain ca. 30 % e.e. which shows the significant low yield of the purification
by recrystallization.

In Fig. 20.7, it would not be possible to access to the pure enantiomer by simple
recrystallization. Only the biphasic domain racemic compound and its saturated
solution are accessible. Therefore, a partial purification can be completed up to
70 % e.e. Figure 20.7 corresponds more or less to Fig. 20.4e. If we consider now
Fig. 20.4f, there is a high thermal stability of the racemic compound when compared
to that of the enantiomers; this means a strong heterochiral recognition in the solid
state. If now we consider an isotherm with this case (not represented), the doubly
saturated solution (the equivalent of point J in Fig. 20.7) will certainly be shifted



20 Chiral Discrimination in the Solid State 397

Fig. 20.5 Isothermal
representation of a
conglomerate at that
temperature. The initial e.e.
can be recovered as a pure
<R> in a quantitative way by
adjusting the amount of
solvent so that the overall
synthetic mixture is
represented by point K
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Fig. 20.6 Isothermal
representation of a racemic
compound forming system
with a small biphasic domain
<RS> plus its saturated
solution. In order to access to
the pure enantiomer, the
purification of the initial
mixture is possible, but the
yield will be much lower than
that described in Fig. 20.5
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Fig. 20.7 Isothermal
representation of a racemic
compound forming system
with a large biphasic domain
<RS> plus its saturated
solution. By considering
stable equilibrium only, the
access to the pure enantiomer
by recrystallization from a
(25 S-75 R, i.e., e.e. D 50 %)
mixture in that solvent at that
temperature is not possible
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toward higher e.e. (>90 %). Then, the strong heterochiral recognition in the solid
state leads to a high homochiral recognition in solution. This phenomenon is partly
responsible for preferential enrichment.

• Quantitative resolution of the racemic mixture

If the so-called preferential crystallization is applicable, it is possible to resolve
the racemic mixture without using any chiral auxiliary. This cost-effective process
can be run at laboratory scale and in industry at tons scale. A new variant of the
process will be detailed later.

• Induction of the preferential primary nucleation

In a supersaturated solution containing a racemic mixture of the enantiomers plus
a small concentration of a structurally related chiral impurity, it is possible to initiate
a stereoselective primary nucleation of one of the two enantiomers of the racemic
mixture [6, 7].

• Deracemization by means of catalyst and a flux of energy (attrition, temperature
cycling, temperature gradient, ultrasounds, etc.; see paragraph on racemizable
enantiomers)

If crystallization and racemization can be combined under the same operating
conditions, it is possible to “push” the system initially containing a racemic
suspension, toward a suspension of a single enantiomer (see last paragraph in
complement to Professor Richard Kellogg chapter in this book).

Figure 20.8a, b shows hybrid cases where the stability of the conglomerate and
that of the racemic compound swap round according to temperature. In Fig. 20.8a,
the conglomerate is stable at low temperature up to T" where a eutectoid invariant
[1] corresponds to the reversible formation of the racemic compound toward high
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Fig. 20.8 Inversion of the stability versus temperature between the conglomerate and the racemic
compound. In (a) the conglomerate is stable at low temperature T < T" and the racemic compound
is stable for T > T". In (b) The racemic compound is stable up to T ; above that temperature the
conglomerate is stable
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temperature. In Fig. 20.8b, the stability of the conglomerate and that of the racemic
compound are inverted. At low temperature for T < T , the racemic compound
is stable. But at T D T , a peritectoid invariant corresponds to the reversible
decomposition of this intermediate compound into its components <R> and <S>
which are then stable up to the eutectic temperature Te. The metastable liquid of the
racemic compound is presented, but it might be difficult to observe. It is important
to avoid confusion between those three phase invariants and polymorphism or any
other solid–solid transitions. At T  and at T", �G D 0 showing how close the
competition in free energy between the racemic compound and the conglomerate
could be.

Figure 20.9 is also a hybrid case: a conglomerate-forming system with symmet-
rical partial solid solutions [8–11]. The chiral discrimination is not total; a certain
fraction of the antipode substitutes, at random, the major enantiomer to the benefit
of the free enthalpy. These borderline cases are interesting, and they show the subtle
interplay between density, chiral recognition, Cp versus T, entropy, etc.

In Fig. 20.10 at high temperature, there is a complete solid solution. Both
enantiomers are randomly distributed in every particle. At low temperature the
dashed-dotted line represents the possibility of an ordered racemic phase at low

Fig. 20.9
Conglomerate-forming
system with partial solid
solutions on both ends in
composition of the diagram
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Fig. 20.10 Complete solid
solution by means of
substitution (SSS) between
the two enantiomers. The
dashed-dotted line represents
a possible ordered racemic
phase at low temperature
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Fig. 20.11 Isotherm
corresponding to a
conglomerate-forming system
with partial solid solutions. L
is the solubility of the pure
enantiomer; I is the solubility
of the racemic mixture. The
tie line connects the
composition of the solid
solution with that of the
corresponding saturated
solution

V

S R

L

SSS + SSR + 
doubly saturated 

solution I

I

Fig. 20.12 Complete solid
solution between two
enantiomers with a slight
deviation from ideality
because the tie lines
connecting the compositions
of the solid phase and the
corresponding saturated
solution do not converge to
point V

V

S R

temperature since the panel of space groups is bigger for the racemic composition
(see later). There is barely any chiral discrimination in this case.

The conglomerate with partial solid solutions presented in Fig. 20.9 can lead to
an isotherm such as the one presented in Fig. 20.11. Access to the pure enantiomer,
although possible, is difficult in that case and will be at the expense of the
yield.

Figure 20.12 corresponding to the situation depicted in Fig. 20.10 exemplifies the
very poor chiral discrimination. The readers could check that the tie lines connecting
the composition of the solid phase to that of the liquid phase have a very small
deviation from ideality, i.e., the tie lines do not converge to point V.

When seeking for a conglomerate, changing the partner of crystallization (for
instance, salt screening) is not enough to maximize the chance of success. Indeed,
there are numerous examples (some of them will be detailed in the next section on
the structural aspect of chiral discrimination) for which the full chiral discrimination
in the solid state is obtained when three partners of crystallization are put together:
the enantiomer, the counter ion, and a solvent molecule. Figure 20.13 is a sketch
representing this kind of situation: the conglomerate exists only for the mirror-
imaged solvated phases.
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Fig. 20.13
Conglomerate-forming
system of solvated solids:
<S–Vn> and <R–Vn>. L is the
solubility of the pure solvated
enantiomer R. I is the
solubility of the
conglomerate. Point q
represents the metastable
solubility of the non-solvated
enantiomer. The tie lines
connect the compositions of
the saturated solutions and
that of the pure enantiomers
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S R
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I q
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Fig. 20.14 Unary system of
a couple of enantiomers
crystallizing as a racemic
compound. The arrows show
the irreversible evolution of
the system which will
converge to the racemic
composition. The length of
the arrows is figurative of the
conversion kinetics toward
the racemic composition
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RS

TF<RS>

20.3.3 Racemizable Enantiomers

In case of fast racemization in the liquid state and no racemization in the solid state,
the binary and ternary systems are actually degenerated. In Fig. 20.14 a racemic
compound exists as a stable phase; the only accessible state of the system is the
median line: red for the solid phase and blue for the liquid phase. Note that by means
of asymmetric synthesis, it might be possible to access to the pure enantiomer. If
this enantiomer is stored at a temperature far from melting point, it is possible to
construct in an appropriate solvent an out of equilibrium ternary isotherm such as
that displayed in Figs. 20.6 and 20.7. If the temperature of the isotherm is too high
and/or the solvent has also a catalytic effect, the ternary isotherm is reduced to the
median line (Fig. 20.15).

If there is no stable heterochiral recognition (i.e., no formation of a racemic
compound), then the system is ready for a spontaneous or induced break of
symmetry depending on experimental conditions. Binary systems displayed on
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Fig. 20.15 Corresponding
degenerated binary system of
Fig. 20.14 in which the two
enantiomers racemize easily
in solution; temperature is
fixed. Only racemic
suspension and racemic
solution are accessible for
system in equilibrium. Point I
represents the solubility of
the racemic compound
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T

RS

b
T

RS <RS>

a

Fig. 20.16 Degenerated unary system of a couple of enantiomers crystallizing as a conglomerate;
i.e., in the solid state, when equilibrium is reached, only a single enantiomer can be present
(spontaneous break of symmetry). In case a, senantiomer won the competition; in case b,
renantiomer won the competition

Fig. 20.16 show that the system will evolve toward a pure enantiomer. The final
evolution toward an intermediate e.e. has been predicted [12] and will correspond
to the equivalent of partial solid solutions. This phenomenon has clear application
in fundamental sciences such as how homochirality has emerged in some part of the
universe. It has also important applications in deracemization of chiral substances
[13]. Instead of asymmetric synthesis, one can shift the racemic mixture to the
desired enantiomers by Viedma ripening or any other variant or even by second-
order asymmetric synthesis (SOAT) [14]. The last part of this chapter is devoted to
this kind of process (Fig. 20.17).
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V
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Fig. 20.17 Degenerated ternary system of a couple of enantiomers crystallizing as a conglomerate
in a solvent V in which fast racemization takes place, i.e., when equilibrium is reached only a single
enantiomer can be present in the solid state and the saturated solution is racemic (spontaneous
break of symmetry)

20.4 Structural Aspects of the Chiral Discrimination in the
Solid State

20.4.1 Crystallographic Requirements for Homochirality

Starting from the 32 point groups which are compatible with 3 independent
translations (the dogma for crystallized matter), it is possible to define 230 space
groups by including microscopic translations associated with direct rotations (two-,
three-, four-, and sixfold axes) and mirrors (i.e., �2 axis). The formers become
screw axes ƒn: 21, 31, 32, 41, 42, 43, 61, 62, 63, 64, and 65, with a translation of
n/ƒ for an elementary rotation 2 /ƒ, and the latter become glide mirrors, a, b, c, n,
and d, with translations, a/2, b/2, c/2, (a C b)/2 or (a C c)/2 or (b C c)/2, (a ˙ b)/4,
(c ˙ b)/4, and (a ˙ c)/4, associated with the mirror operation, respectively.

The set of 230 space groups can be partitioned in three subsets (see Table 20.1):

• The 92 centrosymmetric space groups which contain a center of symmetry –
labeled (�1) – at every origin of the lattice and at the center of the unit
cell (sometimes more, for instance, in case of mode different from P). The
crystal lattices corresponding to these space groups are compatible with racemic
compounds. Small deviations from the pure R/S D 1 stoichiometry cannot always
be ruled out as appears in preferential enrichment [15]. In that case the genuine
symmetry is actually (1), but due to average and small deviation only, the X-
ray diffraction method still sees only (�1). Therefore, a pure enantiomer cannot
crystallize with these 92 space groups of this class.

• The 65 chiral space groups. The symmetry operations are exclusively translations
and direct rotations (if any). By contrast to the former subset, the pure enan-
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Table 20.1 Distribution of the centrosymmetric, chiral (i.e., Sohncke space groups) and non-
centrosymmetric and non-chiral space groups among the seven systems

Non-centrosymmetric
System Centrosymmetric space groups Chiral space groups Non-chiral space groups
Triclinic 1 1 –
Monoclinic 6 3 4
Orthorhombic 28 9 22
Tetragonal 26 16 26
Cubic 17 13 6
Trigonal 8 11 6
Hexagonal 6 12 9
Total 92 65 73
Frequency
(in CSD
2014)

78 % 15.7 % 6.3 %

tiomers can crystallize with these symmetries. In rather rare instances racemic
compounds have also been observed to crystallize with these space groups. Of
course, the two enantiomers are independent molecules in a crystallographic
sense of the term. These two molecules can have different conformations in the
solid state; let us define conformations: 1 and 2. Several crystal structures of
“false conglomerates” [16] or “kryptoracemates” have been published so far [17,
18]. For instance, single crystals could contain either R1S2 or R2S1 within space
group P212121. The solid particles are therefore mirror related, but on dissolution
every particle gives back a racemic solution.

• The 73 space groups which are not centrosymmetric but also not chiral. These
crystal lattices contain the following symmetry operations: mirrors (�2) or glide
mirrors or inverted axes (�4) and (�6) which means that both enantiomers are
in equal number in every particle. Therefore, once again these space groups are
forbidden for the pure enantiomers but compatible with a racemic compound.

20.4.2 Statistical Aspects

If we look at the statistics on the frequency of these space groups (organic and
metal organic compounds; see Tables 20.1 and 20.2), it is clear that there is a large
deviation from an even distribution. Kitaïgorodsky [19, 20] had long ago recognized
that nature prefers to put a center of symmetry in organic crystals. According to
figures in Table 20.2, it is more than three quarter of the molecules which crystallize
in one of the centrosymmetric space groups. It is also important to say that these
statistics are biased because the 92 centrosymmetric space groups (as the other 73
subsets of non-chiral non-centrosymmetric SG) are disqualified for the packing of
pure chiral molecules.



20 Chiral Discrimination in the Solid State 405

Table 20.2 Top 12 space group frequencies in the CSD 2014

Frequency (%)

Space group number Space group Top 10 > 90 %
Frequency (%) among chiral
space group

14 P21/c 34.8 –
2 P-1 24.1 –
15 C2/c 8.3 –
19 P212121 7.4 54.9–58.9
4 P21 5.2 28.5–29.8
61 P21/b21/c21/a 3.4 –
33 Pna21 1.4 –
62 P21/n21/m21/a 1.1 –
9 Cc 1.1 –
1 P1 0.9 4.0
60 P21/b2/c21/n 0.9 –
5 C2 0.7 3.5

After Ref. [47]

Pna21 and Cc are among the 73 members of their family, the two only non-
centrosymmetric and non-chiral space groups appearing in the top twelve and
not better ranked than (7–1.4 % and 9–1.1 %). If we neglect this set of non-
centrosymmetric and non-chiral space groups with low occurrence, the dilemma
of chiral discrimination in the solid state results from a competition between
centrosymmetric and chiral space groups.

In Table 20.2, the four highlighted space groups account for circa 90 % of all
“small” chiral organic molecules. For the rest, P21212 and (P41212–P43212) are
sometimes observed, and then, with a lower probability C2221, R3, (P41–P43),
(P3121–P3221), (P31–P32), and P63 are in this order with a minor occurrence, etc. In
other words, the number of crystal symmetries observed for chiral organic molecules
is even lower than the number of crystal symmetries with a significant occurrence
for other molecules in the whole set of space groups. Interestingly, the percentage
of structure with several molecules in the asymmetric unit is higher for chiral space
groups (ca. 15 %) than for the entire CSD (ca. 9 %) [21].

In Table 20.1, the chiral space groups account for circa 15.7 % of all crystals.
In fact, for a given chiral molecule, there is not ca. 4 times more chance to have
centrosymmetric space groups rather than chiral space groups for its racemic mix-
ture. The statistics indicates 10–20 times more chance to have a centrosymmetric
space group rather than a chiral space group (quasi exclusively corresponding to a
conglomerate; the kryptoracemic compound being exceptional). The reason for that
discrepancy comes from non-chiral molecules which could crystallize with a chiral
space group. We will return to that question later.



406 G. Coquerel

20.4.3 On the Existence of Clusters of Conglomerates

As said in the previous paragraph, it is commonly accepted that the frequency of
conglomerate is between 5 and 10 %. The validity of this estimation depends on
the homogeneity of the distribution. Actually the author of this chapter is in the
opinion that the conglomerates are not evenly distributed, and thus, the accepted
occurrence – without being meaningless – is not very informative. The examples
shown in Fig. 20.18 about a series of conglomerates evidence that there are in
fact clusters of conglomerates. Thus, it is possible to have some substitutions
on a conglomerate-forming molecule and to obtain other conglomerates. This is
especially valid when the most energetic periodic bond chains (PBCs) between the
molecules are not affected by the substitution. If, for instance, we take the 5aryl-
5alkylhydantoin series, no less than 10 conglomerates have been spotted so far and
probably several others exist. By considering an optimistic 10 % statistical chance to
obtain a conglomerate, we understand that there is here “something” which deviates
from a pure probabilistic aspect. Moreover, most of these derivatives have two
polymorphs: one P212121 variety and one P21 variety. All of them have the common
6.23 ˙ 0.02 Å translation vector corresponding to the strong H-bonds network
forming a flat ribbon involving every heteroatom of the hydantoin ring (O and
N) (see next section Fig. 20.23). Preferential crystallization is efficient and easy to
run on those derivatives. So far no metastable racemic compound has been spotted,
except the efflorescent monohydrate of the derivative R2 D Me and R1 D Et [22].

Another striking example is (C) and (�) ethanolammonium mandelates
(Fig. 20.18d) which crystallize as a conglomerate with partial solid solutions (see
Figs. 20.9 and 20.11 [8]). As already said, so far a very limited number of examples
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Fig. 20.18 Series of conglomerates: (a) for R2 D Me R D H, Me, Et, MeO, Cl, Br, I, for R2 D Et,
R1 D H, for R2 D CF3; R1 D H and MeO; (b) for R D Me, Et, Pr, iPr, But, IBut, and cHex [45];
(c) for R1 D H, R2 D H, Me, Et, Cl, Br and R2 D F, R1 D Cl; (d) for R D H, Cl, and possibly Me,
Br because of positive SHG signals
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of this behavior are known. Therefore, it was a sheer surprise to detect that the (C)
and (�) ethanolammonium 3-chloro-mandelate gives also another conglomerate
with partial solid solutions [9]. Ongoing researches [23] are devoted to test other
derivatives of that family which could present the same unusual features. The
“pocket” in position 3 of the phenyl ring – on this position only – may be submitted
to various substitutions without impairing the partial homochiral recognition in the
solid state.

There is then a new avenue for intense research which is to understand how far
we can go in modulation of a given conglomerate-forming molecule to maintain the
full chiral discrimination in the solid state.

20.4.4 Importance of Solvates in Chiral Discrimination in the
Solid State

A common screening of conglomerate involves a chiral molecule which has the
possibility to form salts. If the molecule itself does not crystallize as a conglomerate,
a combinatorial screen is usually initiated with simple mineral counter ions and
in case of failures then come the organic counter ions from simple (often the
cheapest) to more complicated. It is important not only to restrict the screening to
the counter ions but also to extend the combinatorial approach to different solvent
molecules or even mixtures of solvents. Some examples (Figs. 20.19, 20.20, 20.21,
and 20.22) are designed to exemplify those facts for an enhanced probability to find
a stable conglomerate. Figure 20.19 shows the connection between citric acid and

Fig. 20.19 (a) View detailing
how the water molecule acts
as an electrostatic relay
between the cation and the
anion. (b) Projection showing
how the water molecule is
also involved in PBCs
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Fig. 20.20 The ionic
connection between KC and
the imidazole ring is bridged
by the hydroxyl group of one
of the two ethanol molecules

Fig. 20.21 (a) Modafinic acid and triethanol amine in a shape of a tulip. The carboxylic acid uses
the hydroxyl group as an electrostatic relay to be linked to the ammonium group. (b) The water
molecule is an intermediate in the double relay between the cation and the anion. (c) Role of the
water molecules in the formation of PBCs triethanolammonium modafinate

trans-1,2-diaminocyclohexane of the monohydrated phase crystallizing as a stable
conglomerate. The water molecule is very active in the formation of PBCs but also
in bridging the cation and the anion of the second carboxylate.

Tenatoprazole crystallizes as conglomerate when the racemic mixture is mixed
with an excess of potash in ethanol (Fig. 20.20). The two mirror-imaged solid phases
which fully discriminate the two antipodes of this pharmaceutical drug are two
diethanolate potassium salts. There is no direct link between the imidazole ring
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Fig. 20.22 View along <110> vector of the crystal structure of imegliminium 2,4-
dichlorophenylacetate-methanol solvate. The H-bond between the carboxylic group and the
hydroxyl group of the methanol molecule is 1.79 Å long; the H-bond between the oxygen of the
methanol molecule and the imegliminium is 1.98 Å long

(bearing the negative charge) and KC. One of the two ethanol molecules is acting as
an electrostatic relay between the cation and the anion. The potassium is stabilized
by four bonds: 2 ethanol molecules, the oxygen of the sulfoxide moiety, and the
nitrogen of the pyridine ring.

Because of steric hindrance, modafinate anion does not make a direct ionic bond
with the triethanolammonium whose shape resembles that of a tulip. The crown
of three hydroxyl groups stabilizes the ammonium; two of them are connected to
the carboxylate anion and one via the water molecule. This water molecule is also
participating in the PBCs via links with two oxygen atoms of two different COO�
groups (Fig. 20.21c)

Imegliminium 2,4-dichlorophenylacetate-methanol solvate is a highly efflores-
cent conglomerate at room temperature which is stable in methanolic solution.
This conglomerate is suitable for a preparative resolution of (˙) imeglimin [24].
The crystal structure reveals the unusual space groups P41 and P43 for the two
enantiomers with a polar morphology. The methanol molecule combines the dual
function of electrostatic relay and co-PBC builder (Fig. 20.22).

Of course finding solvates is not the panacea! One could find a racemic
compound which is a solvate, whereas the non-solvated enantiomers make as a
stable conglomerate or another solvate with a specific solvent molecule can be a
conglomerate. More than 30 years of experience in the domain has convinced the
author that when one solvate can be found, there are probably others to find.

If a smooth and complete desolvation of the racemic solvate can be implemented
below the glass transition of the non-solvated component and with the minimum
residence time of the solvent molecules, a metastable racemic compound is likely
to be formed [22]. It serves to assess the thermal stability difference between the
conglomerate and the racemic compound for a given heating rate (see Sect. 20.3.1
and Fig. 20.4a–4)

Figure 20.23 illustrates this behavior for 5-(4-ethylphenyl)-5methylhydantoin.
Figure 20.23a, b shows the packing features of this stable anhydrous conglomerate
(SG: P212121). The ribbon gathering all the strong H-bond appears totally flat
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Fig. 20.23 5-(4-Ethylphenyl)-5methylhydantoin. Structure of the stable conglomerate in non-
aqueous medium. (a) Perspective view of the 6.23 Å b axis which gathers the whole H-bonds.
(b) Projection along b axis of the homochiral crystal packing. Structure of the efflorescent
monohydrate. (c) Perspective view of the 6.23 b axis which gathers the whole H-bonds with the
participation of the water molecule. (d) Projection along b axis of the heterochiral crystal packing
(racemic compound)

on the projection along b axis. Figure 20.23c, d shows the same kind of view
for the monohydrate. The two halves of the former homochiral ribbon are now
slightly shifted apart and are connected via the water molecules through three H-
bonds. The glide mirror c in this structure (SG D P21/c) makes an alternation of
(2 0–2) heterochiral slices. Below the glass transition (Tg) of the anhydrous pure
enantiomer, the kinetics of removal of the water molecules is critical to the nature
of the anhydrous solid particles. Indeed, if the dehydration kinetics is fast in a dry
environmental atmosphere, most of the structural information of the mother phase
will be preserved and a metastable anhydrous racemic compound will be obtained.
By contrast even if T < Tg but the amount of water molecules in the gas phase
exceeds 30 % relative humidity at room temperature, the dehydration will proceed
through a destructive–reconstructive process. This is perfectly in accordance with
the Rouen-96 model of desolvation of molecular compounds [25]. When there is
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Fig. 20.24 (a) Detail of the association between the four equivalents of 2,3-dichlorophenylacetic
acid. Two are deprotonated and two are protonated justifying the hybrid character: salt–cocrystal.
(b) Projection along b axis showing the alternate stacking parallel to (001) of protonated layer of
acid in between layers of “salt” associations

transmission of structural information, the departure of water molecule allows the
two half ribbons to get closer and a sort of zip-on phenomenon recreates almost the
same ribbon as that present in the pure enantiomer. But the heterochiral alternation
of the (2 0–2) layer remains, and thus, this phase is a metastable anhydrous racemic
compound.

This 5-aryl-5alkylhydantoin derivative is not particularly hygroscopic so that it
is easy to work in a “dry” solvent and, for instance, to achieve the preparative
resolution by preferential crystallization without any difficulty. In some other
instances (e.g., a salt with a sulfonic acid), great care, to prevent uptake of water
in the medium, will be necessary in order to avoid the crystallization of a racemic
hydrate.

20.4.5 Benefits of Exploring Odd Stoichiometries

Chemists have always the reflex to test “normal” stoichiometries when dealing with
salt formations. Unfortunately this is not necessarily the best way to find a con-
glomerate. A study on a derivative of (RR) and (SS) 1,4-transdiaminocyclohexane
[26] has shown, by serendipity, the formation of a stable conglomerate with four
equivalents of 2,3-dichlorophenylacetic acid. Figure 20.24 illustrates the main
features of the crystal structure which can be classified as a hybrid salt – cocrystal.
Moreover, the resolution by preferential crystallization is, in that case, unexpectedly
very efficient: the selective crystallization can go beyond 20 % e.e. on both sides.
Therefore, in addition to test a large variety of counter ions, each of them in different
solvents, it is advisable to test various stoichiometries including those which seem
“unnatural” for a chemist.
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20.4.6 Detection of Conglomerates

There are numerous methods to detect conglomerates [27]. Owing to the difficulties
to predict the existence of a conglomerate and the additional difficulty to know if
it is suitable for preferential crystallization, a high-throughput prescreening method
has been devised. Figure 20.25 represents the whole setup of this technique. Five
nanosecond laser pulses (Nd:YAG; 1,064 nm) are generated at a frequency of 10 Hz.
The beam is cleaned of every parasite photons and the energy is adjusted from 0 to
300 mJ. If the material is centrosymmetric, no emission of the second harmonic will
be observed. If the material is crystallized and non-centrosymmetric, there will be
an emission of a second harmonic that has to be differentiated from any fluorescence
or any spurious light by a spectrometer analyzing around 532 nm the ratio intensity
of the signal over noise. In practice the signal is valid for 1/100 of the intensity of
quartz – a weak reference – whose crystal size distribution is narrow around 50 �m.
In case of positive response, further analyses need to be performed to confirm if it
is indeed a conglomerate (it could be, for instance, a non-centrosymmetric and non-
chiral space group such as Pna21–Cc–Pca21–Pc–Fdd2 in this order of probability
or more exceptionally a kryptoracemic compound; see above). The initial setup
[28] has now been improved to be able to detect directly the SHG effect from the
suspension, so that conglomerate of efflorescent solvates cannot be missed (e.g.,
imegliminium 2,4-dichlorophenylacetate-methanol solvate detailed above).
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Fig. 20.25 Scheme of the in situ detection of conglomerate (directly in suspension). This setup
avoid to miss conglomerate-forming system of efflorescent solvates [46]
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20.5 Preferential Crystallization

The reader could refer to reference [27] in which the subject of preferential
crystallization induced by cooling has been thoroughly treated. During the last
years other problems arose with, for instance, very poor variation of solubility
versus temperature, chiral molecules sensitive to thermal treatment, conglomerates
of solvates stable at relatively low temperature, etc., which prompt our laboratory to
devise a new variant of preferential crystallization named Auto-Seeded Preferential
Crystallization Induced by Solvent Evaporation (ASPreCISE). The principle is
detailed below supposing an ideal mode.

The starting point of the process is a suspension containing an excess of <R>
with an initial saturated solution Li; the initial overall composition of the system is
	i (see Fig. 20.26). The solvent is evaporated continuously; therefore, the overall
composition of the system moves toward point E (not represented) receding from
solvent V. Simultaneously, the composition of the liquid phase moves along the Li–
L–LF trajectory. From Li to L, this is the stable equilibrium, and thus, the genuine
“entrainment” proceeds when the solution point goes from L to LF on the metastable
solubility curve of R. When reaching LF the suspension is rapidly filtrated.

The recycling of this mother liquor is a two-stroke operation with addition of fine
crystals of racemic mixture and solvent (Fig. 20.27) so that (1) the intermediate new
overall synthetic mixture is point C0 and (2) solvent is added so that	i0 is obtained.
This point is symmetrical to	i with reference to the “racemic line” V-(˙). It is also
the starting situation for the second auto-seeded preferential crystallization: for the
S enantiomer. The suspension of <S> with an overall concentration	i0 and a mother
liquor Li0 is submitted to an isothermal evaporation so that 	i0 moves toward 	F0
and simultaneously the liquid phase has its composition evolving along the Li0–L–
LF0 trajectory. At that latter point a swift filtration is performed and fine racemic
particles are added to the mother liquor (LF0 � > C) and a well-adjusted quantity of

Fig. 20.26 Detail of an
isothermal single ideal
entrainment (R enantiomer)
during an auto-seeded
preferential crystallization
induced by solvent
evaporation. Starting from a
suspension in equilibrium
represented by the overall
composition 	i and the
saturated solution Li, the
evaporation of the solvent
moves these two points on
	i–	0I and Li–L–LF
trajectories, respectively

S

V

R
(±) E

L

LF

ΩF

Ωi

Li
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Fig. 20.27 Full description
of ASPreCISE process with a
complete cycle of the
operation
V stands for a volatile solvent,
L stands for the solubility of
the racemic mixture

: evolution of the
system by addition of (˙)
crystals (green line: from LF
to C0)

: evolution of the system
by addition of solvent from
C0 to 	0i

V

RS (±) E

L

L’F

ΩF

Ωi

Li

E’

Ω’i

LF

C’ C

Ω’F
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solvent V is added so that the composition of the whole system is 	i again. After
the necessary relaxation time to reach equilibrium so that S is completely dissolved,
the saturated liquid phase of the suspension of <R> crystals is back to Li and the
system is ready for another cycle which will deliver <R> crystals. The sequence of
operations is then repeated to give alternatively <S>, <R>, <S>, <R>, etc.

20.5.1 Return to Chiral Discrimination in the Solid State

When preferential crystallization has been tested with different modes on 5-ethyl-5-
methylhydantoin (R1 D Et; R2 D Me; 12H hereafter; c.f. Fig. 20.28a), the effect of
entrainment has been observed, but the enantiomeric purities of the crude crops were
not very good, but neither partial solid solution nor metastable racemic compound
[29] could be detected and justify these poor results. The low concentration of the
slurry could not be either an explanation. This question has been resolved when it
appeared that this stable conglomerate has the ability to form multiepitaxy [30].
The crystal structure of this simple molecule is composed of near flat ribbons
involving two nitrogen atoms and one oxygen atom (Fig. 20.28b) by contrast to
the 5-alkyl-5aryl hydantoin derivatives in which the flat ribbon of strong H-bond
involves the 4 heteroatoms. The projections along b axis (Fig. 20.28c, d) show how
the enantiomers can make a “magic” repeated epitaxial phenomenon along (101)
and (10–1) by means of antiparallel bundling of near flat ribbons with opposite
handedness. Indeed, when a racemic solution in ethanol is left to crystallize in
quiescent conditions, the shape of single particles is absolutely the same as that
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Fig. 20.28 (a) Sketch of 5–5 derivatives of hydantoin. (b) Near flat H-bond network of 5-ethyl-5-
methylhydantoin which crystallizes as a stable conglomerate SG P212121. (c) and (d) projections
along b axis showing the epitaxial interface between the two enantiomers along (101) and (10–1)
planes, respectively. (e) Near flat H-bond network of the prochiral 5,5-dimethylhydantoin which
crystallizes in chiral space group P212121
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Table 20.3 Crystallographic parameters of the prochiral 11H and the chiral derivative 12H

Symbol (REFCODE) Space group a (Å) b (Å) c (Å)

11H (BEPNIT) P212121 7.216 7.203 13.005
12H (ADUQOF) P212121 8.013 7.243 12.860

of a single crystal, but actually those particles consist of a stacking of homochiral
lamellar fragments. Every interface of the two fragments can be considered as a
bidimensional racemic compound. The reason why it does not expand in the third
direction to give a “true” 3D racemic compound is unknown. The control of the
thickness of those homochiral lamellae is challenging and possibly interesting for
the tuning of optical and electronic devices. Several other examples have been
published [31–34], but probably many more have been overlooked.

Interestingly the prochiral derivative 5,5-dimethylhydantoin R1 D R2 D Me
(11 H hereafter; refcode: BEPNIT – Fig. 20.28a) crystallizes also in the same
chiral space group as the chiral derivative 12H detailed above (refcode: ADUQOF).
Moreover the crystallographic parameters are similar (see Table 20.3), and the
near flat ribbons of strong H-bonds depicted in Fig. 20.28b, e look pretty similar.
An analysis of the supramolecular tilt chirality around the 21 helical assemblies
as promoted by Prof Miyata’s group [35, 36] reveals a slight asymmetry in the
assemblies in the prochiral molecule as the hydantoin rings are not exactly parallel
to the b axis. Several questions arise from these observations:

1. As epitaxy has been evidenced in 12H, is there any twinning by inversion
in crystal of 11 H which, thus, would be more a patchwork of opposite
supramolecular-tilt-chiral domains?

2. If a prochiral molecule spontaneously packs in a chiral space group with a
supramolecular tilt chirality, is there any chance to find conglomerates for “close”
derivatives which do not disrupt the strongest bond pattern of the structure. So
far, in this series only 12H and the 5-vinyl-5-methylhydantoin [4] have been
reported as conglomerate-forming systems. It is worth noting that the cluster can
be rather “small” as the multiepitaxy detailed above being a sign of an ability to
form racemic associations.

3. The putative “clusters” of conglomerates that we have exemplified by few cases
above could have extensions on chiral assemblies of prochiral molecules, and
vice versa, i.e., new clusters of conglomerate-forming systems could be found
by derivatization of prochiral molecules crystallizing in chiral space groups with
a supramolecular tilt chirality.

There are here once again interesting avenues for further researches and maybe
ways to shed new light on the long-lasting problem of chiral discrimination in the
solid state.
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20.5.2 Resolution of Racemic Mixture by Coupling
Crystallization and In Situ Racemization in Solution

When a resolution by crystallization is applied, the ideal yield cannot exceed 50 % if
there is no recycling of the so-called distomer (by opposition to the eutomer which
is the desired enantiomer). Sometimes, it is possible to racemize the distomer in a
separate loop, but the problem of its economic benefit and addition of side products
can be raised if several steps are necessary. When it works well, the racemized
mixture is reinjected in the resolution process and so on. If the racemization can be
operated under the same experimental conditions as the preferential crystallization,
there are several variants for the access to the pure enantiomer in a single operation.
Basically it is easy to distinguish two modes (scheme in Fig. 20.29): mode 1
close to equilibrium and mode 2 preferential crystallization initially far from
equilibrium [37].

1. Starting from the suspension of the racemic mixture, a flux of energy will be
applied to the system (Fig. 20.29a). This could be abrasion (Viedma ripening),
temperature gradient, temperature cycling, ultrasound, etc. [13, 38–44]. The
solution keeps the same racemic composition but also a concentration close to
equilibrium all along the process of deracemization. Depending on the nature
of energy which is injected in the system, the efficiency differs. The amount of
energy injected per time unit is also a parameter which will govern the kinetics
with which one of the two solid enantiomers will have completely disappeared.

2. At the beginning of the process (Fig. 20.29b), the system is composed of a
supersaturated solution, and seeding triggers the crystallization coupled with
deracemization toward the enantiomer of the same chirality as that of the seeds.
The preferential crystallization proceeds, but by contrast to the mode without in
situ racemization in the mother liquor, it keeps the enantiomeric excess of the
mother liquor at 0. If there is a nucleation of the counter enantiomer, the flux of
energy injected in the system will serve to suppress its growth and ultimately will
induce its complete dissolution. Being initially far from equilibrium, the process
ensures a fast and productive process.

In principle, mode 2 is faster than mode 1; it is also compatible with a continuous
mode which is a real advantage for an industrial application. But optimization of
mode 1 has led to substantial reduction of time and some hours now could be
sufficient to deracemize near equilibrium.

20.6 Conclusion

The solid state is for sure the best way to ensure a chiral recognition between
enantiomers by means of specific self-assemblies. Progress on fast detection has
been made and is useful for extensive screens of conglomerate-forming systems.
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Fig. 20.29 The two pathways to ensure deracemization: on the left, the process is run close to
equilibrium – a flux of mechanical energy or temperature oscillations or temperature gradient
or ultrasounds ensure the conversion into the suspension of a single enantiomer. On the right a
preferential crystallization coupled with in situ racemization (also called second-order asymmetric
transformation); if a flux of energy is also applied to the system, it will suppress the crystal growth
of the counter enantiomer. In this latter case the preferential crystallization can be run safely far
from equilibrium

Nevertheless, very little progresses have been achieved in simply orienting the
screens toward better chance of success. Several avenues of research are proposed
in this chapter which show that this domain deserves the interest of more scientists.
New resolution and deracemization methods have now been applied to several
examples showing the interest of an integrated interplay between fundamental and
applied researches.
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List of Symbols

V Solvent
<RS> Racemic compound
<R> and <S> Solid phases of enantiomer R and of enantiomer S
<S–Vn> and <R–Vn> Solvates of the pure enantiomers
Racemic composition 50–50 mixture of enantiomers
Racemic compound Intermediate compound
SSS and SSR Solid solutions with a majority of S and R, respectively
Tg Glass transition
PBC Periodic bond chain

Gray zones in phase diagrams indicate undersaturated solutions.
Dashed lines represent metastable equilibria.
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Chapter 21
How to Use Pasteur’s Tweezers

Richard M. Kellogg

Abstract Pasteur introduced two techniques to separate enantiomers. The common
visual imagery is that of the first technique, which pertains to the use of tweezers
to separate the mirror image crystals of a tartaric acid salt. A second method
discovered thereafter, not restricted to the conglomerates necessary for the tweezer
approach, is diastereomeric resolution. In this chapter, a short discussion is given
of the basic principles of diastereomeric resolutions followed by short analysis
of Dutch Resolution, a method based on the use of families of resolving agents.
The role of specific nucleation inhibition is discussed. Attention is then turned to
conglomerates. Preferential crystallisation is discussed briefly. Particular attention
is paid to the discovery of near-equilibrium methods to separate (racemisable)
conglomerates by employment of constant attrition of the growing crystals. This
methodology has been extended to preparation of the chiral components of some
major drugs, and the methodology has also been adapted to separation of non-
racemisable conglomerates.

Keywords Conglomerates • Attrition • Racemisation • Enantiomers

21.1 Introduction

Although the visual image is part and parcel of the perception of chirality in
chemistry, Pasteur’s mechanical separation of mirror image crystals with tweezers
has not lent itself, at least via this mechanical action, to broad (practical) application
in organic chemistry [1–8].1,2 It is too exacting and time consuming. Moreover,

1For cogent summaries of the Pasteur story, see [3, 4]. For a discussion of the behaviour of the
Pasteur salt, see [5].
2A recently published organic textbook with an alternative approach continues to emphasise this
story with enthusiasm [6]. As do more classical texts, see, for example, Vollhardt and Schore [7].
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Nature often does not provide enantiomeric crystals. Tartaric acid, as the sodium
ammonium tetrahydrate salt studied by Pasteur, belongs to a significant minority
of crystals that are enantiomorphic. Most crystals of chiral compounds are not.
However, Pasteur, surely unaware both of his good fortune in choice of crystals
and, indeed, of this difference, soon provided an alternative experimental approach
that would allow chemists access to workable quantities of (reasonably) pure
enantiomers obtained from racemates. There was no need for enantiomorphic
crystals. The racemates needed only to possess acidic or basic properties and to form
crystalline salts. This was the technique of diastereomeric resolution. For the case
of tartaric acid itself, this involved formation of a salt with a (more or less) enan-
tiomerically pure base, quinotoxine, and separation of the diastereomeric salts on
the basis of solubility differences [1, 2]. This technique, based on simple acid-base
chemistry, was applicable to many other racemates and provided chemists access to
workable quantities of pure enantiomers obtained by separation of racemates.

Pasteur, with these experiments, opened an intellectual and experimental path
through the forest of chirality. The further development of this discovery fell into
the very capable hands of others. I will attempt here to give an overview, without
excess detail, of various developments, particularly in the past two decades, for the
separation of enantiomers using knowledge that stems in essence from Pasteur’s
tweezers.

We now know, of course, that Pasteur’s keen visual recognition of the enan-
tiomorphism of the crystals of the sodium ammonium hexahydrate salt of tartaric
acid was only possible because Nature had taken the first step in separating the
enantiomers. This particular salt, in the temperature range used in the Pasteur
experiment, is a conglomerate (Fig. 21.1 right). The enantiomers of a conglomerate

Fig. 21.1 Cartoon representation of racemic crystal (left), solid (centre) and conglomerate (right)

For a discussion of the value of visual images in a modern historical different context, see Synder
and Judt [8].
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crystallise as separate phases. There is usually no centre of symmetry. Spontaneous
formation of two separate phases occurs with a frequency, depending on type of
compound, often estimated to be around 10 %. Conglomerates are thus a significant
minority. However, most racemates of chiral organic compounds crystallise in a
single phase as racemic crystals (Fig. 21.1 left).

For a conglomerate, Nature in effect performs a chiral separation of enantiomers
during crystallisation but does not separate the phases. The frequency of appearance
of conglomerates varies among classes of compounds [9]. For example, salts have a
significantly higher incidence of conglomerate formation [10, 11].

Finally, there is a relatively small chance that a solid solution (Fig. 21.1 centre)
may appear; in this case, the enantiomers have no particular arrangement relative to
each other and the solid behaves as single phase although there may be local order.

Both in the literature and also in daily communication, the terms, racemic
and racemate, are regularly used to describe 50:50 mixtures of enantiomers.
This may lead to confusion because there is a difference. There are excellent
general references that provide correct nomenclature [9].3 Briefly, a racemate is
an equimolar mixture of enantiomers. It may be a solid, liquid or gas. It does
not rotate polarised light. A racemic compound is one with a particular crystal
structure. The enantiomers are paired in the crystal, and there is usually a centre
of symmetry. To illustrate with a simple example, a liquid racemate (50:50 mixture
enantiomers) could crystallise either as a racemic compound (single phase with
paired enantiomers in the crystal) or as a conglomerate (each enantiomer forms
a separate phase).

21.2 Diastereomeric Resolutions3

Roughly a century and half after the Pasteur experiments, we are well aware that
the apparent simplicity of the experimental procedures involved in diastereomeric
resolution camouflages rather complex physics and chemistry involved in the phase
changes intrinsic to the process. Although not often considered in the context of
diastereomeric resolutions, the Gibbs-Thompson relationship (Eq. 21.1) provides
an interesting starting point that couples well with the original Pasteur experiments
as will become clear towards the end of this chapter [13]. Although long known,
particularly in industry, the importance of this equation has only been recognised
rather late by the organic chemistry community.

ln Œc.r/=c
� D 2M�=RT�r (21.1)

3Undoubtedly, the best general discussion of diastereomeric resolutions and related matters
including the history is that of Jacques et al. [12].
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The equation deals with the solubility of crystals. As given here in oversimplified
form [13], it applies to nonelectrolyte crystals in which the shape of the crystals is
approximated as a sphere. The value c(r) is the solubility of an individual crystal
of radius r, c* is the solubility at equilibrium, r is the radius of the (approximated)
sphere, M is the molar mass of solid in solution, � is the interfacial tension of the
solid in contact with solution, � is the density of the solid, R is the gas constant and
T is the temperature in degrees Kelvin.

A simple interpretation of Eq. 21.1 is that the solubilities of individual crystals
depend inversely on their size expressed as radius of a sphere (by estimation). The
greater the size, the lesser the solubility. Under crystallisation conditions, as the
system proceeds towards equilibrium, larger crystals, which are less soluble, grow
at the cost of more soluble smaller ones. The kinetics of growth will depend on
various factors including how far the system is from equilibrium. The distance
from equilibrium is often expressed as the degree of supersaturation; the greater
the supersaturation, the greater the excess free energy. The supersaturation ratio at
a given temperature is commonly expressed as Eq. 21.2

S D c=c
 (21.2)

where c is actual concentration in solution and c* the concentration at thermody-
namic equilibrium.

This extremely simplified discussion does not include other effects such as
polymorphism, a common complication. This effect of solubility dependent on
crystal size lies behind “Ostwald ripening”, whereby crystal growth steadily
proceeds towards larger and larger crystals.4 This effect is well known in industrial
applications where the size and shape of crystals must be rigidly controlled.

If crystal sizes are uneven, it will take time – kinetics – to achieve the final
distribution – thermodynamics. In practice, the time scale turns out often to be one
measured in manageable scales of minutes, hours or even days.5 The interplay of
kinetics and thermodynamics is the key to various techniques to be discussed in the
following sections.

At first glance, a classical diastereomeric resolution is simplicity itself. Two
industrial scale examples may be given. The first (Scheme 21.1) is the process
used for resolution of the unnatural amino acid, phenylglycine, which is used
often as a side chain of antibiotics [17]. In this highly optimised process, racemic
phenylglycine is converted into the salt form using commercially available camphor

4For a brief and clear discussion of Ostwald ripening and the Gibbs-Thompson effect, see Mullin
[13] and Ostwald Ripening [14]. The Ostwald rule of stages, namely, attainment of the final crystal
form through a sequence of transient metastable states, is a related, but different, phenomenon; see
also Mullin [13]; for a dramatic illustration of Ostwald ripening in the form of huge crystals, see
[15], for information about the huge CaSO4

ı2H2O crystals found in this cave in Mexico, which
illustrate dramatically Ostwald ripening.
5For an extremely early report on the problem of reaching equilibrium during crystallisation, see
van’t Hoff [16].
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Scheme 21.1 Industrial example: DSM phenylglycine process

sulphonic acid as resolving agent. In theory, one needs only half an equivalent
of resolving agent since only one diastereomeric salt will be isolated. In most
resolutions, equivalent amounts or slight excesses of resolving agent are used.
However, in this case slightly more than the theoretical amount of resolving agent
is employed and HCl is used as achiral acid to convert all the racemate into the salt
form. This modification using an achiral partner with the chiral resolving agent is
known as the Pope-Peachey modification [18].

(R)-phenylglycine forms the least soluble salt (it is a common practice, although
technically not entirely correct, to refer to the least soluble diastereomer as the n-salt
and the more soluble diastereomer as the p-salt), which is isolated by precipitation.
The more soluble (S) diastereomer is chiefly present as HCl salt and remains in
solution from which it is isolated and subsequently subjected to racemisation to
form new racemate. It is common to measure the efficiency of a resolution in terms
of the S factor, which is defined by Eq. 21.3 [19].

S D 2 � yield � enantiomeric excess (21.3)

The factor 2 is introduced to allow the scale to vary between 0 (no resolution) and
1 (maximum theoretical yield and absolute diastereomeric excess). The chemical
yield of a single enantiomer from a racemate can never be more than 50 %. In the
example shown, S D 0.9, which is very high. A value of 1.0 would be perfect.

A second example of industrial importance is the preparation of anti-platelet
agent, clopidogrel (Plavix), which is active as the (S)-enantiomer. As shown
in Scheme 21.2, racemic clopidogrel is resolved with commercially available
levorotatory camphor sulphonic acid. The salt with (S)-clopidogrel is the least
soluble and is isolated and neutralised. The (R)-clopidogrel is left in solution and
is racemised with an alkoxide base, usually potassium t-butoxide, so that resolution
can be performed again. The S factor is obviously high although it is difficult to
calculate exactly from available literature data [20–23].

The above examples have been chosen for their industrial relevance and for the
fact that the procedures have been optimised. Optimisation is not trivial. A great deal
is known about diastereomeric resolutions and many companies have extensive in-
house knowledge not available via the open literature. For bulk scale resolutions, the
motivation to optimise the process with regard to solvent, time and temperature (as
obvious parameters) is much greater for economic reasons. Smaller scale resolutions
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Scheme 21.2 Industrial process for the production of (S)-clopidogrel

are often not optimised; the main considerations are often speed, obtainment of
resolution even at the cost of yield (“fast and dirty”) and simplicity of operation
[24].6 Many advances not discussed here have been made in recent years. The use
of dielectric properties of solvents to influence resolutions is particularly interesting
[25, 26]. Excellent practical hints have been given [27], and a wide ranging very
recent review of all processes to separate enantiomers is available [28].

Despite their widespread use, diastereomeric resolutions have a chequered
reputation. Until the past decade, success rates for first attempts at resolution of
new racemates were distressingly low. It has been estimated that the success rate
was only around 20 %. In my estimation, this percentage is probably a bit higher,
perhaps 30 %, when carried out in a laboratory with experience and good facilities.
Be that as it may, the chance of failure is high, although recent years certainly have
brought improvement.6

21.3 Dutch Resolution

An examination of solvent-solid interplay, under thermodynamic conditions, is very
useful in order to understand the details of diastereomeric resolutions. An effective
way to do this is with a ternary phase diagram.7

6For a general discussion of this problem and resolutions in general, see Kellogg and Leeman [24].
7For an excellent tutorial on use and significance of phase diagrams, see Coquerel [29]; for an
older, but excellent, discussion of the basics of the use of phase diagrams, see Jacques et al. [12,
9]. A very detailed discussion of phase diagrams and manner of presentation is given [30].
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As emphasised by Coquerel [29], 7 a phase diagram refers to thermodynamic
equilibrium (although, with care, kinetic aspects can be superimposed). Fortunately
such pictures can often provide suitable templates for understanding of the kinetic
effects that ultimately lead to thermodynamic equilibrium. A ternary phase diagram
for the primitive but illustrative purposes here will be an equilateral triangle. An
idealised diagram ternary phase diagram for a diastereomeric resolution is shown in
Fig. 21.2.

We assume that a racemate, RS (in principle, it makes no difference whether the
racemate is a racemic compound or a conglomerate) has been allowed to undergo an
acid-base (proton transfer) reaction with an enantiomerically pure resolving agent,
R*. For the sake of simplicity, assume that the equilibrium for this acid-base reaction
lies entirely to the right. An example would be the resolution of a racemic amine by
an acidic resolving agent. The system, under ideal conditions, consists of only two
diastereomeric salts, RR*, SR* and solvent. As shown, pure RR* is at the bottom
left, pure SR* at the bottom right corner of the triangle and pure solvent at the top.
The composition of the salt varies along the base line. The composition of the salt
formed from racemate is x D 0.5 (equal quantities of diastereomers). The vertical
line running from this point on the base line to the apex (solvent) is the dilution
line. All the other points and lines shown in the diagram come from application of
the phase rule. Excellent discussions of the phase rule are available and reader is
referred to these. The operation of the phase rule is not intuitively obvious.

In simple terms, the resolution may be viewed as follows. For a successful
resolution, the solubility of the salts, RR* and SR* are unequal. In Fig. 21.2, RR*
is less soluble. Point G reflects its solubility and point H the solubility of the more

Fig. 21.2 Idealised phase
diagram for a diastereomeric
resolution
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soluble diastereomer SR*. It takes more solvent to dissolve RR*. The solubility
behaviour of the different compositions of diastereomers is given – roughly – by
lines GE and HE (these lines can be calculated from theory and in practice are
usually slightly curved instead of straight). Point E is the eutectic, the point of
maximum solubility of the mixture of enantiomers. The mixture of diastereomeric
salts could be diluted to, for example, point A. The phase rule now dictates that
at thermodynamic equilibrium, the composition of the precipitated solid will be B
(thus somewhat enriched in least soluble diastereomer relative to the 50:50 starting
composition), and the mother liquor (solution) will have eutectic composition E on
the line BE. The reader is directed to more advanced texts for discussion of the
phase rule, the operation and predictions of which are not immediately obvious.
To obtain diastereomerically pure RR*, one must add enough solvent to go above
the solubility line E-RR* and find a point within the triangle G•E•RR*. The phase
rule dictates that the solid will be pure RR* and that the composition of the mother
liquor will vary along the line GE. For a good crystallisation, one has to add enough
solvent.

All is very simple. What could possibly go wrong? Lots of things. Although
not illustrated, it often happens that as the composition of pure diastereomer is
approached, solid solutions form because the growing crystals no longer recognise,
perhaps owing to kinetics, the surrounding structures. Incomplete salt formation,
insufficient or excessive solubility of the salts and simple failure to crystallise can
frustrate a resolution. The kinetics of crystal growth, alluded to in the previous
section, is also important and often not known. Another common problem is that the
eutectic composition is not high enough. The eutecticum E should not be too close to
the 50:50 dilution line with solvent (bisector of equilateral triangle). The greater the
difference in solubility of the diastereomers, the higher the eutectic composition.
In other words, the larger the size of the triangle G•E•RR* for a given solvent
and otherwise analogous conditions, the greater the operating room for a successful
resolution.

Could one engineer a higher eutectic composition? At first sight, the answer is
“no”. Solubilities determine eutectic compositions, and solubilities are thermody-
namic quantities that in laboratory practice vary only with temperature.

More possibilities are opened if we recognise the possible interplay of thermo-
dynamics and kinetics. If the precipitation of the more soluble diastereomer could
be delayed, a kinetic effect, then within a “kinetic window” one might predict a
“kinetic phase diagram” as shown in Fig. 21.3. If the precipitation of the more
soluble diastereomer is delayed, this is effectively an increase in solubility, and
one would expect a “kinetic eutectic” E’ with a higher eutectic composition. The
result is increase of the solubility window from the area denoted with (a C b) to the
larger area now (a C b C c) in which precipitation of pure diastereomer (p-salt in the
illustration) may be expected.

This is possible by the process of nucleation inhibition, a major effect now known
to be behind the phenomenon known as Dutch Resolution [31–36].

Dutch Resolution was discovered in an attempt to address a major problem,
mentioned previously, with diastereomeric resolutions, namely, the low success
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Fig. 21.3 The expected
effect of “increase of
solubility” of the more
soluble diastereomer in a
diastereomeric resolution

Fig. 21.4 Some commonly used families for Dutch Resolution

rates especially with first-time resolutions. It was discovered that the success
percentage for resolutions could be improved significantly by application of a
counterintuitive approach. If the resolution is carried out with an equimolar mixture,
usually three components, of a family of resolving agents, resolution often occurs
quickly. “Family” refers to resolving agents that are structurally closely related
to each other – simple variations in substitution patterns usually – and which
are homochiral, that is to say that they all have the same absolute configurations
(in terms of spatial comparison the R,S nomenclature system, which depends on
priorities of groups and atoms, may be misleading). Typical examples of “families”
are shown in Fig. 21.4.

For most cases, both enantiomeric sets of families are available. In a typical
experiment, for example, resolution of a racemate of a chiral amine with the P
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mix family, an equimolar amount of the racemate is mixed with the P family
mixture as a 1:1:1 ratio. Diastereomeric salts precipitate usually in good to excellent
diastereomeric excess. The salts contain a non-stoichiometric ratio of the resolving
agents. For one well-investigated case, the salts are solid solutions indicative of the
fact that the family members, probably owing to their structural similarity, do not
recognise each other well [37]. This rather peculiar method of resolution has been
subjected to extensive experimental test.

It is now known that for those cases investigated in detail, an interaction of
kinetics and thermodynamics is involved in the success of this technique. One of the
family members – we are unable to predict which one – acts as nucleation inhibitor.
Structural similarity of the resolving agents appears to aid the nucleation inhibition.
In the supersaturation zone that must be reached before precipitation can start, the
rate of nucleation is slowed and this slowing is diastereomer specific. In fact, the
nucleation inhibition is much greater for the more soluble diastereomer. Under
kinetic conditions, the precipitation of the more soluble diastereomer is hindered
thereby allowing the least soluble diastereomer – the one desired – to precipitate
more selectively.

In essence, the situation portrayed in Fig. 21.3 has been achieved. A kinetic
effect, nucleation inhibition, effectively increases the solubility of the more sol-
uble diastereomer. In practice, there is also a kinetic effect on the least soluble
diastereomer, but this is usually much smaller and not illustrated in Fig. 21.4. This
may be explained in another manner. As mentioned above, if one could manipulate
solubilities, it would also be possible to manipulate eutectic compositions. Solubili-
ties, however, are thermodynamic quantities. Solubilities are, of course, temperature
dependent, but it is not too likely that two structurally related diastereomeric salts
would have significantly different solubility behaviour as function of temperature
(for a successful resolution, the solubilities must be different, of course).8

21.4 Preferential Crystallisation

Controlled interplay of kinetics and crystallisation is a key element in preferential
crystallisation (entrainment), a method widely used to separate conglomerates.
The details of this technique, which involves careful interplay of kinetic and
thermodynamic effects, are discussed by Coquerel and co-workers in Chapter 18 of
this volume.7 The technique in its simplest form may be understood on the basis of
the ternary phase diagram given in Fig. 21.5. The related, fascinating phenomenon
of preferential enrichment as developed by Tamura and co-workers is also discussed
in this chapter [39, 40].

8A particularly interesting new development is the Pasteurian resolution of trans-1,2-
diaminocyclohexane on the surface of highly organised pyrolytic graphite (HOPG). It is clear that
the concept of diastereomeric resolution can clearly be extended to two dimensional surfaces [38].
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Fig. 21.5 Resolution by
preferential crystallisation

The phase diagram of Fig. 21.5 is that of a conglomerate. The shaded area is that
of supersaturation. This area has to be carefully determined experimentally. Seeding
in the supersaturation zone with, for example, S enantiomer allows precipitation of
pure S enantiomer via the tie line. This precipitation must be stopped in a timely
fashion to remain in the supersaturation zone. Racemate is then added to replace
material and then seeding with R enantiomer is carried out. Providing that the
experimental conditions are worked out carefully, this process can repeated many
times in the same solvent.

21.4.1 Conglomerates

The title of this chapter would not be possible were it not for conglomerate crystals.
Conglomerates are indeed formed less frequently than racemic crystals, although
at least 10 % and even higher within certain groups of compounds is a significant
fraction. To make a comparison, the incidence of left handedness in the general
population is around 10 % and also about 10 % of males suffer from red-green
colour blindness.9 These minorities are not usually referred to in terms of “rare”,
and it is also inappropriate to consider conglomerates “rare”.

With regard to organic crystals, it is not possible to predict whether a particular
racemate will deliver conglomerate or racemic crystals. If one has a library of ten
structurally closely related crystalline compounds, the chances are very high that
at least one and perhaps two will be conglomerates. Salts seem to have a higher
tendency towards conglomerate formation [11, 12]. The incidence of conglomerate

9The left-handed and colour-blind author of this chapter confesses to bias with regard to this
subject. These “significant minority” afflictions are frequently found together; see, for example,
[41].
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formation among helicenes is also rather high [42]. To the best of my knowledge,
there are no reliable procedures to determine whether or not a given organic
compound will crystallise as a conglomerate.

Note that the reflection symmetry breaking that lies at the heart of formation
of crystalline conglomerates is by no means confined to crystals. Spontaneous
separation into chiral phases – reflection symmetry breaking – is well known outside
of the domain of crystals [43]. This phenomenon occurs quite frequently and is of
much practical use in ferroelectric liquid crystals.10 Recently, local chiral symmetry
breaking has been described in the liquid crystalline phase for a remarkably simple
system that consists of rigid, achiral triangular shapes formed from polymers [45].

On the basis of Monte Carlo calculations, it has been concluded that, independent
of any particular chemical system, objects on a chiral surface subject to an attractive
field – conditions used for the calculations – spontaneously may assemble into chiral
structures [46, 47].

Gels can exhibit conglomerate formation [48], and at the solid-liquid interface,
conglomerate formation readily occurs.11 The causes are indeed the subject of
much debate, but spontaneous reflection symmetry breaking occurs regularly in
systems where molecules have the opportunity to aggregate together and via mutual
interactions – recognition – form ordered structures.

21.4.2 Nucleation

What about nucleation? How do molecules come together in solution? What
is the relationship between nucleation and formation of a racemic crystal or a
conglomerate (not to mention nucleation leading to gels, for example)? Or is
there any relationship? Dangerously little is known about this. In the usual type
of experiments discussed here, nucleation will occur during supersaturation under
nonequilibrium conditions. Is there recognition of chirality during nucleation? If
so, how is it recognised? Current discussion on nucleation focusses essentially on
two models [50, 51]. In the classical model (Fig. 21.6 lower), molecules associate
together reversibly to form – in the simplest calculational version – a sphere (blocks
are shown in the Figure). Once the radius becomes large enough that the internal
stabilisation in free energy exceeds the destabilisation effective on the surface, the
sphere will nucleate and grow into a crystal.

In contrast to this simple model, a high-level calculational approach was inter-
preted in terms of a two-step mechanism (Fig. 21.7) [52]. Meyerson et al. [50] and
Davey et al. [51] have discussed this mechanism in considerable detail. The first step
is formation of a dense liquid phase consisting of a fairly loosely organised cluster

10For a cogent discussion of reflection symmetry breaking in general and application to liquid
crystals in particular, see Walba [44].
11For a recent reference and compilation of much earlier work, see Stöhr et al. [49].
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Fig. 21.6 Models for nucleation in solution

Fig. 21.7 Thermally induced deracemisation of an inorganic complex

of molecules followed by a, often rate determining, reorganisation of the cluster
into an ordered structure that either forms a crystal (primary nucleation) or attaches
to a growing crystal (secondary nucleation) [53, 54]. Quite recently, molecular
dynamics calculations on crystallisation in supersaturated CaCO3 solutions have
been interpreted in terms of primary formation of a hydrated (water) cluster with
about 26 CaCO3 molecules at the maximum followed reorganisation towards the
crystalline structure [55, 56]. The nucleation of CaCO3 has been followed in situ
by transmission electron spectroscopy (TEM), and the results indicate that multiple
pathways can be followed simultaneously [57].

Under these nonequilibrium conditions of crystallisation – supersaturation – one
might intuitively expect more opportunity for influence of the chiral outcome of
a crystallisation in a two-step mechanism. We note, for example, the profound
nucleation inhibition effects observed in certain diastereomeric resolutions [34–36].
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Fig. 21.8 Attrition-induced deracemisation of racemic 2

It is clear that there is still much to learn about the interface between crystallisation
and nucleation. This has become a particularly serious area of discussion in the
following development.

21.4.3 Attrition-Induced Deracemisation

In 2005, Viedma described the spontaneous deracemisation of NaClO3, a conglom-
erate in the crystalline phase, simply by grinding of the partially dissolved crystals
(liquid-solid system) with a stirring bar (attrition) under near-equilibrium conditions
[58, 59]. The crystals were in contact with the saturated (not supersaturated) solution
in which the chirality of the crystal is lost on dissolution. Shortly thereafter, a related
deracemisation of rhenium complex 1 was demonstrated using attrition as the driv-
ing force. The racemisation process is probably the conversion in solution on warm-
ing to the achiral trans isomer as illustrated in Fig. 21.7 [60]. Spontaneous resolution
of conglomerates of ligand-metal complexes is also relatively well known [61].

In 2008, Blackmond et al. demonstrated that deracemisation of an intrinsically
chiral organic compound 2, the o-tolylimine of phenylglycyl amide that was a
conglomerate and also subject to racemisation in solution by similar attrition, was
also possible (Fig. 21.8) [62].

Subsequently, a demonstration was given that irradiation of 2 with circularly
polarised light followed by attrition-induced grinding led to total deracemisation.
The direction of deracemisation depended on the chirality of the circularly polarised
light. Most likely the circularly polarised light induces the formation of a trace



21 How to Use Pasteur’s Tweezers 435

Fig. 21.9 Influence of circularly polarised light on attrition-induced deracemisation of 2

amount of an enantiomerically enriched impurity that then induced the further
deracemisation on attrition grinding (Fig. 21.9) [63].

It was soon demonstrated that attrition-induced deracemisation of the methyl and
ethyl esters of naproxen, both conglomerates, in the presence of base was possible
(Fig. 21.10) [64].

Shortly thereafter, the attrition-induced deracemisation of 3, the benzaldehyde
imine of 2-chloro-phenylglycylamide and a conglomerate, was reported together
with conversion to the anti-platelet drug, clopidogrel (Fig. 21.11) [65, 66].

Attrition-induced deracemisation of 4, the 4-bromobenzaldehyde imine of 2-
fluoro-phenylglycyl amide, also a conglomerate, has been achieved [67]. Hydrolysis
to the free amino acid proceeds cleanly without racemisation. This material is a pos-
sible building block for prasugrel, a market competitor of clopidogrel (Fig. 21.12)
[68].12

The deracemisation of achiral molecules that form chiral crystals is by no means
limited to NaClO3 and NaBrO3. Cytosine, diphenyl disulphide, tetraphenylethylene
and ninhydrin, just to give a limited number of examples, have been deracemised in
the crystal by use of attrition [69].

Basic criteria for the success of attrition-induced deracemisation are (a) a
conglomerate, (b) good crystallinity, (c) acceptable solubility in a solvent in which
reversible racemisation may occur and (d) chemical stability under the conditions
applied for deracemisation. Most applications described so far entail base-catalysed
racemisation by means of deprotonation at the chiral centre. Suitably placed

12(S)-clopidogrel (Plavix) is a platelet aggregation inhibitor and is used for treatment of ischemic
strokes, heart attacks and atherosclerosis as well as for prevention of thrombosis after placement
of intracoronary artery stents. The market was reported to be $9.3 billion in 2010.
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Fig. 21.10 Deracemisation of naproxen methyl ester

Fig. 21.11 Synthesis of (S)-clopidogrel via attrition-induced deracemisation

electron withdrawing substituents are required to stabilise the anion generated on
deprotonation. For example, the deracemisation of threonine in water-acetic acid
under racemisation conditions – threonine is a conglomerate – has been described
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Fig. 21.12 Deracemisation of a conglomerate derivative of 2-F-phenylglycine

by Viedma and Blackmond [70]. Salicylaldehyde, a mimic of pyridoxal phosphate
phosphate, forms an intermediate imine that is racemised.

Another approach is to start with achiral compounds that via reversible conden-
sation reactions can provide chiral products. Application to the Mannich reaction
has been described by Tsogoeva et al. [71, 72] and to an aldol condensation
by Bolm et al. [73]. Cuccia et al. have described a rather broad application of
attrition-induced deracemisation to a remarkable range of conglomerate crystals
of intrinsically achiral organic molecules [69]. Attempts by us to use various
organometallic catalysts for racemisation on nonactivated alcohols and amines
have been so far unsuccessful as have been attempts to deracemise conglomerate
helicenes by thermal activation.

The mechanism of deracemisation by attrition-induced grinding has been the
subject of much discussion and disagreement. An explanation based on Ostwald
ripening remains easy to understand at least on the bulk scale [74].13 The Gibbs-
Thompson effect (Eq. 21.1) lies behind Ostwald ripening, which is the process
whereby large crystals grow at the expense of smaller ones. This arises from the fact
that smaller crystals are more soluble. A simplified explanation of attrition-induced
deracemisation is that, under near-equilibrium conditions, primary nucleation is
relatively slow. For a conglomerate, the first nucleation event will deliver one
chirality or the other. Fragmentation of the first crystal followed by quite rapid sec-
ondary nucleation, whereby the same enantiomer is constantly incorporated, leads
ultimately to complete conversion to that single enantiomer (rapid racemisation in
solution occurs). This process is powered by the size-dependent difference solubility

13For a discussion of how Ostwald ripening could work and operate in attrition induced deracemi-
sation, see McLaughlin et al. [74].
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of crystals. It has been demonstrated that for compound 2 and aspartic acid, the
kinetics of deracemisation is nicely compatible with operation of the “Meyerhoffer
solubility rule”, which dictates that the solubility of racemic conglomerate is double
that of the pure enantiomer [75–77]. This effect leads to an apparent effect of the
amount of solid on the rate of deracemisation.

Various groups have argued that the Ostwald ripening mechanism by itself
is insufficient to explain the sigmoidal kinetics of growth observed for the few
systems that have been accurately studied [62]. Various agglomeration mechanisms
in solution in the form of (chirality specific) clusters have been suggested and often
convincingly modelled.14,15 Surface-induced racemisation has also been suggested
[71, 72]. The number of theoretical models considerably exceeds the supply of
experimental studies. Qualitative observations in our laboratories suggest that
deracemisation kinetics is often compound dependent and that phenomena such as
polymorph formation can play a large role.16

A quite striking demonstration has been given that thermodynamic size-
dependent solubility effects alone are sufficient to power a resolution of a
conglomerate [87]. This is shown in Fig. 21.13.

A flask is filled with small crystals of racemic 2 (slide left, top). This is connected
to a second flask that contains a relatively large seed crystal of enantiomerically pure
S-2. The flasks are connected by a tube that allows liquid to pass but no solid. DBU is

Fig. 21.13 Cyclic process driven by Gibbs-Thompson effects. The racemate of 2 is converted to
S-2 (left diagram); S-2 is converted to R-2 (centre diagram); and R-2 is converted back to the
original racemate (right diagram)

14The following is a non-exhaustive list of articles on the possible mechanism of deracemisation
whereby cluster forming is essential [77–83].
15For an opposing view, see [84, 85] and references contained therein.
16The mechanism of chiral growth of crystals of NaClO3, NaBrO3 and threonine has recently been
investigated by use of dyes [86].
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added to the racemate to ensure racemisation. After attrition, all the material passes
to the flask that contains S seed and is enantiomerically pure S. The middle slide
illustrates conversion of the enantiomerically pure S-2 obtained from the left hand
slide to R-2 by contact in the liquid phase via a filter that allows no solid material to
pass with a seed of R-2 followed by attrition in the presence of DBU. The final slide
on the right illustrates conversion of thus obtained R-2 back to racemate by use of
a large seed crystal of racemate. This allows overall conversion in 88 % yield from
racemate to S-2 and then to R-2 and finally back to the racemate of 2 all powered
only by Gibbs-Thompson effects.

A non-racemisable conglomerate, threonine or Pasteur’s salt, sodium ammonium
tartrate tetrahydrate, can be spontaneously separated into enantiomers under near-
equilibrium conditions by grinding the racemate (attrition) while allowing the
solution to be in contact, via filters, with the pure enantiomers in separate flasks
[87]. The crystals of the pure enantiomers used as seed are somewhat larger and
thus less soluble. Attrition fragments the crystals of racemate into smaller, better
soluble, fragments (Fig. 21.14). The larger crystals of pure enantiomer grow at the

Fig. 21.14 Deracemisation of non-racemisable conglomerates using attrition and the Gibbs-
Thompson effect
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Fig. 21.15 Gibbs-Thompson-induced deracemisation of omeprazole potassium salt

cost of the smaller crystals of racemate, and complete resolution is achieved purely
on the basis of solubility differences.

This same approach has been used to deracemise the extremely sensitive
potassium ethanolate salt 5 of omeprazole as shown in Fig. 21.15 [88]. This salt
has been shown by Coquerel et al. to be a conglomerate [89].

21.5 Conclusions

Although not used in practice as instrument, clearly the concept of Pasteur’s
tweezers has led to insights and applications. The kinetic action of manipulation
of tweezers to separate solid and unchangeable (chiral) objects is a fitting metaphor
for the interaction of kinetics and thermodynamics that lies at the heart of separation
techniques for enantiomers. The next challenge? I suggest separation of racemic
crystals using kinetics and solubility behaviour of crystals to effect the separation.

Since the submission of this chapter, several pertinent references with regard to
attrition-induced deracemisation have appeared. The deracemisation of a metastable
conglomerate of glutaric acid has been reported [90]. A report has appeared on
salt formation with amino acids as a means to generate conglomerates suitable for
deracemisation [91]. The deracemisation of isoindolinones by means of attrition has
been described [92]. Attrition-induced deracemisation has been applied in a Man-
nich reaction [93] and represents another example of absolute asymmetric synthesis
[94]. Temperature programming has been used as an aid in attrition-induced der-
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acemisation to deracemise a conglomerate, 1-(4-chlorophenyl)-4,4-dimethyl-2-(1H-
1,2,4-triazol-1-yl)pentan-3-on [95]. A detailed discussion of the effect of crystal size
and crystal growth on the deracemisation of 3 (Fig. 21.11) has appeared [85].
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Chapter 22
Total Resolution of Racemates by Dynamic
Preferential Crystallization

Masami Sakamoto and Takashi Mino

Abstract Crystallization-induced asymmetric transformation (CIAT) of axially
chiral materials is summarized on the basis of our studies. CIAT can be classified
into two categories, Crystallization-Induced Enantiomer Transformation (CIET)
and Crystallization-Induced Diastereomer Transformation (CIDT). Racemic mix-
tures or diastereomixtures that exist as a mixture of stereoisomers in solution
converge on a single stereoisomer by dynamic crystallization. Many axially chiral
materials, such as N-arylpyrimidine-2-(1H)-ones and -thiones, were crystallized as
conglomerates, and total resolution was performed with high enantiomeric purities
from the solution by CIET. Dynamic resolution of aromatic amides, such as
2-alkoxy-1-naphthamides, 2-quinolone-3-carboxamide, coumarin-3-carboxamide,
and nicotinamides, was also successfully achieved by crystallization from the melt
with high ees. Furthermore, optically active materials tend to crystallize in a chiral
fashion, and CIDT is useful to obtain single diastereomers from a mixture of
many diastereomers. Many types of aromatic amides with chiral auxiliaries were
crystallized in a chiral fashion and were easily resolved by dynamic crystallization
from the melt. Salt formation of oily racemic nicotinamides with enantiopure acid
involving racemization during salt formation also gave diastereopure salts. The
optical activity of the materials resolved by dynamic crystallization was effectively
transferred to the products by many kinds of asymmetric reactions.
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22.1 Introduction

Organic crystals have long been utilized by organic chemists to identify materials
by comparing melting points with known compounds and to obtain pure materials
by recrystallization. Since the latter half of the 1960s, many attractive aspects of
crystals have been discovered. For example, crystals formed as a result of aggre-
gation of organic molecules exhibit new properties, such as electric conductivity
or nonlinear optics characteristics. In addition, chemistry using the key information
recorded in the crystal has been developed. Molecular motion, which is cluttered
with a variety of conformations in solution, is considerably more controlled in
the crystal, and in many cases, molecules are arranged in a specific conformation
depending on the closest-packing and molecular interactions. Therefore, a different
molecular conformation will often be present in the crystal than in solution.

In some cases, information for chirality recorded in the crystal is particularly
interesting [1]. Conglomerate crystals (a physical mixture of enantiomer crystals)
obtained from racemates are also chiral crystals that can be used for preferential
crystallization for resolution of racemates [2–5]. On the other hand, compounds
with unstable axial chirality, even when achiral in solution, may provide axial
chirality in a crystalline state where the molecular arrangement and molecular
conformation are controlled. Using the chiral properties of the crystal, asymmetric
synthesis without an external chiral source from achiral substrates has been studied
by many research groups. This approach is also broadly recognized as an absolute
asymmetric synthesis [6–13].

Here, we introduce “crystallization-induced asymmetric transformation” (CIAT),
which is the combined methodology of dynamic stereoisomerization and pref-
erential crystallization (Fig. 22.1). This is a practical methodology dynamically
converging on a single stereoisomeric form from a mixture of stereoisomers by
simultaneous crystallization and stereoisomerization in the system.

Rl Sl

Rs Ss

solution phase

solid phase

CIET

a b

Al Bl

As Bs

solution phase

solid phase

CIDT

racemization epimerization

Fig. 22.1 Crystallization-induced asymmetric transformation (CIAT). (a) Crystallization-Induced
Enantiomer Transformation (CIET), R and S are enantiomers. (b) Crystallization-Induced Diastere-
omer Transformation (CIDT), A and B are diastereomers
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CIAT is classified into two methodologies: one is CIDT (Crystallization-
Induced Diastereomer Transformation), which is the dynamic crystallization of
a diastereomixture involving epimerization (Fig. 22.1b), and the other is CIET
(Crystallization-Induced Enantiomer Transformation), which can resolve each
enantiomer from the racemates by dynamic crystallization (Fig. 22.1a) [14].

Resolution providing enantiopure materials from racemates or diastereomixtures
is very important and eagerly desired in many fields, such as in pharmaceutical
agents, agricultural chemicals, food products, and aroma chemicals. Furthermore,
the development of the technique of obtaining enantiomers with high enantiomeric
purity is also required in the field of electronics. The total resolution of racemates
by dynamic preferential crystallization is a very effective methodology and can be
applied on a large industrial scale.

22.2 Preferential Crystallization and Dynamic Preferential
Crystallization

The crystal of a racemate can be classified into three categories: (1) the racemic
compound is composed of an equivalent amount of both enantiomers, (2) each
conglomerate consists of a single enantiomer, and (3) the racemic solid solution
in which both enantiomers are arranged at random in a single crystal. All racemic
materials studied crystallize as one of these three kinds of crystals. Preferential
crystallization is not available for all the crystals of a racemate, and only a racemic
conglomerate of the crystal (2) was utilized for resolution. However, most racemic
materials crystallize as a type of racemic compound, and racemic conglomerates
result in only about 10 % of the cases.

Irrespective of this situation, since the resolution by preferential crystallization
does not require an external chiral reagent or resolving agent, it is very attractive and
has been developed industrially as a resolution method for pharmaceutical agents.

A general preferential crystallization method is to add a crystal of a desired
optically active substance to a supersaturated solution of a racemate as a seed
crystal. Crystals of the same mirror image isomer as the added seed crystal will grow
preferentially. It is possible to obtain both enantiomers in turn by adding racemate
crystals and repeating the preferential crystallization. However, it is necessary to
suppress the amount of crystals obtained from one-time crystallization to about 5–
10 % to obtain a crystal with high enantiomeric purity. The technique to separate
both enantiomers effectively is performed by adding additives in order to stabilize
a supersaturated solution or create a difference in the nuclear generating speed
between enantiomers. Since such preferential crystallization is described in many
reports and general remarks, the explanation is omitted here [6–13].

CIET, the combined methodology of racemization and preferential crystalliza-
tion, is a more effective method of resolution because the racemate can be totally
transformed into a single enantiomer by one-time crystallization [14]. Enantiomor-
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phic crystals are grown by seeding a desired crystal in a supersaturated solution
under conditions in which fast racemization occurs. In the mother liquor, the racem-
ization reaction prevents the mirror image isomer from crystallizing excessively.
Crystal growth is promoted by reducing solubility by gradual condensation or by
decreasing the temperature, and the racemate is converted to a single enantiomer.
Furthermore, crystals with high enantiomeric purity can be efficiently obtained by
a stirring effect during the crystallization. The stirring effect tears off microcrystals
which grew from the seed crystal or the crystal surface formed in the beginning, and
the crystals grow again based on this separated crystal.

The phenomenon in which an enantiomeric isomer increases nonlinearly is
explained by “Ostwald ripening.” When the sizes of the particulates deposited from
the supersaturated solution are different, a tiny particle disappears, and a large
particle gradually becomes larger over time [15].

Successful examples of deracemization by dynamic preferential crystallization
have been reported. Examples of applications to medical supplies are especially
remarkable, and the resolution of amino acid derivatives and the synthetic process
of the anti-inflammatory agent naproxen have been developed industrially [16].
Most of these examples involve racemization via an enolate anion generated by
deprotonation from the ’-carbon of a carbonyl group [17–21]. In recent years, a
phenomenon called Viedma’s ripening in which the whole crystal converges to
one enantiomorphic crystal has also been reported by adding a glass bead to a
little solvent and a racemization agent and by continuously stirring the mixture of
racemate crystals with pulverization churning [22–28]. Some examples involving
deracemization by atropisomerism and by an opening-and-closing ring process
have also been developed. In this chapter, the CIAT process of atropisomers is
summarized.

22.3 Total Resolution of Axially Chiral Materials by CIET

An attractive example of dynamic preferential crystallization accompanied by
racemization of the asymmetric center at the ’-position of the carbonyl group
has been reported. Furthermore, an interesting example of chiral amplification
for atropisomers involving racemization by pivotal axial bond rotation has been
developed.

Pincock reported the first example of chiral symmetry breaking of binaphthyl 1
from the melt (Fig. 22.2). When crystals of 1 were melted and solidified at 150 ıC,
an enantiomorphic crystal was obtained with high ee [29]. The activation free
energy (�G�) of binaphthyl is 23.5 kcal mol�1 [30]. The half-life for racemization
of binaphthyl in solution is 14.5 min at 50 ıC, and it racemizes even at room
temperature. This chiral amplification was successfully achieved on the basis of (1)
that formed at 150 ıC was the conglomerate and (2) that fast racemization occurred
owing to bond rotation under crystallization conditions. When the melted sample
was stirred during crystallization, crystals of high enantiomeric purity of more than
90 % ee were obtained with good reproducibility [31, 32].



22 Total Resolution of Racemates by Dynamic Preferential Crystallization 449

(S)-1 (R)-1

fast racemization

solid
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at 150°C

with stirring

> 154°C

Fig. 22.2 Dynamic preferential crystallization of axially chiral binaphthyl

We found that several N-arylpyrimidin-2(1H)-ones, which are derivatives of
pyrimidine nucleic acid bases, crystallized as conglomerates (Fig. 22.3) [33]. More-
over, these pyrimidinones have stable axial chirality when the C-N bond rotation
corresponds to the racemization of these materials. When C–N bond rotation does
not occur and the compounds have stable axial chirality at room temperature, unlike
binaphthyl, then bond rotation can be promoted at high temperature. The free energy
of activation of the racemization of 2a at 90 ıC was 27.9 kcal mol�1 in xylene
solution and those of 2b and 2c were 27.6 and 27.4 kcal mol�1, respectively. Their
half-lives were 46 min, 31 min, and 24 min, respectively. Whereas the melting point
of 2a (mp 126–129 ıC) was too low to achieve dynamic preferential crystallization
at high temperature, the melting points of 2b and 2c exceeded 200 ıC. Thus,
after crystals of 2b and 2c were dissolved at 200 ıC with minimal solvent, they
crystallized after being cooled gradually to 170 ıC. Enantiomorphic crystals with
high ee were obtained. The ee of the crystals was always more than 85 % ee, and the
overall ee value in the batch including the racemic materials in the mother liquor was
70–73 % ee. Seeding the supersaturated solution and stirring during crystallization
were effective for chiral symmetry breaking, and high ee of crystals was obtained
with good reproducibility.

N-(1-Naphthyl) pyrimidine-2(1H)-thione 3 also gave a conglomerate crystal
(Fig. 22.4) [34]. The rate of racemization of pyrimidinethione is faster than for the
corresponding pyrimidinone. The �G� value for the racemization of 3 at 50 ıC in
xylene solution was 23.1 kcal mol�1 and the half-life was only 4 min, whereas that
of the corresponding pyrimidinone analog was 27.5 kcal mol�1 and the half-life
was 27 min at 90 ıC. A toluene solution of pyrimidinethione 3 in a test tube was
warmed to 90–100 ıC with stirring; nitrogen was gradually introduced to the top
of the test tube. The solvent was gently removed while evaporating at atmospheric
pressure until all solvent was removed to solidify 3. The enantiomeric excess of the
remaining solid was analyzed by HPLC. When a small amount of seed crystals, i.e.,
a powdered single crystal obtained by standard recrystallization, was used during
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Fig. 22.3 Dynamic preferential crystallization of pyrimidinones

Fig. 22.4 Dynamic preferential crystallization of pyrimidinethione

crystallization, chiral symmetry breaking of the solid was achieved up to 91 % ee.
The effect of constant stirring during crystallization and seeding is needed to achieve
CIET with reproducible high ees.

Aromatic amides 4a–b also have axial chirality between the aromatic ring and
amide plane (Fig. 22.5) [35]. 2-Alkoxy-1-naphthamides possessing piperidine and
pyrrolidine groups gave conglomerate crystals. The �G� value for racemization of
4a was 21.1 kcal�1 in THF, and the half-life was 11.8 min at 15 ıC, which indicates
slow racemization even at room temperature in nonpolar solvent. However, axial
chirality was retained rather longer in MeOH/THF (50:50), where the half-life was
128 min at 15 ıC. The free energy of activation in a polar solvent is higher than
that in a nonpolar solvent. Furthermore, a protic solvent like methanol strongly
controls racemization. Thus, polarity, hydrogen bonding, and solvation by alcohol
are important factors that influence the rate of racemization. A nonpolar solvent
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Fig. 22.5 Total resolution of axially chiral aromatic amides by dynamic preferential crystallization

lowers the �G� value by about 1.4 kcal mol�1 relative to the value in a polar or
protic solvent. For solvent effects, the solvent polarity may be attributable to the
zwitterionic character of the amide group, and solvation by the hydrogen bond
with protic solvent reduced the rate of bond rotation. Amide 4b exhibits similar
racemization behavior [36].

Chiral symmetry breaking by crystallization of 4 using the property of the
conglomerate could be achieved. Racemic naphthamide 4a, mp 110–112 ıC, in a
test tube was warmed to 120 ıC until all crystals melted, then the melt was gradually
cooled and solidified at 100 ıC with stirring. Both enantiomers could be obtained
randomly from many repeated crystallizations, and the desired enantiomorphic
crystals could be obtained on large scale by using the seeding method. When a small
amount of seed crystals obtained from standard recrystallization was used during
crystallization, chiral symmetry breaking was achieved with good reproducibility.

The axial chirality is retained long enough for subsequent asymmetric reac-
tion(Fig. 22.6). For example, the axial chirality of 4a was efficiently transferred to
the photoproduct via 4 C 4 asymmetric photocycloaddition with 9-cyanoanthracene.
When the solid was dissolved in cooled THF solution containing 9-cyanoanthracene
and was irradiated with a 365 nm line at �20 ıC, excited cyanoanthracene reacted
from the vacant side of the amide oxygen atom, and 97 % ee in the adduct was
obtained. This reaction provides a unique asymmetric synthesis using only the
chirality of the crystal that was obtained by dynamic preferential crystallization.
The molecular chirality in the crystal was also transferred to products via SNAr
reaction with t-BuLi [36], kinetic resolution of racemic amines [37], and asymmetric
photocycloaddition with dienes [38].

4-Ethyl-N,N-diethylcoumarin-3-carboxamide 5 also afforded a conglomerate
crystal (Fig. 22.7) [39]. The rate of racemization was measured according to the
changes in the CD spectra using a cryostat apparatus, and the activation free energy
and the half-life were calculated. The racemization of 5 in THF was too fast at room
temperature to determine the rate. However, when the crystals of 5 were dissolved
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Fig. 22.6 Asymmetric synthesis using the optically active crystals prepared by dynamic preferen-
tial crystallization of naphthamides

Fig. 22.7 Dynamic preferential crystallization and subsequent asymmetric photoreaction

in THF at 5 ıC, the half-life of racemization was 11.9 min. The half-life increased
as the temperature was lowered, and t1/2 was 30.5 and 82.0 min at the temperatures
of 0 ıC and �5 ıC, respectively. The activation free energy (�G�) was calculated
as 20.5�20.7 kcal mol�1. In the case of racemization in MeOH or DMF, there was
a considerably lower activation free energy of 22.3 � 22.4 kcal mol�1, with t1/2 of
20.2 and 23.6 min at 25 ıC, in MeOH and DMF, respectively. These results indicate
that the racemization of 5 is too fast to resolve in the usual manner. However,
the racemization can be controlled by lowering the temperature and selection of
the solvent, and the lifetime becomes long enough for utilization in asymmetric
synthesis.
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Crystals of 5 were prepared by stirred crystallization at high temperature, in
which the completely melted sample of 5 at 120 ıC (mp: 114 ıC) was cooled
and solidified by lowering the temperature to 110 ıC with stirring. A high level
of reproducibility of both chiral crystallization and asymmetric photoreaction was
achieved by this method. The chirality in the optically active crystals was utilized in
a photosensitized 2 C 2 photocycloaddition with electron-rich alkenes, and optically
active cyclobutanes were obtained up to 99 % ee. Optically active products were
obtained derived from the chirality generated by dynamic preferential crystallization
without an external chiral source.

N,N-Diallylquinolonamide 6 also afforded a conglomerate of a P21 crystal
system, and chiral symmetry breaking was easily achieved by crystallization from
the melt (Fig. 22.8) [40]. The rate of racemization was determined on the basis of
the changes of the optical rotation immediately after chiral crystals were dissolved
in a solvent, and the activation free energies and half-lives were then calculated. The
half-lives of racemization in toluene were 9.8, 2.8, and 1.1 min at temperatures of
20, 30, and 40 ıC, respectively. The half-life for racemization of 6 increased as the
temperature was lowered. In comparison with the rate of racemization in toluene,
the rate was considerably suppressed in the polar protic solvent MeOH. The half-
life of 6 in THF at 0 ıC was estimated on the basis of the Arrhenius equation to
be about 5 h. These results indicate that the racemization can be controlled by
lowering the temperature and by the selection of the solvent and that the chiral
conformation adopted in the crystal is retained long enough for application to
subsequent asymmetric syntheses as a frozen molecular chirality. The molecular
chirality in the crystal was retained after the crystals were dissolved in solvent at
a low temperature, and the frozen molecular chirality was effectively transferred
to the products by a two-step reaction involving hydrogenation and intermolecular
photocycloaddition [41].

The�G� value for racemization of 7 was 22.4 kcal�1 in toluene, and the half-life
was 49 min at 20 ıC, which indicates slow racemization even at room temperature
in nonpolar solvent (Fig. 22.9) [42]. However, rather stable axial chirality was
exhibited in MeOH, where the half-life was 343 min at 20 ıC. The free energy of
activation in a polar solvent is higher than that in a nonpolar solvent. Furthermore,
a protic solvent like methanol strongly controls racemization. A nonpolar solvent
lowers the �G� value by about 1.2 kcal mol�1 relative to the value in a polar
or protic solvent. We examined chiral symmetry breaking by crystallization of 7
using the property of the conglomerate. Racemic nicotinamide 7, mp 147–148 ıC,
in a test tube was warmed to 160 ıC until all crystals melted, and the melt was
gradually cooled and then solidified at 125 ıC with stirring. When a small amount
of seed crystals from powdered single crystals (>99 % ee) obtained by standard
recrystallization was used during crystallization, chiral symmetry breaking of the
solid was achieved up to 92 % ee with good reproducibility.

Total resolution by CIET, in other words, dynamic preferential crystallization, is
a powerful tool to obtain enantiomorphic crystals from racemates. This method does
not need an external chiral source and easily achieves resolution by crystallizing
materials under the conditions of fast racemization.
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Fig. 22.8 Dynamic preferential crystallization and subsequent two-step asymmetric synthesis

Fig. 22.9 Dynamic preferential crystallization of nicotinamide derivative

22.4 Dynamic Resolution of Axially Chiral Materials
by CIDT

Optically active materials can be conveniently obtained by resolution via dynamic
preferential crystallization; however, the methodology is not applicable to all crys-
talline materials, but is successful only in conglomerate crystals, which are formed
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Fig. 22.10 Resolution of BINOL by CIDT

at a rate of only 10 % in organic racemic materials. On the other hand, most optically
active materials crystallize in a chiral fashion. Some methodologies have been
developed in which racemic mixtures could be converted to diastereomers through
the formation of chiral salts with enantiopure materials, making a metal complex
with a chiral ligand or forming a chiral auxiliary intramolecularly, followed by
resolution by dynamic crystallization involving epimerization [43]. Crystallization-
Induced Diastereomer Transformation is particularly useful for the preparation of
optically active amino acids, pharmaceutical reagents [44, 45], and axially chiral
materials.

One of the pioneering successful examples of resolution using dynamic crystal-
lization between diastereomers was reported in 1913 [46]. Recrystallization of a 1:1
salt of racemic indanone and brucine from acetone gave crystalline salts of (C)-
indanone and brucine since the racemization of indanone took place simultaneously
with the yield reaching 93 %. Since the ’-position of the carbonyl group is
acidic, the racemization advanced easily, and diastereomeric salts converged on one
crystalline diastereomer. Many examples of CIDT involve epimerization at the ’-
position of a carbonyl group [20, 47–56].

CIDT is also used for the dynamic resolution of axially chiral compounds. For
example, BINOL 8, important as a ligand of asymmetric organometallic catalysis,
was resolved by the oxidative coupling reaction of 2-naphthol by using copper
chloride [57, 58]. In this case, making a crystalline (C)-amphetamine copper
complex resulted in the dynamic resolution of 96 % de (Fig. 22.10). Moreover,
the experiment that used (�)-sparteine instead of (C)-amphetamine has also been
reported, and the de of the complex was 80 % [59].

Adams et al. reported that the crystallization of axially chiral cinnamic acid
derivative 9 with an equimolar amount of quinine gave 76 % yield of the salt from
acetone (Fig. 22.11) [60]. Moreover, Newman et al. obtained an optically active
salt of phenanthrene acetic acid derivative 10 and brucine by recrystallization of
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Fig. 22.11 Crystalline 1:1 salt of (�)-9 and quinine was obtained by CIDT

Fig. 22.12 Crystalline 1:1 salt of (�)-10 and brucine was obtained by CIDT

Fig. 22.13 Crystalline 1:1 salt of (�)-11 and (C)-CSA was obtained by CIDT

racemic 10 and brucine in 74 % yield from a mixed solution of ethanol and ethyl
acetate (Fig. 22.12) [61]. Coogan et al. obtained 93 % ee of a 1:1 salt of N-N axially
chiral 11 with (C)-camphorsulfonic acid in 82 % yield by heating racemic 11 in
benzene (Fig. 22.13) [62].

Deracemization of oily racemic nicotinamides with a basic group was exam-
ined by dynamic salt formation with enantiopure dibenzoyltartaric acid (DBTA)
(Fig. 22.14) [63]. Dynamic racemization through the formation of crystalline salts
achieves effective deracemization of the racemic base to give optically active salts.
Furthermore, the chiral acidic adjuvant can be easily removed by extraction under
basic conditions.
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(S ) (R )

Fig. 22.14 Deracemization by dynamic salt formation of nicotinamides with enantiopure DBTA

The axial chirality of 12a–c could not be controlled in the solution phase
because the chiral acid in the salt was located far from the axial chiral auxiliary.
In contrast, all of the amides formed crystalline salts with enantiopure DBTA by
slow evaporation of the solvent. A chloroform solution of racemic 12a and an
equimolar amount of enantiopure L-DBTA in a test tube were warmed to 60 ıC to
accelerate the deracemization of 12a, and removal of the solvent led to the formation
of crystalline salts (from 60 to 67 % ee after removal of DBTA).

In the case of deracemization of 12b by salt formation with L-DBTA, a better
ee of (�)-12b was obtained (from 75 to 83 % ee). When enantiopure D-DBTA
was used for salt formation, (C)-12b was obtained with almost the same ee value.
Both enantiomers of 12b could be easily prepared by selection of the appropriate
enantiomeric DBTA.

Deracemization of 12c by salt formation with L-DBTA was also successful, and a
51–60 % ee of 12c was obtained, with (�) specific optical rotation, after removal of
DBTA. Racemization of 12c was slightly faster than that of 12a and 12b. Therefore,
the ee value may have decreased during the workup process.

Dynamic resolution involving epimerization has also been performed for aro-
matic amides with a chiral auxiliary connected by a covalent bond. Axial chirality
of various optically active aromatic amides was controlled by CIDT (Fig. 22.15).
Naphthamide with a chiral prolyl group (S)-13 has both an asymmetric center
and axial chirality and exists as a mixture of two diastereomers in solution. By
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Fig. 22.15 Resolution of aromatic amides with center and axial chirality by CIDT involving
epimerization of axial chirality

crystallization of the mixture from the melt, the diastereomers converged on (S, aR)-
13 predominantly via epimerization [64]. The axial chirality was retained in cooled
solution, and then it was effectively transferred to the products of the photochemical
reaction with an anthracene derivative.

Quinolonamide 14 possessing a chiral auxiliary at the amide group also has
axial chirality and exists as a mixture of two diastereomers of 45:65 (S,aR:S,aS)
in solution [65]. When the amide is solidified by evaporation from a solvent (THF)
at 65 ıC, the mixture converged on the crystalline minor diastereomer, (S,aR)-14,
involving epimerization of axial chirality. The resolved optically active quinolon-
amide was transferred to cyclobutane-type products via 2 C 2 photocycloaddition
reactions with electron-withdrawing alkenes with 100 % de.

Coumarincarboxamide 15 with a chiral prolyl function at the amide group also
has both center and axial chirality and exists as a mixture of two diastereomers in
solution. The diastereomers converged on (S,aR)-15 by solidification from the melt
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[39]. Although this substrate was gradually epimerized at room temperature, it has
a stable axial chirality at �20 ıC, and in the irradiation in the presence of alkenes,
the 2 C 2 addition product was afforded with 100 % de.

CIDT provides simple and effective resolution of chiral materials. Racemic
materials do not always afford conglomerate crystals. However, optically active
materials give chiral crystal systems in almost all cases that could be controlled
by both intra- and intermolecular chiral auxiliaries, where the optical chirality can
be controlled by effective epimerization.

22.5 Conclusion

Many valuable successful examples of CIET and CIDT have been developed in
addition to the examples introduced in this chapter. Examples utilizing a new
racemization process involving ring opening-closing reactions have also been
developed [66]. Furthermore, combined methodologies to form achiral materials
from chiral products using subsequent dynamic preferential crystallization have also
been reported [67]. Crystallization-Induced Asymmetry Transformation involving
CIET and CIDT is an excellent methodology for obtaining optically active materials
by simple crystallization without complicated expensive reagents and resolution
procedures. The most noteworthy phenomenon is that the desired enantiomer can
be obtained without production of the undesired enantiomer. Many new systems
will be developed in the future. In recent years, Viedma’s ripening which involves
dynamic crystallization by pulverizing crystals by stirring with glass beads provided
excellent examples of chiral amplification [22–28]. We hope many new applications
using organic crystals will be developed as they play an important role in organic
chemistry.
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Chapter 23
Chiral Recognition by Inclusion Crystals
of Amino-Acid Derivatives Having Trityl Groups

Motohiro Akazome

Abstract Enantioselective inclusion of racemic guests into chiral hosts can be used
for enantiomeric resolution. We propose new crystalline host designs consisting
of amino-acid derivatives having trityl groups. We first show that an N,N0-ditrityl
amino amide host includes N-phenyl-2-halobutanamides (halogens: Cl and Br) in
the host cavity to form inclusion crystals with high enantioselectivities (82–83 % ee,
S-form). We then show that salts between N-trityl amino acids and tert-butylamine
include several alcohols and that racemic 1-chloro-2-propanol is resolved to give the
S-enriched sample of 69 % ee. In both of these kinds of hosts, trityl groups serve as
crystal engineering tools for constructing inclusion crystals. The installation of trityl
groups into amino-acid derivatives breaks their inherent hydrogen bonds, and the
inclusion of guest molecules (amides or alcohols) compensates the loss of hydrogen
bonds. Single-crystal X-ray analysis has elucidated these inclusion cavities and
host-guest interactions.

Keywords Inclusion crystals • Chiral recognition • Amino acid • Trityl group

23.1 Introduction

Chiral compounds are very important owing to their biological activity, and of the
several ways to obtain them, asymmetric synthesis is the most attractive but is not
perfect. Enantiomeric resolution is still a reliable method in pharmaceutical process
chemistry, where separation by diastereomeric salt formation is usually used [1].
On the other hand, the chemistry of inclusion crystals has a long history [2], and
inclusion compounds are promising candidates for functional materials separating
gases, structural isomers, enantiomers, and so on. When chiral hosts form inclusion
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Fig. 23.1 Amino acids and dipeptides as hosts for inclusion crystals

Fig. 23.2 2-Amino-1,1-diarylethanol hosts derived from amino acids

crystals including one enantiomer of a racemic guest selectively, these inclusion
compounds are regarded as enantiomerically resolved [3, 4]. The design of such
host molecules is consequently an area of great interest in host-guest chemistry.

Natural amino acids are plentiful and can serve as a chiral pool for constructing
host molecules (Fig. 23.1), and during the past couple of decades, the use of
crystalline dipeptides as organic host molecules has been well studied by us [5,
6] and other groups [7, 8]. Many reports have dealt with small achiral guests such as
solvents, but there are several reported examples of chiral recognition in racemic
samples; e.g., sulfoxides, hydroxyesters, and alcohols were enantioselectively
included into simple dipeptides [6, 8]. One can predict form the accumulated candi-
date dipeptide data that their stacked sheet structures or tubal column structures can
serve as inclusion cavities. Hosts using dipeptides, however, require two amino-acid
molecules. A general design of hosts using one amino acid is awaited.

Enantiopure 2-amino-1,1-diarylethanols, which are easily prepared by the reac-
tion of amino acids with Grignard reagents, have been used as chiral building blocks
for crystalline hosts (Fig. 23.2). However, these host molecules consisting of amino-
acid derivatives have yielded disappointing results with regard to the inclusion of
alcohols [9].

We therefore proposed the following rational designs for inclusion crystals
recognizing the chirality of racemic guests.
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Fig. 23.3 Wheel-and-axle-type hosts having trityl and related groups

23.2 Trityl-Group Host Design as a Crystal Engineering Tool

Triphenylmethane has long been known to form inclusion crystals [10]. Toda
first reported in 1968 that diacetylenic diols having four aryl groups on terminal
carbons have good inclusion ability [11] and that wheel-and-axle design (Fig. 23.3)
is still generally used today. Hart investigated wheel-and-axle molecules such as
diacetylenes having two trityl groups [12] and Hart and Goldberg soon demonstrated
the value of linear molecules having two trityl group and related N,N0-ditritylurea
hosts [13]. Mak and Nangia reported that 4-tritylbenzoic acid assembled to form
wheel-and-axle-type hosts with many kinds of organic guests [14].

The recent development of crystal engineering has shed new light on the trityl
group as a powerful tool for constructing molecular compasses and gyroscopes [15]
and supramolecular architecture [16]. Adding the trityl group into compounds not
only facilitates their assembly by phenyl-phenyl interactions but also increases their
crystallinity [17].

Although trityl group has the potential to make an inclusion cavity as mentioned
above, there are few reports about chiral recognition. Here, we would like to
introduce our new design using trityl groups on nitrogen functional groups such
as amino or amide groups. In organic synthesis, the trityl group is a well-known
protection group that is stable under basic conditions and is easily removed under
acidic conditions [18].

Our host design illustrated in Fig. 23.4 is based on compensation of hydrogen
bonds broken by bulky trityl groups. Since N-methyl acetamide has hydrogen-
bond donor (H-N) and acceptor (CO) groups, a one-dimensional hydrogen-bond
network is constructed [19]. Installation of two trityl groups on amino amides
will break the hydrogen bonds between them. At the same time, the trityl groups
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Fig. 23.4 Host 1 designed to capture amide guests to compensate the loss of hydrogen bonds
broken by trityl groups

form cavities in which guest molecules are captured. When a guest is suitable to
compensate the loss of the inherent hydrogen bonds, the host-guest interaction will
result in the formation of new inclusion crystals. To demonstrate how this concept
can be used for enantiomeric separation, we focus on crystalline N,N0-ditrityl (S)-2-
aminopropanamide (1) as one of the N,N0-ditrityl amino amides.

The salts between N-tritylamino acid and tert-butylamine are evaluated as
another host design (Fig. 23.5). For example, tert-butylammonium acetate has a
ladder-type hydrogen-bond network [20]. When a trityl group is installed in this
network, its bulkiness will break the inherent hydrogen bond and form a cavity
to include additional guest molecules. Miyata et al. reported the cluster structure of
tert-butylammonium triphenylacetate, which has not only a pseudo-cubic hydrogen-
bond network but also the ability to include organic guests such as benzene [16d].
On the other hand, we used tert-butylammonium salts of N-tritylamino acids (Tr-
AA•tBuNH2) as chiral carboxylic acids and examined their inclusion properties
with regard to racemic organic guests.

The amide approach and ammonium carboxylate approach are both based on the
concept that bulky trityl groups will break inherent hydrogen-bond networks. Here,
we will explain the details of chiral recognition by inclusion crystals of amino-acid
derivatives having trityl groups.

23.2.1 N,N0-Ditrityl Amino Amides [21]

On the basis of the design in Fig. 23.4, we prepared crystalline host 1, an alanine
derivative from commercially available (S)-2-aminopropanamide, by N-tritylation
of the amide group [22] and the amino group [23].

Crystallization of 1 from ethanol provided good quality of single crystals
belonging to space group P1. In each asymmetric unit cell of the crystals were two
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Fig. 23.5 Host (Tr-AA•tBuNH2) designed to capture alcohol guests to compensate the loss of
hydrogen bonds broken by trityl groups

molecules of 1 (Fig. 23.6). As expected, two bulky trityl groups broke the inherent
one-dimensional hydrogen-bond network of the central amide groups. Between the
carbonyl oxygen of one host 1 and an amino-group hydrogen of another host 1,
however, there was a hydrogen bond whose N•••O (H•••O) distance and angle (N-
H•••O) were 3.344(4) Å (2.54 Å) and 165.0ı. This hydrogen bond was thought to
be very weak because it was longer than any of the other hydrogen bonds in the
inclusion crystals (vide infra). We therefore thought that we could make inclusion
crystals by forming stronger hydrogen bonds between host 1 and amide guests.

We examined whether N,N0-ditrityl (S)-2-aminopropanamide crystals did or
did not include several amides. To obtain preliminary results, we tried with a
micromole-scale crystallization of 1 (5.2 �mol) with a guest (1.2 equiv. for achiral
guests or 2.5 equiv. for chiral guests) from ethanol solution (1 mL). Inclusion
crystals of 1 with several amides (2–7 in Fig. 23.7) were obtained. When racemic
amides were used as the guest, highly enantioselective inclusion occurred.

Although esters such as phenyl acetate and methyl benzoate did not yield
inclusion crystals, N-methyl benzamide (2) and N-phenyl acetamide (3) gave
inclusion crystals in space group P212121. Figure 23.8 shows that the crystal
structures of 1•2 (CCDC 900257) and 1•3 (CCDC 900258) were quite similar to
each other [24].

Both 2 and 3 settled into the host cavities, which were formed mainly by several
of the phenyl groups of two trityl groups. Amide protons of guests 2 and 3 hydrogen
bonded to the carbonyl oxygen atoms of host 1, and these N•••O (H•••O) distances
and angles (N-H•••O)—2.782 Å (1.99 Å) and 150ı for 1•2 and 2.819 Å (1.96 Å)
and 164ı for 1•3—were within the typical range of hydrogen-bond distances (mean
N•••O 2.85 Å) [25]. The carbonyl oxygen atoms of these guests, however, were in
contact not with the amide-group hydrogen of the host but with the amino-group
hydrogen of the host. These N•••O (H•••O) distances and angles were 3.112 Å
(2.25 Å) and 164ı for 1•2 and 2.980 Å (2.14 Å) and 160ı for 1•3, and both of these
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Fig. 23.6 Crystal structure of
1 (a) arrangement of 1 in the
crystal, (b) the schematic
view of the loss of hydrogen
bonds broken by two trityl
groups

Fig. 23.7 Crystallization of 1 with amides 2–7 to prepare inclusion crystals

distances are less than the sum of the van der Waals radii of hydrogen and oxygen
atoms [2.72 Å D 1.20 Å (H) C 1.52 (O)] [26]. Thus, the guests compensated the loss
of hydrogen bonds broken by the installation of trityl groups, and the result was that
the one-dimensional hydrogen-bond network was reconstructed.

Since the host 1 is a chiral compound, we examined its ability to discriminate
between the enantiomers in racemic mixtures of amides 4–7. We used the 2-butyl
group for this because the small asymmetric group is ubiquitous. Both N-2-butyl
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Fig. 23.8 Crystal structures of (a) 1•2 (CCDC 900257) and (b) 1•3 (CCDC 900258)

benzamide (4) and N-phenyl 2-methylbutanamide (5) yielded inclusion crystals
(Fig. 23.9), and in those crystals the position of the 2-butyl group and phenyl
group in the cavity of 1•4 (CCDC 900259) was opposite that of these groups in
the cavity of 1•5 (CCDC 900260). More importantly, single-crystal X-ray analysis
of 1•4 revealed that the inclusion crystal was a disordered structure in which the 2-
butyl group was included at the ratio of 57(R):43(S) [total 14 % ee (R)], which meant
the cavity included both enantiomers of 4 in the crystal. In fact, enantiomeric excess
of recovered N-2-butyl benzamide from the bulk sample of inclusion crystals was
confirmed as 10 % ee (R) by a chiral HPLC analysis. Single-crystal X-ray analysis of
1•5, in contrast, revealed that only the S-form of 5 was settled in the cavity of 1. This
shows that the inclusion of 5 in the cavity of 1 occurred with high enantioselectivity.

Why does the cavity in 1•4 accommodate this disorder, while the cavity in
1•5 does not? We found the two crystals have different space groups (P212121

for 1•4 and C2 for 1•5), which means that their crystal-packing motifs are quite
different. As seen in Fig. 23.10, the specific recognition site for the 2-butyl group
is formed by one of the phenyl groups of the neighbor trityl moiety in a one-
dimensional hydrogen-bonded column adjacent host-guest column. The differently
oriented phenyl groups in 1•4 did not control the preferable enantiomer of 4 in the
cavity, but the phenyl groups in 1•5 encountered the 2-butyl group of 5 at a tilt angle
suitable to discriminate the S-form.

The crystal structure of 1•5 prompted us to examine the enantiomeric separation
of not only 5 but also 6 and 7 because amides 5–7 are same-shaped molecules
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Fig. 23.9 Crystal structures: (a) 1•4 (CCDC 900259), (R)-4 with four carbon atoms of (S)-2-butyl
groups shown with four dots, (b) 1•5 (CCDC 900260)

Fig. 23.10 Crystal structures of adjacent phenyl groups in contact with 2-butyl groups: (a)
disordered structure of (R)- and (S)-2-butyl groups in 1•4, (b) 1•5

whose substituent volumes of Cl, CH3, and Br are 11.62, 13.67, and 14.40 cm3/mol,
respectively [26]. The enantiomeric separation of amides 5–7 was performed by
crystallization from an ethanol solution of 1 (0.1 mmol, 57 mg) and the amide
(2.2 equiv.). The scale of this crystallization was about 20-fold larger than that of
preliminary crystallization. The enantiomeric excesses of recovered amides from
bulk samples (not a crystal) were 67 % ee for 5, 82 % ee for 6, and 83 % ee for 7,
whose predominate enantiomers were S-form. At this stage, we could not explain
the reason for the inconsistency of the ee between the bulk sample and a single
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Fig. 23.11 Crystal structures: (a) 1•5, (b) 1•6 (CCDC 900261), (c) 1•7 (CCDC 900262)

crystal. Figure 23.11 shows that the crystal structures of 1•6 (CCDC 900261) and
1•7 (CCDC 900262) were isostructural with 1•5. As seen in 1•2 and 1•3 crystals,
the major host-guest interactions were two kinds of hydrogen bonds between 1 and
the guests. One is a hydrogen bond between an amide hydrogen of the guest and
a carbonyl group of 1, and for this bond the N•••O (H•••O) distances and angles
(N-H•••O) are 2.939 Å (2.07 Å) and 169ı for 1•5, 2.904 Å (2.03 Å) and 173ı
for 1•6, and 2.893 Å (2.02 Å) and 173ı for 1•7. The other is a hydrogen bond
between an amino group of 1 and a carbonyl group of the guest, and for this bond
the N•••O (H•••O) distances and angles (N-H•••O) are 3.074 Å (2.27 Å) and 167ı
for 1•5, 3.072 Å (2.22 Å) and 171ı for 1•6, and 3.101 Å (2.33 Å) and 162ı for
1•7. As also seen in Figs. 23.8 and 23.9, these two kinds of hydrogen bonds restore
the original one-dimensional hydrogen-bond network by compensating the loss of
inherent hydrogen bonds that were broken by the installation of trityl groups.

To find out why S-amides (5, 6, and 7) were included preferentially over their
R-forms, we inspected additional host-guest interactions in the cavity (Fig. 23.11).
We found that the ’-hydrogen atoms of 6 and 7 were close to the carbonyl oxygen
of 1. The H•••O distances (2.84 Å for 1•5, 2.75 Å for 1•6, and 2.71 Å for 1•7)
suggested C-H•••O interactions [27]. Obviously, the H•••O distances of 1•7 and 1•6
are shorter than that of 1•5, which is larger than the sum of the van der Waals radii
[2.72 Å D 1.20 Å (H) C 1.52 (O)] [26]. Since Cl and Br have large electronegativity,
the more acidic ’-hydrogen atoms of 6 and 7 are preferable hydrogen donors in a
weak but important C-H•••O interaction. This preferable electrostatic interaction
would be the reason the S-form of amides 6 and 7 settled in the cavity of 1
preferentially compared with the R-form.

Mesecar and Koshland pointed out the importance of the four-location model in
enzyme-substrate recognition [28], and Miyata et al. used that model to explain the
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Fig. 23.12 (a) Three-location model for surface recognition. (b) Four-location model for a three-
dimensional cavity. (c) Four-location model for the recognition site of 1•5–1•7

chiral discrimination of inclusion crystals [29]. On the surface, the stereochemistry
of guests can be determined by three-location recognition (Fig. 23.12a), but in
the cavity a fourth interaction is required. As seen in Fig. 23.12c, the four-
location model can also explain the high enantioselectivity seen with amides 6
and 7. Although the positions of three groups of atoms in 2-halobutanamides—
(1) carbonyl groups, (2) ethyl groups, and (3) the methyl group or halogen on
the asymmetric carbon—are controlled by the hydrogen bonds and phenyl groups
shown in Fig. 23.10b, this control is not enough to provide high enantioselectivity.
For high performance of enantiomeric recognition in the cavity, an additional C–
H•••O interaction [labeled 4 in Fig. 23.12c] is important. The acidic ’-hydrogen of
2-halobutanamides is small but acts as a preferable hydrogen-bond donor directed
to a carbonyl oxygen of 1. Thus, the highly enantioselective inclusion of 6 and 7 is
explained by the four-location model.

23.2.2 N-Trityl Amino-Acid Salt [30]

Several organic salts have been reported to serve as inclusion host molecules for
achiral alcohols [31], and highly enantiomeric inclusion of racemic alcohols has
recently been achieved by two-component host systems with multiple chirality.
In these designs, amino alcohols and diamines are used as chiral counterparts
to construct an effective chiral recognition site [32]. Saigo et al. reported that
salts between benzoic acid and 1,2-dipenylaminoethanol constructed a ladder-type
hydrogen-bond network consisting of six non-hydrogen atoms (1L6), where (S)-
alcohol was included enantioselectively through additional hydrogen bonds with
hydroxy groups of 1,2-dipenylaminoethanol (Fig. 23.13).

Our host design in Fig. 23.14 is quite different in breaking the inherent hydrogen
bonds, which constructs a ladder-type network. As shown in Fig. 23.5, trityl groups
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Fig. 23.13 Ammonium carboxylate to include alcohols with additional hydrogen bonds

Fig. 23.14 Crystallization of Tr-AA•tBuNH2 with alcohols to prepare inclusion crystals

on some amino-acid salts made a void to take guest alcohols. Simultaneously, the
bulkiness of the trityl group disconnected original ladder hydrogen bonds to make
additional space for binding a hydroxy group of a guest alcohol.

Six N-trityl (S)-amino acids (Tr-AAs)—Tr-Ala, Tr-Val, Tr-Leu, Tr-Ile, Tr-Phe,
and Tr-Phg— were prepared in accordance with the literature [23], and these Tr-
AAs formed 1:1 organic salts with alkylamines. These salts were evaluated as
inclusion crystals as follows: A Tr-AA (0.1 mmol) was dissolved in alcohol (1 mL)
and then amine (0.1 mmol) was added. Slow evaporation of the solvent over several
days resulted in the deposition of single crystals. X-ray crystal structure analysis
confirmed whether the salt included guest alcohols or not.
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Fig. 23.15 Typical hydrogen-bond networks of salts: (a) Tr-Phg•iPr2NH (1D4) (CCDC-900798),
(b) Tr-Phg•tBuNH2•MeOH (1L6S) (CCDC-900797), (c) Z-Phg•tBuNH2 (1L6) (CCDC-900799)

In a preliminary experiment, we compared the inclusion abilities between
two salts of Tr-Phg with primary amine (tert-butylamine) and secondary amine
(N,N-diisopropylamine) by crystallization from a methanol solution. Although tert-
butylammonium salts included methanol, N,N-diisopropylammonium salts did not.
As shown in Fig. 23.15, both crystalline salts have similar columnar structures
but different hydrogen-bond networks. Sada et al. recently reported the statistical
classification of hydrogen-bond network of ammonium carboxylates using a survey
based on the Cambridge Structural Database [33]. In the literature, two hydrogen
atoms of a secondary amine combined the two oxygen atoms of carboxylate to
form a one-dimensional hydrogen-bond network with four non-hydrogen atoms
(1D4), which is the most common type (29 % of secondary ammonium carboxylate
salts). In addition, tert-butylammonium salts captured a methanol guest, which
was embedded in the original hydrogen-bond network. Just like 1D4 of N,N-
diisopropylammonium salts, two hydrogen atoms of NH3

C bound to two oxygen
atoms of the carboxylate. Therefore, the network is regarded as 1D4 with a
solvent, namely, 1D4S (18 % of primary ammonium carboxylate salts). However,
it was more important that one remaining hydrogen atom of NH3

C captured
the oxygen atom of MeOH, and hydroxy hydrogen of MeOH was bound to the
oxygen of carboxylate simultaneously. These hydrogen bonds are incorporated in a
reconstructed ladder-type hydrogen-bond network (Fig. 23.15b). Since the hydroxy
group of MeOH as a solvation molecule constitutes a one-dimensional ladder
hydrogen-bond network with six non-hydrogen atoms and a solvent, it should be
named 1L6S not 1D4S. This type of motif is very interesting, because primary
ammonium carboxylates usually construct a one-dimensional ladder hydrogen-bond
network consisting of six non-hydrogen atoms (1L6), which was pointed out by
Sada et al. [32].
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In addition, we examined the necessity of the trityl group by comparing it with
the benzyloxycarbonyl group, the so-called Z group, which is also a common
protecting group for amino acids [18]. Although a salt between Z-phenylglycine
(Z-Phg) and tBuNH2 was crystallized from a methanol solution, the salt did not
form inclusion crystals with methanol. As shown by dotted lines in Fig. 23.15c,
a common ladder hydrogen-bond network (1L6 type) was also observed in this
crystal structure. We also found that the N-bound hydrogen (N-H) of carbamates
contributed to the hydrogen-bond network (dotted lines in Fig. 23.15c). In other
words, the bulkiness of the trityl group isolated hydrogen atoms of N-H of Tr-AA
from this hydrogen-bond network with the abovementioned solvent (1L6S).

Judging from these findings, our host design is rationalized: First, bulkiness of
the trityl group expands repetition from 5.85 to 8.95 Å to break the 1L6 hydrogen-
bond network and to generate inclusion cavity. Second, primary ammonium salts
capture an alcohol guest by two hydrogen bonds to afford a new 1L6S hydrogen-
bond network (Fig. 23.15b).

Other candidate tert-butylammonium N-trityl amino carboxylate (Tr-AA•tBuNH2)
salts were examined. Although a salt of Tr-Val did not give crystals to afford
glassy residue, a salt of Tr-Ala gave crystals without methanol (Fig. 23.16, CCDC-
900800). The crystal has a space group P212121 and Z D 12, which means three
unique conformers were included in an asymmetric unit.

The hydrogen-bond network is the ladder motif. The methyl group as the side
chain of Ala is too small to construct void space for guest alcohols. The methyl
group was covered by the trityl group and buried in the curved columnar structure.
It was also elucidated that not only trityl groups but also the side chains of Tr-AA
play an important role in constructing an inclusion cavity for alcohols.

Salts of Tr-Leu, Tr-Ile, and Tr-Phe formed 1:1 inclusion crystals (CCDC-900801-
900803) and their structures with the Tr-Phg salt are shown in Fig. 23.17. All three
salts also included methanol, and the hydrogen-bond networks (1L6S) are very close
to that of Tr-Phg depicted in Fig. 23.15. These results suggested the combination of
a trityl group and the suitable side chain constructed a common host framework to
capture alcohols in salts of Tr-AA. It is noteworthy that an edge-to-face interaction
between the benzyl group of Phe and the phenyl group of the trityl group was
observed. The phenyl-phenyl interaction (dotted line in Fig. 23.17g and h) tilted
the benzyl group of Phe toward the edge of the trityl group to create a void space
larger than those of other three Tr-AAs amino acids.

When the bigger secondary alcohol 2-propanol was examined as a guest alcohol,
only the Tr-Phe salt formed 1:1 inclusion crystals (see Table 23.1). Other Tr-AAs
did not crystallize and remained amorphous residues. The crystals of the Tr-Phe
salt with 2-propanol have a space group P21 (CCDC-900804), and the columnar
structure has a hydrogen-bond network (Fig. 23.18).

At a glance, the ladder hydrogen-bond network is similar to the 1L6S type seen
in Fig. 23.15, but three components (Tr-Phe, tBuNH2, and methanol) differed in
position: the t-butylammonium cation and the guest alcohol replaced each other. The
conformation of Tr-Phe resembles that of the methanol-inclusion compound, where
the tilt of phenyl group of Phe toward the Tr group by phenyl-phenyl interaction
also occurred.
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Fig. 23.16 Crystal structure of Tr-Ala•tBuNH2 (CCDC-900800): (a) ladder-type network, (b)
curved column structure

Fig. 23.17 Top and side views of crystal structures of Tr-AA•tBuNH2 with methanol guest: (a and
b) Tr-Phg (CCDC-900797), (c and d) Tr-Leu (CCDC-900801), (e and f) Tr-Ile (CCDC-900802),
(g and h) Tr-Phe (CCDC-900803)
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Table 23.1 Included alcohols in salts of tert-butylammonium N-tritylphenylalanate

Entry Alcohol guest ee (%) Predominant configuration

1 Methanol – –
2 2-Propanol – –
3 2-Butanol 7 R

4 2-Pentanol 27 R

5 1-Chloro-2-propanol 69 S

Fig. 23.18 (a and b) Top and side views of crystal structures of Tr-Phe•tBuNH2 with 2-propanol.
(c) 1L6S hydrogen-bond network

As mentioned above, we found that Tr-Phe•tBuNH2 salt is a good candidate for
an inclusion host for alcohols. To evaluate its enantiomeric ability to recognize
secondary alcohols, we chose 2-butanol, 2-pentanol, and 1-chloro-2-propanol as
racemic alcohols. To our delight, the crystallization of Tr-Phe•tBuNH2 with the
alcohol gave 1:1 inclusion crystals. We confirmed the cavity of Tr-Phe•tBuNH2 has
enough void space for 2-butanol, 2-pentanol, and 1-chloro-2-propanol. After inclu-
sion crystals were dissolved in chloroform, the included alcohol was transformed
into the carbamates by reaction with phenylisocyanate. Enantiomeric excesses of
alcohols were estimated by chiral HPLC (Daicel chiral cell OD) analysis of the
isolated carbamates. The results are summarized in Table 23.1.
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Fig. 23.19 Top and side views of crystal structures of Tr-Phe•tBuNH2 with alcohol guests, (a and
b), with 2-butanol (CCDC-900805), and (c and d) with (S)-1-chloro-2-propanol (CCDC-900806)

The ee values for 2-butanol and 2-pentanol were only 7 and 27 %, but that
for 1-chloro-2-propanol was 69 % ee (S-rich). We succeeded in single-crystal
analyses of inclusion compounds with racemic 2-butanol and (S)-1-chloro-2-
propanol (Fig. 23.19, CCDC-900805-900806). Both crystal structures are similar to
that of 2-propanol-including column structure of Tr-Phe•tBuNH2 (see Fig. 23.18).
The crystals with (S)-1-chloro-2-propanol also have a space group of P21 (Z D 2),
which corresponds to the hydrogen-bond network of 2-propanol (1L6S). Racemic
2-butanol-including crystals, however, has a space group P1 and Z D 2, which
means a diastereomeric pair of two host molecules and both enantiomeric 2-
butanol molecules occupied a unit cell to construct a pseudo 21 helical column
structure. Since one side of the pseudo 21 column consisted of the R-form of 2-
butanol and the other side occupied the S-form of the guest (see also Fig. 23.20b,
c), the enantiomeric excess is completely negligible. There is an element of
inconsistency in the ee values of 1-chloro-2-propanol between the bulk sample and
the single crystals. Judging from their powder XRD patterns, the bulk sample was
contaminated by unidentified crystals including the opposite enantiomer.

To highlight the difference in ee between 2-butanol (7 % ee, R-rich) and 1-chloro-
2-propanol (69 % ee, S-rich), we have to rationalize what kinds of interactions
work for chiral discrimination in both their recognition sites. Figure 23.20a shows
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Fig. 23.20 Side views of crystal structures of Tr-Phe•tBuNH2 with alcohols: (a) with 2-propanol,
(b) with (R)-2-butanol, (c) with (S)-2-butanol, (d) with (S)-1-chloro-2-propanol

an alternative drawing of included 2-propanol in the cavity of Tr-Phe•tBuNH2 in
Fig. 23.18. If Ha of 2-propanol were a methyl group, the structure would become
(R)-2-butanol, but the structure was actually found in the analyzed crystal structure
(Fig. 23.20b). Similarly, the conformation of (S)-2-butanol observed in the crystal
just like Hb was replaced with a methyl group (Fig. 23.20c). On the other hand,
1-chloro-2-propanol was included with high enantioselectivity and only the (S)-
form settled in the cavity as if Hc of 2-propanol was substituted for the chlorine
atom (Fig. 23.20d). As seen from Fig. 23.20, conformations of 2-butanol or 1-
chloro-2-propanol in the cavity correspond to replacement of three hydrogen atoms
(Ha–Hc) with a CH3 or Cl group. Thus, settlements of 2-butanol and (S)-1-chloro-2-
propanol in the similar cavity of Tr-Phe•tBuNH2 occurred in three ways, which were
regarded as analogous to the shape of 2-propanol in the cavity. Since the substituent
volumes of CH3 and Cl are 13.67 and 11.62 cm3/mol [26], both 2-butanol and
(S)-1-chloro-2-propanol have almost the same volume. However, their degrees of
enantioselectivities are quite different. As seen from the side view of the cavity in
Fig. 23.20d, the chlorine atom is close to the ammonium cation (N•••Cl: 3.46 Å).
The distance between chlorine atom and the closest hydrogen (N-H) is 2.93 Å,
which is almost the same as the sum of van der Waals radii [2.95 Å D 1.20 Å
(H) C 1.75 Å (Cl)] [26]. This preferable electrostatic interaction is the reason the
chlorine atom was located at the position of Hc of 2-propanol and the moderate
enantioselectivity 69 % ee was achieved.
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23.3 Summary

We demonstrated two kinds of inclusion crystal designs using amino-acid deriva-
tives for chiral recognition of racemic molecules. Both are based on the use of bulky
trityl groups, but they have quite different chemical functionalities.

First we demonstrated enantiomeric separation using a chiral N,N0-ditrityl
amino amide host. We elucidated the structure of inclusion crystals and host-guest
interactions based on four-location model, where a weak C-H•••O interaction is
important for high enantioselectivity of N-phenyl 2-halobutanamides.

We then showed that tert-butylammonium N-tritylphenylalanate (Tr-Phe•tBuNH2)
was the best host system for including several alcohol guests. The bulkiness of the
trityl group and the hydrogen-bond donor of primary ammonium cations were found
to be essential for making the new host-guest ladder hydrogen-bond network. We
could demonstrate that the trityl group was not only a protecting group for organic
synthesis but also a crystal engineering tool for tuning simple salts of amino acids
into new host materials. As an application for chiral recognition, enantioselective
inclusion for racemic 1-chloro-2-propanol occurred to give S-enriched sample of
69 % ee. Unlike other multi-chiral systems, the present host is simple and has only
one asymmetric amino-acid carbon atom.

We developed new amino-acid-based chiral hosts with trityl groups. These
combinations of chiral source and trityl group could be a general design used to
construct host molecules for other kinds of chiral recognition.
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Part VI
Solid-State Reaction



Chapter 24
Reactions and Orientational Control of Organic
Nanocrystals

Shuji Okada and Hidetoshi Oikawa

Abstract Organic nanocrystals can be prepared by the reprecipitation method. The
solid-state reactions within the nanocrystals and the reactions on the nanocrystal
surfaces were investigated. In the nanocrystals, strain accumulated during the solid-
state reactions can be released by the deformation of the shape, and single-crystal-
to-single-crystal transformation was achieved. In the solid-state polymerization, the
size of monomer nanocrystals was closely related to the molecular weight of the
resulting polymers. Radical attacks on crystal surfaces were found to stimulate
the solid-state chain polymerization. By using excitation of the compound in the
nanocrystals, metal cations can be selectively reduced on the crystal surfaces. Ori-
entation control of nanocrystals using electric and magnetic fields was investigated.
Nanocrystals were successfully oriented according to the crystal structures, in which
molecules specifically interacted with the external fields. Degree of polar orientation
by a DC electric field could be improved by assistance of a DC magnetic field.
Solidification of the dispersion media realized fixation of nanocrystal orientation to
generate permanent macroscopic anisotropy.

Keywords Organic nanocrystal • Solid-state reaction • Surface reaction • Field
orientation

24.1 Introduction

Many kinds of inorganic single crystals have been grown and used in the fields
of electronics and photonics. In contrast, utilization of organic single crystals
is quite limited. Crystals for optical use, for example, should have an optically
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uniform area larger than the diameter of the input beam, i.e., a millimeter size.
However, there are no general methods to prepare organic bulk crystals because
diversity of organic molecules easily changes their properties even in the same
series of compounds. Also, crystallization condition tuning for each compound is
indispensable. Meanwhile, organic low-molecular-weight compounds in the solid
state generally form microcrystals, whose sizes are comparable to or larger than
the wavelengths of visible light or optical communication laser beams. These sizes
result in light scattering. However, if the size of crystals reduced to a nanometer
range, the light scattering is greatly diminished, while the material maintains the
crystalline features. Thus, nanocrystallization is a versatile methodology to use
organic crystalline materials.

More than two decades ago, the reprecipitation method was developed as a
facile and general fabrication technique of organic nanocrystals [1]. The nanocrystal
preparation procedure is as follows: A solution of an objective organic compound is
just injected into a solvent, which cannot dissolve the compound but is miscible with
the solvent of the compound. This method is useful especially for thermally unstable
organic compounds because no heating process for their evaporation is required. By
using this method, a variety of organic compounds have been nanocrystallized and
their unique properties depending on the crystal sizes have been found [2, 3].

In this article, we review our nanocrystal studies from two aspects. One
is the reaction control. Since the optical properties of organic nanocrystals of
 -conjugated compounds have been found to be different from those of the
corresponding bulk crystals [4–6], molecular conditions in the nanocrystals should
not coincide with those of bulk crystals. Namely, molecular vibrational conditions,
strength of intermolecular interactions, amount of accumulated strain during the
reaction, and so on may vary. Differences in several types of reactions in the
crystalline states were investigated between bulk crystals and nanocrystals.

The other is orientation control. One of the important features of organic crystals
is anisotropy of physical properties due to ordered molecular orientation in the
crystals. On the contrary, nanocrystals prepared by the reprecipitation method are
obtained as the liquid dispersion. In this state, the crystals are randomly oriented
to be macroscopically isotropic, and the physical properties are averaged in three
dimensions. In order to maximize the physical properties like the corresponding
single crystals, nanocrystal orientation and its fixation are necessary. If these two
points are achieved, the materials obtained will show similar properties to those of
the single crystals. For this purpose, application of external fields to nanocrystal
dispersion was investigated.

24.2 Reactions of Nanocrystals

In 1960s, two types of topochemical polymerization were discovered, i.e., polymer-
ization of so-called diolefin [7] and diacetylene derivatives [8]. The former and latter
reaction mechanisms are step-growth polymerization and chain polymerization,
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Fig. 24.1 Solid-state photopolymerization scheme and typical examples of diolefin derivatives

respectively, and both of them were examined in the nanocrystals. For the chain
polymerization of diacetylene derivatives, its initiation using radical initiators
like conventional radical polymerization reactions was confirmed, and the radical
residues on the nanocrystal surfaces were applied to use for nanocrystal fixation on
substrates. Solid-state valence isomerization reaction was also examined.

24.2.1 Polymerization of Diolefin Derivatives

1,4-Distyrylpyradine (DSP) and methyl p-phenylenediacrylate (PDA-Me) are typi-
cal examples of diolefin derivatives, which show intermolecular [2 C 2] photocy-
cloaddition resulting in stepwise topochemical polymerization (Fig. 24.1). Their
nanocrystal dispersions were prepared by injection of the THF solutions into water
[9, 10]. When UV at 302 nm was irradiated to their bulk crystals with a size more
than several hundreds of micrometers, fragmentation of the crystals occurred during
photoirradiation. This is because changes in cell parameters of these compounds
are relatively large and strain accumulated in the crystals during polymerization
was mechanically released. On the other hand, their nanocrystals with a size of
several hundreds of nanometers can maintain their single-crystalline features even
after photoirradiation (Fig. 24.2). This indicates that the strain in nanocrystals
can be released by deformation of the entire shape. Single-crystal-to-single-crystal
transformation from a monomer to the corresponding polymer was found to be only
achieved in a range less than submicrometer for these diolefin derivatives.

24.2.2 Polymerization of Diacetylene Derivatives

Chainpolymerization of some diacetylene derivatives in the crystals can be stim-
ulated by UV or ”-ray irradiation or thermal annealing when the monomers are
stacked in one direction with a proper alignment (Fig. 24.3). In this state, the
translation distance d between adjacent monomers is approximately 0.5 nm and
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Fig. 24.2 Morphology of PDA-Me nanocrystals before (left) and after (right) UV irradiation
observed using a scanning electron microscope. Their single-crystalline feature was maintained
even after polymerization and crystal shapes seem to be slightly changed by crystalline lattice
deformation (Reprinted with permission from ref. [9]. Copyright 2002 American Chemical
Society)

Fig. 24.3 Solid-state polymerization scheme to form polydiacetylene and typical examples of
diacetylene monomers

the angle � between translation axis and the diacetylene moiety is approximately
45ı [11]. As an exception, 1,6-di(N-carbazolyl)hexa-2,4-diyne (DCHD) having d
of 0.455 nm and � of 60ı can polymerize with phase transition in the course
of polymerization. The polymers obtained by the scheme in Fig. 24.3 are called
polydiacetylenes, which have a  -conjugated backbone to show blue or red color
originated from the characteristic excitonic absorption band. Nanocrystals of DCHD
are easily prepared by the acetone solution injection into water. Therefore, DCHD is
often used as a standard compound of nanocrystallization, and the crystal formation
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mechanism has been clarified [12–14]. Interestingly, when UV was irradiated to
the dispersion just after DCHD solution injection, characteristic blue color of
polyDCHD did not appear. However, when the DCHD nanocrystal dispersion
as prepared was kept for several tens of minutes at ambient temperature, the
color turned blue by irradiation of UV at 254 nm. Morphological and structural
studies clarified the following nanocrystallization mechanism. At first just after
DCHD solution injection, DCHD amorphous nanoparticles with spherical shapes
are formed in water. These particles do not show regular 1,4-addition photopoly-
merization because of random orientation of the monomers. Thermal crystallization
takes place with time and the nanoparticle shapes change to rectangular. At this
stage, the monomers in the nanocrystals can regularly polymerize to be the blue-
colored polydiacetylene. Crystal sizes of DCHD can be controlled from several tens
to several hundreds of nanometers mainly by varying solution concentration and
volume for injection. When the DCHD nanocrystal dispersion containing sodium
dodecyl sulfate (SDS) is heated up to 50–60 ıC during the crystallization process,
the anisotropic crystal growth along the polymerization direction occurs to form
fibrous crystals. This crystal growth seems to be promoted by collision of crystalline
and amorphous DCHD particles. Typical width and length of the fibrous crystals are
about 50 nm and more than several micrometers, respectively.

24.2.3 Molecular-Weight Control

Two big issues in the polymer synthesis are stereoregularity and molecular-
weight control. In the solid-state polymerization, stereoregularity of the poly-
mers is guaranteed when the polymerization progresses topochemically. In this
case, polymerization direction is strictly defined, and the crystal length along
the polymerization direction can control the molecular weight if crystal defects
are ignored. This fact was confirmed by using 5,7-dodecadiyn-1,12-diyl bis[N-
(butoxycarbonylmethyl)carbamate]abbreviated as 4BCMU (Fig. 24.3), whose poly-
mer is exceptionally soluble in chloroform among polydiacetylenes [15]. For
crystals with sizes of 0.5–1.5�m, the expected average molecular weight is between
5.1 � 105 and 1.5 � 106. By gel permeation chromatography using polystyrene as a
standard, the number-average and weight-average molecular weights, i.e., Mn and
Mw, were measured to be 5.2 � 105 and 1.6 � 106, respectively. Meanwhile, for
smaller crystal sizes of 0.2–0.4�m corresponding to the expected molecular weight
between 2.0 � 105 and 4.1 � 105, Mn and Mw were obtained to be 1.6 � 105 and
5.5 � 105, respectively. Namely, the polymers with the smaller molecular weight
were obtained from the nanocrystals with smaller sizes. These results suggested
that polydiacetylene molecules obtained in nanocrystals extended from one crystal
surface to the opposite crystal surface. Monodispersity of the polymers should be
improved by precise control of the nanocrystal size and shape.
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Fig. 24.4 Chemical structures of water-soluble initiators used for radical-initiator-induced solid-
state polymerization of diacetylene nanocrystals (left) and the fixation scheme of polydiacetylene
nanocrystals modified by carboxyl groups onto a substrate covered with amino groups (right)

24.2.4 Surface Functionalization

One of the specific features of nanocrystals is large surface areas relative to
the volume. For example, catalytic performance of metal fine particles gener-
ally increases due to this reason. Thus, it is interesting to use the nanocrys-
tal surfaces as a reaction field to modify the crystal surfaces. As mentioned
above, the solid-state polymerization of diacetylene derivatives is a chain reac-
tion stimulated usually by UV or ”-ray irradiation or thermal treatment. In
order to use crystal surfaces for the reactions, the polymerization stimulated
by radical initiators was investigated. To a DCHD nanocrystal water disper-
sion, water-soluble radical initiators such as potassium peroxosulfate (KPS), 2,20-
azobis(2-methylpropionamidine) dihydrochloride (AMPAD), 2,20-azobisf2-[N-(2-
carboxyethyl)amidino]propaneg (ACEAP), etc. (Fig. 24.4 (left)) were added and
heated to start polymerization [16, 17]. SDS was also added to stabilize the
dispersion through the reaction. Actually, radical polymerization was initiated by
heating to give polyDCHD nanocrystals whose surfaces were modified by the
radical-initiator residues. In the same heating conditions without the initiators, no
polymerization occurred. This fact clearly indicated that the radicals generated
from the initiators attacked the DCHD nanocrystal surfaces to start the solid-
state polymerization. Since absorbance of the polymer nanocrystal dispersion
obtained by the radical-initiator-induced polymerization is almost the same as that
of the photopolymerized nanocrystal dispersion, its quantitative conversion was
confirmed.

By using the functional groups on the nanocrystal surfaces, fixation of nanocrys-
tals by covalent bonding became possible [18]. When ACEAP is used in the radical-
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initiator-induced solid-state polymerization, nanocrystal surfaces are modified by
carboxyl groups. On the other hand, amino groups can be introduced by reacting a
hydrophilic surface of a glass substrate with 3-aminopropyltriethoxysilane. When
the amino-modified substrates were soaked in DMF dispersion of polyDCHD
nanocrystals modified by carboxyl groups, the nanocrystals were first attached on
the substrate by the electrostatic manner, i.e., formation of ammonium carboxylate
salts. Electrostatic attachment of nanocrystals with negative surface charges to the
substrate coated by polycations has already been reported [19]. Covalent bonds
between the nanocrystals and the substrate were formed by the condensation
reaction as shown in Fig. 24.4 (right). This reaction was promoted by heating.
Stronger adhesive property of the covalently bonded nanocrystals compared with
the electrostatically attached nanocrystals was confirmed when sonication was
performed. In order to obtain uniform spherical particles for photonic applications,
encapsulation of polyDCHD with amorphous polymers such as polystyrene and
poly(methyl methacrylate) was conducted by the soap-free emulsion polymerization
[20–22]. Even in this case, the shell polymers may covalently bond to core
polyDCHD although the cores were polymerized in advance.

24.2.5 Metal-Shell Coating

Core-shell-type hybrid nanocrystals are quite interesting from the point of view of
material interactions, cooperative enhancement of physical properties, and so on
[23, 24]. In the preparation process of polyDCHD nanocrystals coated with a silver
layer, silver mirror reaction using formaldehyde or glucose as a reducing reagent
was conducted [25]. Formaldehyde reduction gave polyDCHD whose surfaces
were covered with colloidal silver particles with size of about 30 nm. When the
polyDCHD crystal surfaces were treated with Sn2C in advance and glucose was
used as a reducing reagent, the morphology was different from the former case and
thin silver layers were formed on the crystal surfaces.

In the next step, photocatalytic reduction was applied for silver-layer fabrication
[26]. Ammoniac silver nitrate solution was added to the polyDCHD nanocrystal
dispersion, and visible light was irradiated. Then, silver coating on polyDCHD
nanocrystal surfaces occurred. Plausible explanation of this mechanism is as fol-
lows. First, electrons in the valence band of polyDCHD in nanocrystals are excited
to the conduction band by the visible light irradiation. Then, the excited electrons are
used to reduce AgC species, which are electrostatically attracted to the negatively
charged nanocrystal surfaces. Without polyDCHD nanocrystals, the AgC species
are not directly reduced by irradiation of visible light. Accordingly, reduction of
AgC species selectively occurs on the nanocrystal surfaces to form a silver-coating
layer. This type of metal-shell fabrication can be applied for other  -conjugated
compounds’ cores to form a variety of metal-coated organic nanocrystals.
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Fig. 24.5 Solid-state photochromic reaction scheme and typical examples of diarylethene deriva-
tives

24.2.6 Valence Isomerization of Diarylethene Derivatives

Photochromic valence isomerization in nanocrystals was also investigated.
Diarylethene derivatives show intramolecular ring-closure photoreaction [27]
and some of them react even in the crystalline states. Nanocrystallization was
performed for 1,2-bis(2,4-dimethyl-5-phenyl-3-thienyl) perfluorocyclopentene
(MPTCP) and (Z)-1,2-dicyano-1,2-bis(2,4,5-trimethyl-3-thienyl) ethene (CMTE),
whose structures are shown in Fig. 24.5. For nanocrystallization of MPTCP [28],
microwave irradiation to the water just after the solution injection assisted its
crystallization. Otherwise, the particles obtained were amorphous. Addition of a
small amount of the ring-closed MPTCP to MPTCP in the solution for injection was
also effective for the nanocrystallization because less-soluble ring-closed MPTCP
worked as nuclei of the nanocrystals. The nanocrystal sizes could be changed
between 60 and 120 nm by varying concentration of the injected solutions. For
CMTE, the conventional reprecipitation method gave the nanocrystals [29], and
the nanorods with the length more than 5 �m were obtained when SDS was added
[30]. In both compounds, the photochromic behaviors were confirmed by the color
change due to alternate irradiation of UV and visible light, and it was repeated
several times without serious deterioration.

24.3 Orientation Control of Nanocrystals

For an ionic dye with a polar space group, i.e., (E)-4-f2-[4-(dimethylamino)phenyl]
ethenylgpyridinium p-toluenesulfonate (DAST) in Fig. 24.6, generation of macro-
scopic polar or uniaxial order in the nanocrystal dispersion was investigated by using
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Fig. 24.6 Chemical structure
of DAST

DC electric, AC electric, and DC magnetic fields. Meanwhile, macroscopic uniaxial
order of polyDCHD nanocrystals having a centrosymmetric crystal structure was
achieved by application of AC electric and DC magnetic fields.

24.3.1 Orientation and Fixation of Polar Nanocrystals

DAST is one of the most useful second-order nonlinear optical organic compounds
[31, 32]. Its single crystals can generate broadband terahertz waves via optical
rectification using femtosecond laser pulses and single-frequency terahertz waves
via difference frequency generation. DAST was also investigated for nanocrystal-
lization.

24.3.1.1 Application of a Single External Field

Since DAST is dissolved in water and gives hydrated crystals with a centrosym-
metric structure [33], the conventional reprecipitation method, in which a solution
of water-soluble solvent is injected into water, cannot be applied. Thus, nanocrys-
tallization of DAST was first prepared by injection of the ethanol solution into
decahydronaphthalene (Decalin) as a nonsolvent. Some additives such as dode-
cyltrimethylammonium chloride and/or an acrylate polymer were added to stabilize
the dispersion state [34–36].

DAST crystals belong to monoclinic polar space group Cc, and the crystal
structure is shown in Fig. 24.7. Each crystal should have an electric permanent
dipole moment, whose direction is parallel to the polar a-axis. Namely, the a-axis is
apt to be parallel to the DC electric field. In the crystal, (dimethylamino)stilbazolium
cations (hereafter DAST cations) stacked along the a-axis so as to pile up their long
axis parallel each other on the bc-plane. The angle between the molecular long axis
of the cation and the a-axis is about 20ı. Accordingly, absorbance for the molecular
long axis of the cation becomes large when the polarized light is irradiated parallel
to the a-axis of the crystal. Thus, the DAST nanocrystal orientation can be evaluated
by UV-visible spectra using polarized incident light.

DC electric field was applied to the DAST nanocrystals in Decalin. Under
100 Vcm�1, nanocrystal orientation, in which the a-axis was aligned parallel
to the electric field, was confirmed. Absorption changes between random and
oriented states of the nanocrystals corresponding to off and on states of the electric
field, respectively, were reversible. Degree of orientation linearly increases by
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Fig. 24.7 Crystal structure of DAST viewed along b-axis (left) and a-axis (right)

increasing the electric field up to 300 Vcm�1. However, higher voltage or prolonged
electric field application induced electrophoresis of the nanocrystals, which caused
irreversible absorption changes. At the same electric field, the larger crystals showed
more effective orientation [36] because the total dipole moment of a crystal is
proportional to the number of the molecules in the crystal, which increases with
the crystal size. Recently, the dipole moment of a DAST nanocrystal with a size
of about 350 nm was successfully obtained to be 4.5 � 104 D by using polarized
electroabsorption spectroscopy [37].

Under an AC electric field, anisotropy of the induced dipole moment, in
other words, anisotropy of the dielectric constant, is a driving force to orient the
nanocrystals. Generally, larger induced dipole moments appear along longer  -
conjugation systems. Accordingly, the a-axis of the DAST crystals, which is the
principle dielectric axis, has a tendency to be parallel to the AC electric field.
By using the AC field instead of the DC field, the problem on electrophoresis
of the nanocrystals can be avoided when the frequency of the AC field is high
enough to diminish the electric response like translational and rotational motions
of the nanocrystals. At high frequencies, the crystal positions and orientation are
maintained. Thus, higher electric fields can be applied up to approximately 1
kVcm�1 [38]. At low frequencies, temporal absorption oscillation was observed.
From 10 to 103 Hz, absorption changes observed by polarized incident light became
maximum and almost the same within this range. However, at frequencies more than
103 Hz, absorption changes dropped down.

DC magnetic fields are also effective to align nanocrystals in which aromatic
rings are incorporated. When the magnetic field is applied to an aromatic compound
in liquid, ring current of the aromatic ring induced by the external magnetic field
generates an internal magnetic field with the opposite polarity, and the aromatic ring
is apt to be parallel to the external magnetic field. Such magnetic repulsive forces
of all molecules in a nanocrystal are summed up to determine the orientation of the
crystal. According to this orientation mechanism of the aromatic compounds by the
magnetic field, a plane with the smallest area of the projected aromatic rings is faced
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DC electric field AC electric field or
DC magnetic field

Fig. 24.8 Favorable orientation of DAST nanocrystals under the DC electric field (left) and under
the AC electric field or the DC magnetic field (right). Plates in boxes correspond to DAST
nanocrystals in the dispersion medium and arrows drawn in the plates indicate the permanent
dipole moment of the crystal along the a-axis. Although the arrow direction becomes the same
under the DC electric field for all nanocrystals (left), a half of the arrows points the opposite
direction under the AC electric and DC magnetic fields (right). Crystals may rotate around the
a-axis, and the plane shown in Fig. 24.7 (right) is perpendicular to the external fields

perpendicular to the magnetic field. In the case of DAST nanocrystals, this plane
corresponds to Fig. 24.7 (right) and the a-axis is apt to be parallel to the magnetic
field [39]. DAST nanocrystal orientation under the external field is schematically
shown in Fig. 24.8.

24.3.1.2 Application of Double External Fields and Orientation Fixation

As mentioned above, three external fields were applied to orient the DAST
nanocrystals in liquid media, and the order of degree of orientation among three
applied fields is summarized in Table 24.1 with their characteristics. Although all
three cases result in uniaxial orientation of the nanocrystals, the polar orientation,
which is useful for piezoelectricity, pyroelectricity, and second-order nonlinear
optical properties, is only realized by the DC electric field. However, the degree
of orientation is worst among the three. This is mainly due to the low applicable
electric field to avoid electrophoresis of the nanocrystals. Then, combination of two
external fields was investigated. Fortunately, uniaxial orientation directions of the
DAST nanocrystals are the same along the a-axis for all. Thus, the DC electric
field of 0.5 kVcm�1 was first applied to form the polar order with weak uniaxial
orientation. Next, the DC magnetic field of 2.5 T was applied parallel to the electric
field to intensify the uniaxial order and the electric field was switched off soon.
According to this process, the strong polar orientation of the DAST nanocrystals
was achieved [40]. Orientational changes during this process were clearly observed
by the absorption spectra monitored by the polarized light parallel to the external
fields (Fig. 24.9). By applying the first DC electric field and the second DC magnetic
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Table 24.1 Summary of the DAST nanocrystal orientation

Order of degree of
orientation

External field for orientation
(maximum field applied)

Driving force in
nanocrystals Orientation order

1 DC magnetic field ( 15 T) Diamagnetic
interaction

Uniaxial

2 AC electric field ( 3.0
kVcm�1)

Induced dipole
moment

Uniaxial

3 DC electric field ( 0.3
kVcm�1)

Permanent dipole
moment

Polar

Fig. 24.9 Absorption spectral changes of DAST nanocrystal dispersion: (1) the initial condition
without external fields, (2) after applying the DC electric field, (3) after applying the additional DC
magnetic field, (4) after removal of the electric field with continuous magnetic field application,
and (5) after removal of the magnetic field. Curves (1) and (5) and curves (3) and (4) are almost
overlapped, respectively

field, the absorption band of the DAST cations along a-axis in the crystals increased
stepwise. This indicated that the a-axis of the crystals aligned parallel to the fields
and degree of orientation increased stepwise. Since the absorption spectrum was
unchanged even after removal of the electric field, the nanocrystal polar orientation
must be maintained by the magnetic field. Spectrum recovery to the initial condition
was also confirmed after turning off the magnetic field.

Even if the orientation of the nanocrystals was achieved in liquid dispersion,
it is thermally randomized after removal of the external fields with ease. In order
to maintain the properties for device applications induced by the field orientation,
orientation fixation by solidification of the dispersion medium was also investigated
[40, 41]. Namely, liquid monomers were used as the dispersion medium, which
could polymerize after nanocrystal alignment. Since polar liquid dissolves DAST,
less polar monomers like dodecyl acrylate were selected as dispersion medium.
When the DAST ethanol solution was directly injected to dodecyl acrylate, the
crystal size was approximately 700 nm. For preparation of smaller crystals to reduce
optical scattering loss, the nanocrystals with average sizes of 120–160 nm were
first obtained in volatile hydrocarbons such as cyclohexane and hexane. Then, the
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dispersion medium was substituted to dodecyl acrylate, i.e., less volatile dodecyl
acrylate was added to the nanocrystal dispersion and more volatile hydrocarbons
were evaporated. A photoinitiator and a cross-linker were added to the dispersion,
and the nanocrystals in the dispersion were oriented by the external fields. Solidi-
fication of the dispersion medium was stimulated by UV irradiation and completed
before removal of the external fields. Since bleaching of the DAST nanocrystals
occurred during photopolymerization, efficient combination of the monomer and
the photoinitiator should be selected. Among the experiments so far, the fastest
solidification rate was recorded for the combination of dodecyl acrylate and 2,2-
dimethoxy-2-phenylacetophenone.

24.3.2 Orientation and Fixation of Nonpolar Nanocrystals

For nonpolar nanocrystals, the DC electric field is not useful for their orientation.
However, the AC electric and the DC magnetic fields can interact with the nonpolar
nanocrystals to orient them in the dispersion medium if there is a favorable
molecular alignment in the crystal. Especially, the magnetic field has an advantage
to orient nanocrystals compared with the electric field. When dispersion medium
has a large dielectric constant, e.g., water, effective electric field applied for the
nanocrystals reduced. Since the DAST nanocrystals have been prepared in media
such as hydrocarbons with relatively low dielectric constants, reduction of the local
field is not so serious. However, many of nanocrystal dispersions have been prepared
in water and the reduced local field may cause insufficient orientation. On the other
hand, the magnetic field can effectively interact with nanocrystals even in water.
Actually, uniaxial orientation of perylene nanocrystals in water was confirmed [42].
Even in this case, the orientation principle is the same, i.e., a crystallographic plane
with the smallest area of the projected aromatic rings became perpendicular to the
magnetic field.

Orientation of polyDCHD nanocrystals was investigated by applying the AC
electric and the DC magnetic fields [43]. Fibrous crystals were first obtained as
the water dispersion and were polymerized. PolyDCHD crystals were collected by
filtration. After drying, they were redispersed in dodecyl acrylate containing benzoin
isopropyl ether as a photoinitiator and tricyclo[5.2.1.02,6]decane-4,8-dimethanol
diacrylate as a cross-linker. Typical AC electric and DC magnetic fields applied were
6 kVcm�1 (50 Hz) and 15 T, respectively. Figure 24.10 shows crystal structure of
polyDCHD [44], which belongs to monoclinic space group P21/c. From the molec-
ular structure, the largest induced dipole moment seems to be generated along the
 -conjugated polymer backbone direction, i.e., along the crystallographic b-axis.
Namely, the b-axis is apt to be parallel to the AC electric field as shown in Fig. 24.11
(left). On the other hand, orientation under the magnetic field is mainly determined
by the aromatic rings in the carbazole moieties. The crystallographic plane with
the smallest area of the projected aromatic rings of polyDCHD is displayed in
Fig. 24.10 (right), and this plane should be perpendicular to the magnetic field as
shown in Fig. 24.11 (right). In the case of polyDCHD, orientation directions with
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Fig. 24.10 Crystal structure of polyDCHD viewed along b-axis (left) and projected on to the plane
to which the carbazolyl moieties in the side groups are perpendicular (right)

AC electric field DC magnetic field

Fig. 24.11 Favorable orientation of polyDCHD nanocrystals under the AC electric field (left) and
the DC magnetic field (right). Cuboids in boxes correspond to polyDCHD nanocrystals in the
dispersion medium and bars drawn in cuboids indicate  -conjugated polymer backbone direction
along the b-axis. Under the AC electric field (left), the crystals may rotate around the b-axis.
Namely, the plane shown in Fig. 24.10 (left) is perpendicular to the AC electric field. Meanwhile,
under the DC magnetic field (right), the crystals may rotate to keep the plane shown in Fig. 24.10
(right) perpendicular to the magnetic field

respect to the external fields were different between electric and magnetic fields,
and uniaxial orientation by the AC electric field may be strengthened by applying
the DC magnetic field perpendicular to the electric field.

24.4 Conclusions

Several reactions of the organic nanocrystals such as topochemical polymeriza-
tion of diolefin and diacetylene derivatives and solid-state photoisomerization
of diarylethene derivatives were investigated. Their single-crystal-to-single-crystal
transformation was found to progress by strain release based on the nanocrystal
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shape deformation if the lattice parameter changes before and after the reaction are
large. Molecular weight of the polymers obtained by topochemical polymerization
could be managed by controlling the nanocrystal size. Radical-initiator-induced
solid-state polymerization and photocatalytic reduction were studied as surface
reactions of the nanocrystals. It was confirmed that radical attacks on the nanocrystal
surfaces also stimulated solid-state chain reactions and the surface modification
by the functional groups in the radical-initiator residues was performed. By using
photoexcitation of the polydiacetylene nanocrystals and electron transfer from the
nanocrystal to the metal cations on the surfaces, metal deposition selectively on the
nanocrystal surfaces was achieved to form core-shell-type hybrid nanocrystals.

Anisotropy could be generated from isotropic nanocrystal dispersions by control-
ling nanocrystal orientation using DC and AC electric fields and DC magnetic field.
Although polar orientation is only obtained by the DC electric field, electrophoresis
of the nanocrystals avoids their efficient alignment. However, in the case of DAST,
the polar alignment could be enhanced by the additional DC magnetic field.
Controllability of the nanocrystal orientation in the dispersion exactly depends
on molecular alignment in the nanocrystals and a different orientation depending on
the external field was confirmed for polyDCHD. Temporal nanocrystal orientation
in liquid could be successfully immobilized by polymerization of the dispersion
media.

The basic technical issues related to reactions and orientation control of the
nanocrystals have been improved though the studies mentioned above. However,
we still have to consider reactivity and orientational controllability depending on
compounds and the crystal structures. Another issue of the nanocrystals prepared
by the reprecipitation method is relatively low concentration of the effective mass
in the dispersion, and concentration or accumulation of the nanocrystals preferably
with the orientational control is the next subject to be tackled.
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Chapter 25
Topochemical Polymerization of Amino Acid
N-Carboxy Anhydrides in Crystalline State

Hitoshi Kanazawa

Abstract Amino acid N-carboxy anhydrides (amino acid NCAs) can be polymer-
ized using a butylamine initiator in dioxane or N,N-dimethylformamide solution or
in heterogeneous acetonitrile systems in which the NCAs dissolve but the resulting
polymers do not. NCAs can also be polymerized in the solid state, using the same
initiator. The solid-state polymerization was carried out by dipping amino acid
NCA crystals in hexane (an inactive solvent) and adding butylamine to the mixture.
Each polymerization was carried out under strict conditions, preventing moisture
contamination. Solid-state polymerization has the following features typical of
topochemical polymerization. (1) Many amino acid NCAs are more reactive in the
solid state than in solution or heterogeneous systems. (2) Many amino acid NCAs
give polypeptides with molecular weights higher than those obtained in solution
or heterogeneous systems. (3) Many amino acid NCAs give poly(amino acid)s
with molecular conformations that are different from those obtained in solution
or heterogeneous systems. The reaction is not topotactic, because the resulting
polypeptides are not crystals. The solid-state polymerization of amino acid NCAs is
useful for the preparation of any type of polypeptide, unlike solution reactions.

Keywords Amino acid NCA • Solid-state polymerization • Topochemical poly-
merization

25.1 Introduction

Amino acid N-carboxy anhydrides (NCAs) are obtained by the reaction of amino
acids, amino acid esters, or other derivatives with compounds such as phosgene and
phosgene derivatives (see Scheme 25.1). Amino acid NCAs are extensively used as
monomers for preparing high-molecular-weight polypeptides [1].
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Scheme 25.1 L-Amino acid
and L-amino acid NCA
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The first glycine NCA was reported by Leuchs in 1906 [2]. Three decades later,
it was found that amino acid NCAs are polymerized by moisture or bases to give
high-molecular-weight polypeptides. The compounds are very sensitive to moisture
in the air. When a small amount of moisture is adsorbed by the compounds, they
are polymerized in the solid state. These compounds are easily soluble in water and
decompose to the original amino acids.

When lattice control occurs in solid-state reactions, the reactions are described as
topochemical. The reaction rates or the molecular structures of the reaction products
are controlled by the crystal structures of the starting materials in topochemical
reactions [3]. When the reaction product forms crystals and the crystal structure is
controlled or determined by those of the starting materials, the reaction is called
a topotactic reaction. A topotactic reaction is a type of topochemical reaction, as
shown in Fig. 25.1 [4]. If the reaction is a polymerization, the reaction is called
topochemical or topotactic polymerization. Such polymerizations are summarized
as follows.

Topochemical polymerization: the monomer crystal structure affects the reaction
rate or the molecular structure of the polymer.

Topotactic polymerization: the monomer crystal structure affects the reaction
rate, the molecular structure of the polymer, and the polymer crystal structure.

The centers of gravity of monomers after the topochemical polymerizations
studied so far were unchanged: they were topotactic polymerizations [5, 6].

For a long time, polymerizations of amino acid NCAs have been performed in
solution or heterogeneous systems. However, the authors found that the compounds
were polymerized in the solid state, and the polymerizations had the typical features
of topochemical polymerization.
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Scheme 25.2 Polymerization mechanism of amino acid NCA initiated by primary amine

25.2 Polymerization Mechanism of Amino Acid NCAs
Initiated by Primary Amine

Bases such as primary, secondary, and tertiary amines and sodium methoxide are
used as initiators for amino acid NCA polymerization. The mechanism of amino
acid NCA polymerizations initiated by primary amines has been extensively studied
and is considered to be as shown in Scheme 25.2. A primary amine, R0–NH2, attacks
5-CO nucleophilically and intermediate II is formed. The five-membered ring opens
and carbon dioxide is produced. The amino group of the resulting compound IV
attacks another amino acid NCA, similarly to the primary amine, and the resulting
polypeptide attacks other NCAs. The polymerization proceeds step by step. As there
is no termination step in the polymerization, this mechanism is considered to be a
living polymerization.

25.3 Three Amino Acid NCA Polymerization Systems

In general, amino acid NCAs are soluble in polar organic solvents, but most of the
resulting polypeptides are insoluble in such solvents. The following polymerization
systems have been investigated. In many cases, the polymerization of amino acid
NCAs is greatly affected by their purity. It is important that the NCA purity is
determined using accurate analytical methods. Ion chromatography is one of the
best methods for determining the chlorine contents of NCAs, but traditional titration
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methods or atomic analysis are not suitable for determining the exact contents. A
series of NCA polymerizations should be carried out using NCA crystals obtained
from the same recrystallization.

25.3.1 Solution Polymerization

When the amino acid NCAs and the resulting polypeptides are both soluble
in common organic solvents such as dioxane, tetrahydrofuran, and N,N-
dimethylformamide (DMF), their polymerization in solution is possible. The
polymerization of amino acid ester NCAs such as ”-benzyl L-glutamate NCA
(BLG NCA), ”-methyl L-glutamate NCA (MLG NCA), and “-benzyl L-aspartate
NCA (BLA NCA) are performed in solution, but the resulting polymers are poorly
soluble. The solution polymerization of these amino acid NCAs becomes slow, and
the molecular weights of the polypeptides do not increase much at a certain polymer
conversion. The reason for this has been extensively studied and may be as follows.
The resulting polypeptides form aggregates or gels when the polypeptide chains
have grown to a certain extent in the solution. The amino groups at the polymer
ends are involved in aggregation, and this hinders further polymer growth. This is
supported by the finding that in solid-state polymerization, described below, the
molecular weight is not limited.

25.3.2 Polymerization in Heterogeneous Systems

When the polymerization of NCAs such as L-alanine NCA, L-valine NCA, L-
leucine NCA, and L-phenylalanine NCA is performed in acetonitrile, the NCAs
are easily soluble, but the resulting polypeptides are insoluble. The polymerization
is considered to proceed at the interface between the dissolved amino acid NCAs
and the precipitated polypeptides in the heterogeneous state. The polymerization
of L-alanine NCA initiated by butylamine in acetonitrile has been studied in detail
[7]. NCA polymerization initiated by a primary amine in acetonitrile was less active
when well-purified amino acid NCA crystals were used under strict moisture-free
conditions [8]. Polymerization in acetonitrile is useful for all types of amino acid
NCAs, but contamination of the reaction systems by water must be avoided.

25.3.3 Solid-State Polymerization

Amino acid NCA crystals can be polymerized by aqueous vapor in the solid state
[9]. However, the reaction is difficult to control.

When amino acid NCA crystals are dipped in hexane (an inactive solvent) and
butylamine is added to the mixture, polymerization takes place in the solid state.
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This solid-state polymerization is easy to perform. Solid-state polymerization is
very useful for the preparation of polypeptides using amino acid NCAs. Although
the crystal structures of amino acid NCAs were not determined for a long time
because of their instability to moisture, we have determined the crystal structures of
several NCAs. NCA polymerization in hexane is considered to be a topochemical
polymerization, as described below.

25.4 New Type of Topochemical Polymerization

The authors compared the solid-state polymerizations of amino acid NCAs initiated
by butylamine in hexane with those in solution or heterogeneous systems in
acetonitrile and discovered that the solid-state polymerization of amino acid NCAs
had the following features, which are typical of topochemical polymerization:

1. Many amino acid NCAs are much more reactive in the solid state than in solution
or heterogeneous systems.

2. Many amino acid NCAs give polypeptides with molecular weights higher than
those obtained in solution or heterogeneous systems.

3. Many amino acid NCAs give polypeptides with molecular conformations differ-
ent from those obtained in solution.

The reaction is not a topotactic polymerization, because the resulting polypep-
tides are not crystals.

25.4.1 Comparison of Solid-State Polymerization and Solution
Polymerization

25.4.1.1 BLG NCA, MLG NCA, and BLA NCA

The polypeptides obtained from BLG, MLG, and BLA NCAs are soluble in
dioxane, so the polymerizations of these NCAs in hexane were compared with those
in dioxane solution. The results are shown in Fig. 25.2. The chlorine contents of
the NCAs were in the range 0.002–0.006 wt%. When the NCA purity is high, the
solid-state polymerization becomes much more active than that in dioxane solution.
Figure 25.2 shows that each NCA is more reactive in the solid state than in solution.
The solid-state polymerizabilities of amino acid NCAs are very different from each
other.

25.4.1.2 Polymerizations of L-Alanine NCA, L-Valine NCA, L-Leucine
NCA, and L-Phenylalanine NCA

Polymerizations of these NCAs were carried out in the solid state in hexane and
in heterogeneous systems in acetonitrile, because the resulting polypeptides are
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Fig. 25.2 Polymerizations of
BLG NCA, BLA NCA, and
MLG NCA in solid state in
hexane and in dioxane
solution. Polymerization
temperature, 30 ıC; chlorine
content of NCAs,
0.002–0.006 wt%

Table 25.1 Polymer
conversions (%) at 3 h

NCA L-Leu L-Phe L-Ala L-Val Gly

Solid state 100 65 40 10 4.0
In acetonitrile 12 5.0 20 5.0 1.0

insoluble in organic solvents. Table 25.1 gives the polymer conversions (%) at 3 h
after the start of polymerization in the solid state in hexane and in heterogeneous
systems in acetonitrile. Each NCA is more reactive in the solid state than in
acetonitrile, and large differences are seen among the solid-state polymerizations
of different NCAs. L-Leucine NCA and L-phenylalanine NCA are very reactive in
the solid state.

The results in Sects. 25.4.1.1 and 25.4.1.2 suggest that the solid-state polymer-
ization of amino acid NCAs is greatly affected by their crystal structures.

25.4.1.3 Molecular Weights of Polypeptides

The polymerization of BLG NCA has been extensively studied, because determi-
nation of the molecular weight and molecular-weight distribution of the resulting
polymer (PBLG) is possible. Table 25.2 gives the molecular weights and molecular-
weight distributions, Mw/Mn, i.e., the ratio of the weight-average molecular weight
(Mw) to the number-average molecular weight (Mn), of PBLG obtained in the solid
state in hexane and in DMF solution. The molecular weight of PBLG obtained in
the solid state was much higher than that in solution. Figure 25.3 shows BLG NCA
crystals and a PBLG solid produced in the solid state. These results suggest that the
solid-state polymerization of BLG NCA is topochemical.
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Table 25.2 Averaged
molecular weights and
molecular-weight
distributions of PBLG

Molecular weight Mn Mw Mw/Mn

Solid state 113,000 133,000 1.18
DMF solution 25,200 29,100 1.11

Fig. 25.3 BLG NCA crystals (polarized photograph) (left) and a PBLG solid (scanning electron
micrograph) obtained by solid-state polymerization

Table 25.3 Molecular conformations of polypeptides obtained in NCA polymerization in the solid
state and in solution or heterogeneous systems

NCA Gly L-Ala L-Val L-Leu L-Phe BLG BLA MLG

Solution “ ’, p.“a “ ’ ’ ’ “ ’

Solid “ ’, p.“a “ ’ “ ’ “ “

ap.“: partially “-structure

25.4.1.4 Polymer Conformation

The preferred conformations of poly(amino acid)s and poly(amino acid ester)s are
generally determined by the bulkiness of the side chains of the amino acid residues.
The conformations of polymers obtained in the solid state and in solution or
heterogeneous systems are given in Table 25.3. The polypeptides obtained by NCA
polymerization in solution and heterogeneous systems have the normal molecular
conformations. The conformations of PBLG and poly(L-leucine) obtained in both
polymerization systems are ’-helices. These NCAs are highly reactive in the solid
state. In contrast, L-phenylalanine NCA and MLG NCA are highly reactive in the
solid state, but their polypeptides have “-structures, which was considered to be
impossible. These results also suggest that the solid-state polymerization of amino
acid NCAs is topochemical.

25.4.1.5 Crystal Structure

The crystal structures of L-amino acid NCAs have been determined by the author
et al. [10–16]. The crystal data are given in Table 25.4. Other crystal structures will
be reported in the future.
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Table 25.4 Crystallographic data for amino acid NCAs

NCA M. W. S. G. a/Å b/Å c/Å Z “/ı

Glycine 101 C2/c 16.900(4) 5.156(2) 9.298(2) 8 107.9
L-Ala 115 P212121 7.749(2) 10.699(3) 6.603(2) 4
L-Val 143 P212121 5.781(1) 22.740(3) 5.395(1) 4
L-Leu 157 P212121 6.518(4) 29.983(4) 5.531(5) 4
L-Phe 191 P212121 7.766(1) 22.470(4) 5.4823(9) 4
BLG 263 P212121 10.923(7) 15.783(3) 5.948(1) 4
MLG 187 P21 6.0101(4) 7.176(5) 9.8528(6) 4 93.19
BLA 249 P212121 7.995(3) 26.611(5) 5.348(7) 4
DL-Val 143 Pca21 8.938(1) 10.207(2) 7.788(1) 4
DL-Phe 191 Pna21 9.606(2) 6.376(2) 30.077(5) 4
DL-Leu 157 P21/a 9.873(2) 5.641(3) 15.441(4) 4 105.4

Fig. 25.4 Glycine NCA
crystal

Fig. 25.5 L-Leucine NCA
crystal

The molecular arrangements in the crystals of glycine NCA and L-leucine NCA
are shown in Figs. 25.4 and 25.5. The factors determining the reactivity in the solid
state were determined by comparing the crystal structures.
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Fig. 25.6 L-Leucine NCA
molecular arrangement along
c-axis in crystal

Glycine NCA was the most inactive NCA in the solid state. Figure 25.4 shows
the crystal structure. Glycine NCA molecules form a dimer via two hydrogen bonds
between –NH and –C D O groups; this structure suggests low reactivity. When
glycine NCAs were polymerized in the solid state and in a heterogeneous system
in acetonitrile, the “-structure of poly(glycine) was formed in both cases.

In the L-leucine NCA crystal, shown in Fig. 25.5, the NCA five-membered rings
are in a layer and the side chains are in another layer. These layers are stacked
alternately and form a sandwich structure. This sandwich structure is preferable
for polymerization; the five-membered rings can react with each other in the layer.
Infrared spectroscopy showed that the molecular conformations of poly(L-leucine)
obtained in solid-state polymerization and acetonitrile are both ’-helices. Because
of the bulky isobutyl group, poly(L-leucine) forms an ’-helix. The process of ’-helix
formation in the crystal is considered to be as follows. L-Leucine NCA molecules
rotate around an imaginary axis and react with each other to form an ’-helix along
the c-axis, mainly in the crystal [17, 18]. Figure 25.6 shows the L-leucine NCA
molecular arrangement along the c-axis in the crystal. The axis which the NCA
molecules are considered to access is shown by a line with an arrow.

Figure 25.7 shows poly(L-leucine) obtained by the solid-state polymerization
of an L-leucine NCA single crystal. The polymer lamellar plates are stacked
perpendicular to the b-axis. This suggests that the polymerization proceeds at least
in the a–c plane in the crystal. X-ray diffraction measurements showed that the
polymerization proceeds mainly along the c-axis in the L-leucine NCA crystals
before and after polymerization [17].

The crystal structures of L-alanine NCA and BLG NCA are shown in Figs. 25.8
and 25.9. A sandwich structure is not clearly seen in the L-alanine NCA, shown in
Fig. 25.8. Formation of an ’-helix is less easy in this crystal. The crystal structure
suggests that the reactivity of the L-alanine NCA crystal is lower than those of other
reactive NCAs.

The sandwich structure is clearly seen in the BLG NCA crystal, shown in
Fig. 25.9. The five-membered rings polymerize with each other in the layer
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Fig. 25.7 Poly(L-leucine)
(scanning electron
micrograph) obtained from
NCA single crystal

Fig. 25.8 L-Alanine NCA
crystal

Fig. 25.9 BLG NCA crystal
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Fig. 25.10 Model of PBLG
’-helix

Fig. 25.11 L-Phenylalanine
NCA crystal

surrounded by squares in Fig. 25.9. BLG NCA is more reactive in the solid state
than in solution, but PBLG forms an ’-helix in the crystal. The ’-helix should
contain 3.6 amino acid residues in one pitch, 5.4 Å. When about ten BLG NCA
molecules are polymerized stepwise, the resulting polymer makes an ’-helix [8, 19,
20]. BLG NCA molecules must move and rotate to form an ’-helix (see Fig. 25.10).
Benzyl ester groups are bulky; therefore, this movement in the crystal is not easy.
This suggests that the reactivity of BLG NCA in the solid state is lower than that of
L-leucine.

The crystal structure of L-phenylalanine NCA is shown in Fig. 25.11. The
sandwich structure is clearly seen in the phenylalanine NCA crystal, shown in
Fig. 25.11. Although the stable conformation of poly(L-phenylalanine) is the ’-
helix, poly(L-phenylalanine) obtained by NCA solid-state polymerization formed
the “-structure. This conformation is considered to be dictated by the crystal
structure.
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Fig. 25.12 DL-Phenylalanine NCA crystal

The apparent activation energy (Ea) of the solid-state polymerization of each
L-amino acid NCA is larger than that in the solution or heterogeneous system,
e.g., Ea D 70.5 kJ/mol in the solid-state polymerization of L-leucine NCA and
Ea D 10.9 kJ/mol in acetonitrile [17].

25.4.1.6 Solid-State Polymerization of Racemic Amino Acid NCAs

In the crystallization of DL-amino acid NCAs, enantiomeric separation is often
observed; for example, when the NCA prepared from DL-benzyl glutamate was
crystallized, BLG NCA and BDG NCA crystallized separately. Single crystals of
DL-phenylalanine, DL-valine, and DL-leucine NCAs were prepared and their crystal
structures were determined [21–23].

Although DL-phenylalanine NCA polymerized very slowly in the heterogeneous
state in acetonitrile, it polymerized very rapidly in the solid state [24, 25]. This
suggests that the crystal structure is preferable for polymerization, and formation
of the DL copolymer is expected. The polymerization of racemic amino acid NCAs
will be studied in the future. Figure 25.12 shows the DL-phenylalanine NCA crystal.

25.5 Conclusion

The polymerization of amino acid NCAs initiated by a primary amine in hexane pro-
ceeds in the solid state. Many amino acid NCAs are more reactive in the solid state
than in solutions. The high reactivity can be explained by the molecular arrangement
in the crystal. Although some NCAs formed the “-structure polypeptide in the solid-
state polymerization, they gave the ’-helix polypeptide in the polymerization in
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solution or heterogeneous solution (in acetonitrile). The high reactivity in the solid
state and the difference in the polymer conformation suggest a discovery of a new
type topochemical polymerization. This solid-state polymerization is available for
almost all of amino acid NCAs of which solution reactions are impossible. But,
it is better to apply both of the solid state and solution or heterogeneous solution
systems according to the purpose. When initiators are changed from primary amines
to tertiary amines, the results become different.
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Chapter 26
Topochemical Polymerizations and Crystal
Cross-Linking of Metal Organic Frameworks

Kazuki Sada, Takumi Ishiwata, and Kenta Kokado

Abstract Topochemical polymerizations have been attracting continuous interest
as one of the precise polymerizations in a confined space. However, it is still
not easy for designing new monomers due to difficulty in designing and control-
ling the arrangement suitable for topochemical polymerization. In this chapter,
we shortly review polymerization in a confined space and demonstrate recent
advances in topochemical polymerizations, providing the molecular orientations
for various topochemical polymerization monomers. Then, we propose a new type
of topochemical polymerization by use of metal organic framework (MOF). MOF
is nano-porous crystalline materials constructed by metal ions and rigid organic
ligands equipped with two or more ligation sites to form robust 3D host framework
with nano-pores. The void space between them is wide and stable, which prompted
us to investigate cross-linking of the organic ligands as the host monomers by the
external guest monomers by means of two chemical reactions: (1) azide-tagged
MOF (AzMOF) cross-linked by multi-alkyne cross-linkers via click reaction and
(2) cyclodextrin MOF (CDMOF) cross-linked by diglycidyl ethers. They should be
new crystalline-state polymerization, because the cross-linking took place without
any movement of the host monomers in the open-host framework.

Keywords Topochemical polymerization • Confined space • Metal organic
framework (MOF) • Precise polymerization • Inclusion polymerization • Click
reaction • Cyclodextrins • Crystal cross-linking method
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26.1 Introduction: Polymerization in a Confined Space

Development of preparative methods for polymers with highly controlled poly-
mer structures including stereospecificity or stereoregularity has been extensively
investigated and well documented as precise polymerizations [1]. One of the
several approaches for them is the polymerizations in a confined space, where the
propagating species and monomers are disrupted from free rotation and diffusion,
taking restricted orientation and movement so that the stereochemistry of the
resulting polymers is often controlled [2]. The specificity of the polymerization in
the confined space could be generally understood from viewpoint of the “relativity”
in size, i.e., size ratio of reaction space/monomer, and classified into the following
three categories as shown in Fig. 26.1.

The first one is solution polymerization shown as (i) in Fig. 26.1, i.e., the size
ratio is infinite, so that the reaction space have no effects on the propagating reaction.
Namely, free rotation of the monomers and encountering direction of the monomer
to the propagating species result in no selectivity or specificity. The versatility of the
monomers is very wide due to no limitation for polymerization. Thus, the monomers
generally provide the polymers without selectivity. Since the control around the
propagating species should play a key role as the precise polymerizations, the
vast number of the research have been concentrating for developing the new
polymerization catalysts [1].

In the second type, called as inclusion polymerization and shown as (ii) in
Fig. 26.1, which is the typical example of the confined polymerization and a kind of
crystalline-state polymerization, the size ratio is more than one, but not too large [2–
4]. The polymerization occurs in the one-dimensional cavity constructed by organic
or inorganic host compounds in the crystalline state. The surface and the size of the
cavity strongly affect the polymerization of the monomers, because the propagation
occurs by movement of the monomers along the cavity. When size ratio is close to
one, the monomers are arranged in one-dimensional array, and the polymerizations
with high specificity are often achieved due to the restricted orientation of the
monomers in the confined space. Increasing the size ratios lowers the selectivity of

Fig. 26.1 Polymerization in a confined space
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Fig. 26.2 Concept for topochemical polymerizations

the polymerization. With respect to versatility of monomers, increase of size ratio
increases the numbers of the monomers that can be polymerized in the host cavity
[2]. Enough large host cavity compared to the monomers provides the low selectiv-
ity, because most of the monomers are not affected by the surface of the host cavity.
It should be similar to those of the solution polymerization without polymerization
catalysts. Thus, size ratio plays a key role in designing the inclusion polymerization.

The third class is topochemical polymerization shown as (iii) in Fig. 26.1, where
size ratio is substantially one. In this polymerization, the crystalline monomers
transform to the polymers without change of crystallinity. As the confined polymer-
izations, the monomers themselves construct their own confined space. Movement
of the monomers is highly restricted due to the crystalline state, and orientation and
rotation of the monomers are perfectly fixed in the crystalline state as shown in
Fig. 26.2. The polymerizations generally are triggered by the external stimuli such
as light, heat, and ”-ray, and the propagating reaction occurs without movement of
the center of gravity of the monomers. As expected, the polymerization selectivity
is generally high due to the restricted orientations of the monomers. However,
all the compounds with identical polymerizable group cannot always provide the
topochemical polymerizations, because the polymerizations are governed by the
crystal structures. Therefore, size ratio should play a key role in versatility and
selectivity of the polymerization.

In this chapter, we discuss our new idea of “crystal cross-linking method”
as a new type of topochemical polymerization, after reviewing briefly on the
topochemical polymerizations.
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26.2 Recent Advances of Topochemical Polymerizations

Figure 26.3 summarizes typical monomers for topochemical polymerizations.
Concept of topochemical polymerization was first introduced in 1960s by Wegner in
his research on the anisotropic polymerization of diacetylene monomers (Fig. 26.3a)
in the crystalline state [5], followed by [2 C 2] photodimerization polymerization
of 2,5-distyrylpyrazine (Fig. 26.3b) investigated by Hasegawa [6]. Definition of
topochemical polymerization is a polymerization of monomer without movement
of its center of gravity in the crystal lattice during polymerization process as shown
in Fig. 26.2. Minimum movement is allowed only around the polymerizable group,
and the rest remains static. In some cases, the change of the molecular structure
from the monomer to the polymer can be monitored by X-ray crystallography in the
atomic resolution. Accumulation of crystallographic data for the monomers and the
unreactive related compounds having the same polymerizable group reveals specific
steric requirement suitable for topochemical polymerizations, especially distance
and orientation of the polymerizable group in the crystalline state. Clarification of
the steric requirement in each topochemical polymerizable group should be the first
step to understanding and designing topochemical polymerization. The following
section (1) demonstrates the topochemical polymerization monomers and the steric
requirements of some monomers appeared in the recent literature and (2) accounts
for their topochemical polymerization abilities.

Diacetylene compounds are the most popular monomer that proceeds to
topochemical polymerization and further are applied to polymerization in various
supramolecular assemblies [7]. The steric requirement is one-dimensional stacking
of the diacetylene groups in translational positions around 4.9 Å, and the inclination
angles of the diacetylene axes to the packing axis are about 45ı [5, 8]. In this
structure, the diacetylene groups are packed closely in a rodlike assembly, and
the polymerization occurs along this direction. The minimum movement of the
reactive carbon atoms to poly(diacetylene) structure with alternation of double bond
and triple and no movement of the non-polymerizable substituent group provide
efficient polymerization even in the crystalline state. Studies on the topochemical
polymerizations of diacetylenes have been already shifted from random screening
to rational design with the aid of formation of host–guest cocrystals by crystal
engineering [9]. Unique poly(diacetylene) that consists of only iodine atoms
and carbon atoms was prepared [10]. Extension of the diacetylene monomers to
triacetylenes was demonstrated successfully by Lauher and Fowler. They reported
the elegant design of the 1,6-polymerization of a triacetylene by the formation
of the host–guest crystals (Fig. 26.3c) [11]. The triacetylene moiety arranges in
the translational distance (7.3 Å) by the one-dimensional hydrogen-bond network.
This arrangement guarantees the full packing of the triacetylene groups by van der
Waals interaction. The ”-ray irradiation yielded the poly(triacetylene) by selective
1,6-polymerizations.

The topochemical polymerizations of dienes (Fig. 26.3d) were explored by
Matsumoto et al. in the 1990s [12]. The extensive X-ray crystallographic studies
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clearly revealed that the steric requirement of dienes is face-to-face stacking of
the diene groups to form a one-dimensional array with the translational distance
with 5 Å and the inclination angles with 30–60ı [13]. In this orientation, the
intermolecular closest distance between the diene carbon atoms is just 3.5 Å
similar to those of diacetylene compounds. The steric requirement for the dienes
is much more severe than that for the diacetylenes, because isotropic nature along
the C–C triple bond would provide more stacking orientations than the face-
to-face arrangement of the C–C double bond in the crystalline state. The most
fruitful result is that geometrical isomerism (cis or trans) of the monomers and
the controlled stacking fashion (translational or alternate) of the dienes moiety in
the crystal structures perfectly control the stereoregularity of the resultant polymers
[14]. Topochemical polymerization of bis-indene-dione derivatives was recently
discovered. This system is quite similar to the diene topochemical polymerization,
but the extension of p-conjugation of the monomer enabled polymerization triggered
by visible light and quantitative depolymerization by thermal stimuli [15]. Lauher
and Fowler demonstrated the 1,6-polymerization of triene monomer accidentally
[16]. However, they revealed that the steric requirement for triene monomers is
found to be close to that of the triacetylene monomers (Fig. 26.3e). The translational
distance is 7.2 Å and the inclination angle is 34ı, and additionally, the face-to-face
stacking of the triene moieties was also required.

p-Quinodimethane was introduced as another topochemical polymerizable group
by Itoh and coworkers (Fig. 26.3f). They reported the solid-state isomerization
polymerization induced by photo, heat, and ”-ray irradiation [17, 18]. X-ray crystal-
lographic studies revealed that the reactive monomer has face-to-face stacking with
slight offset along the longer molecular axis. The translational stacking distance is
around 7.0 Å, and the inclination angles of the quinodimethane axes to the packing
axis are about 30ı. This steric requirement needs much longer translational stacking
distance than those of dienes and diacetylenes and slightly shorter than the triene
and triacetylene. This is attributed to the quinodimethane moiety regarded as a kind
of trans–trans fused triene monomer, which transforms to the phenyl group after
isomerization polymerization.

Vinyl and acetylene monomers have not been so investigated with respect to
crystalline-state polymerization, because the close packing of vinyl and acetylene
monomers with shorter translation distances (ca. 2.8 Å) has been required for
topochemical polymerization. However, Foxmann et al. reported the crystalline-
state-controlled polymerization of a substituted phenylacetylene with high reactivity
(Fig. 26.3g) [19]. In the crystalline state, the molecular packing of the acetylene
groups is in parallel arrangement, and the orientation is suitable for the resultant
poly(acetylene) structures. However, the distance between the monomers is longer
than that of the expected repeating distances.

Some new polymerizable groups were introduced. Diol compounds treated with
strong acid in the solid state induced the formation of poly(ether)s (Fig. 26.3h)
[20]. High reactivity compared with that in the solution should be caused by the
preorganized crystal structures and the high concentration of the monomers in
the absence of solvents. This should be the crystalline lattice-controlled process.
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Another recent important example for topochemical polymerization is based on
click reaction of the sugar derivative with both acetylene and azide group (Fig. 26.3i)
by Sureshan et al. [21, 22]. Intermolecular click reaction between the azide group
and the acetylene group of the monomer took place to yield polymer crystals. This
example is the first topochemical polymerization for polyaddition of the two differ-
ent reactive groups. Sato et al. extensively reported topochemical polymerization of
bis-thymine derivatives via crystalline state [2 C 2] photodimerization (Fig. 26.3j).
The double bonds in the thymine groups are stacked each other within 4.0 Å in
the crystalline state, which provides photodimerization polymerization [23]. More
recently, elegantly designed new monomers for topochemical polymerization were
reported by Sakamono et al. [24]. Their design is based on the trigonal prismatic
molecular structure with three anthrance-acetylene moieties in each face [4 C 2].
Photochemical reaction between the anthrance and the acetylene provides well-
defined two-dimensional polymers (Fig. 26.3k).

For understanding topochemical polymerization abilities, the steric requirements
of the several new monomers have been demonstrated. In all the cases, the packings
of the monomers in the crystalline state are quite similar to the expected packing
of the resultant polymers. This similarity induces the minimum movement of
the atoms during the polymerization, and this should be the first principle for
topochemical polymerization systems. Moreover, the new trend of topochemical
polymerization depends on the utility of cocrystals such as host–guest crystals
or salts. This strategy has an advantage over screening of functional crystalline
materials due to combinatorial approaches and easy preparations of the related
molecules. This should provide an easy access to revealing the steric requirements
of the polymerizable moieties and their crystal engineering. Especially, two recent
unique topochemical polymerization systems, [4 C 2] or [2 C 2] photodimerization
reactions and click reaction, clearly indicate that supramolecular control of the
orientation of the reactive groups toward intermolecular direction in the crystalline
state should play a crucial role in developing new topochemical polymerizations.
They should expand the potential of topochemical polymerization from polyaddition
of a single conventional polymerizable functional group such as diacetylene and
diene to that of the chemical reaction between the two different reactive groups in
the molecular structure, when these reactive groups have orientation suitable for
polymerizations. However, the precise control of two or more reactive groups in the
crystalline state is not so easy.

26.3 Crystal Cross-Linking as Topochemical Polymerization

Reviewing of the recent advances in topochemical polymerizations suggests that
one of the most significant obstacles for designing topochemical polymerization
is unpredictable crystal structure suitable for new monomers due to the severe
restriction of the steric environments of the polymerizable groups in the crystalline
state. In order to overcome this difficulty, we recently proposed a new type of
crystalline-state polymerization, so-called crystal cross-linking method as schemat-
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Fig. 26.4 Scheme of crystal cross-linking method

ically shown in Fig. 26.4. Our design for crystalline-state polymerization is based on
polymerization between the host monomers that construct open three-dimensional
frameworks and the guest monomers that are included in the open cavity of the host
framework. In other words, for copolymerization between two monomers, one of
them is fixed periodically along the crystal axes as the wall of the open framework,
and the other is mobile in the host cavity and can react with the host monomers.
When either of them contains bivalent or more reactive groups, they should form
three-dimensional network structures by cross-linking of the whole molecules that
construct the crystal. If the polymerization or cross-linking reactions takes place
without decomposition of the open-host framework, it should be a new kind of
topochemical polymerization, because the host monomers need not moving during
the polymerization process.

Metal organic frameworks (MOF) or porous coordination polymers (PCP) are
nanoporous crystalline materials constructed by metal ions and rigid organic ligands
to form robust 3D network structures in the crystalline state [25]. It is well known
that they have robust open frameworks. Extensive studies have been focused on
molecular design of the open 3D network structures and their applications such as
catalysis, storage, separation, and nanomaterials [26, 27]. Moreover, the chemical
reaction takes place in the organic ligands without loss of the crystallinity of MOF,
which are known as post-synthetic modification (PSM) of MOF shown in Fig. 26.5
[28]. With the aid of PSM, we recently reported cross-linking of the organic ligands
in the MOF by the two different ways: (1) azide-tagged MOF (AzMOF) cross-
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Fig. 26.5 Concept for (a) reactive metal organic framework (MOF) and (b) post-synthetic
modification (PSM) of MOF

linked by multi-alkyne cross-linkers via click reaction [29] and (2) cyclodextrin
MOF (CDMOF) cross-linked by diglycidyl ethers via nucleophilic ring-opening
reaction of epoxide [30].

The first example for crystal cross-linking method of MOF was click reaction
between the terphenyl-type organic ligands with two azide groups in the azide-
tagged MOF crystal (AzMOF) and the guest monomer (CL4) with four acetylene
groups as shown in Fig. 26.6. AzMOF was subjected to reaction with CL4 under
standard click reaction conditions at 80 ıC in the presence of Cu (I) as the catalyst.
The cross-linked MOF (CLM) crystals were obtained. The scanning electron
micrographic (SEM) and optical microscope observations of CLM revealed the
cubic and transparent crystal with smooth surfaces and the sharp edges similar to
those of AzMOF crystals, which suggest the preservation of shape of the crystals.
Judging from the IR spectral change, all the azide groups on the organic linkers of
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Fig. 26.6 Crystal cross-linking of azide-tagged MOF (AzM)

AzMOF crystals were consumed by the click reaction. X-ray diffraction (XRD)
patterns of the crystals before (AzMOF) and after (CLM) the click reaction
showed essentially identical peaks, which implies the topochemical polymerization
of the organic ligands. In order to clarify the cross-linking of organic ligands,
subsequently, the coordination of carboxylate anion to zinc(II) ion was decomposed
by acidification. The cubic crystals of CLM turned to be cubic gels, MOF-templated
polymer (MTP). MTP is practically insoluble in any solvents, and the shape as well
as the surface morphology is preserved after the hydrolysis reaction. XPS analysis
clearly illustrated the absence of the peaks assigned to Zn(II), indicating complete
removal. No apparent diffraction peaks in XRD were observed after decomposition,
indicating that MTP had no crystallinity. Therefore, the crystal cross-linking
method provided the conversion of the crystalline material to amorphous soft matter
without change of the shape. Moreover, Cu(II) and Zr(IV) ions provided colorless
green truncated octahedral and colorless octahedral MOF crystals, respectively.
They were successfully cross-linked under the same conditions by CL4. XRD
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patterns of the cross-linked crystals showed essentially identical peaks to those of
the starting MOF crystals. Moreover, after the acid treatment to transform to MTP,
all the crystals became insoluble network polymers and had well-defined polyhedral
shape originated from the MOF crystals.

Another example of the crystal cross-linking was achieved from cyclodextrin
MOF (CDMOF) prepared from potassium hydroxide and ”-CD [31]. Cross-linking
of ”-CDs as the monomer in CDMOF crystals was carried out by treatment of
ethylene glycol diglycidyl ether (L) as the other monomers through nucleophilic
ring-opening of epoxy groups induced by hydroxyl or alkoxyl groups of ”-CD
as shown in Fig. 26.7. After incubation of the cubic crystals of CDMOF in

Fig. 26.7 Crystal cross-linking of cyclodextrin MOF (CDMOF)
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ethanol solution of L, the cross-linked CDMOF was formed. XRD patterns of
the crystals before and after the cross-linking reaction showed essentially identical
peaks. Therefore, cross-linking reaction did not affect the MOF network structure,
which also implies the topochemical polymerization of ”-CD. The cross-linking
was confirmed by soaking in the solvent that decomposed CDMOF crystals. The
resulting cubic material became practically insoluble and swollen in water, and the
original cubic shape of the CDMOF maintained even after soaking. These results
clearly indicated the cross-linking of the organic ligands by the guest monomers
in the open-host framework, followed by degradation of coordination bonds to
form network polymers with well-defined cubic shape. Further investigation for
controlling the sizes of CDMOF successfully provides CDMOF from a few
hundred nanometers to millimeters in size, which yielded the cubic polymer gels
with a wide range of sizes. Therefore, the size variation of the CDMOF crystals
enabled us to control the size of the cubic polymer gels.

26.4 Concluding Remark

In summary, using MOF crystals as templates enable us to prepare a wide variety
of polyhedral network polymers with controlled polyhedral shapes. Therefore, this
method can open a new horizon for the preparation of micro- and nanosized network
polymers with well-defined shapes. They could provide mesoscopic building blocks
with a soft interface for constructing complex architectures by self-organization or
be used in biomedical applications such as drug carriers and cell-support materials.
With respect to topochemical polymerization, these examples for crystal cross-
linking should be a new type of topochemical polymerization, because the host
monomers are fixed in the crystalline state with no movement. The possible chemi-
cal reactions between the host monomers and the guest monomers due to large three-
dimensional cavities of MOF should provide various crystal cross-linking of MOFs
and expand the versatility of topochemical polymerizations. Moreover, we believe
that crystal cross-linking will be one of the most promising routes for creation of
the polymer networks with well-defined repeating units in the network structure,
i.e., “ideal network polymers,” which have never been prepared until now.
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Photoinduced Behavior



Chapter 27
Photoinduced Mechanical Motion
of Photochromic Crystalline Materials

Seiya Kobatake and Daichi Kitagawa

Abstract Photochromic compounds undergo a photochemically reversible trans-
formation reaction between two isomers. Such molecules in organic crystals, which
are regularly oriented and fixed in the crystal lattice, may be potentially useful
for optoelectronic devices, such as optical memory, photoswitchable color filter,
photoswitchable polarizer, photomechanical actuator, and so on. This chapter has
focused on photochromism of the diarylethene crystals and their photomechanical
phenomena, such as crystal bending and twisting.

Keywords Photochromism • Photomechanical • Switching • Diarylethene •
Bending

27.1 Introduction

A phenomenon of chromatic change upon photoirradiation is referred to as pho-
tochromism. Photochromic compounds, which show photochromism, have potential
for application to ophthalmic lenses, optical memory, photooptical switching,
displays, nonlinear optics, and so on. In most cases, compounds which show
photochromism in the crystalline phase are rare because of their large geometrical
change by photochromic reactions. For example, most of azobenzene and spiropy-
ran derivatives cannot undergo photochromism in the crystalline phase. Typical
photochromic compounds that show photochromism in the crystalline phase are
known for paracyclophanes [1], triarylimidazole dimer [2, 3], diphenylmaleronitrile
[4], aziridines [5], 2-(2,4-dinitrobenzyl)pyridine [6–9], N-salicylideneanilines [10–
13], triazines [14], and diarylethenes [15–18]. In many cases, their photogenerated
isomers are thermally unstable (T-type). Therefore, two states cannot be kept
even at room temperature. On the other hand, the diarylethene derivatives show
thermally stable (P-type) photochromic reactions even in the crystalline phase.
The P-type photochromic compounds have potential for application to not only
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optical memory, photoswitching, and display but also photomechanical actuator.
This chapter focuses on photochromism of the diarylethene crystals and their
photomechanical phenomena, such as crystal bending and twisting.

27.2 Photochromism of Diarylethene Crystals

Some diarylethene derivatives undergo photochromic reactions in the crystalline
phase as well as in solution. Upon irradiation with ultraviolet (UV) light, the
colorless crystals change to yellow, red, blue, or green, depending on the molecular
structure of diarylethenes [19–22]. The colors remain stable so far as being stored
in the dark, but the colors disappear by irradiation with visible light. When
diarylethene molecules are fixed in the antiparallel conformation and the distance
between the reactive carbons is less than 4 Å, the photochromic reaction in the
crystalline phase can proceed with the photocyclization quantum yield of unity
[23, 24]. The photoinduced coloration/decoloration cycles of the crystals can be
repeated more than 104 times while maintaining the shape of the crystals. A lot of
researches on photochromism of diarylethene crystals have been reported so far such
as multicolor photochromism [25–27], dichroism under polarized light [15, 16],
fluorescence [28, 29], three-dimensional optical memory [28], diastereoselective
cyclization [30, 31], selective photochromic reaction under polarized light [32, 33],
theoretical study [34, 35], Raman spectroscopic study [36], nanostructures [37–
42], and molecular motion observed by X-ray crystallography [43–45]. From the
research on molecular motion observed by X-ray crystallography, it was revealed
that the unit cell dimension was changed according to the photochromic reaction
because of the decrease in the molecular volume by transformation from the open-
ring isomers to the closed-ring isomers. In 2001, reversible surface morphology
changes were reported as shown in Fig. 27.1 [46]. The surface morphology on
single crystal of 1,2-bis(2,4-dimethyl-5-phenyl-3-thienyl)perfluorocyclopentene (1)
was observed by atomic force microscope (AFM) before and after photoirradiation.
Upon irradiation with UV light to the (100) crystalline surface, steps newly appeared
as shown in Fig. 27.1a. The height of the steps is about 1 nm, which corresponds to
one molecular layer. The steps can be erased by visible light irradiation. The surface
morphology change is attributed to photoinduced contraction of the long axis of
each molecule regularly packed in the single crystal. Moreover, when UV irradiation
was carried out to the (010) crystalline surface, valleys were newly observed as
shown in Fig. 27.1b. The valleys can be erased by irradiation with visible light.
Such morphological changes can be explained by molecular structural changes of
diarylethenes due to the photochromic reaction. These results indicated that the
small molecular structural change may induce macroscopic crystal shape change
and open the door of the research field on photomechanical crystals which can work
without any direct contact or electrical wires.
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Fig. 27.1 AMF images of photoinduced crystal surface morphology changes on (100) (a) and
(010) crystal surfaces (b) of diarylethene 1 upon alternating irradiation with UV and visible light

27.3 Photoinduced Reversible Crystal Shape Changes

First example of photoinduced crystal shape changes using photochromic com-
pounds was reported in 2007 [47]. It is the rapid and reversible crystal shape
changes of photochromic diarylethenes upon alternating irradiation with UV and
visible light. When irradiated with UV light, the photocyclization reaction of
the diarylethene molecules from the open-ring isomer to the closed-ring isomer
occurs in the crystalline phase. The twisted thiophene rings become coplanar
and the thickness of each molecule is reduced. The closed-ring isomers in the
photoirradiated crystal can stack each other accompanying the change in the
cell dimensions. As a result, the contraction of platelike crystals of 1,2-bis(2-
ethyl-5-phenyl-3-thienyl)perfluorocyclopentene (2) and 1,2-bis(5-methyl-2-phenyl-
3-thiazolyl)perfluorocyclopentene (3), which were prepared by sublimation, can be
observed upon UV irradiation, as shown in Fig. 27.2a, b. The contracted crystals
can return to the original crystal shape due to the photocycloreversion reaction
from the closed-ring isomer to the open-ring isomer by irradiation with visible
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Fig. 27.2 Photoinduced crystal shape changes of diarylethenes 2 (a) and 3 (b, c)

light. The rodlike crystals of 3 can also be prepared by recrystallization. When the
rodlike crystal was irradiated with UV light from the side of the crystal, the crystal
bends toward the direction of the incident light as shown in Fig. 27.2c because of
contraction of the direction to the long axis of the crystal and a gradient in the extent
of the photoisomerization reaction caused by high absorbance of the crystal surface,
just like bimetal. The difference between the crystal contraction and bending is
ascribed to the thickness of the crystal.
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27.4 Various Types of Photomechanical Crystals

Since 2007, the photomechanical behavior of various photoreactive crystals has
been reported for diarylethenes [47–55], furylfulgides [56], azobenzenes [57–60],
salicylideneanilines [61, 62], anthracene derivatives [63–68], 4-chlorocinnamic acid
[69], 1,2-bis(4-pyridyl)ethylene salt [70], benzylidenedimethylimidazolinone [71],
and so on. Their structures and mechanical behaviors are shown in Fig. 27.3.
There are various photoreactive motions such as contraction, expansion, bending,
separation, twisting, curling, and so on. All of these motions are based on the
geometry changes in the crystalline phase. The photomechanical behaviors are
classified into (1) thermally stable and photoreversible P-type behavior such as
diarylethenes and furylfulgides; (2) thermally unstable and photoreversible T-type
behavior such as azobenzenes, salicylideneanilines, and anthracene derivatives; and
(3) one-way photoreactive behavior.

Diarylethenes and furylfulgides undergo reversibly photocyclization and photo-
cycloreversion reactions in the crystalline phase. The crystal of azobenzene having
amino group can bend upon irradiation with UV light. However, the deformed
crystal thermally returns to the initial crystal shape. Some salicylideneanilines
can undergo photochromic reactions of keto-enol isomerization by photoinduced
intramolecular proton transfer [10–13, 61, 62]. The salicylideneaniline derivatives
undergo thermally unstable photochromic reactions. Introduction of two tert-
butyl groups to salicylideneaniline suppresses the thermal back reaction, and the
photoisomer becomes thermally stable (lifetime of 42 days at 25 ıC) [10]. As a
result, the microcrystals of the salicylideneaniline derivative with two tert-butyl
groups show thermally stable and photoreversible bending during repeating cycles
for a short time [61, 62]. The photomechanical motions of these compounds are
induced by photoisomerization in single molecule. Intermolecular dimerization can
also induce driving force of photomechanical motion. Anthracene carboxylates
undergo [4 C 4] photodimerization in the crystalline phase and show photoinduced
bending [63–68]. 4-Chlorocinnamic acid [69], 1,2-bis(4-pyridyl)ethylene salt [70],
and benzylidenedimethylimidazolinone [71] show [2 C 2] photodimerization and
photomechanical motions. These photomechanical motions occur in one way.

In both cases of intramolecular and intermolecular photochemical reactions, it is
important for the photomechanical motions without fracturing to result from slight
changes of cell dimensions in crystals upon photoirradiation.

27.5 Theoretical Analysis of Photoinduced Bending Behavior

Although there are various compounds which show photomechanical motion, the
bending behavior is the most common motion. It is required for the development of
the research field on photomechanical crystals to investigate the bending behavior
in detail. 1,2-Bis(2-methyl-5-(4-(1-naphthoyloxymethyl)phenyl)-3-thienyl) perflu-
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Fig. 27.3 Photochromic compounds showing photomechanical behavior

orocyclopentene (4) (Fig. 27.6) undergoes photochromism in the single crystalline
phase and shows reversible photoinduced crystal bending away from the incident
light upon UV light irradiation [54]. It was found that the photoinduced bending
behavior depends on the face irradiated with UV light, as shown in Fig. 27.4. When
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Fig. 27.4 Photoinduced crystal bending of 4 upon irradiation with UV light to (001) face (a) and
(010) face (b)

UV irradiation was performed to the (001) face, the movement of the crystal was
slow and small. In contrast, when the crystal was irradiated from the (010) face,
it was bent rapidly and largely. This is ascribed to the difference of the absorption
coefficient and the photoreacted thickness. When viewed from the (001) face, the
long axis of the diarylethene molecule is quite perpendicular to the face. In this
case, the diarylethene molecules have a low absorption coefficient. In contrast, when
viewed from the (010) face, the long axis of the diarylethene molecules is parallel
to the face. The diarylethene molecules have a larger absorption coefficient. As
a result, UV light irradiation to the (001) face leads to a relatively homogeneous
photocoloration over the whole crystal. However, photoirradiation to the (010) face
results in heterogeneous photocoloration in depth in the crystal. The heterogeneous
photocoloration affects the speed of the bending. Furthermore, the speed of the
bending depends on the crystal thickness.

The photoinduced bending behavior of different thickness samples was exam-
ined. When the crystal thickness is thin, the crystal is bent rapidly and largely.
However, when the crystal thickness is 0.62 �m, the crystal cannot be bent and
can be expanded. In order to know the correlation between the crystal thickness and
the initial speed of curvature change, Timoshenko’s bimetal model was introduced.
The illustration and equation of Timoshenko’s bimetal model are shown in Fig. 27.5
and Eq. (27.1) [72]:

Curvature D 1

R
D ˛2 � ˛1

h2

6mn .1C m/

1C 4mn C 6m2n C 4m3n C m4n2
(27.1)

D ˛2

h2

6m .1C m/

1C 4m C 6m2 C 4m3 C m4
(27.2)
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Fig. 27.5 Illustration of Timoshenko’s bimetal model: (a) expansion and (b) contraction in the
left side layer

where R is the curvature radius; ˛i (i D 1, 2) are the actuation strains; hi (i D 1, 2)
are the layer thicknesses; and m D h1/h2, n D E1/E2, and Ei (i D 1, 2) are the Young’s
moduli. Actuation strain ˛ means the coefficient of expansion or contraction of the
layer in the absence of the other layer upon UV irradiation. In the non-photoreacted
layer, the value of actuation strain ˛1 is always zero. Equation (27.1) can be
simplified to Eq. (27.2).

In the case of diarylethene 4, the ˛2 value means the coefficient of expansion
because the bending behavior takes place away from the incident UV light [54].
The initial speed (Vinit) of the curvature change against the crystal thickness was
well fitted by Timoshenko’s bimetal model equation, as shown in Fig. 27.6, with the
assumption that Young’s modulus E1 is the same as E2 because only a few percent
of diarylethene molecules in the crystal are converted from the open-ring isomer
to the closed-ring isomer in the discussed condition. As a result, it is clarified that
when h2 is 1.0 �m, the experimental data could be well explained, resulting in the
’2 value of 0.46 % s�1.

The photoinduced bending behavior of 1-(5-methyl-2-(4-(p-vinylbenzoyloxy-
methyl)phenyl)-4-thiazolyl)-2-(5-methyl-2-phenyl-4-thiazolyl) perfluorocyclopent-
ene (5) (Fig. 27.7) has been also investigated as the bending crystal toward the
incident UV light [55]. The bending speed depends on the crystal thickness, and the
curvature change on changing the crystal thickness agrees well with Timoshenko’s
bimetal model. In the case of diarylethene 5, the value of actuation strain ˛2

means the coefficient of the contraction because the bending behavior takes place
toward the incident UV light. From the best fitting to the experimental data by
Timoshenko’s equation as shown in Fig. 27.7, the values of h2 and ’2 are obtained
as 1.0 �m and 0.56 % s�1, respectively. The h2 value is the same as that obtained for
the crystal of diarylethene 4. The difference in the values of ’2 indicates a difference
in the initial speeds of the curvature change. This result means that the speed of the
crystals of diarylethene 5 can bend 1.2 times as fast as that of diarylethene 4 when
they are the same crystal thickness upon UV irradiation with the same power.
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27.6 New Photomechanical Motion: Photoreversible Twisting

A ribbonlike crystal of diarylethene (6) bearing naphthyl group at one side has
been shown to twist photoreversibly [53]. Figure 27.8 shows photographs of the
twisting crystal. Upon UV light irradiation to the crystal, the molecules in the
crystal underwent the photocyclization reaction from the open-ring isomer to the
closed-ring isomer, and the crystal rapidly twisted accompanying the color change
of the crystal from colorless to blue. The twisting and color of the crystal can be
maintained in the dark. By irradiation with visible light, the blue color disappeared
by the back reaction to the initial open-ring isomer and the twisting of the crystal
relaxed back to the original shape in a few seconds. This photoreversible twisting
can be repeated over 30 cycles. The crystal twisting takes place in both a left-handed
helix and a right-handed helix. When the (0–10) face was irradiated with UV light,
the crystal twisted into a right-handed helix. In contrast, the crystal twisted into
a left-handed helix when the (010) face was irradiated with UV light. This result
indicates that the direction of the twisting depends upon the face irradiated with
UV light. Furthermore, the direction of contraction in the unit cell was determined
using the contracted crystal, which underwent a photocyclization reaction over the
whole crystal by irradiation from both sides of the crystal surfaces. Comparing the
crystal shape before and after irradiation with UV light clarified that the contraction
in the unit cell occurred in the diagonal direction. As a result, a gradient of
photocyclization conversion in the thickness direction and the contraction of the
crystal in the diagonal direction can induce the crystal twisting. The similar twisting
has been observed in a crystal of 9-anthracenecarboxylic acid, which undergoes a
reversible [4 C 4] photocyclodimerization in the crystalline phase [66].
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27.7 Applications of Photomechanical Motion

For practical applications, the photomechanical crystals should have sufficient
durability and substantial mechanical properties. The mixed crystals composed
of two diarylethene derivatives, 1-(5-methyl-2-phenyl-4-thiazolyl)-2-(5-methyl-
2-p-tolyl-4-thiazolyl)perfluorocyclopentene (7) and 1,2-bis(5-methyl-2-p-tolyl-4-
thiazolyl)perfluorocyclopentene (8), exhibit reversible bending upon alternating
irradiation with UV and visible light [52]. The mixed crystals can be reversibly
bent over 1,000 cycles without any crystal deformation and exhibit bending in wide
temperature range from 4.6 to 370 K. Furthermore, the crystal can work the bending
even in water. The bending takes place toward the incident UV light irrespective of
the irradiation direction due to the contraction of the irradiated part of the crystal
surface. When the light intensity of UV and visible light is controlled, the edge
of the rodlike crystal exhibits rotation movement. This rotation movement has
been used for actual photomechanical work to rotate gearwheel. Figure 27.9 shows
gearwheel rotation by photoreversible bending. Upon irradiation with UV light, the
crystal bends and hits the gear, resulting in rotation of the gear. Upon controlled
irradiation with UV and visible light, the crystal can return to the initial position.
Then, irradiation with UV light bends the crystal and again induces the rotation of
the gearwheel.

The two-component co-crystals composed of 1,2-bis(2-methyl-5-(1-naphthyl)-
3-thienyl)perfluorocyclopentene (9) and perfluoronaphthalene (10) with 1–5 mm
size in length are also reversibly bent upon alternating irradiation with UV and
visible light [50]. The photoinduced bending of such a large crystal is attractive
for practical use. The bending occurred away from the incident UV light. From
X-ray crystallographic analysis of the isolated open-ring isomer and closed-ring
isomer, the length of short axis of diarylethene molecule in the closed-ring isomer
is longer than that in the open-ring isomer. A similar change in the length of
diarylethene molecule was also confirmed by in situ X-ray crystallographic analysis.
This elongation in the length of short axis of diarylethene molecule results in the
expansion of the direction to the crystal long axis. The bending away from the
incident UV light is caused by the expansion of the crystal with a gradient in an
extent of photoisomerization. Moreover, this crystal can lift a heavy metal ball which
is 200–600 times heavier than the crystal. A rectangular plate crystal was fixed at
the edge of a glass plate as a cantilever arm, and a 2-mm lead ball was loaded
onto the crystal, as shown in Fig. 27.10. The crystal and the ball weigh 0.17 mg
and 46.77 mg, respectively. The weight of the lead ball is 275 times heavier than
that of the crystal. Upon irradiation with UV light from below, the heavy ball was
lifted as high as 0.95 mm. A 3-mm steel ball (110.45 mg) was loaded onto a crystal
plate (0.18 mg), and the crystal was irradiated with UV light. The weight of the
ball is 614 times heavier than that of the crystal. The maximum stress generated by
UV irradiation was estimated to be 44 MPa, which is 100 times larger than that of
muscles (ca. 0.3 MPa). The modulus of the crystal was measured to be as large as
11 GPa. The large elastic modulus enables the crystal to generate a strong force and
carry out large mechanical work.
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Fig. 27.9 Gearwheel rotation operated by a light-driven molecular-crystal actuator. The two-
component mixed crystal containing 7 and 8 (7:8 D 63/37) (1.3 mm � 60 mm � 12 mm) was fixed
on the tip of a metal needle. The gear (diameter: 3.2 mm) was rotated by the crystal, which showed
reversible bending upon alternating irradiation with UV (365 nm) and visible (>500 nm) light

27.8 Summary

In this chapter, photoinduced mechanical motions of photochromic crystalline
materials, especially diarylethene crystals, are introduced. Among photochromic
compounds, diarylethenes have the most excellent properties such as thermal stabil-
ity of both isomers, fatigue resistance, rapid response, and so on. Organic molecular
crystals with such properties have a capability of photoinduced mechanical motions.
In most cases of small-sized crystals, the crystals can be deformed without any
cracking upon photoirradiation. There are various photoreactive motions such as
contraction, expansion, bending, separation, twisting, curling, and so on. All of these
motions are based on the geometry changes in the crystalline phase.
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Chapter 28
Photoinduced Reversible Topographical
Changes on Photochromic Microcrystalline
Surfaces

Kingo Uchida

Abstract Diarylethenes are well known as thermally irreversible photochromic
compounds, and some of their derivatives undergo the photochromic reactions even
in the crystalline state. The reversible crystal growth of open- and closed-ring iso-
mers of diarylethenes was discovered upon alternate irradiation with UV and visible
light, accompanied with the topographical changes on the microcrystalline film
surface. The photogenerated crystals form needle-shaped crystals for the closed-ring
isomer, while cubic-shaped crystals for open-ring isomer for the initially discovered
derivative. The former surfaces show a superhydrophobic wetting property, which
is classified as a lotus or petal effect of wetting depending on the size of the needle-
shaped crystals, while the latter does not show such superhydrophobicity . The
needle crystals were randomly oriented. We tried epitaxial crystal growth to orient
the needle-shaped crystals. The first epitaxial crystal growth was performed on a
110 surface of a strontium titanate single crystal whose lattice constant is similar
to that of a diarylethene crystal. Then we found a self-epitaxial crystal growth of
the needle-shaped crystals which grow on the lattice of the open-ring isomer and
form well-ordered surface. Due to the orderings and submicron-sized crystals, the
surface shows not only super water repellence but also antireflection moth-eye effect
in near-infrared region.

Keywords Superhydrophobicity • Lotus effect • Moth-eye effect • Epitaxial
crystal growth • Glass transition temperature

28.1 Introduction

Diarylethenes are well-known photochromic compounds which undergo a cycliza-
tion reaction to form colored closed-ring isomers by UV irradiation and revert
to colorless open-ring isomers by visible light irradiation. The photochromic
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reactions show excellent performance: thermal stability of both isomers, a high
fatigue resistance, rapid response, high quantum yield, and reactivity even in the
crystalline state [1]. Such diarylethenes have been applied for memories, switches,
and molecular devices [2]. However, before we have started our work, there was
only one paper reported topographical changes of surfaces of a single crystal of a
diarylethene derivative. In the paper, surface topographical changes introduced by
irradiation with UV and visible lights were attributed to the changes of molecular
volumes caused by the photoisomerization of diarylethene molecules [3].

On the other hand, the polarity changes during the photochromism of azobenzene
and spiropyran derivatives are much larger compared to those of diarylethenes.
Consequently, those two derivatives have been used for photocontrol of the changes
in surface wettability. For example, Garcia et al. reported the contact angle (CA)
changes of a water droplet on a spiropyran-coated surface [4]. The CA before UV
irradiation was 74ı, but it dropped to 54ı after UV irradiation. This is due to the
enhanced polarity by photoisomerization, which converted nonpolar spiropyran to a
polar merocyanine isomer. Such wettability changes have been extensively studied
not only in organic materials but also in inorganic materials.

It is known that controlling surface wettability is much effective by changing the
surface topography, and increasing surface roughness results in a superhydrophobic
surface, which can be widely observed in natural plants such as lotus and taro
leaves [5]. They have micrometer-scale rugged [6] or fractal [7, 8] structures
and whose structures are also been artificially prepared by mimicking to make
superhydrophobic surfaces. In 2006, we accidentally discovered reversible crystal
growth of a diarylethene derivative, and this was accompanied by a reversible
changes with superhydrophobic property [9–11]. Although the photogenerated
needle-shaped crystals are randomly oriented, the finding became a breakthrough
into a new surface science.

28.2 Photoinduced Reversible Topographical Changes
on Diarylethene Surface

The topographical changes of diarylethene crystals were first reported by Irie et al,
in 2001 [3]. Upon UV irradiation of a single-crystalline surface of a diarylethene
derivative (1o), micrometer-sized steps and valleys were formed, and they were
disappeared upon visible light irradiation. These phenomena were explained by the
size difference between the open-ring isomer (1o) and the closed-ring isomer (1c)
without changing the lattice structure of the crystals (Scheme 28.1).

A new type of photoinduced changes in morphology of a photochromic
diarylethene crystalline thin film of 1,2-bis(2-methoxy-5-trimethylsilylthien-
3-yl)perfluorocyclopentene (2o) as shown in Fig. 28.1 appeared, and it was
accompanied with wettability changes [9, 10]. Upon UV irradiation (254 nm),
the color became deep blue within 5 min, yet no change in surface morphology
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Fig. 28.1 Photoinduced topographical changes on the surface of a single crystal of 2o. (a) SEM
image of a crystal surface of 2o from a side view before UV irradiation. (b) After UV (254 nm,
12 W) irradiation for 10 min followed by storing for 24 h at 30 ıC in the dark. After visible light
(� > 500 nm, 500 W, 20 min) irradiation to the (b) state, the surface reverts to the initial flat (a)
state. (SEM images: �1,000)

is observed at this moment at room temperature. After irradiation for 10 min and
then storing the crystal in the dark, microfibrils immediately started to grow. After
storage for 24 h, the surface was covered with microfibrils as shown in Fig. 28.1b.
Upon irradiation of the surface with visible light (�> 500 nm), the blue color and
the microfibrils disappeared. Topographical changes were also observed on the
surface of microcrystalline film prepared by coating the chloroform solution of 2o
on a glass substrate [9–11].
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Fig. 28.2 Contact angles (CAs) of a water droplet on the microcrystalline surface of diarylethene
2o prepared on glass substrate by solution coating. (a) Water droplet (1.2 mm ˆ) on the
microcrystalline surface before irradiation with UV light (254 nm, 12 W). The contact angle was
120ı. (b) Water droplet after UV irradiation for a short time (1–2 min). The contact angle changed
to 92ı. (c) Water droplet after UV irradiation (10 min) and stored in the dark at room temperature
for 24 h. The contact angle increased to 163ı

Measurement of the CA of a water droplet is a simple and direct method for
evaluating wettability on a surface. The CA of the film surface before UV irradiation
was 120ı (Fig. 28.2a). Upon irradiation of the surface with UV light (254 nm),
the color became blue and the angle decreased to around 90ı (Fig. 28.2b) after
a short irradiation time (1–2 min). After 24 h, the angle gradually increased to
163ı (Fig. 28.2c). The colored surface was irradiated with visible light to regenerate
the open-ring isomer. After 20 min, the blue color disappeared. The CA was also
monitored during the fibril-disappearing process. It gradually decreased and finally
recovered to the initial 120ı [9–11].

Powder X-ray diffraction measurements were carried out to elucidate the com-
position of the microfibrils, and the results showed that the XRD pattern of the
fibrils was in good agreement with that of the closed-ring isomer, whose pattern
was estimated from single-crystal structure analysis of 2c. Ordinarily, closed-
ring isomers formed in the crystal of open-ring isomers are strained by the
lattice and have different structures from closed-ring isomer crystals obtained by
recrystallization in solution [12]. The above results indicate that the fibril crystal
formed on the film grew freely from the crystal lattice of 2o [9, 10].

The forming and disappearing mechanism of the needle-shaped crystals of 2c
by alternate irradiation with UV and visible light can be explained using a phase
diagram (Fig. 28.3) [9, 10].

Melting points of 2o and 2c were 100 and 140 ıC, respectively. Furthermore,
the shape of 2o is cubic, while that of 2c is a needle or fibril when obtained by
recrystallization from the solutions of these isomers. The needle-shaped crystals
tend to grow in one direction along the a-axis of the crystal [9–11]. Upon UV
irradiation, 2o is converted to 2c. When the conversion exceeds 22 %, crystal growth
of 2c starts to form fibril structures on the film surface. To confirm this mechanism,
samples were kept in air and in water at different temperatures. Below around
0 ıC, the fibril did not grow, while fibril formation was observed in air and in
water around 30 ıC. These results also support the melt mechanism as depicted
in the phase diagram. Fractal analysis was made by the box-counting method for
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Fig. 28.3 Phase diagram of
mixtures of open- (2o) and
closed-ring (2c) isomers
formed by irradiation of
diarylethene crystals with UV
light (313 nm)
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the photogenerated rough surface, and this revealed that the surface is also fractal
[11]. The size of the roughness can be classified into three regions based on the
fractal dimension: ca. 2.0 (roughness size smaller than 0.5 �m), 2.5 (roughness
size of 0.5–20 �m), and ca. 2.0 (roughness size larger than 20 �m). The fractal
dimension of ca. 2.5 is due to the fibril-like structures generated by UV irradiation
on diarylethene surfaces accompanied by an increase in the contact angle. The
surface structure with larger fractal dimension mainly contributes to the extremely
high water repellency of the diarylethene surfaces. This mechanism of spontaneous
formation of fractal surfaces is similar to that for triglyceride and alkyl ketene dimer
waxes [7]. Furthermore, the needle shape is important for enhancing the CA of the
surface, since diarylethene derivatives without needle-shaped crystals did not show
remarkable CA enhancement from crystal growth on the surface [13].

Photoinduced fibril growth of 2c was observed not only on glass and metal
substrates but also on plastic and paper. Therefore, the compound is applicable to
materials used in the photocontrol of surface-water repellency.

28.3 Measurement of the Activation Energies of Crystal
Growth

The formation of needle-shaped crystals of 2c was observed at different tempera-
tures of the storage after UV irradiation. In the previous section, the rough surface
formed at 30 ıC was a fascinating geometrical fractal structure, characterized by
self-similarity and non-integer dimensions [11]. Similar fractal surfaces have also
been formed on several kinds of wax. For example, alkylketene dimer (AKD) forms
fractal structures and provides super water repellency [7]. Tsujii et al. suggested
that the spontaneous formation of fractal structures on the AKD surface originated
in a phase transition from a metastable to a stable crystalline form [14]; it was
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Fig. 28.4 Time-dependent contact angles of water droplets on UV-irradiated diarylethene surface
at different temperatures of a needle-shaped crystal (2c)-generation process

followed by the blooming theory, which was also proven by use of tristearin [15].
The surface after UV irradiation is considered to be a metastable state because
the photogenerated closed-ring isomer has different crystal packing compared with
that of the open-ring isomer [11]. In our system, diarylethene 2o underwent a
photoinduced cyclization reaction to form 2c upon UV irradiation.

Because the photogenerated closed-ring isomer 2c in the crystal lattice of the
open-ring isomer has a distorted crystal packing rather than the most stable crystal
structure of the closed-ring isomer 2c. The photogenerated 2c was strained. Due
to the coexistence of the open- and closed-ring isomers, the system turned to be
metastable state whose strains are released by forming the needle-shaped crystals of
2c by self-assembling.

The activation energy to form a fractal surface of an alkylketene dimer or a
triglyceride was obtained by measuring the periods required for the CA to reach
150ı at different storage temperatures, followed by application of the Arrhenius
equation [16]. In this system, the CAs of a water droplet increased with the growth
of the needle-shaped crystals. We thus measured the periods required for the CA to
reach 150ı to obtain the activation energy for growing needle-shaped crystals. The
time profiles of the CAs are shown in Fig. 28.4. From these data, the activation
energies for the formation of needle-shaped crystals of 2c on the surface were
143 kJ/mol [11]. Similar activation energies were obtained for the topographical
changes of alkylketene dimer (158 kJ/mol) and trimyristin triglyceride (178 kJ/mol)
[16].
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28.4 Photoinduced Reversible Epitaxial Crystal Growth

So far we only discussed the photoinduced reversible crystal growth of the closed-
ring isomer. In this section, we now discuss that of the open-ring isomer. In an earlier
work, a new diarylethene derivative 3o with an asymmetric structure was prepared
in order to decrease the melting point of both isomers and eutectic temperature [17].
Additionally, a surface whose wettability changes are extended from hydrophilic,
with CA of less than 90ı, to superhydrophobic is desired. The photochromic
reactions of 3o were observed in a hexane solution, and the quantum yields of the
cyclization and cycloreversion reactions of 3o and 3c in a hexane solution were 0.35
and 4.2 � 10�3, respectively.

Although the compound showed polymorphism, only needle-shaped crystals
were observed in the bulk film on the glass substrate. Recrystallization from the
hexane solution gave platelet crystals, but the crystals from ether hexane mixtures
were needles. The melting points of platelets and needles were 92.9–93.5 and 95.2–
95.8 ıC, respectively. Both crystals were monoclinic. In the crystalline states, the
distances between the reactive carbon atoms of 3o in the platelets and the needle-
shaped crystals were 3.568 and 3.606 Å, respectively. It is well known that the
cyclization reaction can proceed upon UV irradiation even in the crystalline state
when the distance is less than 4 Å [18]. Therefore, the photocyclization can proceed
in this system. To study the photoinduced topographical changes of the surface, the
phase diagram of a mixture of 3o and 3c was prepared by DSC measurements of
such mixtures with different components (Fig. 28.5). The melting points of 3o and
3c were 95.2–95.8 and 134.5–135.0 ıC, respectively. The eutectic point was 67 ıC,
where the ratio of 3o and 3c was 61:39.

The microcrystalline surface was prepared by coating the chloroform solution
of 3o onto a glass plate and subsequent evaporation of the solvent. Through SEM
observation of the microcrystalline film, the surface was covered only with rod-
shaped crystals. The SEM image of the surface is shown in Fig. 28.6a. The surface
was covered with microcrystals of 3o, and the CA of a water droplet on the surface
was 150.4 ˙ 0.3ı, showing a superhydrophobic property (Fig. 28.6d). Furthermore,
a water droplet remained pinned on the surface even when the surface was turned
over, showing the petal effect. Then the surface was irradiated with UV light
(initially 10 min), and it became flat within 30 min as shown in Fig. 28.6b. The CA
was drastically reduced to 80.5 ˙ 0.4ı, and a hydrophilic surface was generated as
shown in Fig. 28.6e. Although the melting point of 3c is high (134.5–135.0 ıC), 3c
crystal did not grow on the surface because the conversion to 3c was not high enough
to provide eutectic content (39 %). By scratching the surface after UV irradiation
and measuring the absorption spectra in the hexane, the content of 3c was found to
be 31 % after 10 min of UV irradiation. No remarkable increment of the content
was observed by prolonged UV irradiation of the surface. The flat surface reverted
to a rough surface, accompanied by remarkable enhancement of the CA, by visible
light irradiation within 1.5 h. During the visible light irradiation, the film was again
maintained at the eutectic temperature. The SEM image of the surface is shown
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Fig. 28.5 Phase diagram of mixtures of open-ring (3o) and closed-ring (3c) isomers formed by
UV light (366 nm) irradiation

in Fig. 28.6c. The surface is covered with rod-shaped crystals whose diameters
and lengths are around 2–5 and 20–30 �m, respectively. The CA of a water
droplet was 150.9 ˙ 0.6ı (Fig. 28.6f). Alternate formations of superhydrophobic
and hydrophilic surfaces were also performed [17].

To understand the mechanism of the photoinduced crystal growth, the reversible
crystal growing process was monitored by XRD. The diffraction angles of the 3o
film (Fig. 28.7) correspond to those of the 3o powder [17]. The films were oriented
to the 30-2 direction (2� D 20.5ı). Some of the diffraction intensities of the films
were different from those of the 3o powder, because of the difference of the crystal
size and orientation.

In the previous section, needle-shaped crystals of a closed-ring isomer grew
on the subphase of the open-ring isomer upon UV light irradiation; therefore, the
crystals of the subphase had no effect on the growth of needle-shaped crystals [9–
11]. On the other hand, the current results showed the growth of open-ring isomer
crystals because the eutectic ratio was not achieved; only the crystallization of open-
ring isomer 3o was possible. Indeed, maintaining the eutectic temperature at 67 ıC
induced the rapid growth of the needle-shaped open-ring isomer crystals on the
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Fig. 28.6 SEM images of the reversible topographical changes in the microcrystalline surface of
3o on a glass substrate (a–c) and SrTiO3 (STO) (110) surface (g–i); water droplet shapes (d–f) on
the surfaces of (a–c), respectively (scale bar: 10 �m)

Fig. 28.7 XRD pattern
changes by alternate UV and
visible light irradiation of
microcrystalline surface of 3o
on glass substrate: (a) Coated
film before UV irradiation.
(b) After UV irradiation at
67 ıC for 30 min. (c) After
next visible light irradiation
while keeping at 67 ıC for
1.5 h. (d) After second UV
light irradiation for 10 min
while keeping at 67 ıC for
30 min

surface. The results demonstrated this rapid crystal growth and may explain the
appearance of the petal effect. Furthermore, this inspired us to attempt epitaxial
crystal growth of 3o on a suitable substrate whose lattice parameter resembles that
of 3o [19]. For decades, the hetero-epitaxial growth of organic materials has received



558 K. Uchida

Fig. 28.8 STO 110 plane with a space group of Pm�3 m (a D 3.905 Å). Distance between Sr
atoms (Sr1–Sr2) on N111 axis is 6.763 Å, and this value is close to the length of the b axis of rod-
shaped 3o. The N11N2 axis of STO is perpendicular to the N111 axis. Distance between Sr1 and Sr3 on
the N11N2 axis (38.261 Å) is close to three times the length of the a-axis (12.9908 Å) of rod-shaped
3o. Therefore, the a-axis of rod-shaped 3o fits the N11N2 axis on the 110 plane of STO

much attention because of its importance and unique characteristics. Organic hetero-
epitaxial techniques are useful for the fabrication of electronic and photonic devices
[20]. In device fields, single-crystal substrates of metal oxides, such as SrTiO3

(STO), MgO, and sapphire, are used to obtain hetero-epitaxial thin films. Among
single-crystal substrates, STO substrates are often used in the ferroelectric field.
STO has a perovskite structure with a cubic phase (space group, Pm-3 m; lattice
constant, a D 3.905 Å; ICSD number, #23076). Figure 28.8 shows the 110 surface
of STO, which has N11N2 and N111 axes on a plane, and the N11N2 axis is perpendicular
to the N111 axis. The distance of Sr1-Sr2 is 6.763 Å in the N111 axis, and this value
is close to lattice constant b (6.3593 Å) of rod-shaped 3o. The Sr1-Sr3 distance on
the N11N2 axis (38.261 Å) is close to three times the length of the a-axis (12.9908 Å)
of the rod-shaped 3o. Therefore, the a-axis of rod-shaped 3o fits the N11N2 axis on the
110 plane of the STO. Thus, rod-shaped 3o can grow on the 110 surface of the STO.
We used an STO substrate with a 110 plane (110 STO) to epitaxially grow 3o on the
substrate.

The film was prepared by coating a chloroform solution containing 3o
(100 mg/mL) onto the substrate (10 � 10 mm, glass or STO crystal plates). The
film was approximately 20 �m thickness. The photoinduced topographical changes
were carried out in the same way as in the previous case on a glass substrate.
Upon UV irradiation, crystals of 3o were melted, and a flat eutectic surface
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Fig. 28.9 Schematic illustration of crystal growths of 3o. (a–c) Photoinduced topographical
changes of surface on STO substrate. (a0–c0) Photoinduced topographical changes of surface on
glass substrate

was generated within 30 min. Upon visible light irradiation of the surface, the
microcrystals of 3o regenerated and covered the entire surface of the bulk film
within 1.5 h. Figure 28.6g–i represents the SEM images on the surface to compare
the results obtained on glass substrate (Fig. 28.6a–c). Due to differences in the
substrate, the shape of the microcrystalline surfaces was different. The surface on
the STO was covered with prone rod-shaped microcrystals, while the surface on
the glass substrate was covered with random standing rod-shaped microcrystals.
The situations in Fig. 28.6h, i could be repeated by alternate UV and visible light
irradiation. Here, the rapid crystal growth was due to the existence of seeds for the
crystallization of regenerated 3o. The results suggest that if the subphase crystals are
generated by epitaxial growth on a crystal matrix, then photochemically reversible
crystal growth can be performed (Fig. 28.9j).

The appropriate reversible reflection pattern profiles of 3o on the STO substrate
were monitored by XRD measurements (Fig. 28.10). Diffraction intensities were
normalized using the diffraction intensity of the 110 diffraction of the STO
substrate. The results were compared using glass (Fig. 28.7) as a control. The
diffraction peaks at 8.3ı, 16.6ı, and 24.9ı correspond to the 002, 004, and 006
diffractions, respectively, of rod-shaped 3o. Therefore, the 3o film on the STO
substrate with the 110 plane had the 001 orientation. In contrast, the 3o films
on (100) and (111) STO and glass had major orientations of 100, 100, and 30N2,
respectively, but minor orientations as well. The surface roughness of (100), (110),
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Fig. 28.10 Photoinduced reversible XRD pattern changes of microcrystalline film of 3o on
(110) surface of STO single crystal upon alternate irradiation with UV (�D 366 nm) and
visible (� > 500 nm) light. Purple and orange arrows indicate UV and visible light irradiations,
respectively

and (111) STO substrates were examined by AFM, and all of them were ascertained
to be flat [19]. This result clearly showed that the surface lattice structure of the
substrates was important for the growth orientation of the films.

The microcrystalline film of 3o on the glass substrate showed many reflection
peaks (Fig. 28.7), while that on the STO substrate showed only one dominant
reflection at 16.6ı (Fig. 28.10). The purity of the reflections was maintained after
several UV-induced crystal melting and visible light-induced crystal growing cycles
of 3o. To the best of our knowledge, such a photoswitchable crystal growing
technique is novel and will be useful in controlling crystal growth for optoelectronic
devices and controlling the crystal habit in a polymorphological system.

28.5 Photoinduced Reversible Self-Epitaxial Crystal Growth

As described in the previous section, photoinduced repetitive epitaxial crystal
growth was performed by using a derivative 3o. Although the finding is very
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Fig. 28.11 Phase diagram of mixtures of open-ring (4o) and closed-ring (4c) isomers formed by
UV light (313 nm) irradiation

interesting, it is necessary to use very expensive STO crystal as a substrate. For the
real applications, it is desirable to perform the epitaxial crystal growth on common
substrates, i.e., glasses. We accidentally found the epitaxial crystal growth of needle-
shaped crystals of 4c even on the glass substrate.

Photoinduced isomerization between colorless 4o and blue 4c and the phase
transition diagram of 4o and 4c obtained by DSC measurement are shown in
Fig. 28.11. The melting points of 4o (cubic-shaped crystals) and 4c (needle-shaped
crystals) were 162 and 202 ıC, respectively. And the eutectic temperature was
141 ıC. At the eutectic point, the ratio of 4o and 4c was 73: 27. Therefore, after
prolonged UV irradiation to the surface the content of 4c exceeded from 27 % near
the surface, then the needle-shaped crystals of 4c were expected to grow on the
surface. The crystal growth of 4c was observed at the eutectic temperature; however,
the growth was observed even at 30 ıC. The generated rough surface was shown
in Fig. 28.12 which was well ordered and finer compared with that of 2c in same
magnifications of SEM images [21]. In the later experiments, such crystal growth
was ascertained above glass transition temperature [22].

The sizes of the needle-shaped crystals of 4c were 0.20–0.35�m in diameter and
2.2–2.5 �m in length, while those of 2c were 1.0–2.0 �m in diameter and around
10 �m in length. Additionally, the needles looked well ordered in 4c compared with
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Fig. 28.12 SEM images of (a) photoinduced rough surface covered with 2c upon UV irradiation
to the microcrystalline surface of 2o and (b) photoinduced rough surface covered with 4c upon UV
irradiation to the microcrystalline surface of 4o with same magnifications

those of 2c. Due to the differences, CAs of a water droplet enhanced to 172ı of
4c from 163ı of 2c. The activation energy was measured for the crystal growth of
4c according to the method used for 2c (Sect. 28.2) and obtained to be 58 kJ/mol,
which is much lower than that of 2c (143 kJ/mol) [21].

To ascertain the epitaxy of the fine needle-shaped crystals 4c, we carried out
grazing incidence X-ray diffraction (GIXD) analysis for the film where 4c crystals
were standing on a 4o subphase prepared by solution casting (Fig. 28.13) [3]. Due
to the rough surface of 4o, small peaks other than 110 and 220 reflections were
observed. The largest peaks around 7.5ı and 15ı were attributed to the 110 and
220 peaks of 4o, respectively (Fig. 28.14). The strong reflection attributed to the
013 peak of the 4c crystals appeared only in the out-of-plane but not in the in-plane
profiles (denoted by the arrow in Fig. 28.15a) among the diffraction peaks of 4o after
UV irradiation, in contrast to the out-of-plane profiles. This result indicated that the
013 surface (the sky blue surface in Fig. 28.15b) of 4c was located almost parallel
to the substrate; hence, the needle-shaped crystals stood all together at about 60ı
to the substrate. It was also expected that the alignment will effectively enhance
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Fig. 28.13 (a) SEM image of the cross section of a flat surface of crystalline surface of 4o prepared
by vacuum deposition on glass substrate (scale bar: 3.33 �m), (b) schematic illustration of the
GIXD observation of the film, and (c) XRD diffraction of the crystalline film of 4o: vertically
repeating structure is detectable as in-plane component while horizontally repeating structure is
detectable as out-of-plane component

the CA. The thin films of 4o were also prepared on several kinds of substrates
by solution coating, and generation of similar rough surfaces was observed. The
as-prepared 4o thin film had a 110 orientation from the X-ray diffraction (XRD)
pattern (Fig. 28.14c). The 013-oriented needle-shaped 4c grew on the surface of the
110-oriented 4o thin film from the GIXD pattern (Fig. 28.15a). We compared the
crystal lattice of 4o and 4c. The 110 plane of 4o and 013 plane of 4c are shown in
Fig. 28.15b. The height and width of the 110 plane of 4o are 23.609 and 11.956 Å,
respectively, while those of the 013 plane of 4c are 23.847 and 9.974 Å, respectively
(Fig. 28.16). The height of the 013 plane of 4c is in accordance with that of the 110
plane of 4o. Although the width is different between them, 10 pieces of the 110 plane
of 4o and 12 pieces of the 013 plane of 4c overlap similar regions (Fig. 28.16e).
Therefore, the needle-shaped crystal of 4c epitaxially grew on the crystal lattice of
4o. In the above results, the nano crystals of 4c always formed by UV irradiation
standing at 60ı regardless of which substrate was applied. The lower activation
energy of formation of 4c crystals (58 kJ/mol) [21] compared to that (143 kJ/mol)
[11] of crystal growth of 2c on the eutectic melted surface of the mixture of 2o and
2c was attributed to 4o crystals acting as the seeds of formation of 4c crystals.
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Fig. 28.14 (a) SEM image of a flat surface of crystalline surface of 4o prepared by vacuum
deposition on glass substrate (scale bar: 3.33 �m), (b) schematic illustration of the film, and (c)
XRD diffraction of the crystalline film of 4o

Fig. 28.15 (a) In-plane and out-of-plane GIXD profiles. Reflection attributed to the 013 peak of
the 4c crystals appeared only in the out-of-plane profiles (denoted by the arrow). (b) Illustration of
the 4c crystal shape over the microcrystalline surface of a 4o substrate unit cell of 4c (black lines)
and 013 plane of 4c (sky blue plane in crystal 4c denoted by the white arrow)
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Fig. 28.16 (a) The 110 plane of the 4o crystal. (b) The 013 plane of the 4c crystal. (c) The size
and shape of the 110 plane of 4o. (d) The size and shape of the 013 plane of 4c. (e) The overlapping
planes of 110 of 4o and 013 of 4c

28.6 Photoinduced Reversible-Appearance Moth-Eye Effect
Near-IR Region

Due to the highly ordered structure, the rough surfaces are expected to show not
only superhydrophobicity but also the moth-eye antireflection effect in the infrared
region. The moth-eye effect is the antireflective capabilities of functional surfaces
found in nature, especially in the eyes of moths [23]. The deep blue-colored closed-
ring isomer 4c formed by UV irradiation has an absorbance whose band tail extends
to around 800 nm. Therefore, the antireflectance of the microcrystalline surface was
monitored in a region larger than 800 nm wavelengths, where 4c has no absorbance.
The results are summarized in Fig. 28.17. The reflection spectrum of the initial
microcrystalline surface of 4o averages 3.5 % reflectance in the 800�1,800 nm
wavelength region. By UV irradiation followed by maintaining the film in the dark
at 30 ıC for 3 days, the surface became covered with needle-shaped 4c crystals
whose diameters and lengths are around 0.2 � 0.3 �m and 2.2 � 2.5 �m, and almost
no reflectance was observed (less than 0.5 %), thus demonstrating the moth-eye
effect [24]. Reflectance was measured by a spectrophotometer via a mirror reflection
arrangement of 5ı incidence and 5ı reflection in an 800–1,800 nm wavelength
region. Incident light had 45ı polarization to the plane of incidence. Reflectance
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Fig. 28.17 Reversible reflection changes accompanied by reversible topographical changes of
the surface. Black line: Initial microcrystalline surface of 4o, red line: UV-generated rough
surface covered with needle-shaped 4c crystals show in moth-eye effect, green line: Regenerated
microcrystalline surface of 4o, blue line: Regenerated rough surface of 4c

of 3.97 % and 0.38 % were obtained for the 4o and 4c surfaces, respectively. In
order to estimate the efficiency of the reflectance (observed reflectance/theoretical
reflectance), the theoretical reflectance values were evaluated. The refractive indices
of 4o and 4c were measured by changing the concentration of the polystyrene-4o or
4c composite, and refractive indices at 1545 nm were estimated to be 1.572 for
4o and 1.622 for 4c by extrapolation of the concentration of 4o or 4c [25]. Using
the measured values of refractive indices n and the incident angle � of reflectance
measurement (� D 5ı), the theoretical reflectance in P and S polarization for the
ideal flat surfaces were calculated according to Eqs. 28.1 and 28.2 using Fresnel’s
coefficient.

Rs D
 

cos � �
p

n2 � sin2�

cos � C
p

n2 � sin2�

!2
(28.1)

Rp D
 

n2 cos � �
p

n2 � sin2�

n2 cos � C
p

n2 � sin2�

!2
(28.2)

The calculated average reflectance over S and P polarizations for the ideal flat
surfaces were 4.94 and 5.63 for 4o and 4c, respectively. Therefore, the reductions of
the reflectance due to the roughness of the surfaces, i.e., the moth-eye effect, were
obtained to be 80.34 % for the relatively flat surface of 4o but 6.68 % for the rough
surface of 4c.
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Reflectance was recovered by regeneration of the 4o surface by 2 h visible
light (�> 500 nm) irradiation, maintaining the eutectic temperature (141 ıC). As
is expected from the previous observation of the reversible formation of a superhy-
drophobic surface by alternate irradiations with UV and visible light accompanied
by temperature control, the surface showing the moth-eye effect was also switchable
under the same conditions.

28.7 Conclusion

Diarylethenes show reversible topographical changes on the microcrystalline film
surfaces via eutectic melted state. Initially, the randomly oriented needle-shaped
crystals of 2c generate upon UV irradiation. By using a suitable inorganic crystalline
subphase, reversible epitaxial crystal growth is performed for rod-shaped crystals
of 3o. Ultimate epitaxial crystal growth is also obtained without using expensive
inorganic crystals. One isomer itself act as the role of the subphase, hence the
epitaxial crystal growth can be performed even on the glass plates. We call this
Self-Epitaxial Crystal Growth (SECG), and crystal growth of 4c undergo on the
crystal lattice of 4o. The epitaxial crystal growth can be repeated.

The mechanism requires two conditions:

1. The one (open-ring) isomer expands on the subphase showing only one crystal
plane.

2. A lattice of the other (closed-ring) isomer matches the above lattice of the plane
of the former (open-ring) isomer crystal. Then photoinduced SECG formation is
expected.

Such stable formation of a hydrophobic surface is attributed to the submicron-
scale needle-shaped crystals standing in a densely packed situation. Due to the
ordered structure, the switchable moth-eye effect was also performed. These surface
functions are due to the SECG mechanism. Such self-organized crystal growth will
be a candidate for the formation of the photonic crystals.
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Chapter 29
Luminescence Modulation of Organic Crystals
by a Supramolecular Approach

Norimitsu Tohnai

Abstract Solid-state fluorescence properties of organic compounds have attracted
much attention due to their potential applications not only in organic light-emitting
diodes and organic field-effect transistors but also in imaging tools and sensing
devices. Solid-state fluorescence properties such as color, intensity, lifetime, and
process of the organic compounds depend heavily on molecular arrangements, as
well as molecular structures. However, it is difficult to create particular molecular
arrangements easily and to modulate them as planned. An organic salt composed
of an aromatic acid (functional part) and an alkylamine (arrangement-controlling
part) is a potential strategy for creating functional organic solid materials. Organic
salts of anthracene-2,6-disulfonic acid (ADS) with a wide variety of primary amines
give various molecular arrangements, and their fluorescence properties depend on
the amine. A suitable choice of the amine yields an outstanding fluorescent material
that exceeds unmodified anthracene. Thus, a systematic investigation of this system
reveals a library of arrangements and properties, which in turn leads to remarkable
strategies for the development of organic solid materials.

Keywords Organic salt • Charge-assisted hydrogen bond • Solid-state
fluorescence • Anthracene • Crystal engineering

29.1 Introduction

Solid-state fluorescence properties of organic compounds have attracted much
interest due to their promising and widespread applications not only in organic light-
emitting diodes and organic field-effect transistors but also in imaging tools and
sensing devices [1–5]. Solid-state fluorescence properties such as color, intensity,
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lifetime, and process of the organic compounds depend heavily on molecular
arrangements as well as molecular structures. In this context, the most serious
problem in the development of solid-state fluorescence compounds and their appli-
cations is that many organic fluorophores that strongly fluoresce in solution lose this
property in the solid state [6–9]. Namely, it is known that intermolecular interactions
such as  /  interactions and hydrogen bonds and loose packing derived from
molecular arrangements cause luminescence quenching in the solid state [10–13].

In order to solve these problems, one of the most useful strategies is to tune
molecular arrangements in the solid state because the arrangements have a strong
effect on the solid-state fluorescence properties. In previous studies on the tuning
of fluorescence properties by changing the molecular arrangement, the changes
were achieved by means of polymorphism, inclusion of guests, and introduction
of substituents [14–27]. Control of the arrangement of fluorophores can regulate
the solid-state fluorescence properties even though the same fluorophores are
utilized. In addition, clarification of the effect of the arrangement on the solid-
state fluorescence properties provides significant rules for regulation, i.e., for the
development of organic solid materials. From these studies, it was found that the
following affect the solid-state fluorescence properties: conformational changes
of the fluorophore (e.g., dihedral angle), intermolecular interactions between flu-
orophores, and interactions between fluorophore and guest (e.g.,  /  interaction,
CT interaction). However, the actual effect of the arrangements was not well
understood, because the previous studies did not conduct systematic investigations
in which various arrangements were constructed, and the corresponding properties
were investigated for the same fluorophores. Namely, the methodologies of the
changes in the previous studies were not suitable for systematic investigations of
the relationship between fluorescence properties and molecular arrangements for
the following reasons. Polymorphism does not always give different arrangements
due to difficulty in control [28–33]. For example, anthracene, which is one of the
simplest and most well-known fluorophores, exhibits only one type of arrange-
ment and corresponding solid-state fluorescence property. However, twelve crystal
structures of unmodified anthracene are deposited in the Cambridge Structural
Database (CSD) as crystallographic information files (CIF). Their lattice parameters
are slightly different due to the measurement conditions, but their arrangements of
anthracene molecules are the same herringbone type. On the other hand, inclusion
phenomena do not always afford co-crystals composed of fluorophore and guest
molecules, because the fluorophore as host has certain limitations for the guest
species [34]. Therefore, the resulting arrangements are also restricted in a narrow
range. As a significant strategy for achieving various arrangements of fluorophores,
the introduction of substituents by chemical modification has so far been utilized.
However, the introduction of substituents may be time consuming to produce many
fluorophore derivatives, and their syntheses are often troublesome. Moreover, such
chemical modifications may change the inherent photophysical properties of the
fluorophore.
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29.2 Organic Salts Composed of Anthracenedisulfonic Acid
and Alkyl Amines

29.2.1 Advantage of Organic Salts

Organic salts of anthracenedisulfonic acid (ADS) with various alkyl amines have
been constructed as a tunable solid-state fluorescence system, in which the molec-
ular arrangements of anthracene moieties and the corresponding solid-state flu-
orescence properties are easily regulated by alteration of the amines [35–39].
Consequently, these organic salts are suitable systems for systematic investigation
due to their following advantages. First, the salts are formed by strong intermolec-
ular interactions between the ion pairs, such as hydrogen bonds and electrostatic
interactions, i.e., charge-assisted hydrogen bonds. These strong interactions yield a
co-crystal between the acids and amines. Second, amines with various substituents
are commercially available. Third, the salts are easily prepared by only mixing
their components in organic solvents. These advantages of organic salts should
provide diversity in arrangements of the same fluorophores. In fact, organic salts
have been widely researched for screening of organic solid materials [40–48]. For
instance, the salts have been employed for enantiomeric resolution of racemic
acids or bases, for the creation of electronic or optical materials that have high
conductivity or second harmonic generation, and for crystalline-state properties
such as fluorescence emission maximum and quantum yield. Therefore, these
systems serve as a useful strategy for efficient screening of arrangements and their
corresponding properties.

29.2.2 Crystal Structures of Unmodified Anthracene

Many crystal structures of unmodified anthracene are deposited in the CSD.
However, they are all nearly the same structure: there is only a slight difference
in cell parameters depending on measurement conditions [49]. The typical packing
manner of unmodified anthracene is classified as a herringbone-type structure
according to structural motifs of polyaromatic hydrocarbons defined by G. Desiraju
and A. Gavezzotti (Fig. 29.1). The herringbone-type structure is seen in many linear
acene molecules, e.g., tetracene and pentacene.

29.2.3 Crystal Structures of ADS Salts

Scheme 29.1 shows chemical structures of the organic salts composed of
anthracenedisulfonic acids and various primary amines. The organic salts were
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Fig. 29.1 Molecular packing diagram of anthracene (a) viewed down the crystallographic c axis
and (b) viewed down the crystallographic b axis

Scheme 29.1 Chemical structures of the organic salts of ADS with various amines

recrystallized from a mixture of methanol and acetonitrile to give crystals.
Figure 29.2 depicts the crystal structures of ADS salts with various primary
amines, except for those with n-propylamine (nPrA), n-hexylamine (nHexA),
and n-octylamine (nOctA), which did not give single crystals suitable for X-ray
crystallographic study. Depending on the primary amines, the packing manners of
anthracene in the crystal structures are different.

The crystal structures are composed of ADS and an amine in a molar ratio of
1:2 with charge-assisted hydrogen-bonding networks between sulfonate anions and
the ammonium cations. The hydrogen-bonding networks are classified into three
typical patterns as shown in Scheme 29.2: 6 C 6 sheet, 8 C 4 sheet, and 4 C 4 ladder.
These networks depend on the bulkiness of the amines. According to the hydrogen-
bonding network and the packing manners of the anthracene moieties, these crystal
structures can be categorized into seven crystal forms (Forms I–VII, Table 29.1).
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Fig. 29.2 Crystal structures of the salts of ADS with various amines. Hydrogen atoms are omitted
for clarity
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Scheme 29.2 Schematic
representation of
hydrogen-bonding networks
between sulfonate anions and
ammonium cations
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Table 29.1 shows the molecular arrangements, molecular packing diagrams, and
hydrogen-bonding networks in the crystal structures of Forms I–VII. The ADS salts
with short and/or branched alkyl amines give two-dimensional hydrogen-bonding
networks (Patterns A and B in Scheme 29.2). Pattern A is formed by six-membered
hydrogen-bonded rings consisting of three sulfonate anions and three ammonium
cations, similar to those of alkanoate salts of 1-naphthylmethylammonium. Pattern
B is composed of four- and eight-membered hydrogen-bonded rings, and this net-
work is also seen in ammonium carboxylates composed of ammonium terephthalate.
The ADS salts with long linear amines form a one-dimensional network composed
of four-membered hydrogen-bonded rings (Pattern C in Scheme 29.2).

The hydrogen-bonding networks have an effect on the molecular arrangements.
The ADS salts with two-dimensional networks (Patterns A and B) show layer-type
arrangements of anthracene moieties. On the other hand, the salts with one-
dimensional networks (Pattern C) have columnar or discrete-type arrangements of
anthracene moieties, except for Form III. The one-dimensional network in Form
III is close to neighboring networks. The distances between the networks are less
than 3 Å, and thus the one-dimensional networks in Form III are regarded as
pseudo-two-dimensional networks. According to the structural features and the
structural parameters of their intermolecular interactions ( /  and CH/  interac-
tions; Table 29.1), these arrangements can be additionally divided into layer 1 and
layer 2. Layer 1 is the herringbone-type structure because of the similarity of its
structural parameters to those of the anthracene crystal. In contrast, layer 2 shows
longer distances between anthracene moieties than layer 1 (Table 29.1).

Layer 2 can be described as a T-shape because of its structural features. More-
over, Forms I and IV are different layer-type arrangements despite having the same
hydrogen-bonding network pattern. The differences are due to the interdigitation
between the alkyl groups of the amines and the anthracene moieties through
their CH/  interactions; the alkyl groups in Form IV are interdigitated with the
anthracene moieties more than those in Form I. The length and bulkiness of the alkyl
groups have a significant effect on the interdigitation. Namely, bulky substituents
of tert-butylamine and tert-amylamine expand the distance between anthracene
moieties in the crystal structures of Form IV.
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Fig. 29.3 Fluorescence spectra in methanol solution. (a) Typical absorption and fluorescence
emission spectra of 10�4 M ADS salt solution (dashed lines) and the emission spectrum of 10�2 M
solution (continuous line) in methanol. Inset: magnified emission spectrum of 10�2 M solution. (b)
Fluorescence emission spectrum of 10�4 M unmodified anthracene solution

Consequently, the arrangements of anthracene moieties in ADS salts can be
modulated depending on the shapes and sizes of the amines, and this systematic
method is convenient for novel aggregation of fluorophores in the solid state.

29.2.4 Photophysical Properties in Isotropic Solution

Figure 29.3 shows UV/Vis absorption and fluorescence emission spectra of ADS
salts with amines in methanol. All methanol solutions of the ADS salts exhibit
exactly the same spectra (absorbance and emission spectra and emission intensity)
independent of type of aliphatic primary amine. The emission spectrum is the mirror
image of the absorption spectrum, and the Stokes shift of the emission is 15 nm.
Even in concentrated solutions of ADS salts, all the salts show the same emission
spectra, but the intensity of the spectrum dramatically decreases and the spectral
profile broadens depending on concentration (Fig. 29.3). From these results, it is
considered that the amines do not have an effect on the photophysical properties in
isotropic solution.

29.2.5 Solid-State Fluorescence Emission Spectra

Unmodified anthracene crystal shows a strong solid-state emission spectrum with
several emission bands (Fig. 29.4a) derived from monomeric anthracene, which are
assignable to the following clear vibrational structures of the anthracene molecule:
the 0–0, 0–1, 0–2, 0–3, 0–4, and 0–5 emission bands at 403, 428, 445, 470, 500, and
527 nm, respectively [50]. In the emission of anthracene crystal, the 0–2 emission
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Fig. 29.4 Solid-state fluorescence emission spectra of the crystals of unmodified anthracene (a)
and of Forms I (b), II (c), III (d), IV (e), V (f), VI (g), and VII (h). The excitation wavelength is
350 nm
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is observed as the emission maximum. Although all the ADS salts show the same
emission spectrum in isotropic solution, the emission spectra in the crystalline state
depend on the arrangements of anthracene moieties (Fig. 29.4).

The emission spectra of the ADS salts in the crystalline state also have several
emission bands that can be assigned to vibrational structures. The emission spectra
of the ADS salts are different from those of unmodified anthracene, and the same
types of crystal forms exhibit similar emission spectra. On the other hand, Form
VII with n-heptylamine shows a similar spectrum to methanol solutions of ADS
salts (Fig. 29.4g). In the crystal structure of Form VII, the anthracene moieties
are completely discrete. Specifically, they are separated by insertion of the long
alkyl chain of the n-heptyl groups (Table 29.1). Therefore, the arrangement should
be close to the disperse state in dilute solution. The solid-state spectra shift to
shorter wavelength in the following order: Form VII D IV < V < I < VI < III < II. This
result implies that the spectral shifts are derived from the degree of intermolecular
interactions between anthracene moieties, i.e., /  interactions. In the arrangements
of anthracene moieties, Form VII is completely discrete and Form IV gives a
T-shape with CH/  interactions; therefore, they do not interact with each other.
Forms V and VI (columnar type) arrange the anthracene moieties in a one-
dimensional manner, and the resulting one-dimensional arrangements have only
a small degree of  /  interaction. The arrangements of anthracene moieties in
Forms I–III give the herringbone arrangement in which the anthracene moieties
interact in a two-dimensional manner. The dimensions of the interactions almost
correspond to the degree of  /  interaction between anthracene moieties. Namely,
the dimensional expansion induces a red shift of the solid-state spectra. However,
there is significant difference in the three herringbone-type arrangements. The
herringbone arrangement in Form I is slipped to lead to the smallest  /  interaction
in Forms I–III and a shorter wavelength emission. On the other hand, Form II has
a smaller distance between anthracene moieties and stronger  /  interaction than
Form III to give a larger red shift of emission. There have been reports on the
relationship between the spectral shift and the intermolecular interaction between
fluorophores, and strong  /  interactions lead to a dimer in the ground state and a
concomitant spectral red shift [51]. In the case of ADS salts, similar events may be
also induced by the intermolecular interaction between the anthracene moieties.

29.2.6 Solid-State Fluorescence Emission Quantum Yields

To evaluate the emission efficiency of the ADS salts in the solid state, their
solid-state emission quantum yields were investigated (Table 29.1). The salts with
herringbone arrangements (Forms I–III) exhibit much lower quantum yields than
unmodified anthracene despite their similar herringbone arrangements (Table 29.1)
and degree of  /  interaction. The lower yields are due to two features of ADS salts
in the solid state. First, ADS has two electron-withdrawing sulfonic acid groups.
Second, the ADS salts form charge-assisted hydrogen bonds between the sulfonate
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anions and ammonium cations. In fact, there have been several reports that hydrogen
bonds close to a fluorophore reduce its emission efficiency in the solid state and
solution [52–54].

Similar to the solid-state emission spectra, most reports mention the relationship
between intermolecular interactions of fluorophores (mainly  /  interaction) and
the solid-state fluorescence efficiency, i.e., the solid-state fluorescence efficiency
is decreased by the intermolecular interaction of fluorophores. Therefore, the
efficiency increases with a blue shift of the fluorescence spectra. In these ADS
salts, the interaction between fluorophores corresponds to the number of neighbor
anthracene moieties. According to this relationship, it seems that the quantum yields
of the ADS salts basically increase in the reverse order of the spectral red shift
as follows: two-dimensional types (herringbone: Forms I–III) <one-dimensional
types (column: Forms V and VI) <discrete types (Forms IV and VII). However,
the observed order of quantum yields of one-dimensional types disagrees with this
expectation. The quantum yields of the one-dimensional types are lower than those
of the two-dimensional types. Thus, even in the solid state, the quantum yields
are dependent on not only the interactions but also on the immobilization of the
anthracene moieties, which suppresses the distortion of the anthracene ring and the
concomitant nonradiative decay process [36, 38, 39].

Crystallographic studies suggested that the anthracene moieties in the herring-
bone type are more rigid than those in the columnar type. There are two reasons for
this. First, the herringbone type has a more expanded hydrogen-bonding network
in the crystal structure than the columnar type; the columnar type displays one-
dimensional hydrogen-bonding networks, whereas the herringbone type shows
two-dimensional networks. Second, the herringbone type has intermolecular CH/ 
interactions between anthracene moieties in addition to  /  interactions. On the
other hand, the anthracene moieties in the columnar type are not immobilized
efficiently, because there are no well-defined intermolecular interactions between
anthracene moieties except weak  /  interactions. Due to its efficient immobi-
lization, the herringbone type leads to higher quantum yields than the columnar
type, although the herringbone type has disadvantages in the number of neighbor
anthracene moieties.

Moreover, in the columnar-type structures (Forms V and VI), there is a significant
difference in immobilization of the anthracene moieties and concomitant quantum
yields depending on the amine. In this case, void spaces in the crystals are a
predominant factor in immobilization, because both hydrogen-bonding networks
and arrangements are the same (Table 29.1). Table 29.2 shows the arrangements of
alkyl chains in the anthracene moieties and indicates that the void spaces grow larger
in the following order of salts: with 3AP < nAmA D iAmA < nBuA. The order of the
void spaces is supported by the calculated free volumes in their crystals (Table 29.2;
for graphics). In addition, the packing manner of the alkyl chains between the
anthracene moieties also has an effect on the immobilization of anthracene moieties.
In Form V, one anthracene ring is covered by two alkyl chains from the edge of the
ring; however, the central ring is not covered well with alkyl chains. In contrast,
one alkyl chain stacks on the central ring in Form VI. The packing manner in Form
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Table 29.2 Molecular packing diagrams and quantum yields of the ADS salts

nBuA nAmA iAmA 3AP

Packing diagram

Free volume (%) 9.8 7.8 8.1 6.1
Quantum yield (%) 5.9 10.2 11.3 17.8

VI immobilizes the anthracene moieties more effectively than that in Form V. This
structural advantage of Form VI suppresses the distortion of the anthracene moieties
more effectively than Form V.

Consequently, two factors are essential for high fluorescence quantum yield in
the solid state: prevention of excess contact between   planes of fluorophores and
efficient immobilization of fluorophores. The ADS salt with nHepA (Form VII) is
a satisfactory example of both factors. The salt exhibits the highest quantum yield
(ˆF D 46.1 ˙ 0.2 %) of all the ADS salts. Notably, the yield of the salt with nHepA
is higher than that of unmodified anthracene crystal (ˆF D 42.9 ˙ 0.2 %) despite the
inherent disadvantages of the ADS salt. This high yield is caused by the structural
features of the salt with nHepA. The anthracene moieties are dispersed to prevent
contact between them, just like in a dilute solution (Fig. 29.2). The anthracene
moieties and the alkyl chains of the amine are fully packed without any void spaces.
Such an effective arrangement of Form VII is due to the linearity and appropriate
length of nHepA to cover the anthracene ring. Indeed, the ADS salts with nHexA
or nOctA do not form the discrete type but the herringbone type, similar to Forms
I–III according to their X-ray diffraction patterns.

29.3 Ternary System Composed of ADS Salt and Guest
Molecule

29.3.1 Construction of Ternary System

In Sect. 29.2, organic salts of anthracene-2,6-disulfonic acid (ADS) with aliphatic
primary amines as a tunable solid-state fluorescence system are mentioned. The
system provides various arrangements of anthracene moieties and concomitant
solid-state fluorescence properties depending on the amines. Therefore, the
alteration of the amines is one of the most convenient methods for the modulation of
chemical structures and is suitable for the high-throughput screening of molecular
arrangements and fluorescence properties.
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Scheme 29.3 Chemical
structures of the functional
and arrangement-controlling
parts and molecular
information sources

ADS and the amines act as a functional part and an arrangement-controlling
part, respectively. The system must provide an appropriate method to investigate the
structure-property relationship, which is a remarkable strategy to design materials.
In order to produce further arrangements, another component as a source of
molecular information (e.g., steric demand, noncovalent bonding capacity, and
electrostatic property) [55] can be introduced to the system. Up to now, the inclusion
phenomenon in steroidal crystals has been investigated for the systematic changes
of molecular arrangements and assembly manners by replacement of adducts as the
molecular information sources [56–58]. The utility of the inclusion phenomenon
inspires a ternary system consisting of the salt and adducts as molecular information
sources. Interestingly, the salt of ADS with racemic sec-butylamine [(rac)-s-BuA]
includes adducts (dioxane, thioxane, and benzene), while the salts with enantiopure
s-BuA [(R)- or (S)-] do not. The salts with enantiopure s-BuA give Form V.
Fabrication methods of the system are quite convenient and easy. When the salt
with racemic sec-butylamine is recrystallized from methanol, the correspond-
ing solvents of adducts are added to the mixture to yield the ternary systems:
ADS•(rac)-s-BuA•dioxane (S1), ADS•(rac)-s-BuA•thioxane (S2), and ADS•(rac)-
s-BuA•benzene (S3) as shown in Scheme 29.3.

29.3.2 Crystal Structures of Ternary Systems

From X-ray crystallographic studies, total molecular packing manners of S1-3 are
isostructural with each other: each adduct is incorporated in a one-dimensional
channel cavity between ADS columns and (rac)-s-BuA columns as shown in
Fig. 29.5a–c. The molecular arrangement of anthracene moieties in S1 is a zigzag
type (Fig. 29.6a), while those in S2 and S3 are a slipped-stacked type (Fig. 29.6b, c).
The zigzag type is a novel arrangement of anthracene derivatives in the crystalline
state. On the other hand, the slipped-stacked types are commonly observed in the
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Fig. 29.5 Molecular packing diagrams of S1 (a), S2 (b), and S3 (c) from X-ray crystallographic
studies. The guest molecules thioxane and (rac)-s-BuA are disordered in the crystal structures of
S2 and S3, respectively

Fig. 29.6 Arrangements of anthracene moieties (a–c) and stacking motifs of anthracene moieties
(d–f): S1 (a) and (d), S2 (b) and (e), S3 (c) and (f)

crystal structures of anthracene derivatives. These differences in the arrangements
have an effect on the degree of  -overlap of anthracene moieties as shown in
Fig. 29.6d–f. The degree of  -overlap in S2 and S3 is clearly smaller than that
in S1; therefore, the  /  interaction in S1 must be larger. From these results,
the arrangement manner and the corresponding intermolecular interaction between
anthracene moieties in S1 are clearly different from those in S2 and S3.

29.3.3 Fluorescence Properties of Ternary System Depending
on Guest Molecules

Depending on the difference in the degree of  -overlap, the solid-state emission
spectra are also distinct as shown in Fig. 29.7. The crystals of S2 and S3 exhibit
emission maxima at 423 and 427 nm with vibrational bands at 448 and 451 nm,
respectively. Both spectra are assigned to emission from the anthracene monomer
compared to unmodified anthracene. S1 exhibits a structureless spectrum and
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Fig. 29.7 Emission spectra
of S1, S2, and S3 in the solid
state. The excitation
wavelength is 340 nm in all
samples

an emission maximum at 438 nm. This spectrum is assigned to emission from
anthracene excimer because of a larger Stoke shift and conformity of the excitation
spectrum, which suggest stronger electronic communication in the excited state.
The emission maximum of S1 is at a shorter wavelength compared to those of
common anthracene excimers [59, 60]. In this case, the shorter maximum is caused
by the following: an electron-withdrawing group on anthracene, i.e., sulfonate
group, and a smaller degree of  -overlap between anthracene moieties compared to
common excimers. From these fluorescence results, the slipped-stacked type shows
monomer emission, while the zigzag type exhibits excimer emission. Indeed, the
excimer emission from anthracene at room temperature is quite rare compared to
other polycyclic aromatic compounds (pyrene, perylene, etc.) due to very efficient
photodimerization to dianthracene [61, 62]. Thus, there are only a few anthracene
derivatives that show the excimer emission. This ternary system composed of the
organic salt is of interest as a convenient method for the modulation of the emission
mode depending on the adducts.

29.3.4 Relationship Between Fluorescence Properties
and Molecular Arrangements

From detailed investigations of their crystal structures, the steric and the electronic
features of the adducts determine the arrangements of the anthracene moieties and
the corresponding emission mode. The dioxane molecule has a chair conformation
and two oxygen atoms on both sides. These oxygen atoms interact with two
neighboring dioxane molecules by CH/O interactions in the void space to give
an alternating column of dioxane molecules. Moreover, these oxygen atoms interact
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with anthracene moieties by CH/O interactions to lead to the zigzag type of
anthracene moieties. Namely, the molecular information of dioxane is translated
to give zigzag type and concomitant excimer emission. On the other hand, thioxane
and benzene do not have effective interactions between themselves to give straight
slipped-stacked types of anthracene moieties and monomeric emission.

29.4 Summary

Unmodified anthracene yields only one crystal form and corresponding solid-state
fluorescence property. In contrast, the organic salts of anthracene-2,6-disulfonic
acid (ADS) with primary amines show various crystal forms and corresponding
arrangements of anthracene moieties. In these crystal structures, several hydrogen-
bonding networks between sulfonate anions and ammonium cations are observed.
According to the hydrogen-bonding networks and the substituents of the amines,
these molecular packing manners of anthracene moieties can be classified into
various forms. The solid-state fluorescence spectra of the ADS salts are shifted
depending on molecular packing manners of anthracene moieties, although all the
solutions of the ADS salts exhibit exactly the same fluorescence property. Namely,
in the case of the ADS salts, strong /  interaction between the anthracene moieties
also leads to a dimer in the ground state and a concomitant spectral red shift.

Moreover, the ADS salts show suppression or enhancement of solid-state fluores-
cence intensity depending on the crystal structures, despite the same intensity of the
solution fluorescence. According to this systematic investigation, the immobiliza-
tion of fluorophores regulates the solid-state fluorescence intensity. Intermolecular
CH/  interactions (not  /  interaction) of anthracene moieties and/or insertion of
alkyl groups to reduce the void space around the anthracene moieties have an effect
on the fluorescence intensity. The satisfactory combination of these two factors
produces higher quantum yield than unmodified anthracene despite the disadvantage
of the ADS salt. From these results, organic salts are suitable as a system to modulate
the molecular arrangement of fluorophores and concomitant solid-state fluorescence
properties.

Furthermore, a third component can also modulate the molecular arrangements
and the concomitant fluorescence properties of the ADS salts. Specifically, inclusion
phenomena of the ternary system composed of the ADS salts and organic solvents
have strong potential to regulate fluorescence properties. Molecular arrangements
of the host (the ADS salt) are regulated by the guest molecules (the adducts) to
lead to a change in emission mode, i.e., monomer or excimer emission. Namely,
molecular information of the adducts is translated to the molecular arrangements
and concomitant emission properties.

Volatile organic compounds (VOCs) act as adducts to determine the emission
mode; therefore, adsorption and desorption of the adducts enable dynamic switching
from excimer to monomer emission in the solid state. This ternary system of organic
salts should be applicable for sensing and imaging materials.



29 Luminescence Modulation of Organic Crystals by a Supramolecular Approach 585

References

1. A.W. Czarnik, Acc. Chem. Res. 27, 302–308 (1994)
2. C.W. Tang, S.A. VanSlyke, Appl. Phys. Lett. 51, 913–915 (1987)
3. C.W. Tang, S.A. VanSlyke, C.H. Chen, J. Appl. Phys. 65, 3610–3616 (1989)
4. J. Shi, C.W. Tang, Appl. Phys. Lett. 70, 1665–1667 (1997)
5. J. Shinar, Organic Light-Emitting Devices (Springer, New York, 2004)
6. R.H. Friend, R.W. Gymer, A.B. Holmes, J.H. Burroughes, R.N. Marks, C. Taliani, D.D.C.

Bradley, D.A. Dos Santos, J.L. Bredas, M. Logdlund, W.R. Salaneck, Nature (London) 397,
121–128 (1999)

7. H. Langhals, O. Krotz, K. Polborn, P. Mayer, Angew. Chem. Int. Ed. 44, 2427–2428 (2005)
8. A. Dreuw, J. Ploetner, L. Lorenz, J. Wachtveitl, J.E. Djanhan, J. Bruening, T. Metz, M. Bolte,

M.U. Schmidt, Angew. Chem. Int. Ed. 44, 7783–7786 (2005)
9. J.N. Moorthy, P. Venkatakrishnan, P. Natarajan, D.-F. Huang, T.J. Chow, J. Am. Chem. Soc.

130, 17320–17333 (2008)
10. G.R. Desiraju, A. Gavezzotti, J. Chem. Soc. Chem. Commun. 621–623 (1989)
11. G.R. Desiraju, Crystal Engineering: The Design of Organic Solids (Elsevier, Amsterdam,

1989)
12. G.R. Desiraju, Nature 412, 397–400 (2001)
13. B. Moulton, M.J. Zaworotko, Chem. Rev. 101, 1629–1658 (2001)
14. T. Mutai, H. Satou, K. Araki, Nat. Mater. 4, 685–687 (2005)
15. H.G. Brittain, B.J. Elder, P.K. Isbester, A.H. Salerno, Pharm. Res. 22, 999–1006 (2005)
16. M. Brinkmann, G. Gadret, M. Muccini, C. Taliani, N. Masciocchi, A. Sironi, J. Am. Chem.

Soc. 122, 5147–5157 (2000)
17. Y. Ooyama, Y. Harima, Chem. Lett. 35, 902–903 (2006)
18. Y. Ooyama, T. Nakamura, K. Yoshida, New J. Chem. 29, 447–456 (2005)
19. Y. Ooyama, K. Yoshida, New J. Chem. 29, 1204–1212 (2005)
20. Y. Ooyama, S. Yoshikawa, S. Watanabe, K. Yoshida, Org. Biomol. Chem. 4, 3406–3409 (2006)
21. J.L. Scott, T. Yamada, K. Tanaka, Bull. Chem. Soc. Jpn. 77, 1697–1701 (2004)
22. J.L. Scott, T. Yamada, K. Tanaka, New J. Chem. 28, 447–450 (2004)
23. E. Horiguchi, S. Matsumoto, K. Funabiki, M. Matsui, Bull. Chem. Soc. Jpn. 79, 799–805

(2006)
24. Y. Sonoda, Y. Kawanishi, T. Ikeda, M. Goto, S. Hayashi, Y. Yoshida, N. Tanigaki, K. Yase, J.

Phys. Chem. B 107, 3376–3383 (2003)
25. K. Yoshida, Y. Ooyama, H. Miyazaki, S. Watanabe, J. Chem. Soc. Perkin Trans. 2, 700–707

(2002)
26. K. Yoshida, Y. Ooyama, S. Tanikawa, S. Watanabe, J. Chem. Soc. Perkin Trans. 2, 708–714

(2002)
27. H. Langhals, T. Potrawa, H. Noeth, G. Linti, Angew. Chem. Int. Ed. 28, 478–499 (1989)
28. J. Bernstein, Nat. Mater. 4, 427–428 (2005)
29. J.D. Dunitz, J. Bernstein, Acc. Chem. Res. 28, 193–200 (1995)
30. A.R. Verma, P. Krishna, Polymorphism and Polytypism in Crystals (Wiley, New York, 1966)
31. J.D. Dunitz, Chem. Commun. (Cambridge, UK) 545–548 (2003)
32. G.M. Day, W.D.S. Motherwell, H.L. Ammon, S.X.M. Boerrigter, V.R.G. Della, E. Venuti, A.

Dzyabchenko, J.D. Dunitz, B. Schweizer, B.P. van Eijck, P. Erk, J.C. Facelli, V.E. Bazterra,
M.B. Ferraro, D.W.M. Hofmann, F.J.J. Leusen, C. Liang, C.C. Pantelides, P.G. Karamertzanis,
S.L. Price, T.C. Lewis, H. Nowell, A. Torrisi, H.A. Scheraga, Y.A. Arnautova, M.U. Schmidt,
P. Verwer, Acta Crystallogr. B 61, 511–527 (2005)

33. A. Gavezzotti, Acc. Chem. Res. 27, 309–314 (1994)
34. J.L. Atwood, J.E. Davies, D.D. MacNicol, F. Vcgtle, Comprehensive Supramolecular

Chemistry, vol. 6 (Pergamon, Oxford, 1996)
35. Y. Mizobe, N. Tohnai, M. Miyata, Y. Hasegawa, Chem. Commun. (Cambridge, UK) 1839–

1841 (2005)



586 N. Tohnai

36. Y. Mizobe, H. Ito, I. Hisaki, M. Miyata, Y. Hasegawa, N. Tohnai, Chem. Commun. (Cambridge,
UK) 2126–2128 (2006)

37. T. Hinoue, Y. Mizobe, I. Hisaki, M. Miyata, N. Tohnai, Chem. Lett. 37, 642–643 (2008)
38. Y. Mizobe, T. Hinoue, A. Yamamoto, I. Hisaki, M. Miyata, Y. Hasegawa, N. Tohnai, Chem.

Eur. J. 15, 8175–8184 (2009)
39. T. Hinoue, Y. Shigenoi, M. Sugino, Y. Mizobe, I. Hisaki, M. Miyata, N. Tohnai, Chem. Eur. J.

18, 4634–4643 (2012)
40. A. Collet, in Comprehensive Supramolecular Chemistry, ed. by D.N. Reinhoudt, vol. 10

(Pergamon, Oxford, 1996), p. 113
41. E. Ebbers, G.J.A. Ariaans, B. Zwanenburg, A. Bruggink, Tetrahedron Asymmetry 9,

2745–2753 (1998)
42. T. Vries, H. Wynberg, E. Van Echten, J. Koek, W. Ten Hoeve, R.M. Kellogg, Q.B. Broxterman,

A. Minnaard, B. Kaptein, S. Van der Sluis, L. Hulshof, J. Kooistra, Angew. Chem. Int. Ed. 37,
2349–2354 (1998)

43. D. Kozma, G. Pokol, M. Acs, J. Chem. Soc. Perkin Trans. 2, 435–439 (1992)
44. K. Kinbara, K. Sakai, Y. Hashimoto, H. Nohira, K. Saigo, J. Chem. Soc. Perkin Trans. 2,

2615–2622 (1996)
45. Y. Kobayashi, K. Kinbara, M. Sato, K. Saigo, Chirality 17, 108–112 (2005)
46. Y. Kobayashi, K. Kodama, K. Saigo, Org. Lett. 6, 2941–2944 (2004)
47. A. Tanaka, K. Inoue, I. Hisaki, N. Tohnai, M. Miyata, A. Matsumoto, Angew. Chem. Int. Ed.

45, 4142–4145 (2006)
48. H. Koshima, M. Nagano, T. Asahi, J. Am. Chem. Soc. 127, 2455–2463 (2005)
49. C.P. Brock, J.D. Dunitz, Acta Crystallogr. Sect. B 46, 795–806 (1990)
50. N.J. Turro, Modern Molecular Photochemistry (The Benjamin/Cummings, Menlo Park, 1978)
51. J. Gierschnera, M. Ehni, H.-J. Egelhaaf, B.M. Medina, D. Beljonne, H. Benmansour, G.C.

Bazan, J. Chem. Phys. 123, 144914–144919 (2005)
52. M.K. Singh, G.E. Walrafen, J. Solut. Chem. 34, 579–583 (2005)
53. C.-F. Lin, Y.-H. Liu, C.-C. Lai, S.-M. Peng, S.-H. Chiu, Chem. Eur. J. 12, 4594–4599 (2006)
54. J. Zhuang, W. Zhou, X. Li, Y. Li, N. Wang, X. He, H. Liu, Y. Li, L. Jiang, C. Huang, S. Cui, S.

Wang, D. Zhu, Tetrahedron 61, 8686–8693 (2005)
55. A.R. Hirst, D.K. Smith, Chem. Eur. J. 11, 5496–5508 (2005)
56. N. Yoswathananont, K. Sada, K. Nakano, K. Aburaya, M. Shigesato, Y. Hishikawa, K. Tani,

N. Tohnai, M. Miyata, Eur. J. Org. Chem. 2005, 5330–5338 (2005)
57. K. Nakano, K. Sada, K. Nakagawa, K. Aburaya, N. Yoswathananont, N. Tohnai, M. Miyata,

Chem. Eur. J. 11, 1725–1733 (2005)
58. K. Sada, N. Shiomi, M. Miyata, J. Am. Chem. Soc. 120, 10543–10544 (1998)
59. J.C. Amicangelo, W.R. Leenstra, J. Am. Chem. Soc. 125, 14698–14699 (2003)
60. H. Ihmels, D. Leusser, M. Pfeiffer, D. Stalke, Tetrahedron 56, 6867–6875 (2000)
61. H. Bouas-Laurent, J.-P. Desvergne, A. Castellan, R. Lapouyade, Chem. Soc. Rev. 29, 43–55

(2000)
62. H. Bouas-Laurent, J.-P. Desvergne, A. Castellan, R. Lapouyade, Chem. Soc. Rev. 30, 248–263

(2001)



Chapter 30
Solid-State Circularly Polarized Luminescence
of Chiral Supramolecular Organic Fluorophore

Yoshitane Imai

Abstract Chiral supramolecular organic fluorophores were successfully developed
using two organic components with different functionalities (namely, a chiral amine
and an achiral fluorescent carboxylic acid (or sulfonic acid) or an achiral amine
and achiral fluorescent carboxylic acid). The supramolecular organic fluorophores
exhibited chiroptical properties in the solid state, as determined by circular dichro-
ism (CD) or circularly polarized luminescence (CPL). The chiroptical properties
could easily be tuned by changing the component molecules, without the need for
synthetic modifications.

Keywords Circular dichroism (CD) • Circularly polarized luminescence (CPL) •
Fluorophore • Supramolecule

30.1 Introduction

The solid-state optical properties of organic compounds are very important in the
development of new functional materials. Specifically, the solid-state circularly
polarized luminescence (CPL) of chiral organic compounds has recently attracted
significant attention, such as in polarized 3D systems. However, there are few studies
regarding the CPL of solid-state organic fluorophores. Most chiral organic fluo-
rophores that possess solid-state fluorescence are composed of a single component,
and there have only been a few reports concerning chiral, supramolecular organic
fluorescent complexes containing two or more organic molecules. One of the key
properties of chiral supramolecular fluorophores may be the ability to easily alter
their chiroptical properties by varying the component molecules. In addition, the
resultant chiral supramolecular fluorophores may exhibit effective functionalities
due to the synergistic effects of packing and the properties of the component
molecules in the solid state.
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In this chapter, the preparation of chiral supramolecular organic fluorophores
derived from two different functional organic molecules and their solid-state
chiroptical properties, as determined by circular dichroism (CD) and CPL, are
reported.

30.2 Solid-State Circularly Polarized Luminescence (CPL)
of a Chiral Supramolecular Organic Fluorophore
Composed of a One-Dimensional (1D) Column
Structure

Chiral supramolecular organic fluorophores containing molecules with different
characteristics (fluorescent and chiral molecules) have been reported. Two-
component chiral supramolecular organic fluorophore I composed of the fluorescent
component molecule 2-anthracenecarboxylic acid (1) and chiral amine molecule
(1R,2R)-(C)-1,2-diphenylethylenediamine ((1R,2R)-2) was successfully prepared
via crystallization from solution (Fig. 30.1) [1].

Complex I contains fluorescent and chiral units and therefore exhibits circular
dichroism (CD) and circularly polarized luminescence (CPL). The solid-state CD of
I was measured in a KBr pellet (Fig. 30.2). The KBr pellet samples were prepared
according to the standard procedure for obtaining glassy KBr matrices [2].

Features in the CD spectrum originating from the fluorescent anthracene unit can
be observed between 350 and 420 nm. The circular anisotropy (gCD D�OD/OD)
factor of the first Cotton CD band (�CD D 406 nm) is approximately C0.5 � 10�3. In
order to determine whether or not any artifacts contributed to the CD spectrum, the
CD spectrum of complex I0 composed of (1S,2S)-(-)-1,2-diphenylethylenediamine
((1S,2S)-2) instead of (1R,2R)-2 was measured. A mirror image CD spectrum to
that of I was observed. However, the observed CD spectrum of the supramolecular
complex might represent the interactions between the complex and the KBr
matrix, rather than the complex itself [3]. Therefore, the diffuse reflectance circular
dichroism (DRCD) spectra of I and I0 without the KBr matrix were measured
(Fig. 30.3).

The DRCD spectrum was similar to the CD spectrum, suggesting that there
was no influence of the KBr matrix on the CD measurements, and the effective
chiral transfer from the chiral unit to fluorescent anthracene unit occurred during
complexation.

Fig. 30.1 Supramolecular
component molecules COOH

H2N NH2

1 (1R,2R)-2
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Fig. 30.2 Solid-state CD spectra of complexes I (black lines) and I0 (gray lines) in the solid state
(in KBr pellets)
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Fig. 30.3 Solid-state DRCD spectra of complexes I (black line) and I0 (gray line) in the solid state

The solid-state CPL and PL spectra of complex I using KBr pellets are shown in
Fig. 30.4.

Although fluorescence quenching in the condensed and crystalline states is a
serious concern in the application of organic fluorophores in emitter materials,
complex I exhibits solid-state fluorescence. The solid-state fluorescence maximum
(�em) of I is 432 nm, and a shift (27 nm) to a lower wavelength is observed relative
to that of fluorescent component molecule 1. Since the PL spectra of I with and
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Fig. 30.4 Solid-state CPL and PL spectra of complex I in the solid state (in a KBr pellet)

Fig. 30.5 Crystal structures of complex I. (a) Columnar hydrogen- and ionic-bonded network
along the b-axis. (b) Packing structure observed along the b-axis. Balls indicate included water
molecules

without KBr are similar, the KBr matrix did not influence the measurements of
this supramolecular system. Complex I exhibits a positive (C) CPL. The circular
anisotropy (gem D 2(IL�IR) / (IL C IR)) factor is approximately C7.74 � 10�4.

To determine the origin of CPL of complex I, the structure of I is shown in
Fig. 30.5. Complex I has a one-dimensional (1D) columnar hydrogen- and ionic-
bonded network along the b-axis (Fig. 30.5a). This network is primarily formed by
the carboxylate oxygen of a carboxylic acid anion in 1 and the ammonium hydrogen
of the protonated amine in (1R,2R)-2. Complex I is formed by the assembly of this
1D column (Fig. 30.5b). Regarding the origin of CD and CPL, the crystal structures
and the oscillator coupling theory [4, 5] suggest that the features of the CD and CPL
originating from the fluorescent anthracene unit were caused by interactions of the
anthracene unit, between adjoining 1D columns.
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30.3 Solid-State Circularly Polarized Luminescence (CPL)
of a Chiral Supramolecular Organic Fluorophore
Composed of a Two-Dimensional (2D) Layered Network
Structure

The advantage of two-component supramolecular organic fluorophores is that the
optical properties of these fluorophores can be easily controlled by changing
the component molecules. Therefore, when suitable carboxylic acid or amine
derivatives are used as component molecules, a chiral supramolecular organic
fluorophore composed of a two-dimensional (2D) or 3D network structure can be
formed.

By using chiral amine molecule (1R,2S)-(C)-1-amino-2-indanol ((1R,2S)-3)
instead of (1R,2R)-(C)-1, 2D layered chiral supramolecular organic fluorophore
II with fluorescent 2-anthracenecarboxylic acid [1] was successfully prepared
(Fig. 30.6) [6].

The crystal structure of chiral complex II is shown in Fig. 30.7. Complex II
has a supramolecular 2D layered hydrogen- and ionic-bonded network formed
by the association of the carboxylate oxygen of a carboxylic acid anion in 1
and the ammonium hydrogen of the protonated amine in (1R,2S)-3 along the a-
and b-axes (indicated by dotted borders in Fig. 30.7). The stoichiometry of II
is 1:(1R,2S)-3:H2O D 1:1:1 and its space group is P212121. The included water

Fig. 30.6 Supramolecular
component molecules

COOH NH2

OH

1 (1R,2S)-3

b-axisa b
c-axis

c-axis a-axis

(1R,2S)-3

H2O

1

Fig. 30.7 Crystal structures of complex II. (a) Packing structure comprising 2D layered network
structure observed along the a-axis. (b) View down the b-axis. The dotted borders indicate the 2D
layered network structure
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Fig. 30.8 Solid-state CD spectra of complexes II (black line) and II0 (gray line) in the solid state
(in KBr pellets)

molecules link two hydroxyl groups of (1R,2S)-3 via hydrogen bonds and contribute
to the layered network structure. Moreover, this layered network structure is
also maintained by CH-
 and benzene-anthracene edge-to-face interactions. The
self-assembly of the 2D layered network structure with anthracene-anthracene edge-
to-face interlayer interactions along the c-axis results in the formation of chiral
complex II (Fig. 30.7a, b).

The solid-state CD spectrum of complex II (indicated by the black line) is shown
in Fig. 30.8. Fluorescent anthracene unit peaks can be observed around 410 nm
in the CD spectrum. The circular anisotropy factor (gCD) of the first Cotton CD
band (�CD D 410 nm) is approximately C0.6 � 10�3. The CD spectrum of complex
II0 prepared using (1S,2R)-(-)-1-amino-2-indanol ((1S,2R)-3) was nearly a mirror
image of that of II (indicated by the gray line in Fig. 30.8). These results confirmed
the effective chirality transfer from the chiral unit to the fluorescent anthracene unit
through complexation in the 2D layered network structure.

The solid-state fluorescence maximum (�em) of complex II can be observed
at 440 nm, and the absolute value of the photoluminescence quantum yield (·F)
is 0.16. Consequently, when the solid-state CPL spectrum of II was measured in
a KBr pellet (Fig. 30.9), the PL spectrum of II was similar to the PL spectrum
without KBr.

This result confirmed the lack of influence of the KBr matrix on the 2D layered
complex. Complex II exhibits a negative (�) CPL, and the circular anisotropy factor
(gem) is approximately �0.7 � 10�3.

Upon comparing 1D columnar anthracene supramolecular fluorophore I with 2D
layered anthracene supramolecular fluorophore II, dramatic changes in �em and gem

are not observed. Interestingly, the sign of the CPL spectra are different (positive (C)
for I and negative (�) for II), although the sign of optical rotation of chiral amine
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Fig. 30.9 Solid-state CPL and PL spectra of complex II in the solid state (in a KBr pellet)

Fig. 30.10 Supramolecular
component molecules

1

H CH3

NH2

rac-4

COOH

molecules are the same. The reversal of the sign of the CPL spectra was caused by
a local change in the packing arrangement of the fluorescent anthracene units.

30.4 Preparation of Spontaneously Resolved Chiral
Supramolecular Organic Fluorophore

Generally, chiral organic materials are prepared using chiral molecules as starting
compounds. Unfortunately, most chiral molecules are not readily available and are
more expensive than achiral or racemic molecules. Therefore, chiral supramolecular
organic fluorophores prepared via achiral or racemic molecules may be useful from
economic and industrial viewpoints.

Chiral supramolecular organic fluorophore III can be obtained using achiral
fluorescent molecule 2-anthracenecarboxylic acid (1) and rac-1-phenylethylamine
(rac-4), where rac-4 is an equimolar mixture of (R)-and (S)-1-phenylethylamine
(Fig. 30.10) [7]. Notably, this is a spontaneously resolved chiral fluorescent system.

Chiral fluorophore III (or III0) composed of 1 and (R)-4 (or (S)-4) can be easily
obtained from the crystallization of a solution containing 1 and rac-4. Complexes
III (indicated by black line) and III0 (indicated by gray line) exhibit mirror image
solid-state CD spectra (Fig. 30.11). The peaks in the CD spectrum originating
from the fluorescent anthracene unit are observed between 330 and 450 nm. The
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Fig. 30.11 Solid-state CD spectra of complexes III (black line) and III0 (gray line) in the solid
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b-axis

a
b

(R)-4

c-axis

a-axis

1

Fig. 30.12 Crystal structures of complex III. (a) 21-helical columnar network structure along the
b-axis. (b) Packing structure observed along the b-axis

circular anisotropy (gCD) factor of the first Cotton CD band (�CD D 404 nm) of III
is approximately �0.6 � 10�3.

The solid-state fluorescence maximum (�em) of complex III is 430 nm, and a
hypsochromic shift (34 nm) is observed relative to the �em of 1. The photolumines-
cence quantum yield (·F) increases from 0.04 to 0.20 relative to that of 1.

Interestingly, from the X-ray analysis, it is evident that complex III has a
characteristic 21-helical columnar network along the b-axis (Fig. 30.12a). This
column is primarily formed by the carboxylate oxygen of the carboxylic acid anions
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in 1 and the ammonium hydrogen of the protonated amine in 4. Complex III is
formed by the assembly of these 21-columns by anthracene-anthracene edge-to-face,
benzene-anthracene edge-to-face, and anthracene-benzene edge-to-face interactions
(Fig. 30.12b). The stoichiometry of III is 1:(R)-4 D 1:1, and its space group is P21.
This suggests that the combination that produces a 21-column-like structure may
produce the spontaneously resolved chiral supramolecular organic fluorophore.

30.5 Solid-State Circularly Polarized Luminescence (CPL)
of a Chiral Supramolecular Organic Fluorophore
Composed of Achiral Component Molecules

The origin and amplification of chirality that leads to an overwhelming enan-
tioenrichment of organic molecules is a significant topic of interest in the field
of chemistry. One proposed theory for the origin of chirality is the generation of
chiral crystals from achiral molecules with each crystal exhibiting one of the two
possible enantiomers [8–22]. In other words, enantioenriched organic molecules can
be formed and augmented by asymmetric reactions using chiral crystals obtained
from achiral molecules. Another theory involves the formation of enantioenriched
molecules from racemic compounds by interstellar CPL [23–25].

Chiral supramolecular organic fluorophore IV can be obtained from two achiral
organic molecules, namely, fluorescent 2-anthracenecarboxylic acid (1) and benzy-
lamine 5 (Fig. 30.13) [26].

When a mixture of 1 and 5 is dissolved in ethanol (EtOH) and left to stand at
room temperature, two polymorphic colorless complexes IV(A) (or IV(A)0 with
opposite chirality to IV(A)) and IV(B) composed of 1 and 5 can be obtained.
Complex IV(A) (or IV(A)0) shows a CD in the solid state and is a chiral crystal
(Fig. 30.14). On the other hand, IV(B) shows no CD in the solid state and is a
racemic complex.

Features in the CD spectrum of IV(A) originating from the fluorescent
anthracene unit are observed around 416 nm (black line in Fig. 30.14). The
circular anisotropy factor (gCD) of the first Cotton CD band (�CD D 416 nm) is
approximately �1.0 � 10�3.

Complex IV(A) exhibits fluorescence. The solid-state fluorescence maximum for
IV(A) (�em) is 446 nm, and the photoluminescence quantum yield (·F) is 0.16,
which is 4 times greater than that of 1 in the solid state.

Fig. 30.13 Supramolecular
component molecules

COOH CH2NH2

1 5
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Fig. 30.14 Solid-state CD spectra of complexes IV(A) (black line) and IV(A)0 (gray line) in the
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Fig. 30.15 Solid-state CPL and PL spectra of complex IV(A) in the solid state (KBr pellet)

Interestingly, IV(A) with a negative Cotton CD effect emits a negative (�) CPL
with a circular anisotropy (gem) factor of approximately �1.1 � 10�3, despite the
fact that it is composed of achiral component molecules (Fig. 30.15).

Expectedly, chiral IV(A) also has a 21-helical columnar hydrogen- and
ionic-bonded network along the b-axis, similar to spontaneously resolved chiral
supramolecular fluorophore III (Fig. 30.16a).
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Fig. 30.16 Crystal structures of complex IV(A). (a) 21-helical columnar network along the b-axis.
(b) Packing structure observed along the b-axis

The stoichiometry of IV(A) is 1:5 D 1:1 and the space group is P21. The
complex is formed by the assembly of the 21-column. Each column interacts via
anthracene-anthracene edge-to-face and benzene-anthracene edge-to-face interac-
tions (Fig. 30.16b).

The origin of the CPL can be explained by the crystal structure and by the
theory of oscillator coupling, which suggest that the features of the CPL spectrum
originating from the fluorescent anthracene unit are caused by the interactions of the
anthracene units between adjoining 21-helical columns.

In this system, crystal polymorphism (crystals IV(A) and IV(B)) creates an issue.
This problem can be solved using unique crystallization methods, as opposed to the
typical solution crystallization method. Interestingly, when fluorescent molecule 1
is left to stand at room temperature in the vapor of liquid molecule 5, racemic IV(B)
is obtained. On the other hand, when a mixture of 1 and 5 is directly ground in an
agate mortar, chiral IV(A) can be obtained, suggesting that the polymorphism of the
system can be controlled by the type of crystallization method.

30.6 Unclassical Control of Solid-State Circularly Polarized
Luminescence (CPL) by Supramolecular
Complexation–I

In order to control the sign of the optical properties of a given chiral compound,
a chiral compound with the opposite chirality is typically used. However, chiral
compounds with opposite chirality may not be readily available. Therefore, a way
to tune the sign of the optical properties of a chiral fluorophore without using a
counterpart with the opposite chirality is desired in the development of novel chiral
fluorescent systems.

Interestingly, in two-component chiral supramolecular organic fluorophores, the
sign of CPL can be controlled not only by using a chiral component molecule
with opposite chirality but also by changing the bonding substituent of the achiral
fluorescent component in the solid state [27].
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Fig. 30.18 Solid-state CD spectra of complexes V composed of (1R,2R)-2 (black line) and V0

composed of (1S,2S)-2 (gray line) in the solid state (using KBr pellets)

Chiral complex V composed of (1R,2R)-2 and 2-anthraceneacetic acid (6)
exhibits fluorescence with a solid-state fluorescence maximum (�em) at 435 nm and
a photoluminescence quantum yield (·F) of 0.06 (Fig. 30.17). Complex V shows
a solid-state CD originating from a fluorescent anthracene unit between 330 and
420 nm (indicated by black line in Fig. 30.18). The circular anisotropy (gCD) factor
of the first Cotton CD band (�CD D 405 nm) is approximately C0.3 � 10�3. When
the CD of V is compared to that of I composed of 1 and (1R,2R)-2 (Fig. 30.2),
the two spectra are similar. Specifically, the signs of the first Cotton CD bands
(�CD D 405 nm for V and 406 nm for I) are both positive (C), and the gCD factor of
V is close to that of I.

Interestingly, complex V exhibits a negative (�) CPL with a circular anisotropy
(gem) factor at approximately �0.9 � 10�3 in the solid state (indicated by black
line in Fig. 30.19). However, the sign of the CPL spectrum of I is positive (C)
(Fig. 30.19, indicated by gray line), despite the use of the same chiral component
molecule, (1R,2R)-2. The gem factor of V is close to that of I, and the sign of the CPL
of the supramolecular fluorophore can clearly be controlled by simply changing a
bonding substituent in the achiral fluorescent component molecule in the solid state.

The crystal structures of complexes I and V are shown in Fig. 30.20. The
stoichiometry of V is (1R,2R)-1:6:H2O D 2:2:1 and the space group is P21212.
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Fig. 30.20 Crystal structures of complexes I and V. (a) 1D columnar network structure along
the c-axis for V. (b) 1D columnar network structure along the b-axis for I. (c) Packing structure
observed along the c-axis for V. (d) Packing structure observed along the b-axis for I

Complex V has a 1D columnar hydrogen- and ionic-bonded network along the
c-axis, similar to I (Fig. 30.20a). The included water molecules (indicated by
balls in Fig. 30.20) also contribute to the maintenance of the columnar frame,
also similar to I. Complex V is formed by the assembly of the 1D column
(Fig. 30.20c). Interestingly, although V and I have a similar chiral 1D columnar
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structure (Fig. 30.20a, b), the packing structures of the 1D columns are different
(Fig. 30.20c, d). Specifically, although the fluorescent anthracene units between the
adjoining 1D columns are zigzag in I, the units in complex V lie vertically between
the 1D columns.

Regarding the origin of CD and CPL, from the crystal structures and CD, it is
evident that although the packing structure of the fluorescent anthracene unit in
complexes I and V is different, the chirality of both complexes in the ground state
is the same. The crystal structures and oscillator coupling theory suggest that the
CD and CPL features originating from the fluorescent anthracene unit are caused by
interactions between the adjoining 1D columns. Therefore, the reversal of the CPL
sign between I and V may be caused by a local change in the excited-state packing
arrangement of the fluorescent anthracene unit in V. Particularly, a local structural
change in excited state of V may be induced in the crystalline state.

30.7 Unclassical Control of Solid-State Circularly Polarized
Luminescence (CPL) by Supramolecular
Complexation–II

By changing the substituent in the chiral component molecule but not its chirality,
the solid-state chiral optical properties of a two-component supramolecular organic
fluorophore can be tuned [28].

Complex VI, composed of 7 and (R)-(C)-1-phenylethylamine ((R)-4), and
complex VII, composed of 7 and (R)-(C)-1-(4-methoxyphenyl)-ethylamine ((R)-
8), can be easily prepared by crystallization from solution (Fig. 30.21). Chiral
component molecules (R)-4 and (R)-8 possess different aryl units, yet the same
chirality ((R)-(C)).

Complexes VI and VII exhibit fluorescence in the solid state. The solid-state
fluorescence maximum (�em) and photoluminescence quantum yields (·F) of
VI and VII are similar, despite the different aryl units on the 1-arylethylamine
molecules. Solid-state �em for VI and VII are observed at 349 and 348 nm, and
the ·F for VI and VII are 0.09 and 0.08.

The shapes of the solid-state CD spectra of VI and VII are also similar
(Fig. 30.22). Characteristic peaks of the naphthalene unit are observed between 260
and 350 nm. Effective chiral transfer occurs from the chiral unit to the fluorescent

Fig. 30.21 Supramolecular
component molecules COOH

7 (R)-4 : R = H
(R)-8 : R = OCH3

H CH3

NH2

R
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Fig. 30.23 Solid-state CPL and PL spectra of complexes (a) VI and (b) VII in the solid state (in
KBr pellets)

naphthalene unit through complexation. Interestingly, even though VI and VII are
composed of amines with the same chirality, the signs of the CD spectra of VI
and VII are opposite. Specifically, the sign is negative (�) for VI (indicated by
black lines in Fig. 30.22a) and positive (C) for VII (indicated by black lines in
Fig. 30.22b). The circular anisotropy factors (gCD) of the first Cotton CD band
(�CD D 330 nm for VI and 329 nm for VII) are approximately �5.6 � 10�4 for VI
and C3.7 � 10�4 for VII.

The solid-state CPL of complexes VI and VII were measured in KBr pellets and
compared (Fig. 30.23).

Expectedly, the sign of the CPL spectra changes from negative (�) for VI to
positive (C) for VII. The circular anisotropy factor (gem) of complexes VI and
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Fig. 30.24 Crystal structures of VI and VII. (a) 21-helical columnar network structure along the a-
axis for VI. (b) Pseudo-21-helical columnar network structure along the a-axis for VII. (c) Packing
structure observed along the a-axis for VI. (d) Packing structure observed along the a-axis for VII

VII is approximately �4.0 � 10�4 and 7.6 � 10�4, respectively. The CPL sign of
the chiral supramolecular organic fluorophore composed of 1-arylethylamine was
controlled by changing the aryl unit in the chiral 1-arylethylamine component
molecule, without changing its chirality.

The crystal structures of complexes VI and VII are quite different (Fig. 30.24).
The stoichiometry of VI is 7:(R)-4 D 1:1, and its space group is P212121. On the
other hand, the stoichiometry of VII is 7:(R)-8 D 1:1, and its space group is P1.
Complex VI has a characteristic 21-helical columnar network structure along the
a-axis (Fig. 30.24a). On the other hand, in complex VII the component molecules 7
and (R)-8 form a pseudo-21-helical columnar network along the a-axis (Fig. 30.24b).

VI is formed by the assembly of the 21-helical columns (Fig. 30.24c) without
major intercolumnar interactions (Fig. 30.24c). On the other hand, the packing
structure of the pseudo-21-helical column in VII is different from that of VI
(Fig. 30.24d). In VII, there are three types of intercolumnar interactions: (a) CH-

interactions, (b) naphthalene-benzene edge-to-face interactions, and (c) benzene-
naphthalene edge-to-face interactions.

The origins of the chiroptical properties of VI and VII were studied on the basis
of the crystal structures. The chiroptical properties of single molecules of 7 in the
two complexes were examined theoretically. Figure 30.25 displays the calculated
rotational strengths of 7 in VI and VII, where the rotational strengths at 300–350 nm
correspond to the experimentally observed CD intensities in the longest wavelength
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Fig. 30.25 Calculated rotational strengths (in 10–40 erg•esu•cm•Gauss-1 unit) and electronic
excitation wavelength for molecule 7. (a) Molecules taking the geometries in complex VI. (b)
and (c) Molecules taking the geometries in VII (two crystallographically independent molecules)

region 260–300 nm, although the correspondence to the experimentally observed
wavelength is not good because of the calculation precision.

The data suggest a negative (�) intensity for VI (Fig. 30.25a) and a positive
(C) intensity for VII (Fig. 30.25b). Complex VII has negative intensities as well
(Fig. 30.25c), but the positive contribution overwhelms the negative contribution
due to aggregation. These rotational strengths result from the distortions of 7 around
the C-CO2 bond; the OC-CC dihedral angles are �18.6ı (�15.7ı) in VI and 34.9ı
(34.4ı) and �42.0ı (�38.9ı) in VII. The calculated data suggest that the fixation
of the molecular structure of 7 may contribute to the experimentally observed CD
intensities between 260 and 350 nm.

30.8 Conclusions

Chiral supramolecular organic fluorophores were successfully developed using two
organic molecules with different functionalities, namely, a chiral amine and an
achiral fluorescent carboxylic acid (or sulfonic acid) or an achiral amine molecule
and achiral fluorescent acid. The supramolecular organic fluorophores exhibited
circular dichroism (CD) or circularly polarized luminescence (CPL) in the solid
state. The chiroptical properties of the fluorophores could be tuned by changing the
component molecules. Specifically, the signs of the solid-state CD and CPL spectra
could be reversed by altering the packing arrangement of the fluorescent unit, rather
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than by reversing the chirality of the chiral component. Chiral supramolecular
organic fluorophores with such functionalities are expected to be useful in the
development of novel, solid-state chiral supramolecular fluorophores.
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Chapter 31
Relationship Between the Crystal Structures
and Transistor Performance of Organic
Semiconductors

Yoshiro Yamashita

Abstract Organic field-effect transistors (OFETs) have several advantages such
as low cost, flexibility, and large-area fabrication. High performance of transistor
means high mobility, large on/off ratio, low threshold voltage, and high stability.
To achieve the high performance, the development of new organic semiconductors
is essential. The performance is dependent on the crystal structures of organic
semiconductors. The relationship between them is described here, giving a guideline
for molecular design. In thin-film transistors, polycrystalline films are necessary for
strong intermolecular interactions leading to high mobility. Two-dimensional crystal
structures are favorable for carrier transportation to reduce the grain boundary
effects. Herringbone structures have an advantage of two-dimensional structures.
In  -stacking structures, two-dimensional structures are achieved by the formation
of two-dimensional columns or using interheteroatom interactions.

Keywords Organic semiconductors • Organic field-effect transistors • Electron
donors • Electron acceptors

31.1 Introduction

Organic field-effect transistors (OFETs) have attracted much attention for applica-
tions such as display drivers, identification tags, and smart cards because they have
advantages of low cost, flexibility, and lightweight [1]. Organic semiconductors
can be processed at low temperatures compatible with plastic substrates, whereas
Si-based FETs require higher temperatures for processing. By using solution
techniques such as spin coating, inkjet printing, and screen printing, large-area
fabrication is possible at low costs. Modification of organic semiconductors can
easily tune the characteristics of transistors.
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Fig. 31.1 Structure of OFET
device

Organic Semiconductors

Insulator ( SiO2 )

Substrate ( n-Si )

Gate

Source Drain

OFET devices have a simple structure. A typical bottom-contact structure is
described in Fig. 31.1, which is composed of source, drain and gate electrodes,
and an active layer of organic semiconductor. An insulator layer such as SiO2

exists between the gate electrode and organic semiconductor. The semiconductor
layer affords carrier paths. FET characteristics are evaluated on carrier mobility,
on/off current ratio, and threshold voltage. High performance of transistor means
high mobility, large on/off ratio, and low threshold voltage. In addition, the high
stability of device in air is essential for practical applications. To achieve such
high performance, the development of new organic semiconductors is particu-
larly important. Proper frontier orbital energy levels near the work functions of
source/drain electrodes are necessary for injection of carriers. HOMO levels are
important for p-type semiconductors, while LUMO levels are related to the n-
type ones.  -Conjugated molecules with electron-donating properties have high
HOMO levels and are candidates for p-type semiconductors. On the other hand,
electron-accepting molecules with low LUMO levels become n-type semiconduc-
tors. Many p-type organic semiconductors have been reported so far and some
semiconductors show higher mobilities than amorphous silicon (1 cm2/Vs). Typical
p-type semiconductors are acenes such as pentacene and heterocyclic oligomers
such as oligothiophenes. These materials make OFETs more attractive and practical
applications using them have been attempted. On the other hand, high-performance
n-type semiconductors have been obtained by introducing electron-withdrawing
groups such as fluoro or perfluoroalkyl substituents into p-type semiconductor cores.

In addition to the proper energy levels of molecules, efficient carrier paths should
be constructed for high carrier mobilities in OFET devices. Strong intermolecular
interactions lead to the high mobility in crystals. OFETs are a thin-film device,
where polycrystalline thin films are necessary for high carrier mobilities and
amorphous ones exhibit low mobility. The crystalline films are generally composed
of grains. Since the grains are microcrystals, the single crystal structures can be
used for discussion on carrier transport in the grains. However, the charge transport
between the grains is hopping and less efficient compared with that in crystals.
The grain boundary is a barrier to the carrier transportation. The efficiency of
transport between the grains is considered to be dependent on the direction of
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microcrystals. Since the control of the direction of crystals is difficult, molecules
with two-dimensional crystal structures seem favorable for carrier transportation.

In this chapter organic semiconductors affording high-performance FET devices
are described, and the relationship between the crystal structures and the transistor
characteristics is discussed to show the strategies of molecular design for the high
performance.

31.2 p-Type Organic Semiconductors

31.2.1 Acenes

Pentacene 1 has been most commonly used as a p-type semiconductor and shows
the highest hole mobility of 3.0 cm2/Vs in thin-film OFET devices [2]. Pentacene
and the tetramethyl derivative have a herringbone structure in the crystals [3]. Such
a structure is often observed in the structures of polycyclic aromatic compounds.
Although the intermolecular interaction in the herringbone structure is weaker
than that in the columnar  -stacking structure, the dimensionality of interaction
is higher. As mentioned before, two-dimensional structures are favorable for carrier
transportation in thin-film devices to reduce the boundary effect. The high mobility
of pentacene is attributed to the structure as well as to the small reorientation energy
(Scheme 31.1).

Pentacene has disadvantages such as instability in air and low solubility in
solvents. Replacement of the benzene rings with thiophene ones enhances the air

Scheme 31.1 Structures of 1–9
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Fig. 31.2 (a) Crystal structure of 5 [7] and (b) that of 6 [8]

stability. For example, thiophene-containing compound 2 is stable in air and the hole
mobility is 0.31 cm2/Vs [4]. The pentacene derivative 3 exhibits higher mobility of
0.39 cm2/Vs due to the more extended  -conjugation [5].

Takimiya et al. developed new semiconductors containing thienothiophene units
4 and 5. The diphenyl derivative 4 showed excellent FET performance and the
hole mobility reached to 2.0 cm2/Vs [6]. The device was stable for several months
on standing in air. Interestingly, the alkyl-substituted derivatives 5 afforded high-
performance FETs using a solution method [7]. The mobility and solubility were
dependent on the alkyl chain length. The highest solubility was observed at the C9
length and the solubility decreased in the derivatives with longer lengths due to
the van der Waals attraction between the alkyl groups. The derivative with the C13
length showed the highest mobility of 2.75 cm2/Vs. The single crystal structure of
the C12 derivative revealed a layer by layer structure as shown in Fig. 31.2a, where
the aliphatic layers and  -core layers are alternatively stacked. The stacking pattern
of the  -core unit is herringbone. The naphthalene fused derivative 6 exhibited a
higher mobility of 2.9 cm2/Vs whose device was fabricated by a vacuum-deposition
method and stable in air [8]. The single crystal structure of 6 is also herringbone as
depicted in Fig. 31.2b.

The single crystal devices are expected to show higher mobilities than the
conventional thin-film ones since no grain boundaries exist in the single crystals.
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Very thin platelike crystals are suitable for the single crystal devices since they
can be closely placed on the substrates. The alkyl-substituted thiophene-acenes
with herringbone structures often afford such crystals because the crystals grow
well along two-dimensional stacking directions and do not grow well along the
alkyl groups. They show excellent mobility when they have strong intermolecular
interactions. Sulfur-containing molecules have a possibility of strong intermolecular
interactions owing to the intermolecular S � � � S contacts.

Recently, new fabrication methods for single crystal devices from the solutions
have been developed. The device of alkyl substituted 5 fabricated by a double-shot
inkjet method showed a very high mobility over 30 cm2/Vs [9]. Takeya et al. have
developed a solution-crystallization method for single crystal devices. Using this
method, they reported 11 cm2/Vs of alkyl-substituted 7 [10]. They also developed
a new type of semiconductors 8 with a bent molecular and herringbone structure,
which showed a high mobility of 12 cm2/Vs in the single crystal device [11]. The
single crystal device of bisthienothiophene 9 fabricated by a drop casting method
showed 9.5 cm2/Vs [12]. The crystal structure is herringbone and intermolecular
S � � � S contacts (3.34 Å) are observed. The heteroatom contacts are considered to
increase intermolecular interactions leading to the high mobility.

As mentioned above, pentacene and its analogues with a herringbone structure
in the crystal show high hole mobility. The herringbone structure has an advantage
of two-dimensional structure, which is favorable for carrier transportation in thin
films. On the other hand,  -stacking structures are expected to have stronger  - 
intermolecular interactions than in herringbone ones owing to the larger transfer
integrals between molecules. Therefore, construction of  -stacking structures in
acenes has been attempted to investigate the stacking effect.

A method for constructing a  -stacking structure is to use intermolecular charge-
transfer interactions. Pentacene derivative 10 with an electron-accepting quinone
unit takes a  -stacking columnar structure owing to the intermolecular electron
donor-acceptor interaction, where the pentacene unit works as a donor part [13].
The mobility of 10 is 0.05 cm2/Vs, which is much lower than that of pentacene
with a herringbone structure. This result can be attributed to the one-dimensional
columnar structure of 10, which is unfavorable for carrier transportation between
grains in thin films.

However, formation of two-dimensional  -stacking structures is possible by
molecular design using steric interactions. A pentacene derivative 11 containing
acetylene units with a bulky substituent takes a  -stacking two-dimensional colum-
nar structure to avoid steric interactions as shown in Fig. 31.3. The derivative
containing isopropyl groups afforded an FET device with a high mobility of
0.4 cm2/Vs [14]. Another advantage of 11 is its good solubility, making a solution
process for the device fabrication possible. This method of using bulky acetylene
groups was applied to thiophene analogues 12. The Et derivative takes a two-
dimensional columnar structure and exhibited a high mobility of 1.0 cm2/Vs,
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Fig. 31.3 Two-dimensional columnar structure of 11 [15]

Fig. 31.4 Crystal structure of
rubrene 13 [16]

whereas the isopropyl derivative showed a lower mobility of 10�4 cm2/Vs due to
the one-dimensional columnar structure [15]. This result indicates that the bulk of
substituents controls the crystal structures determining the carrier mobility.

On the other hand, in single crystal devices, molecules with  -stacking structures
show high mobilities when thin crystals are obtained. Introduction of substituents
to acene cores leads to  -stacking structures. Rubrene 13 with tetraphenyl groups
has a  -stacking structure as shown in Fig. 31.4 [16]. The crystal does not grow
well along the phenyl group direction, resulting in a very thin platelike crystal. The
device shows a high mobility of 15 cm2/Vs. A tetracene derivative 14 with dichloro
groups forms a  -stacking structure and shows a high mobility of 1.6 cm2/Vs in a
single crystal device [17] (Scheme 31.2).
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Scheme 31.2 Structures of 10–14

31.2.2 Oligomers

Thiophene oligomers 15 have been extensively studied and the effects of ring
numbers and alkyl chain lengths on FET characteristics have been investigated.
In this study, 4–6 thiophene rings and 2–6 carbon numbers of alkyl chains were
shown to be required for achieving good mobility [18]. Terthiophene does not
show FET behavior and larger numbers of thiophene rings are necessary for
efficient intermolecular interactions. Alkyl groups are considered to be favorable
for arranging molecules on the substrate.

Thiophene-phenylene co-oligomers have higher air stability than thiophene
oligomers owing to the lower HOMO levels. In co-oligomers 16, an odd-even
effect of the thiophene ring numbers on FET performance was found, where
oligomers with even number of thiophene rings showed higher mobilities than
oligomers with odd number of rings [19]. This is explained by considering that the
molecular symmetry is higher in the former, which leads to better-ordered molecular
arrangement.

Soluble polythiophenes have attracted much attention from application view-
points because the uniform films of polymers can be obtained using solution
methods. In polymers, high-performance FETs also require ordered structures with
crystallinity, while amorphous films show low performance. To prepare crystalline
polythiophenes with good solubility, long alkyl chains should be introduced at
suitable positions of thiophene rings. Polythiophene 17 (R D C12H25) showed
liquid-crystal characteristics, and the ordered structure was confirmed by X-ray
analysis as shown in Fig. 31.5 [20]. The mobility was 0.02–0.05 cm2/Vs and
improved to 0.07–0.12 cm2/Vs after annealing which is helpful to order the
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Fig. 31.5 Layer structure of polymer 17 [20]

Scheme 31.3 Structures of 15–19

polymer. Polythiophene 18 is also crystalline and showed a good mobility of 0.015–
0.022 cm2/Vs [21]. The structure was investigated by XRD to reveal the  -stacked
layer structure (Scheme 31.3).

Introduction of condensed heterocyclic units is considered to increase inter-
molecular interactions leading to high mobilities. Polymer 19 was designed accord-
ing to this idea and the mobility was 0.012 cm2/Vs [22]. Thienothiophene-
containing polymer 20 (R D C14H29) showed an increased mobility of 0.6 cm2/Vs
[23]. On the other hand, to enhance the air stability, introduction of electron-
acceptor units is effective to lower the HOMO levels. Polymer 21 containing an
electron-accepting silole part was found to be stable in air [24]. Furthermore,
thiazolothiazole-containing polymer 22 was developed to show high air stability as
well as high mobility of 0.14 cm2/Vs [25]. The thiazolothiazole ring is an electron-
accepting one and the absence of hydrogen atoms leads to the planar structure.
In addition, it can be easily prepared by one-step reaction from the corresponding
aldehydes (Scheme 31.4).
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Scheme 31.4 Structures of 20–24

Recently, very high-mobilities have been accomplished by using heterocycles
with amide units, which have electron-withdrawing properties. Branched alkyl
groups attached to the nitrogen atoms increase the solubility in organic solvents. The
diketopyrrolopyrrole (DPP) derivative 23 afforded a mobility above 1 cm2/Vs [26].
The polymer 24 with an indigo unit also showed a high mobility of 0.79 cm2/Vs
[27]. In these polymers, efficient  -conjugation with planar heterocyclic  -cores is
accomplished. The alkyl parts occupy the space between the  -cores and do not
bother  -interactions between the polymer chains.

31.2.3 Tetrathiafulvalenes (TTFs)

TTFs, which are famous for electron donors affording organic conductors and
superconductors, are promising semiconductors for high-performance OFETs since
they have properties of self-assembling. However, the electron-donating properties
of TTFs are generally so strong that their thin films are easily oxidized, leading to the
instability in air. Therefore, to use TTFs as semiconductors, the electron-donating
properties should be reduced. For this purpose, we have used a TTF analogue 25
containing electron-accepting thiadiazole rings. The molecule forms a sheetlike
network due to the short S � � � S contacts in the crystal. The FET device based on
25 showed a good mobility of 0.2 cm2/Vs with a very high on/off ratio of 108

[28]. Introduction of fused aromatic rings to the TTF is also useful to decrease
the electron-donating property. Benzene- and thiophene-fused derivatives 26 and
27 exhibited high mobilities of 1.0 [29] and 1.4 cm2/Vs [30], respectively, in the
single crystal devices. Although the dibenzoTTF has a herringbone structure, the
mobility of 26 was 0.06 cm2/Vs in the thin-film device probably due to the lack of
effective intermolecular interactions. The mobility was enhanced in 28 by replacing
the benzene ring with a naphthalene ring to 0.42 cm2/Vs [31]. This is attributed
to the extended  -conjugation resulting in stronger intermolecular interactions.
However, the FET characteristics of 28 could not be observed in air owing to the
still high HOMO level. In contrast, TTF derivative 29 containing electron-accepting
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Fig. 31.6 Crystal structures of 28 (a) and 29 (b)

Scheme 31.5 Structures of 25–31

quinoxaline rings showed enhanced stability to oxygen although the mobility was
a little decreased to 0.2 cm2/Vs [31]. TTF 29 has electron donor-acceptor parts
leading to a  -stacking structure by an intermolecular charge-transfer interaction
in the crystal as shown in Fig. 31.6b, whereas 28 takes a herringbone structure
similarly to 26 as depicted in Fig. 31.6a. According to the similar idea, electron-
accepting dimide groups were introduced to dibenzoTTF to give 30, which showed
a high hole mobility of 0.40 cm2/Vs [32] (Scheme 31.5).

The TTF derivative 31 containing tert-butyl groups has a columnar structure. The
distance between the molecules in the column is long due to the steric interaction,
and instead, the S � � � S contacts between the columns are short, resulting in a two-
dimensional structure [33]. The molecule showed high mobility of 0.98 cm2/Vs in a
thin-film device and 2.3 cm2/Vs in a single crystal device. Although the HOMO
level of 31 is high, the devices showed air stability probably due to the dense
packing.



31 Crystal Structures and Transistor Performance of Organic Semiconductors 617

31.3 n-Type Organic Semiconductors

31.3.1 Acenes

Compared to p-type organic semiconductors, n-type semiconductors are not fully
developed, and the FET performances are not satisfactory. Novel n-type organic
semiconductors can be prepared by introducing electron-withdrawing substituents
to p-type semiconductors. Perfluorinated pentacene 32 showed a high electron
mobility of 0.11 cm2/Vs under high vacuum conditions [34]. Tetrafluoro derivative
33 of the thiophene analogue with acetylene groups showed ambipolar behavior in
vacuum [35]. The single crystal of 33 has a packing of two-dimensional columnar
structure similar to the pentacene derivative 11. The highest electron and hole
mobilities were 0.2 and 0.06 cm2/Vs, respectively. In air, the n-type behavior
disappeared and the hole mobility increased to 0.1 cm2/Vs, indicating that the n-
type behavior is more sensitive to oxygen than the p-type one. On the other hand,
perfluorophthalocyanine derivative 34 showed air stability although the electron
mobility was not so high (0.03 cm2/Vs) [36].

31.3.2 Heterocyclic Oligomers

Thiophene oligomers 35 with perfluorohexyl groups also exhibited n-type charac-
teristics. The highest mobility of 0.048 cm2/Vs was observed in the oligomer with a
quaterthiophene core [37]. The oligomer 36 with pentafluorophenyl groups showed
an electron mobility of 0.08 cm2/Vs [38]. These findings could be rationalized in
terms of LUMO levels since introduction of electron-withdrawing groups decreased
the LUMO levels, leading to the n-type behavior. However, 37 possessing the similar
HOMO and LUMO energies as 36 showed p-type behavior [38]. This result suggests
the effect of the end groups on the FET polarity, and they might play an important
role in accumulating carriers at the insulator-semiconductor interface. The single
crystal of 36 has a kind of two-dimensional columnar structure, where one molecule
overlaps two molecules in the stacking. This structure is considered to lead to the
good electron mobility (Scheme 31.6).

Introduction of acyl groups to the thiophene-oligomer core also induces n-type
characteristics. The electron mobilities of hexyl derivative 38a and perfluorohexyl
derivative 38b were 0.1 and 0.6 cm2/Vs, respectively [39]. They showed ambipolar
behavior, where the hole mobility was better in the hexyl derivative 38a. On the
other hand, a benzoyl derivative 38c showed only p-type behavior (0.043 cm2/Vs),
while a perfluorobenzoyl derivative 38d showed only n-type behavior (0.45 cm2/Vs)
[40]. Their single-crystal structures are similar to each other and have a herringbone
packing of the thiophene-oligomer core, suggesting that the difference in the
electron-accepting property determines the polarity of FET.
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Scheme 31.6 Structures of 32–38

We have achieved high electron mobilities by using a trifluoromethylphenyl
group as end substituent. Bithiophene derivative 39 with the substituent has a
herringbone stacking and showed a good mobility of 0.18 cm2/Vs which is
higher than that of the corresponding perfluorohexyl derivative [41]. The weak
electron affinity of 39 makes the barrier of electron injection from the electrode
large, resulting in a high threshold voltage of 70 V. Therefore, thiazolothiazole-
containing compound 40 was designed to increase the electron affinity [41]. This
bicyclic heterocycle is a rigid polarized ring which is expected to induce strong
intermolecular -  interactions. Actually, 40 has a  -  stacking structure and short
S � � � S contact (3.25 Å) between the columns as shown in Fig. 31.7. The heteroatom
contacts result in increasing the dimensionality and leading to the high mobility.
The FET device based on 40 showed an electron mobility of 0.30 cm2/Vs with a
threshold voltage of 60 V. The optimization of the device structure improved the
mobility to 1.2 cm2/Vs [42].

Furthermore, higher mobilities were achieved by using bisthiazole derivative 42
[43]. The molecule is completely planar and forms a two-dimensional columnar
structure to avoid the steric interaction of the CF3 group as shown in Fig. 31.8. The
mobility was reached to 1.83 cm2/Vs by using an OTS (octadecyltrichlorosilane)-
modified SiO2 substrate. In contrast, the isomer 43 did not exhibit FET characteris-
tics because the molecules of 43 are disordered in thin films due to the easy rotation
around the central bond (Scheme 31.7).

Although high mobilities were achieved in oligomers with trifluoromethylphenyl
groups as described above, the threshold voltages were above 60 V. To decrease
these values, the LUMO levels of semiconductors should be lowered for ready
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Fig. 31.7 Crystal structure of 40, (a) layer structure and (b) short S � � � S contact

Fig. 31.8 Two-dimensional
columnar structure of 42

Scheme 31.7 Structures of 39–45



620 Y. Yamashita

electron injection. Replacement of the thiophene rings of 40 by thiazole ones to
give 41 increases the electron affinity [44]. The FET device based on compound 41
exhibited a lower threshold voltage of 24 V with a high mobility of 0.64 cm2/Vs.

The extension of  -conjugation is considered to be useful for increase in inter-
molecular interactions as well as decrease in Coulomb repulsion. For this purpose,
benzobisthiazole derivatives 44 and 45 were designed [45]. They were easily
obtained by reaction of commercially available 2,5-diamino-1,4-benzenedithiol and
the corresponding aldehydes. The packing structure in the single crystal of 44 is
a herringbone type, which is in contrast to the  -stacking structure of 40. This is
probably due to the electron repulsion between the benzobisthiazole rings of 44.
Although the  -  intermolecular interaction is weaker in the herringbone packing
than in the  -stacked one, the former has an advantage of two-dimensional structure
as seen in pentacene. The mobility of 44 is a little low compared to that of 40.
However, the threshold voltage is much reduced to 24 V although the electron
affinity is similar. This result may be attributed to the herringbone structure of 44
leading to a better contact between the semiconductor and the electrodes. On the
other hand, the thiazole analogue 45 exhibited a poor FET performance. This result
was attributed to its amorphous-like morphology in the thin film since no peak was
observed in the X-ray diffraction analysis.

As an electron-accepting heterocycle, 2,1,3-benzothiadiazole with a quinoid
structure was also used for n-type semiconductors. Compound 46 containing this
unit afforded high-performance n-type FETs, where a high mobility of 0.19 cm2/Vs
and a low threshold voltage of 3 V were observed [46]. On the other hand,
introduction of selenium atoms is expected to increase intermolecular interactions
owing to the more polarized nature of the selenium atom. In this context, selenium-
containing compounds 47–49 were synthesized [46]. The comparison of 46 and
47 indicates that the selenadiazole ring has a higher electron affinity than the
thiadiazole. The selenophene rings also decrease the LUMO energies compared
with the corresponding thiophene rings because the reduction potentials of 48 and
49 are more positively shifted than those of 46 and 47. The single crystal X-ray
structure analysis of 48 reveals a multidimensional structure, where the molecules
form a dimer pair which is arranged in a herringbone manner, and short S � � � Se
contacts of 3.66 and 3.68 Å are observed. The mobilities of the bottom-contact
FETs of 48 and 49 are higher than those of 46 and 47. Particularly, the mobilities
at the substrate temperature of 25 ıC are greatly increased by the introduction
of the selenophene rings. The threshold voltages of the selenophene-containing
compounds 48 and 49 are lower than those of 46 and 47 because of the higher
electron affinity of the former. The mobilities were improved by increasing the
substrate temperature, and the highest mobilities of 48 and 49 in the bottom-contact
devices reached to 0.19 and 0.16 cm2/Vs at 100 ıC, respectively.

Furthermore, bisthiadiazole derivative 50 was developed to increase the electron
affinity and intermolecular interactions [47]. As expected, this molecule afforded
air-stable high-performance FET devices with a mobility of 0.77 cm2. This one
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Scheme 31.8 Structures of 46–51

was applied as n-type semiconductor for an air-stable complementary inverter [48]
(Scheme 31.8).

31.3.3 Other Electron-Accepting Compounds

Although quinoxaline-fused TTF derivatives 29 showed p-type behavior, the
halogen-substituted derivatives 51 showed n-type behavior. The mobilities were
0.1 cm2/Vs in both derivatives and they are the first examples of n-type FETs
based on TTF derivatives [49]. The effect of halogen substituents is rationalized in
terms of the lower LUMO levels. These TTF derivatives form  -stacking structures
similarly to 29. This result confirms that the FET polarity can be determined by
the frontier orbital energies of semiconductors and end substituents can control the
polarity.

C60 52, which has a good electron affinity and a three-dimensional structure,
also affords high-performance FET devices. The device fabricated by molecular-
beam deposition showed a high mobility of 0.56 cm2/Vs in vacuum [50]. The
derivatives were developed to increase the solubility in solvents. The derivative 53
afforded ambipolar FET devices using a solution method, where the electron and
hole mobilities were 0.01 and 0.008 cm2/Vs, respectively [51]. This molecule is
famous for an n-type semiconductor for thin-film solar cells. The high performance
in the solar cells can be attributed to the three-dimensional structure as well as the
small reorientation energy upon reduction (Scheme 31.9).

As typical n-type semiconductors, perylene diimides 54 are famous. The octyl
derivative showed a high electron mobility of 0.64 cm2/Vs [52], although the
device was not stable in air. In the n-type organic semiconductors, radical anions
are produced by electron injection. They are easily oxidized, resulting in the poor
electron mobility in air. To enhance the stability of the radical anions, the electron-
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Scheme 31.9 Structures of 52–56

accepting properties of semiconductors should be increased. For this purpose, cyano
groups were introduced to give 55 with high electron affinity. As expected, 55
showed air stability as well as a high electron mobility of 0.64 cm2/Vs [53].
Tetrachloro derivative 56 also showed a good mobility of 0.18 cm2/Vs with air
stability [54]. Similarly, naphthalene dimide 57 [55] and anthracene dimide 58 [56]
containing cyano groups were developed. Their reduction potentials were C0.08
and �0.33 V vs. SCE, respectively, suggesting that the anion radicals are stable in
air. Actually, their FET devices showed air stability and the mobilities were 0.15
and 0.03 cm2/Vs, respectively (Scheme 31.10).

Tetracyanoquinodimethane (TCNQ) and their analogues are known as strong
electron acceptors. The FET performances based on the TCNQ derivatives are
usually low because the CN groups work as carrier trap when they are close to
the substrate. However, the terthiophene TCNQ analogue with alkyl substituents
afforded high-performance FET devices. Compound 59 has good solubility and the
spin-coated thin film showed a good mobility of 0.16 cm2/Vs after annealing at
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Scheme 31.10 Structures of 57–60

150 ıC [57]. Furthermore, the analogue 60 with a rigid tetracyclic thiophene ring
afforded a higher mobility of 0.9 cm2/Vs in ambient conditions [58]. It is considered
that in these heteroTCNQs, the alkyl groups are close to the substrate and the CN
groups do not disturb the electron transportation.

31.4 Summary

As described here, a large number of novel organic semiconductors have recently
been reported, which make great progress in OFETs. The relationship between
the crystal structures of semiconductors and the FET performances has been
investigated in these studies. Strong intermolecular interactions lead to the high
mobility in crystals. In thin-film transistors, polycrystalline thin films are necessary
for high carrier mobilities. Molecules with two-dimensional crystal structures are
favorable for carrier transportation to reduce the grain boundary effects in the
polycrystalline films. The herringbone stacking structures have an advantage of
two-dimensional structures. In the  -stacking structures, however, two-dimensional
structures are achieved by the formation of two-dimensional columns or using
interheteroatom interactions, resulting in high carrier mobilities. In the future, new
semiconductors affording higher-performance OFETs will be developed to bring
about their practical applications.
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Chapter 32
Photocurrent Action Spectra of Organic
Semiconductors

Richard Murdey and Naoki Sato

Abstract Photocurrents are reported for vacuum-deposited pentacene thin films as
a function of incident photon energy, applied bias, photon flux, film thickness, and
measurement temperature in order to develop a better understanding of the mecha-
nisms underpinning photoinduced charge carrier generation, injection, and transport
in molecular semiconductors. Intrinsic photocurrents caused by dissociation of
photogenerated hole–electron geminate pairs in the bulk film are observed in the
photocurrent action spectra at photon energies above a threshold value of 2.25 eV
corresponding to the transport energy gap of the pentacene film, EG. Aluminum
electrodes form blocking contacts which substantially reduced extrinsic photocur-
rents attributed to exciton-enhanced charge injection and transport, enhancing the
visibility of the intrinsic processes.

Keywords Organic semiconductor • Thin film • Photoconduction • Charge car-
rier • Transport energy gap

32.1 Introduction

It might surprise the modern reader to learn that, in what might be called the “golden
age” of solid-state physics spanning WWII and the following decade leading up to
the commercialization of the transistor, there was little distinction made between
organic and inorganic materials. All kinds of conductive and photoconductive
substances were subject to investigation on an equal footing, from cadmium sulfide
to germanium to anthracene [1]. Of course germanium and, later, silicon and other
inorganic semiconductors grew to ubiquity such that by the late 1970s, organic
semiconductor research was generally limited to a much smaller niche mostly
relating to xerography. The discovery [2] of organic light-emitting diodes (LEDs) in
1987, however, led to a resurgence of interest in molecular electronics that continues
to the present day.
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The published research on the subject of charge carrier generation and transport
in organic semiconductors follows a similar arc, and the field is perhaps somewhat
unusual in that such a large proportion of important work dates from before
1985. The general outline of photoconductivity – indiscriminately for organic and
inorganic semiconductors – given by Albert Rose [3] in 1963 is still broadly
applicable today, and most of the research of that era, exhaustively compiled in
Organic Semiconductors by Gutmann and Lyons [4], is still relevant. These results,
as well as those of the following decades, are fully covered in books by E.A. Silinsh
[5], Pope and Swenberg [6], and Borsenburger and Weiss [7] and have already been
concisely summarized in the important book chapter by Heinz Bässler [8].

It is a testament to the enduring physical complexity of organic and/or disordered
systems, the experimental difficulties in obtaining data, and the ambiguity of the
conclusions which can be drawn from those data, that despite over 60 years of
continuous study, the simple question “How does an absorbed photon create electric
charge?” is not satisfactorily resolved. In the following sections, we will first lay
out an updated contextual framework for photoconductivity and photogeneration
incorporating recent advances in our understanding of charge transport in organic
solids before presenting and discussing our new in situ photocurrent measurements
on thin films of the well-known acene molecule, pentacene.

32.2 Extrinsic and Intrinsic Photogeneration

To understand the mechanism of photoinduced charge generation requires, first of
all, an appreciation for how charge transport is realized in organic materials. The
transport and related states and their relative energies are illustrated schematically
in Fig. 32.1. In the most general sense, these systems can be characterized as
having electron-conducting states and hole-conducting states separated by an energy
gap. For closed-shell molecular semiconductors, the HOMO and LUMO molecular
orbitals remain largely unchanged in the solid state, though broadened into a
nominally Gaussian distribution of energies due to a plurality of local environments
[9]. For highly crystalline systems, relatively narrow dispersion effects can also
be active, forming transport energy bands [10]. States having energies far above
or below the average value of the distribution are isolated from the surrounding
molecules and isolated states lying within the energy gap region form traps. Traps
may additionally be created by impurities and defects sites which are not part of the
main distribution of states in the bulk material. The gap energy region can also be
host to charge-accepting or charge-donating species.

As a result of the large energy gap of organic semiconductors (typically 2–
3 eV), the density of intrinsic charge carriers is exceedingly small. The materials
are for all intents and purposes insulators and the role of the gap states, especially
traps, becomes preeminent [11]. Trap states form a reservoir of charge that can
be thermally excited to more mobile states. The distribution of these trap states
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Fig. 32.1 Schematic representation of the principle energy levels involved in the charge carrier
generation and transport of organic semiconductors

is quasi-logarithmic and can be characterized by a pseudo-Fermi level defining the
trap filling level in this distribution of states. The “pseudo” prefix is usually added
as it is understood that while the system is never in true thermal equilibrium, the
distribution of charge in the trap and mobile states can often be reasonably described
by the Fermi distribution function [12]. If the hole–electron recombination is
negligible over the observation time frame, the density of mobile charge carriers
is constant and the dark conductivity, � , of the material is described by

� D NXe

 
�
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kBT

!
e
�
�e C �h

	
; (32.1)

where Nx is the density of states, taken as the molecular density. (Each molecule
contributes one valence and one conduction state, whether trap or mobile.) Ea is the
thermal activation energy of conduction, e is the unit of electrical charge, and �e

and �h are the electron and hole mobility, respectively.
Most measurements are performed with electrodes which only provide ohmic

contact for one sign of charge carrier, however. For monopolar transport, only the
mobility of the relevant carrier is used. For the remainder of the text, we shall for
concision assume injected currents are limited to hole transport. The treatment for
electron transport is equivalent.
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This model is overly simple, but on the understanding that filled trap states falling
outside of the Gaussian tail as well as acceptor or donor states will have the same
net effect of providing mobile charge carriers from a reservoir of gap states, it
is sufficient here only to draw the fundamental distinction between extrinsic and
intrinsic generation of charge carriers. Intrinsic generation requires overcoming the
full energy gap, EG D Ec � Ev, while extrinsic generation is governed instead by
the position of the trap filling level, Ea D Ec � Ex, or Ea D Ex � Ev, or equivalently
the energy separation of the dominant impurity/donor/acceptor gap state from the
relevant mobile level.

It is worth mentioning at this point that there is a subtle but important distinction
between the charge generation process, which can be classed as extrinsic or intrinsic
as described above, and the charge transport, which can be described as either
injected (charge carriers are injected from one electrode and retrieved at the other)
or harvested (self-generated hole–electron pairs which are swept out to opposite
electrodes). In the steady state, extrinsic charge generation can only contribute
to injected photocurrent. Intrinsic charge generation, meanwhile, can in principle
influence the current both from direct expulsion of dissociated hole–electron pairs
and by increasing the injected currents by adding to the overall density of mobile
charge carriers.

A generic energy-level diagram illustrating intrinsic (injected) and extrinsic
(harvested) charge transport in a photocurrent measurement device is illustrated
in Fig. 32.2. The conduction and valence states define the transport energy gap,
EG, with the Fermi levels of the two electrodes positioned at some arbitrary point
within the gap. Charge injection into the device on application of an applied
bias voltage, �eV, will occur provided the energy barrier, �b, can be overcome.
Large injection barriers result in small, non-ohmic dark currents, but under light
irradiation, molecular excitons may diffuse to and – provided they retain sufficient
energy – dissociate at electrode interface, effectively injecting charge. As the
charge injection becomes more efficient, the likelihood increases that the injected
photocurrents shift from injection limited to bulk limited and photocurrent will now
depend on the density of mobile charge carriers in the bulk material. In organic
semiconductors, a large proportion of the total charge carrier density is at any given
time residing in trap states [11].

It has been proposed that molecular excitons can diffuse to the trapped charge
and engage in an energy transfer process which excites the trapped charge back
to the mobile states. This process is referred to as de-trapping [13]. The extrinsic
photocurrent pathway is shown for holes in Fig. 32.2 by way of example; electron
or hole currents are possible, the carrier having the lowest injection barriers being
dominant.

Intrinsic photocurrents, in contrast, are created within the bulk material by
photoinduced dissociation. Electrons are driven out to the anode, and holes swept
to the cathode, by the applied electric field. No charge is injected into the organic
semiconductor. While the mechanism for intrinsic photogeneration is still under
debate [8] and will be discussed in detail in Sect. 32.4, it can be readily understood
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Fig. 32.2 Schematic representation of the principle energy levels involved in the photoconduction,
illustrated for the case where hole injection is the principal injected charge carrier. Intrinsic
bulk photogeneration is defined as the photon-assisted formation of an independent hole–electron
charge carrier pair, and the minimum required photon energy is indicated by the transport energy
gap, EG. Both electrons and holes exit the device. The injected, exciton-assisted photocurrents flow
as holes between anode and cathode. Long-lived molecular excitons can promote hole transport by
overcoming the injection barrier �h and dissociating at the electrode interface and/or promoting
trapped holes to the mobile valence states via an energy transfer mechanism. These exciton-
enhanced steps are noted in the figure by the asterisk symbol

from Fig. 32.2 that for the single photon process, the photon energy must exceed the
energy gap for the reaction to proceed efficiently.

There are only a small number of reliable reports of intrinsic photocurrent in
molecular materials. The first observation was made by Castro and Hornig [14] on
anthracene single crystals, and these initial findings were soon carefully elaborated
by Chaikin and Kearns [15], Batt et al. [16], Geacintov and Pope [17], and Chance
and Braun [18, 19]. The intrinsic photocurrent was observed in the photocurrent
spectrum as a new peak midway between the first and second singlet absorption
transitions, with an onset at about 3.85 eV. Similar behavior was observed for
tetracene (naphthacene) [20] and for pentacene [13, 21]. Outside of these linear
acene molecules, most of the published research is on conjugated polymers and
charge-transfer complexes where the formation of a charge-transfer complex and/or
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dissociation of the geminate pair is typically more facile. A very similar experiment
to those on the acenes, above, with similar results, was performed on a conducting
polymer thin film [22]. No reports of intrinsic photocurrents in phthalocyanine-
based, perylene-based, or thiophene-based small molecules, either thin films or
single crystals of the pure material, have – to our knowledge – been published.

It is reasonable to ask why intrinsic photocurrent is observed with relative ease in
the linear acenes but not, for example, phthalocyanines. The answer is unfortunately
not known. Our current, limited understanding of the photogeneration as a two-
step process of geminate pair formation and dissociation [8, 23] does not suggest a
reason why the efficiencies should be wildly different. It might be a simple technical
issue involving, for example, sample purity, or it may instead reflect the different
fundamental nature of the excited states of the molecules. The important thing is
that these relevant and interesting issues remain unsolved. Despite its long and
distinguished history, there is clearly much work left to do in the field.

32.3 A Mathematical Framework for Photocurrent
Measurements

Any attempt to model the photocurrent requires an initial set of assumptions which
may at any time become invalid under the experimental measurement conditions. An
analysis of the photocurrent based on such a model must therefore be approached
with great caution. With that in mind, the following treatment of photoconductivity
assumes that the measurement system consists of a homogeneous sample, subjected
to a volume excitation, under steady-state conditions, and remains free from the
effects of injected space charge.

For a rectangular semiconducting block of dimensions wtl and with electrodes
forming ohmic contacts on opposite faces separated by the distance l, the injected
monopolar photocurrent, I, can then be expressed as

I D V ne�
wt

l
: (32.2)

Equation 32.2 is just a rearrangement of the standard definitions of conductance
and conductivity, G D I=V and � D ne�. n is the additional density of charge
carriers present in the sample during exposure to light. The charge carrier density is
controlled by the balance of the generation and extinction rates in the sample. The
rate of charge generation is

dn

dt
D F .1 � T/ �

wtl
; (32.3)
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where F is the incident photon flux, T is the transmittance of the light through the
photoactive material, and ˚ is the (internal) quantum yield – the probability that an
absorption event results in the creation of a single unit of mobile charge.

The extinction rate depends on the process by which the charges are removed
from the measurement sample. For injected, steady-state photocurrent, each unit of
charge exiting the device is balanced by injection at the opposite electrode and the
extinction rate is the just rate of internal charge recombination. This process may
be monomolecular if the charge carrier encounters trapped charge of opposite sign
or bimolecular if photogenerated charge carriers of opposite sign interact [15]. The
sum of both recombination pathways is

�dn

dt
D kmnTn C kbn2: (32.4)

nT is the density of trapped charge, and the monomolecular and bimolecular
rate constants are km and kb, respectively. The rate constants are unlikely to be
substantially different and are assumed hereafter to be equal and denoted kr.

If nT � n, monomolecular recombination kinetics dominate and

I D eV�

l2

�
1

krnT

�
F.1� T/�: (32.5)

Equation 32.5 is just a modern restatement of the original derivation by Rose
[4]. The photocurrent is proportional to the incident flux, absorption probability,
and quantum yield, as well as the applied voltage. The current–voltage curves will
be linear as long as the assumptions used in the derivation of the expression –
particularly ohmic contacts and the absence to space charge effects – remain valid.
There is no explicit temperature dependence, but both the quantum yield and the
carrier mobility may be expected to be thermally activated processes.

If nT � n recombination is regulated by bimolecular kinetics, the rate expression
becomes slightly more complicated:

I D eV�

l2

s
wtl

kr

p
F.1� T/�: (32.6)

While still linear with applied field, the photocurrent varies with the square
root of the incident photon flux, absorption probability, and quantum yield. It is
possible that both reaction channels are competitive, and it is likewise possible
that the incident photon flux influences density and distribution of the trapped
charge [24, 25]. Additionally, at high photon flux, exciton–exciton and multiphoton
photogeneration reactions may have to be considered. In general,

I / eF� : (32.7)
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Nonlinear flux dependence has a substantive impact on the practical analysis of
photocurrent data, specifically the normalization procedure to remove the depen-
dencies of the photocurrent spectrum on the variation of the output intensity of the
light source with photon energy. The coefficient, � , must be determined accurately
and checked for consistency over the parameter workspace of the measurement:
temperature, incident photon flux, and photon energy. The normalization is no
longer meaningful in cases where � is found to vary significantly. The incident
flux normalized photocurrent data is variously termed “external quantum yield,”
“incident photon conversion efficiency,” “photocurrent yield,” or sometimes, rather
ambiguously, “photocurrent.” The mathematical expression is

Y D 1

F

I0
e

�
I

I0

� 1
�

; (32.8)

where I0 is a required reference constant which, if it must be chosen arbitrarily,
invalidates the absolute scale except when ” D 1. In the following discussion, Y
will be referred to as the photocurrent yield. This parameter is the experimental
point of entry for studying the photogeneration mechanism as it is expected to
be proportional to the internal quantum yield. Before examining this point further,
however, it is first necessary to revisit the model for intrinsic photocurrent.

Intrinsic photocurrent can contribute to the injected photocurrents by increasing
the charge density, in which case the preceding derivation should apply. If, however,
the current resulting from charge carriers swept out of the device – the harvested
photocurrent – exceeds the injected photocurrent, the expressions must be modified.
Neglecting the injected photocurrent for the moment, we begin by noting that the
rate of charge carrier formation is unchanged from Eq. 32.3. (There is no factor of
two needed since the electron is removed from one electrode and the hole removed
from another, producing the same net current as a single injected hole or electron.)
The rate of extinction must, however, now in addition to recombination, take into
account holes and electrons swept out of the device by the electrodes. Expressed
as a number density, this is equal to the charge carrier density, n, the drift velocity,
vd D �V=l, and the electrode area, wt, divided by the device volume:

�dn

dt
D n

�V

l
.wt/

1

wtl
D �V

l2
n: (32.9)

Setting the rates equal,

F .1 � T/ �

wtl
D �V

l2
n C krnTn C krn

2; (32.10)

and solving the quadratic equation,
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n D
�
�

krnT C �V

l2

�
C
s�

krnT C �V

l2

�2
C 4kr

F .1 � T/ˆ

wtl

2kr
: (32.11)

The charge swept out of the device is of course the charge injected into the
external circuit. Equation 32.8, expressed as an absolute number, on rearrangement
returns Eq. 32.2:

I D e
dn

dt
wtl D e

�V

l2
nwtl D Vne�

�wt

l

	
: (32.12)

The final expression for intrinsic, harvested photocurrent is therefore

I D V

2
66664

�
�

krnT C �V

l2

�
C
s�

krnT C �V

l2

�2
C 4kr

F .1 � T/ �

wtl

2kr

3
77775 e�

�wt

l

	
:

(32.13)

This gives the photocurrent as a function of applied voltage and photon flux,
together with the device dimensions and the spectral absorptance, 1 � T. There are
four unknown parameters: kr, �, nT, and the quantum efficiency ˚ .

Under the condition where there is no appreciable recombination and all the
photogenerated charge is retrieved at the electrodes,

F .1 � T/ �

wtl
D �V

l2
n; (32.14)

allowing Eq. 32.13 to be simplified to

I D eF .1 � T/ �; (32.15)

while the photocurrent yield becomes

Y D 1

eF
D .1� T/ �: (32.16)

Thus, we arrive finally at the expression for ballistic transport. With no recom-
bination, the photocurrent is linear with the photon flux and the photocurrent yield
becomes equal to the product of the spectral absorptance and the quantum yield.

The conditions favoring ballistic transport include high fields, low trap densities,
and high charge mobilities. It is identified with current–voltage relationships that
extrapolate to positive currents at zero field, behavior previously observed in
anthracene single crystals [16, 18, 26].
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There is no native dependence on the voltage or temperature; any observed
dependences are instead attributed to changes in the photodissociation efficiency
as a component of the quantum yield. The Onsager theory, originally derived to
calculate the dissociation probability of ion pairs in solution [5], has often been
used to model the field and temperature dependence of the photocurrent under the
assumed condition of ballistic transport [6–9, 26]. While the fits are often exemplary,
the theory allows for several free parameters, and the conclusions from the Onsager
theory, especially where ballistic transport is not rigorously confirmed, are best
treated with considerable caution.

32.4 Photogeneration, Quantum Yield, and the Energy Gap

The quantum yield is the probability that an absorbed photon creates a unit of mobile
charge. It can itself be broken down into separate factors for whatever series of
individual steps is postulated to comprise the photogeneration process.

As noted in Sect. 32.2, photocurrents can be extrinsic or intrinsic in origin. For
the intrinsic photocurrent, a two-step process has been proposed [8, 23, 27] where a
hole–electron (geminate) pair bound by Coulomb attraction is formed immediately
after the absorption event, followed by the dissociation of the geminate pair into free
charge carriers. The dissociation step is modeled as a thermally activated process
and enhanced by the application of an external electric field. The dissociation
probability also depends on the binding energy of the geminate pair: Where the
hole and electron are separated by a large distance, the binding energy is small
and dissociation becomes more likely. This is the essence of the rationalization
for applying the Onsager theory to model the charge pair dissociation, though
it should be pointed out that in this analysis, the charge separation distance is
assumed rather than measured. The mechanism for the formation of the geminate
pair has proven more elusive. The generation of the geminate pair depends solely
on the photon energy; it is neither field not temperature dependent leaving few
experimental variables left with which to probe its behavior. Two mechanisms have
been suggested, with experimental evidence offered in support of each. In the first,
autoionization [23], the absorbed photon creates a singlet molecular exciton from
which a high-energy electron is ejected into the surrounding medium and captured
by a nearby molecule. The captured electron is quickly thermalized, forming the
geminate pair. In the second explanation, the absorbed photon optically excites a
pair of molecules to form a charge-transfer (CT) exciton state directly [13], which
then thermalizes to form the geminate pair. The distinction lies primarily in whether
the optical excitation is confined to a single molecule or a pair of molecules and
the nature of the driving force which defines the starting separation radius of the
geminate pair.

Intrinsic photogeneration produces as the final state a pair of free charge carriers
created within the neutral solid. The minimum total energy for this process is the
transport energy gap, EG. Regardless of whether autoionization or CT exciton states
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are invoked, in the two-step mechanism, most of that energy is obtained from the
absorbed photon, with thermal energy expected to make up the remaining energy
difference between the geminate pair and the free charges under the applied field.
The dissociation probability for geminate pairs bound by more than 3–4 kBT being
extremely small, at typical measurement temperatures up to 500 K, the minimum
photon energy for the onset of intrinsic photocurrent can be anticipated to be no
less than about 200 meV below the energy gap. The onset may, however, exceed
the energy gap if (a) the relaxation energy of the optically excited state is large and
(b) that excess energy cannot be efficiently used by the geminate pair to help offset
the electrostatic attraction. The indeterminate nature of this “handoff” between the
photogeneration and dissociation prevents a more precise correlation between the
onset of intrinsic photocurrent and the energy gap of the semiconductor. Despite
concern that the vertical and adiabatic energy gaps might differ by up to 0.4 eV
[28, 29], for the existing work on acene molecules, the threshold onset value has
been equated directly as the transport energy gap [13, 17, 21].

32.5 Experimental Determination of the Energy Gap

Here we present a short survey of the alternative experimental methods for
estimating the transport energy gap of an organic semiconductor.

For a semiconductor, the variation of dark conductance, G, with temperature is
found to follow the Arrhenius equation as

G D G0e
�

Ea

kBT : (32.17)

Ea is the activation energy, kB is the Boltzmann constant, and T is the absolute
temperature. For an intrinsic semiconductor, the thermal activation energy of
conduction is directly related to the transport energy gap (commonly called the
energy gap or bandgap when referring to covalently bonded solids) as

Ea D EG

2
: (32.18)

In practice, though, the transport energy gap of organic semiconductors is
rarely obtained from dark current measurements. While some early work obtained
convincingly close values [13, 30], the measured activation energy is far more likely
to be determined by extrinsic effects, principally traps. As there is no physical
distinction between the activation energy for extrinsic and intrinsic dark currents,
it is not possible to determine based on these measurements alone whether the
activation energy correlates to the energy gap or not.

The transport energy gap has sometimes been estimated from the low-energy
onset of the first peak of the low-energy electronic transition in the optical absorp-
tion spectra [31] and sometimes – under somewhat questionable reasoning – with
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the second [32]. In the case where the absorption signal originates from a singlet
exciton, the value estimated from the first singlet state underestimates the transport
energy by a value equal to the exciton binding energy, estimates for which vary
up to about 1 eV [8]. Direct optical methods therefore only give a very rough
approximation of the transport energy gap, unless the exciton binding energies in
the material are exceptionally small.

The transport energy gap can also be estimated by extrapolating the energy of
charge-transfer (CT) states detected in electroabsorption experiments [28, 29, 33]
to infinite separation. There is likely an energy difference between the vertical CT
transitions observed in the electroabsorption spectra and a bound pair of thermally
relaxed charge carriers at the same separation distance, and this energy shift has
been invoked to explain the anomalously high estimates obtained by this method.
This issue will be revisited in more depth in the discussion of the photocurrent data
for pentacene, but here we note that the validity of the extrapolation is reliant on
each observed signal being correctly identified as a CT rather than a singlet exciton
state and, further, that the CT states are each correctly assigned to the excitation of
a particular set of molecular ion pairs within the crystal lattice [33].

Finally the transport energy gap can also be measured from the onset of
the HOMO- and LUMO-derived states observed by photoemission and inverse
photoemission [34–37], from which, together with the determination of the vacuum
level, the ionization energy, I, and electron affinity, A, are calculated. The energy
gap is I–A. Recent improvements in the resolution of inverse photoemission
instruments have enabled precise estimates for the energy gap in organic thin films
[38]. The spectroscopic methods measure a density of states excited in typically
adiabatic transitions and broadened by electronic polarization. There is no apparent
distinction between a mobile state and a trap state and therefore no experimental
indication of the mobility edge. For these reasons, the energy of the ionic state in
thermal equilibrium which is the equivalent to a free hole or electron can only be
indirectly inferred.

32.6 Practical Photoconductivity Measurements

Continuing to restrict the discussion to steady-state processes – while acknowledg-
ing that long response times and power law decay can make this very difficult to
confirm experimentally – the aim of practical photoconductivity measurements is
to obtain information about the underlying mechanisms, especially the intrinsic
photogeneration and dissociation of charge carrier pairs. Extrinsic photocurrent
involving trap states and distant interfaces is typically mediated by low-energy,
long-lived excitons created after the initial absorption event. The mechanisms are
therefore generally considered to be of secondary interest. If that is the case, the
measurement system should be engineered to maximize the intrinsic photocurrent
yield and minimize the extrinsic photocurrent. If the extrinsic photocurrent is
created by interaction with trap states, steps can be taken with respect to the
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sample purity and measurement environment to try and reduce the density of traps
in the active material. If the intrinsic and extrinsic photocurrents have different
temperature dependencies, the measurement temperature can be adjusted to favor
the intrinsic mechanism. The electrode separation distance and magnitude of the
applied field can also play a role, as these factors influence the transit time and
may therefore influence the “harvested” yield of intrinsic photocurrent, facilitating
ballistic transport. Lastly, taking advantage of the fact that extrinsic photocurrent is
injected from an electrode, it can sometimes be possible to select electrodes which
prevent charge injection into the measurement material, at least for one direction of
the applied bias voltage, and by that route cut off the extrinsic current.

A literature survey on the subject of the photoconductivity of acenes reveals that
while blocking electrodes have occasionally been used to suppress the extrinsic,
injected photocurrent in anthracene and tetracene crystals [15, 17, 20], the technique
does not seem to have been come into general practice. The idea was reintroduced
several decades later for experiments on conducting polymers by Barth [22, 39].
In reports of intrinsic photocurrents in pentacene single crystals [21] and thick
films [13] using titanium and aluminum contacts, respectively, the extrinsic effects
appear to have fortuitously minimized as a result of the sample and measurement
conditions, without explicitly choosing the electrodes to prevent charge injection.
For other published works, it is likely that the observed photocurrents are largely if
not wholly extrinsic when gold [40–42] or ITO [43] electrodes are used. Sorting the
pentacene results by electrode material, a rough correlation with the electrode work
function is noted: small-work-function metals like Al or Ti enable the observation
of intrinsic photocurrent, while extrinsic photocurrents dominate for large-work-
function electrodes like ITO or Au. Blocking electrodes can perhaps, therefore,
be extended to a more general methodology based on the energy-level alignment
between the electrode work function and either the valence or conduction states in
the organic film.

Correctly identifying photocurrent as intrinsic or extrinsic is a far-from-trivial
task. In principle, the quantum yield of the intrinsic photocurrent exhibits a step
function at the transport energy gap. Under experimental conditions such that the
photocurrent yield is proportional to the quantum yield, a sudden increase in yield
indicates both the position of the energy gap and the onset of intrinsic photocurrent.
On the other hand, if the quantum yields appear to be largely constant over a range
of incident photon energies well below the anticipated value of the energy gap,
this is usually taken to imply that the photocurrents are extrinsic in origin. This
judgment can of course only be made if the photocurrent spectra are available. If
the photon energy is fixed, it can sometimes be possible however to distinguish
the photogeneration mechanisms from the temperature and field dependence of the
photocurrent yields [15, 18, 19].

The data for anthracene single crystals is remarkably unambiguous. For many
other systems, however, the photocurrent spectra show features which, while
not conforming to the absorption peaks, do not originate from intrinsic photo-
conduction. These tend to occur when the assumption of volume excitation is
unfounded and the photocurrent yield becomes sensitive to penetration depth,
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which varies as the inverse of the absorption coefficient and is therefore strongly
wavelength dependent. For devices where the photogeneration is strongly enhanced
or quenched in a specific region, usually the surface or the electrode interfaces,
the observed photocurrent spectrum may correlate with the absorption coefficient
(symbatic), its inverse (anti-symbatic), or some intermediate value, even when the
true photogeneration yield is fully independent of the incident photon energy.

Extrinsic photocurrents may obscure, or in the worst case be mistaken for, the
intrinsic photocurrent signal. Care must be taken in the experiment to properly
confirm that the photocurrents are, in fact, intrinsic in origin, before proceeding
with further analysis.

32.7 Photocurrent Spectroscopy of Pentacene Thin Films

In the following experimental work, it will be demonstrated that the onset of
intrinsic photocurrents can be reliably observed in vacuum-deposited pentacene
thin films under 100 nm thick if the appropriate electrode material is selected. The
influence of film thickness, measurement temperature, photon flux, and applied bias
is examined to help characterize and differentiate between intrinsic photogeneration
and extrinsic photocurrent. An estimate for the transport energy gap and information
about the CT states is obtained from the intrinsic photocurrent yield spectra.

32.7.1 Details of the Experiment and Apparatus

Pentacene (Aldrich, sublimed, >99.9 %) was purified by four cycles of reduced-
pressure sublimation under nitrogen and transferred immediately to the vacuum
chamber where it was thoroughly degassed before use. The single-crystal sapphire
[0001] substrate (10 � 10 � 0.5 mm3 Shinkosha) was annealed in air at 1,000 ıC for
5 h to obtain an atomically flat, terraced surface and subsequently patterned with
35 nm thick aluminum or titanium electrodes formed by ex situ vacuum deposition
through a stainless steel mask. Gold electrodes were formed by capping a 30 nm
titanium electrode with a 5 nm layer of vacuum-deposited gold. The electrode
spacing was in all cases 0.10 mm. Once mounted on the sample holder, the substrate
was placed under ultrahigh vacuum and degassed at 175 ıC for 2 h before use.

Pentacene thin films up to 100 nm thick were grown by stepwise thermal
deposition through a 4 mm square shadow mask. The growth rate was 2 nm min�1

and the substrate temperature was set at 30 ıC. The base working pressure of the
vacuum chamber was 10�7 Pa and the sample was kept at 30 ıC and in the dark
between measurements. The general schematic of the measurement device in cross
section is shown in Fig. 32.3, while the main features of the measurement chamber
are shown in Fig. 32.4. All electrical measurements were made in situ.
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Fig. 32.3 Schematic diagram
of the sample device

Fig. 32.4 Schematic diagram
of the ultrahigh vacuum
chamber used for in situ film
growth and electrical
measurements

The photon flux was provided by a monochomatized 150 W Xe lamp light
source (Bunkokeiki), while current measurements were performed using a picoam-
meter/sourcemeter (Keithley model 6487). The Keithley instrument also provided
the sample bias. The average incident flux intensity was 1019 photons m�2 and the
applied field was 105 V m�1. Photocurrent action spectra were obtained by scanning
over wavelengths between 400 nm and 1,100 nm at 5 nm intervals under a constant
applied bias voltage. For each wavelength step, currents were taken with the shutter
open and with it closed, the difference being recorded as the photocurrent. As
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photocurrent action spectra over a range of temperature from 30 to 75 ıC were
measured, the stability of the samples was confirmed by comparing data from
several cycles, from both the heating and cooling ramps.

Very slow responses in the order of 10 s or longer were attenuated by the high
pass action of the shutter, which operated as a 0.1 Hz square wave. It was found
however that when aluminum electrodes were used, the photocurrent response
followed a clean square wave with rise and fall times under 1 s. The ratio of
maximum photocurrent to dark current was in excess of 100:1. The dependence of
the photocurrent on photon flux was confirmed to be linear, provided the applied bias
was above 104 V m�1. Ti and, particularly, Au electrodes resulted in substantially
higher dark currents and photocurrents with longer rise and decay times, while a
sublinear dependence of the photocurrent on the photon flux was observed.

For Al electrodes, the dark currents of the pentacene films were below the
threshold of measurement. Photocurrent–voltage data could be obtained relatively
easily, however, with no hysteresis and excellent reproducibility. I–V data was
recorded at 460 nm incident photon energy for different incident fluxes using wire
mesh placed at the exit of the light source before the monochromator to attenuate
the lamp intensity.

In situ absorption spectra were taken concurrently with the photocurrent data by
placing a glass fiber behind the sample opposite the electrode gap and recording the
light output at the fiber exit with a calibrated Hamamatsu silicon photodiode (S1227-
1010BQ). The reference signal was taken with the substrate in position, before
deposition of the organic film. The spectra were compared to the result of ex situ
measurements obtained with a Hitachi U-4000 spectrophotometer and determined
to be in very close agreement.

32.7.2 Film Thickness Dependence

Pentacene was deposited stepwise, with measurements made at film thicknesses of
20, 40, 60, 80, and 100 nm. The absorption spectra are shown in Fig. 32.5, while
the photocurrent action spectra are shown in Fig. 32.6. Pentacene thin films often
undergo structural change between around 20–40 nm [44], so it was of interest to
see whether the photocurrent action spectra would reflect this.

The absorption spectra are typical of pentacene, with a manifold of peaks
beginning at 1.75 eV attributed to the fundamental and higher vibrational excitations
of the B1u singlet exciton S0 ! S1 transition, identified by time dependent density
functional theory (TDDFT) as the HOMO–LUMO excitation. Davydov splitting
in the polycrystalline pentacene film gives rise to the doublet comprising the first
two visible peaks, at 1.83 and 1.95 eV [31, 45, 46], and this doublet signal is
observed to change intensity and separate with film thickness, corresponding to
small changes in the crystal structure and preferred orientation. Although there are
no peaks visible above 2.5 eV, the absorption coefficient in this region increases
in an irregular fashion with film thickness, possibly due to light scattering off the
pentacene crystallites.
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Fig. 32.5 Optical absorption coefficient of pentacene thin films, from 20 to 100 nm thick.
Measurements are made under UHV, in situ, obtained in conjunction with the photocurrents shown
in Fig. 32.6

Fig. 32.6 The photocurrent action spectra of pentacene thin films from 20 to 100 nm thick.
Photocurrents are normalized to the incident photon flux. These results were obtained for the device
with aluminum electrodes, at 10 V applied bias across the electrode spacing of 0.1 mm
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The photocurrent action spectra, normalized to the incident photon flux, are
shown in Fig. 32.6. These plots were data was obtained using aluminum electrodes.
While there is a small component mirroring the absorption spectrum, starting at
1.75 eV, the dominant feature is instead a new peak or series of peaks with an
onset starting at 2.25 eV and reaching a maximum about 2.8 eV. The action spectra
have the same shape and position as the photocurrent signal previously observed in
pentacene thick films [13] and single crystals [21]. In those papers, the photocurrent
was considered to originate from the intrinsic photogeneration of hole–electron
pairs, and given this remarkable consistency between single-crystal-, thick-, and
thin-film measurements, it seems reasonable to assume that this distinctive, broad
signal is indeed the intrinsic photocurrent of pentacene produced by photogeneration
of hole–electron pairs induced by photon absorption above the transport energy.

At lower energy, the close correspondence between the singlet exciton absorption
spectrum and the photocurrent points instead to a single, exciton-mediated, low-
energy mechanism as the source of the photocurrent. As noted in Sect. 32.2,
de-trapping and dissociation at the electrode are two possible ways whereby a
long-lived, low-energy molecular exciton species may contribute to the measured
photocurrent. The strong dependence of the magnitude of this current with electrode
material, and its small value when aluminum is used, offers strong evidence that
dissociation at the electrode interface dominates over bulk de-trapping effects.

The shape of action spectra is unchanged over the thickness range measured, but
the intensity increases with film thickness. On closer inspection, it is found that the
increase in photocurrent outstrips the increase in absorbed photons by a factor of
ten. This indicates that the topmost layers of the film provide higher photocurrent
yields than the bottommost layers.

As the same features are present for all the thicknesses measured, the analysis
will concentrate on the data obtained for the 100 nm films where the signal-to-noise
ratios were highest, noting in passing however that it was experimentally possible
to clearly observe the intrinsic photocurrent in pentacene films as thin as 20 nm.

32.7.3 Bias Voltage and Photon Flux Dependence

At 10 V applied bias, the dark currents measured for 100 nm pentacene films
depended on the electrode material. For titanium, the dark currents ranged from
10 to 50 pA, while for gold they ranged between 70 and 330 pA. For aluminum,
they were below the threshold of measurement (10 fA). Where measurable, the
dark current in these pentacene devices shows hysteresis and long-lived asymmetry
caused by the injection of space charge at the electrode interfaces, which modified
the local charge injection barrier [47, 48]. At all times, however, the dark currents
were much lower for aluminum electrodes than for either titanium or gold. While
it is possible that the oxide layer which covers the aluminum surface plays some
role, it is noted in passing that substantial dark currents are observed between
aluminum electrodes when metal phthalocyanine or perfluoropentacene thin films
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are deposited (unpublished results) so it would seem that the particular details of
the energy-level alignment between aluminum with pentacene are at least partially
responsible for exceptionally good blocking behavior observed here.

For the 100 nm pentacene device with aluminum electrodes, the photocurrent
measured at 2.7 eV incident photon energy was examined as a function of applied
bias voltage and photon flux. The results are shown in Fig. 32.7. While the
photocurrent yield increases slightly at reduced photon flux, the shape of the I–V
curve is nearly unchanged. There is a steep linear rise between �0.3 and 0.3 V, while
at higher applied field, the photocurrent quickly saturates. In the saturated regime,
the photon flux approaches linearity with the incident photon flux, while at low
field, the response is sublinear. The flux and field dependencies can be understood
in terms of the recombination dynamics of the photogenerated charge carriers. Each
charge carrier generated in the bulk requires a certain time to reach the electrodes.
The likelihood of recombination depends on the probability that the mobile charge
encounters (a) another mobile charge of opposite sign or (b) a trapped charge of
opposite sign. The first process leads to bimolecular rate kinetics and a square
root dependence of the photocurrent on photon flux; the latter process is a first-
order reaction that results in a linear dependence of photocurrent on photon flux. At
low field, the transit times are high, the density of mobile charge starts to exceed
the density of trapped charge, and recombination is dominated by the bimolecular
process. At high field, unimolecular recombination kinetics predominate.

Linear, saturated photocurrent at high field was observed previously in
anthracene single crystals [18] where it was attributed to the increasing dissociation
probability of the geminate hole–electron pair as a result of the stronger local
electric fields. The similarity of the pentacene I–V curves with the anthracene
single crystal data is strong evidence that the photocurrent at 2.7 eV in pentacene
thin films also originates from intrinsic photogeneration of geminate hole–electron
pairs, in support of the assignment based on the shape of the photocurrent action
spectra. Further evidence can be obtained from the temperature dependence of the
photocurrents, discussed in the next section.

32.7.4 Temperature Dependence

Photocurrent spectra were measured at five temperatures ranging from 30 ıC and
75 ıC. The photocurrent was found to increase between 10 to 100 % over this
temperature range depending on the photon energy. The narrow range of temper-
ature and the small change in photocurrent make it difficult to accurately determine
the mathematical form of the temperature dependence but a simple exponential
dependence fits the data points within experimental error. The dependences are
therefore expressed as activation energies based on the usual Arrhenius formula.
The results are shown in Fig. 32.8.

The activation energies have previously been interpreted within the framework
of the Onsager theory and the dissociation energy of the geminate pair [16]. Earlier
still, however, it was proposed that the activation energies indicated the energy of



646 R. Murdey and N. Sato

Fig. 32.7 Photocurrent–voltage relationship for the 100 nm pentacene/Al electrode device mea-
sured at 2.7 eV incident photon energy. Photocurrent yields are normalized to the incident photon
flux and the flux was attenuated over the range indicated using wire mesh. The curves are slightly
asymmetrical in both shape and magnitude, and the current intercept has a �20 mV offset. The
bias voltage is applied across a gap of 0.1 mm

the trapping levels encountered by the free charge carriers [15]. As the activation
energies in Fig. 32.8 vary approximately as the inverse of the magnitude of the
photocurrent, i.e., the density of free charge carriers, it seems possible that the
thermal dependence is indeed governed according to the filling of trap states.
The activation energy obtained at photon energies where extrinsic photocurrent is
dominant might also correspond to the energies required to dissociate charge pairs at
the electrode interface, should this be the mechanism limiting the charge transport.

In short, the data is consistent with intrinsic photocurrent, but alternative
interpretations are also valid.

32.7.5 Electrode Dependence

As noted in Sect. 32.7.3, the dark currents flowing through the pentacene film
depended on the electrode metal used. The shape of the photocurrent action spectra
also varied substantially on the electrode, as shown in Fig. 32.9. Aluminum elec-
trodes, found to block charge injection into pentacene, resulted in low photocurrent
below the threshold value of 2.25 eV. For titanium and gold, meanwhile, features



32 Photocurrent Action Spectra of Organic Semiconductors 647

Fig. 32.8 The activation energy of the photocurrent of the 100 nm pentacene/Al electrode device,
measured over a temperature range of 30�75 ıC. The activation energy in the energy region
corresponding to singlet exciton absorption is about 140 meV, falling to about 35 meV for photon
energies above 2.2 eV

in the photocurrent action spectra resembling the absorption spectrum of pentacene
were superimposed over features attributed to the intrinsic photocurrent measured
with the device with aluminum electrodes.

This result clearly demonstrates that the intrinsic and extrinsic photocurrent
mechanisms can coexist and that the relative magnitudes are governed by the choice
of electrode. As expected, the extrinsic photocurrent yield is almost independent of
photon energy: all absorbed photons over the observed energy range are equally
likely to contribute to the photocurrent, and the transport energy plays no role.
Extrinsic photocurrent can be suppressed, however, by choosing an electrode such
as aluminum which blocks the injection of dark current. It would seem that in the
Al/pentacene/Al device the electrode work function is aligned near the middle of the
transport energy gap of pentacene, whereas for Au the energy separation between
the Fermi level and the HOMO-derived valence states of pentacene is substantially
smaller. The larger work function of Au relative to Al supports this interpretation,
but the density of trap states at the interface might also play a role and the influence
of the metal surface on the morphology of pentacene [49] should also be considered.
Ti presents an interesting intermediate case where the contribution of the intrinsic
and extrinsic photocurrents is approximately equal.



648 R. Murdey and N. Sato

Fig. 32.9 Action spectra of incident flux normalized photocurrent for 100 nm pentacene thin
films for three different electrode materials. Only for aluminum electrodes is it possible to
clearly observe the current from intrinsic photogeneration in pentacene. Injected photocurrents,
approximately proportional to the exciton absorption spectrum, dominate the action spectra for
both titanium and gold electrodes

32.7.6 Transport Energy

The photocurrent action spectrum of a 100 nm pentacene thin film together with the
optical absorption spectrum, recorded in situ, is shown in Fig. 32.10. The results of
the intensity, voltage, and temperature dependence all support the conclusion that
the measured photocurrent recorded here using aluminum electrodes represents the
intrinsic photogeneration, the result of the dissociation of geminate pairs created
upon absorption of a photon.

The threshold value for the onset of photoconduction is 2.25 eV, in agreement
with previous pentacene results on thick-film sandwich devices [13] and single
crystals [21]. Following these previous studies, we therefore estimate the energy gap
of the pentacene thin film directly from the onset at 2.25 eV. This is substantially
higher than the onset of optical absorption at 1.75 eV [31], ascribed to the
first singlet exciton. Meanwhile the extrapolation of the charge-transfer states of
pentacene, observed by electroabsorption for a 300 nm thin film [28], leads to an
estimate of 2.8 eV. Photoemission studies have suggested a value of 2.3 eV for a
10 nm pentacene film [50], estimated from the given peak–peak separation of 3.4 eV
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Fig. 32.10 Photocurrent action spectra and absorption coefficient obtained for the 100 nm
pentacene film/Al electrode device. Photocurrents are normalized to the incident photon flux. The
transport energy gap is EG D 2:25 eV estimated from the threshold onset of the photocurrent yield

and assuming a peak width of 0.55 eV for the deconvoluted density of both occupied
and unoccupied states.

The most basic conclusion that can be obtained from the photocurrent data is
that photogeneration of charge carriers through geminate pair dissociation requires
a minimum photon energy of 2.25 eV. The photocurrent yield rises to a maximum
value at 2.8 eV and remains relatively constant at higher energies. Some fine
structure can be discerned which can be fit as a sequence of Gaussian peaks at
regularly spaced intervals of about 0.2 eV. This feature is assigned as a manifold of
individual CT transitions. The spectral shape of the intrinsic photocurrent signal is
notable for the broad initial rise which exceeds that predicted by a simple model of
thermally assisted dissociation according to the energy difference between the CT
state and the transport energy gap as the factor

� / e
�

EG � ECT

kBT : (32.19)

Equation 32.19 at 30 ıC would cause the yield originating from excitation to a
CT state 60 meV below the transport energy to be attenuated by a factor of ten.
The threshold photocurrents can also be modeled as the convolution of valence and
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conduction states [13, 51, 52], either as a calculated band edge or using optical
densities, extending from a minimum value predefined as the energy gap.

It seems likely that the intrinsic photocurrent signal is a complex manifold
of charge-transfer states, at least some of which represent higher-order vibronic
transitions [28, 53]. These optically generated states are vertical transitions and may
well extrapolate to 2.8 eV at infinite separation as estimated by Sebastian et al. [28]
and later used by Petelenz et al. [33] in their energy assignment of the pentacene
charge-transfer states. We agree with these authors that the transition energies are
probably in excess of thermally relaxed ionic states identified as the charge carriers.
The transport gap is therefore identified (within 2–3 kBT) with the onset of intrinsic
photocurrent signal, while the broad subsequent rise is attributed to the conversion
of some fraction of the excess energy, h� � EG, toward increasing the dissociation
efficiency of the geminate pairs.

32.8 Final Thoughts

In summary, photocurrent action spectra were measured for vacuum-deposited
pentacene thin films between 20 and 100 nm in thickness. A strong dependence
on the electrode material was found, and, for aluminum electrodes, the measured
photocurrent was determined to originate from an intrinsic mechanism, where
hole–electron pairs are created in the bulk film. For gold or titanium electrodes,
a substantial contribution to the photocurrent from extrinsic, or injected, photocur-
rents was observed.

The intrinsic photocurrent spectrum of pentacene thin film resembled the spectra
obtained previously for thick films and single crystals. The onset of the intrinsic
photocurrent, taken to indicate the transport energy, EG, was determined to be
2.25 eV, the same value as the older studies.

The dependence of the intrinsic photocurrent with temperature, photon flux, and
applied field is consistent with a mechanism in which optical generation of a charge-
transfer state is followed by the thermally assisted dissociation of the geminate hole–
electron pair into independent charge carriers.
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Chapter 33
Electro-Responsive Columnar Liquid Crystal
Phases Generated by Achiral Molecules

Keiki Kishikawa

Abstract Electro-responsive columnar liquid crystal (ER-CLC) materials were
reviewed, especially ferroelectric columnar materials (FCLC). The history of polar
columns are introduced with recent progress toward ER-CLC (electro-responsive
columnar) materials. The final part of this review describes a recent study in
our laboratory. The insertion of –C6H4-X- (X D OCH2, OCO, NH2CH2, NHCO,
N(CH3)CH2, SCH2, CH2CH2, and CHCH) into the Ar-N bonds of bis(N,N0-(3,4,5-
trialkoxyphenyl)ureas 4(R D C12H25) was performed, and the compounds with
X D OCH2, OCO, NH2CH2, NHCO, N(CH3)CH2, and SCH2 exhibited a CLC
phase. The insertion greatly affected their responsiveness and temperature ranges.
In the case of 14 (–C6H4-X- (X D OCH2), R D C12H25), the responsiveness was
highly improved in comparison with 4. Broad temperature ranges of a CLC phase
were achieved by mixing 14 and 19 (–C6H4-X- (X D SCH2), R D C12H25).

Keywords Columnar phase • Electro-responsiveness • Ferroelectricity
• Polarity

33.1 Introduction

The electro-responsiveness of the nematic and smectic liquid crystal (LC) phases
has been well studied and used in LC displays (LCDs) and other devices. However,
electro-responsive columnar LC (ER-CLC) phases are not well studied [1, 2]. In
this review, we describe studies detailing ER-CLCs (especially ferroelectric CLCs
(FCLCs)). A balance between the responsiveness and the polar columnar structure
stability is important for obtaining the ER-CLC phase. In general, highly responsive
materials do not exhibit stable polarizations, while stable one-directional columnar
molecular aggregates do not exhibit a highly responsive switching behavior. In
addition, a wide temperature range is necessary for the practical use of these phases.
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Fig. 33.1 (a) Organization of polar molecules into an FCLC phase and (b) its switching behaviors

The polar FCLC phase molecules in Fig. 33.1a are organized into a polar column.
Furthermore, the columns are organized in parallel to generate a CLC phase.
Applying an electric field causes the polar direction of the columns to become
uniform and generates a macroscopic polarity that switches their direction upon
application of a triangular wave voltage, as shown in Fig. 33.1b. A clear threshold
between the two polar states is necessary to achieve the FCLC phase. At this
threshold voltage, the macroscopic polarities change their direction. Accordingly,
the FCLC phase provides a sharp switching current peak at the threshold voltage
upon the application of a triangular wave voltage.

Some polymers, such as polyvinylidene fluoride, also exhibit a ferroelectric
behavior upon the application of a high voltage [3–6]. These polymers do not have
a clear threshold voltage and do not exhibit a switching current peak upon reversal
of the macroscopic polarities. These differences indicate that ferroelectric behavior
does not originate from the cooperative behavior of polar polymer molecules.

Although the behaviors mentioned above are also considered ferroelectric, we
prefer to distinguish ferroelectric switching from these behaviors in this review.
Our ideal FCLC phases must possess a clear threshold voltage and sharp switching
current peak.

33.1.1 First Stage of the History of ER-CLCs

33.1.1.1 Laterally Polar Columns Using Chiral Oval Molecules

The first stage toward realizing ER-CLCs involves chiral oval disk-like molecules
1, which were designed to generate laterally polar columns (Fig. 33.2) [7]. These
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Fig. 33.2 Molecular structure of 1 and the switching behavior for molecules in a column under
applying an electric field

oval molecules were organized into columnar aggregates and exhibited a CLC
phase. The molecules tilted into thickly packed cylinder-shaped columns. For
C2 symmetric molecular packing, the peripheral chiral moieties in the molecule
generate a macroscopic polarity perpendicular to the column axis. Switching the
electric field direction changes the tilt directions for the molecules in each column,
which is a movement similar to that of the chiral smectic C phases.

33.1.1.2 Molecular Shape Approaches for Realizing Polar Columns

Simultaneously, other scientists in the field of LC focused on obtaining a CLC
phase with a macroscopic polarity in the direction of the column axis using
achiral molecules. Molecules with bowl [8] and cone [9] shapes were designed for
one-directional molecular packing. Despite these molecules organizing into one-
directional molecular aggregates to minimize their free volume, adjacent columns
are arranged in anti-parallel (Fig. 33.3 left) and not in syn-parallel (Fig. 33.3 right)
to cancel out their polarities. These polarities did not switch upon the application of
a voltage because the anti-parallel columns were highly stabilized with neighbors
canceling each other’s polarities.

33.1.2 Recent Studies of ER-CLCs

33.1.2.1 ER-CLCs of Benzene Triamides

To the best of our knowledge, the first ER-CLC phase with molecules aligned
parallel to an electric field was reported by Nuckolls’ group [10]. Trimecinamide 2
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Fig. 33.3 Organization of anti-parallel (left) and syn-parallel (right) arrangements of bowl- and
cone-shaped molecules

(Fig. 33.4a) was self-organized into a columnar structure (Fig. 33.4b) that exhibited
a CLC phase. The columnar axis directions were controlled by applying an electric
field even though they did not exhibit switching current peak. Polarized light
microscopy (POM) revealed that the focal conic textures were the CLC phase
before applying a voltage, and these textures disappeared after applying a voltage.
Furthermore, turning the voltage off caused the texture to reappear. This behavior
was repeatable by continually switching on and off and is explained as follows. The
molecules are self-organized into a columnar aggregate via intermolecular hydrogen
bonding. Without an electric field, the columns are parallel to the ITO electrode
surface, and the anisotropic textures are visible to POM. After applying an electric
field, all of columns become perpendicular to the electrode surface, which makes the
LC sample isotropic perpendicular to the column axes and thus invisible to POM
using crossed polarizers. The direction of amide-carbonyl groups is presumably
controlled by the applied electric field.

33.1.2.2 Stacking Large Aromatic Molecules via Intermolecular
Hydrogen Bonds

The method to stack large aromatic molecules using intermolecular hydrogen bonds
was reported by Ikeda et al. [11]. They synthesized compound 3 (Fig. 33.5a) with
six N-alkyl amide moieties. While they did not determine its liquid crystallinity,
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Fig. 33.4 (a) Molecular structure for trimecinamides 2. (b) Schematic model of hydrogen-bonded
molecules after applying an electric field. The arrows indicate the intermolecular hydrogen-bonded
direction

Fig. 33.5 (a) Molecular structure of 3. (b) Schematic presentation of the directional  -stacking of
these molecules

its gelation was observed in some hydrocarbon solvents (n-hexane, n-octane,
cyclohexane, and p-xylene). The triphenylenes presumably stack in one direction of
the columnar structure due to the intermolecular amide hydrogen bonds, as shown
in Fig. 33.5b.
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Fig. 33.6 Schematic representation of the molecular packing structures for liquid crystalline urea
4 and the polar direction switching due to the applied electric field

33.1.2.3 Switchable FCLC Compounds

Over the last decade, a small number of ferroelectrically switchable CLC phases
have been reported with observable switching current peaks. The first two exam-
ples are shown in Figs. 33.6 and 33.7. These examples were reported almost
simultaneously. The liquid crystalline ureas, 4, shown in Fig. 33.6 possessing
3,4,5-trialkoxyphenyl groups (n D 8–16) as their N-substituents, were reported by
our group [12, 13]. The urea molecules interact intermolecularly via hydrogen
bonds to generate a linear and polar molecular aggregate and exhibited rectangular
and hexagonal CLC phases. Applying a triangular wave voltage provided uniform
column polarities that generated a macroscopic polarity, and reversing the electric
field direction changed the macroscopic polar directions. During the switching
process, the carbonyl group directions changed cooperatively and the intermolec-
ular hydrogen bonds are recombined. In this study, the polar direction changed
repeatedly after applying a triangular wave voltage even at 18 Hz. The spontaneous
polarizations (Ps) were calculated based on the switching current peak area (Ps is a
half of the switching current peak area, and it indicates the degree of polarization
per the area size of the electrode). The Ps was constant with the triangular wave
voltage frequency. The polarity generated by applying this voltage was confirmed
via second harmonic generation (SHG) measurements [14]. Their Kerr effects and
other properties were measured [15, 16].

Gorecka et al. reported a ferroelectric behavior for long bent rod molecules
(R D C12H25, C14H29) (Fig. 33.7a) [17]. These switching behaviors were observed
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Fig. 33.7 (a) Molecular structure of 5 and (b) its polar columnar aggregate

in the ColhPA phase. Three or four molecules are organized into cone-shaped
structures, which stack to generate the polar columnar aggregates (Fig. 33.7b). In the
ColhPA phase at 130 ıC, the switching peaks ( 70 nC/cm2) were observed. However,
such switching peaks were not observed in the Colh phase.

There are many examples of ferroelectrically switchable rectangular CLC phases
composed of achiral bent molecules. Most of these CLC phases are generated by
frustrations in the LC states. I believe that they should be classified into smectic
phases with a columnar structure, because they contain smectic layer structures with
all molecular long axes in each layer parallel (or slightly tilt) to the layer normal
[18–20].

33.1.2.4 ER-CLCs of Various Amides

Recently, several liquid crystalline amides have been reported. These molecules
have multiple N-alkylamide moieties around one central aromatic ring. The method
is the same as those in sections 3.1 and 3.2.

Trimecinamide 6 (Fig. 33.8) has a simple C3 symmetry consisting of one benzene
ring and three amide groups [21, 22]. The molecules stack due to intermolecular
hydrogen bonding. These aggregates are similar to those of 2. The generated Ps
value was 1.3–1.8�C/cm2, and coercive field (Ec) was 21–26 V/�m. The switching
frequency is 0.1 Hz at 70 ıC and 5.0 Hz at 150 ıC, and the Ps was constant with the
frequency.

Compound 7 (Fig. 33.9) contains a corannulene in its center and exhibited the
CLC phase [23]. The ten amide groups interact intermolecularly to generate the
columnar aggregate. Applying an electric field (15 V/�m) for 30 min at 125 ıC
aligns the column axes perpendicular to the electrode plane. Corannulene derivatives
7 did not show a ferroelectric switching peak in the CLC phase.
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Fig. 33.8 Molecular
structure of 6

Fig. 33.9 (a) Molecular structure of 7 and (b) its columnar aggregate

Thiafulvalen derivative 8 and triphenylene one 9 (Fig. 33.10) exhibited a highly
responsive ER-CLC phase [24]. These compounds easily aligned homeotropically
by applying an electric field. This method is useful for aligning aromatic molecules
that may be used in organic electronic devices. The CLC phase of 9 exhibited SHG
signals under applying an electric field. However, the SHG signal instantaneously
vanished after switching it off. These results indicate that the polarity of 9 under the
applied voltage is unstable in the LC phase.

Both the  -system and the cyclic tripeptide 10 (Fig. 33.11) can organize into
columnar aggregates via the same method, even though the compounds did not
show the switching current peak [25]. The aligned columns may be useful as
selective membranes for transport of molecules and ions. The noncyclic dipeptide 11
exhibited an oblique CLC phase and the SHG signal was observed under applying
an electric field [26].
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Fig. 33.10 Molecular structures of thiafulvalen derivative 8 and triphenylene one 9

Fig. 33.11 Molecular structures for cyclic tripeptide 10 and noncyclic dipeptide 11

Compound 12 (Fig. 33.12a) uses dicyanobenzene as the polar site and six
terminal alkyl chains as the hydrophobic sites [27, 28]. The CLC phase for 12
was the first reported example of an FCLC phases. The molecules self-organized
into core-shell columnar structures via their intermolecular hydrogen bonds as
shown in Fig. 33.12b. They stacked in one direction. The central polar part of
each column inverted during the switching process. Applying a square-shaped AC
electric field (1.0 Hz, 20Vpp/�m) at 120 ıC aligned the columns perpendicularly to
the electrode plane.
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Fig. 33.12 (a) Molecular structure of 12 and (b) its polar columnar molecular aggregate

In this paper, switching current peaks were observed when a slow triangular-
shaped AC field (0.08 Hz, 20 Vpp/�m) was applied at 120 ıC. They claimed the peak
resulted from the polarization inversion. However, it is assumed that the switching
current peaks observed are originated in the movement of the amide groups (whose
polarity is not ferroelectric) from the following two results which contradict each
other. 1) In the application of triangular wave voltage, the switching peak was
obtained at only 10–15 s after passing ˙0 Vpp/�m, though the applied voltage
was very low (the peak was observed at approximately ˙5 Vpp/�m). 2) In contrast,
applying a DC electric field (10 Vpp/�m) gradually increased the SHG signal and
took over 2 min to reach saturation. Furthermore, slow decrease in the SHG signal
was also observed (�21 % in a 1,000 min) with time period at 120 ıC. Presumably,
these two experimental results are contradictory. It is thought that the inversion of
polarization does not have bi-stability at least. The behaviors are similar to those of
polyfluorovinylidene fluoride under applying a high voltage, for the reason that they
do not have a clear threshold voltage and do not show the switching current peak
during the inversion process of the macroscopic polarities.

33.1.2.5 Ionic CLCs

The mixtures of lithium triflate 6 and carbonate 7 reportedly exhibited CLCs
(Fig. 33.13) [29]. The center of the column contained lithium triflate ions (6)
and carbonate moieties of 7 surrounded by the alkoxy chains. Applying an electric
field (2.5 V/mm, 1 kHz, 25 ıC) for 90 min aligned the columns parallel to the
electric field. The electro-responsive molecular alignment is assumed to originate
from the lithium triflate ion and/or the carbonate moiety movement.
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Fig. 33.13 Molecular structures and columnar aggregates of 6 and 7 before and after applying an
electric field

33.1.3 Recent Advances in Studies of Ferroelectrically
Switchable Ureas

33.1.3.1 Highly Responsive Switchable Ureas

Achieving a high responsiveness and wide temperature range is important for
applicability. We attempted the following structural improvement to our urea
molecules.

To increase the polar switching responsiveness, reducing the electrostatic inter-
actions between adjacent columns is essential because the electrostatic inter-
actions strongly stabilize the anti-parallel alignment of adjacent columns. We
believe increasing the column diameter should effectively decrease the inter-
columnar electrostatic interactions. Figure 33.14 shows the molecular structures for
4 (R D C12H25) and 14 (R D C12H25). Compound 4 (R D C12H25) is our original
molecular structure, while 14 (R D C12H25) is an improvement. Their space-fill
models of these compounds are shown in Fig. 33.14a and b. Introducing a -C6H4-
O-CH2- between the nitrogen and carbon atoms in the N-Ar bonds increased the
molecule width and expanded the column diameter. Therefore, the switching peak
became sharper. This change greatly improved the switching responsiveness [30].

Figure 33.15a shows the texturebefore applying a triangular wave voltage, and
the broken black line indicates the border between the electric field applied (left
side) and non-applied (right side) areas. Figure 33.15b shows the texture both
after and while applying the triangular wave voltage. The ITO electrode textures
immediately disappeared, whereas those for the non-ITO area did not change.
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Fig. 33.14 Comparison of 4 (R D C12H25) and 14 (R D C12H25): (a, b) space filling models, (c)
(d) switching current peaks from the switching experiments (6 Hz–200 Vpp, T D 105 ıC, ITO area
1 cm � 1 cm, cell gap 5 �m, ITO covered with polyimides)

Fig. 33.15 Switching experiment for 14 (R D C12H25): (a) before the switching experiment (at
0 V) and (b) both after starting and during the switching experiment (triangular wave voltage at
6 Hz–200 Vpp, T D 105 ıC, ITO area 1 cm � 1 cm, cell gap 5 �m, ITO covered with polyimides).
The broken black line indicates the border between the electric field applied and non-applied areas
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This result indicates the columns in the ITO areas oriented perpendicularly to the
electrode. After applying the voltage, a sharp switching current peak was repeatedly
observed. This result indicates the column axes remained perpendicular during the
switching process even though the macroscopic polarities changed directions.

33.1.3.2 Substituent Effect on Liquid Crystallinity and Responsiveness
in the Ureas

Various spacers were introduced between the nitrogen and carbon atoms in the N-
Ar bonds of the urea molecule (4) to improve both its electro-responsiveness and
polarization stability [31]. The result is shown in Table 33.1.

Table 33.1 Transition phase behaviors of 14–21

Cr, Cr1, and Cr2 indicate the crystal phases. Colh and Col indicate a hexagonal CLC phase and an
unidentified CLC phase. Iso indicates an isotropic liquid
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A hexagonal CLC phase was observed for X D -O-CO- (15), and the transition
temperatures were higher than those of 14. An unidentified CLC phase was observed
when X D -NH-CH2- (16), and the transition temperatures were almost identical to
14. No LC phase was found when X D -NH-CO- (17) because the melting point
was high. The intermolecular hydrogen bonds between the amide molecules were
too strong to generate an LC phase. A hexagonal CLC phase was observed when
X D -N(CH3)-CH2- (18), and the transition temperatures were significantly below
those of 14. A hexagonal CLC phase was observed when X D -S-CH2- (19), and the
transition temperatures less than those of 14.

No LC phase was observed when X D -CH2-CH2- (20) and X D -CH D CH- (21).
This result indicates the heteroatom in X is required to generate a CLC phase.

Mixing experiments using 14 and 19 were performed to expand the temperature
range for the switchable CLC phase (Fig. 33.16). The ratios 0:100, 25:75, 50:50,
75:25, and 100:0 were prepared by mixing 14 and 19, respectively. A peak top of
the Ps value for a ratio of 0:100 was observed at 77 ıC. The switching was observed
across a narrow temperature range (73–81 ıC). The peak top for a ratio of 100:0
was observed at 107 ıC. The switching was observed across narrow temperature
range (96–108 ıC). However, the 50:50 mixture exhibited the widest temperature
range (66–110 ıC) for all mixing experiments. These two compounds were freely
miscible, and their mixture yielded a wide temperature range. The high miscibility
originated from the molecular size of 19 matching that of 14.

33.1.3.3 Strengthening the Intermolecular Interactions

To stabilize the polar structures, the intermolecular interactions were strengthened.
Specifically, numerous hydrogen bonding sites were introduced into the molecule,
and inversion of the N or P lone pair was used to stabilize the polarity (Fig. 33.17)
[32]. Compound 22 contained a nitrogen atom in its center and three urea moieties
were introduced. Compound 23 contained phosphorus atom in its center and three
amide moieties were introduced. We expected a large threshold between the two
ferroelectric polar states for these compounds with an observed ferroelectricity in
their CLC phases. However, these compounds exhibited no LC phase between the
crystal and liquid states. The intermolecular interactions were presumably too strong
to generate an LC state.

33.1.4 Conclusion

I reviewed ER-CLCs in this chapter. Currently, many scientists in the LC field
are studying ER-CLCs. However, creating ER-CLCs using achiral molecules is
difficult. Especially, achieving the FCLC phases with both high responsiveness and
polar stability is still a tough and fascinating scientific challenge. We have been
studying the FCLCs exhibiting both high responsiveness and polar stability in this
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Fig. 33.16 Ps values for the mixture of 14 and 19 (0:100, 75:25, 50:50, 25:75, and 0:100) versus
temperature

Fig. 33.17 Molecular structures of 22 and 23

decade. We believe that designing molecular shape and polarity is important to
realize the FCLC phase.

Ferroelectric smectic phases opened a new large field in LC science and LC
devices. Similarly, we believe that ER-CLCs will open a new world in LC materials
and devices. For example, it can be used in electronic devices, such as high-density
memory devices or molecular nano-wires. Further, controlling the surface polarities
of the FCLC sheet allows other polar molecules to be arranged on the sheet.
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Chapter 34
Crystal Engineering Approach Toward
Molecule-Based Magnetic Materials

Naoki Yoshioka

Abstract The crystal engineering approach toward molecule-based magnetic mate-
rials by controlling the molecular arrangement of the stable radical based on
the directionality of the hydrogen bonding is described in connection with the
magnetic and orbital interactions between the radical units. Several derivatives
of 4,4,5,5-tetramethyl-4,5-dihydro-1H-imidazole-1-oxyl-3-oxide (NN) carrying a
heterocycle having an NH proton donor site at the 2-position were designed. The
imidazole derivative, Im-NN, formed a hydrogen-bonded chain, and close contact
between the NO bonds of the NN group were observed between the chains. The
benzimidazole and naphthoimidazole derivatives, BIm-NN and NIm-NN, formed
a 1D assembled structure induced by intra- and intermolecular hydrogen bonds.
Magnetic measurements revealed that a strong ferromagnetic interaction existed
in BIm-NN, while dimeric and 1D chained antiferromagnetic interactions were
observed in Im-NN and NIm-NN, respectively. The magneto-structural correlation
of the 4- and 5-azaindole derivatives (4NIn-NN, 5NIn-NN) is also descried. In these
crystals, the hydrogen bonds and  -stacking have an important role in the crystal
scaffolding, and the occurrence of a magnetic interaction is explained by contact
of the SOMOs. These results indicate that the NHCC(NO)NO moiety is a useful
synthon for propagating intermolecular magnetic interactions.

Keywords Crystal engineering • Organic radical • Molecule-based magnetism

34.1 Introduction

Modern society is supported by various electronic materials and devices. Such
materials and devices are mainly composed of inorganic compounds, such as metals,
alloys, metal oxides, silicon, etc. More effort has been devoted to the development of
these functional materials composed of molecule-based compounds. For example,
the research regarding the molecular conductors and superconductors has achieved
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significant progress. The combination of organic compounds plus magnetism, on
the other hand, is one of the most challenging topics of material science because the
magnetic phase transition temperatures of purely organic-based ferromagnets that
have been found are still limited to the cryogenic region. Under these circumstances,
the research field of molecule-based magnetism has been rapidly developed as an
interdisciplinary area involving organic chemistry, coordination chemistry, polymer
chemistry, and solid-state physics [1, 2].

The essential condition of a magnetic material is the presence of the spins
associated with unpaired electrons. Conventional inorganic magnetic materials are
composed of atoms or ions of transition elements, such as iron, cobalt, and nickel,
and rare earth elements. These magnets possess unpaired spins that contribute to the
magnetic ordering in the atomic d- or f-orbital. Therefore, this magnetism is called
atom-based magnetism. Molecule-based magnetism, on the other hand, originates
with unpaired electron spins belonging to the p-orbital. Several properties unavail-
able in conventional inorganic magnets, such as a low density, low environmental
contamination, and combination with other molecular functions, are also expected
in molecule-based magnetic materials. In addition, the introduction of an unpaired
electron into the  -orbital enables the modulation of their magnetic properties
by means of synthetic chemistry, as has been applied in the fields of molecular
conductors and superconductors.

As for purely organic systems, there are two kinds of approaches to the organic
magnet; one is the through-bond approach, and the other is the through-space
approach. The through-bond approach [3] is based on constructing a high-spin
molecule by aligning spins parallel within the molecule using a magnetic coupler
such as the m-phenylene unit or  -conjugated polymeric backbone. On the other
hand, the essence of the through-space approach is to build a magnetic interaction
between the molecules that are proposed by McConnell [4], which expands the
possibility of the self-assemblies of radicals and charge-transfer complexes.

In a real system, the through-bond approach corresponds to polyradical macro-
molecules, and the through-space approach corresponds to organic radical crystals
of low-molecular-weight substances (Fig. 34.1). The advantage of polyradical
macromolecules is that magnetic interaction pathways within a chain can be
controlled by molecular design taking advantage of various synthetic methods. In
addition, the magnitude of the intramolecular magnetic interaction is usually more
than ten times larger than that of the intermolecular magnetic interaction. A critical
problem for polyradical macromolecules is difficulty in controlling the interchain
magnetic coupling in the amorphous state. The crystal structures of low-molecular-
weight organic radicals, on the other hand, are determined by X-ray crystallographic
analyses, which make it possible to precisely and quantitatively examine the
magneto-structural correlation. To develop the through-space interaction, we have
to develop the technique for constructing molecular self-assemblies with desired
magnetic interaction. Although a great progress has been achieved by synthetic
chemistry in terms of planning the synthesis of open-shell molecules and the control
of electronic properties, the crystal design using crystal engineering technique for
that purpose still remains great challenges.
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Fig. 34.1 Conceptual scheme for the construction of a molecule-based magnet

34.2 Magnetic Measurement of Organic Radical Solid

The magnetic properties of a paramagnetic material including organic radicals
are described by the response to the applied magnetic field, H, and could be
characterized by the temperature dependence of the molar magnetic susceptibility,
�m, and field dependence of the molar magnetization, M. These physical quantities
are closely related to the spin quantum number, S, because the orbital quantum
number, L, is quenched in organic radicals. M is proportional to H, and the
proportionality constant is �m.

M D �mH (34.1)

The temperature dependence of �m follows the Curie-Weiss expression in Eq.
(34.2).

�m D C

T � � (34.2)
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C D NAg2�B
2S .S C 1/

3kB
(34.3)

The Curie constant, C, is described by Eq. (34.3) in which NA is Avogadro’s number,
g is the g-factor, �B is the Bohr magneton, and kB is the Boltzmann constant. The
positive or negative value of the Weiss constant, � , corresponds to the ferromagnetic
(parallel spin) or antiferromagnetic (antiparallel spin) alignment, respectively. � D 0
denotes an independent (noninteracting) spin system. The Curie plot (�m vs. T) and
inverse Curie plot (�m

�1 vs. T) are shown in Fig. 34.2. The latter is convenient
for determining � from the intercept. The temperature dependence of �mT is also
useful for estimating the energy gap or magnetic interaction parameter, J, by fitting
the experimental data to the theoretical model as shown below. The temperature
dependence of M is also described by Eq. (34.4).

M D NAg�BSB.x/ (34.4)

in which B(x) is the Brillouin function described by Eq. (34.5).

B.x/ D 2S C 1

2S
coth

�
2S C 1

2S
x

�
� 1

2S
coth

�
1

2S

�
; x D g�BSH

kBT
(34.5)

At a high enough applied magnetic field and low temperature, x becomes very
large, and then B(x) approaches unity. The saturation value of M is called saturation
magnetization, Ms, as described by Eq. (34.6).

Ms D NAg�BS (34.6)

The M/Ms vs. H/T plot can be used for estimating the average S of organic radicals
in the solid state by fitting the experimental data to B(x). The magnetization behavior
is also important for classification of the magnetic state (Fig. 34.3).

While isolable organic radicals are kinetically stabilized by a substituent, several
derivatives might exhibit a magnetic interaction. The formation of a magnetically
coupled dimer and chains also affects the temperature dependence of �m.

If two monoradical molecules (S D 1/2) interact in a crystal, the spin quantum
numbers become S D 0 and S D 1. E(S D 0) and E(S D 1) are defined as the energies
of the two states with an energy gap, J, defined as

J D E .S D 0/� E .S D 1/ (34.7)

When S D 0 is the ground state corresponding to a negative J value, the interaction
is antiferromagnetic. When S D 1 is the ground state corresponding to a positive J
value, the interaction is ferromagnetic. The magnetic susceptibility of a dimer of a
monoradical follows the Bleaney-Bowers equation [5] expressed by Eq. (34.8).
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Fig. 34.2 �m vs. T plot (a),
�m

�1 vs. T plot (b), and �mT
vs. T plot (c) for the systems
obeying the Curie-Weiss law
with a Curie constant
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(S D 1/2, g D 2.00) and Weiss
constant � D 10, 0, and
�10 K

0

0.05

0.10

0.15a

b

c 0

100

200

300

0

0.3

0.6

0.9

0 20 40 60 80 100

T / K

χ m
/e

m
u 

m
ol

-1
χ m

-1
/e

m
u-

1
m

ol
χ m

T
/e

m
u 

K
 m

ol
-1

θ = 10 K

θ = 0 K

θ = –10 K

θ = –10 K

θ = 0 K

θ = 10 K

θ = 10 K

θ = 0 K

θ = –10 K

�m D NAg2�B
2

kBT Œ3C exp .�J=kBT/�
(34.8)

For the 1D chain of an antiferromagnetically coupled organic radical (J < 0), its
magnetic susceptibility follows the Bonner-Fisher model [6] of Eq. (34.9).

�m D NAg2�B
2

kBT

0:25C 0:074975x C 0:075235x2

1:0C 0:9931x C 0:172135x2 C 0:757825x3

with

x D jJj =kBT (34.9)
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Fig. 34.3 Relation between
molar magnetization M and
applied field H
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For the 1D chain of a ferromagnetically coupled organic radical (J > 0), the magnetic
susceptibility follows the Baker expression [7] of Eq. (34.10).

�m D NAg2�B
2

4kBT

�
1:0C Ax C Bx2 C Cx3 C Dx4 C Ex5

1:0C Fx C Gx2 C Hx3 C Ix4

�2=3
A D 5:7979916;B D 16:902653;C D 29:376885;D D 29:832959;ED14:036918;
F D 2:7979916;G D 7:0086780;H D 8:6538644; I D 4:5743114

with

x D J=2kBT (34.10)

In 1963, McConnell proposed a mechanism that is frequently used to explain the
magnetic interaction between aromatic radical molecules, which was later called
the McConnell I mechanism [4a]. He suggested that magnetic interactions present
between two aromatic radicals, A and B, could be described by the Heisenberg
Hamiltonian of Eq. (34.11)

HAB D �
X

i;j

JAB
ij SA

i � SB
j (34.11)

in which Jij
AB are the two-center exchange integrals, and the Hamiltonian could be

replaced by a simplified form

HAB D �SA � SB
X

i;j

JAB
ij �

A
i �

B
i (34.12)

in which SA and SB are the total spin operators for fragments A and B, respectively,
Jij

AB are the two-center exchange integrals, and �i
A�j

B is the product of the atomic
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Fig. 34.4 MO diagram and spin density distribution of allyl radical and interpretation of inter-
molecular interaction between two allyl radicals by McConnell I mechanism (a) and interaction
between SOMOs (b)

spin densities on atoms i and j (the first from fragment A and the second from
fragment B). The McConnell I mechanism states that a triplet ground state is
obtained in the interaction between two doublet fragments when the atoms making
the shortest contacts present atomic populations of opposite signs (Fig. 34.4a).
Therefore, this mechanism relies on the construction of an organic radical crystal
in such a way that atoms with opposite spin densities are aligned on each pair of
radicals [8]. The effectiveness of the mechanism has been experimentally evaluated
by Iwamura et al. using the cyclophane-type diphenylcarbene dimers [9].
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Yoshizawa and Hoffmann explained the intermolecular magnetic interaction
by interacting SOMOs [10]. This formulation indicates a ferromagnetic coupling
between two radical molecules that can be expected if the two SOMOs are arranged
in an orthogonal or nearly orthogonal fashion. This means that the ferromagnetic
coupling is stabilized when molecules A and B are arranged in a way to cancel the
overlap between the SOMOs (SAB � 0) (Fig. 34.4b). Based on the two mechanisms,
the magnetic interaction of two allyl radicals is shown in Fig. 34.4.

34.3 Crystal Engineering Approach

While the possibility of an organic ferromagnet has been theoretically proposed, a
magneto-structural correlation of a limited number organic radical crystal has been
reported during the 1960s–1970s due to the inaccessibility to crystallographic data
(Fig. 34.5). While the formation of a 1D antiferromagnetic chain was demonstrated
in the crystal of DPPH [11] and TPV [12], a strong ferromagnetic interaction with
a structural phase transition was discovered in the crystal of galvinoxyl [13]. A
metamagnetic behavior was also observed in tanol suberate [14].

As mentioned in the previous section, the intermolecular magnetic interaction is
very sensitive to molecular packing in the crystal. One presumable cause is that the
magnetic properties change with the substituent introduced onto a radical molecule.
For example, 1,5-diphenyl-3-(4-nitrophenyl)verdazyl consists of  -stacks between
the tetraazapentadienyl moieties and exhibits an intermolecular antiferromagnetic
interaction. In a crystal of the 1,5,6-triphenyl derivative, on the other hand, the
stack is slid relative to another along the b direction, leading to an intermolecular
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Fig. 34.5 Chemical structures of typical stable organic radicals exhibiting characteristic magnetic
properties
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ferromagnetic interaction [15]. Moreover, the magnetic properties are changed when
polymorphism is observed even though the molecular structure remains the same.
For example, purely organic ferromagnets, p-NPNN [16] and TMAO [17], have the
crystal polymorphism, and not all polymorphs show the bulk ferromagnetism. These
results indicate that it is necessary not only to design organic open-shell molecules
carrying unpaired electrons but also to establish the methodology of controlling the
molecular arrangement by taking into account the magnetic interaction between the
molecules. The problem of p-NPNN is that the crystal packing is governed by a van
der Waals interaction. The rather weak bonding energy (less than 1 kJ mol�1) and
no directionality make the crystal structure uncontrollable.

In order to stabilize the crystal packing, it is necessary to utilize rather strong
intermolecular forces, which include a Coulombic force, hydrogen bond, and
charge-transfer force. Among these intermolecular forces, the hydrogen bond [18] is
suitable for building molecular assemblies because the direction is predictable, and
their energies are comparable to thermal energies (20–40 kJ mol�1). Such a design
strategy for a new solid with the desired physical and chemical properties utilizing
intermolecular forces defines crystal engineering [19].

34.4 Magnetism of Nitronyl Nitroxide Derivatives with NH
Site

The nitronyl nitroxide radical has been recognized as a suitable spin center for
organic magnetic materials. Its general structure is a five-membered ring in which
two NO radicals are linked to an sp2 carbon bonding to a substituent group R
(Fig. 34.6) [20]. The NO groups consist of a three-electron nitrogen-oxygen bond,
which lead to the thermodynamic stability of the nitroxide groups. R can be a variety
of groups including the simplest H to highly functionalized aromatic rings. Each
NO group is also linked to an sp3 carbon that has two methyl groups, which play
a role in the steric hindrance and lead to a kinetic stability. Because of the weak
Lewis base character, the two O atoms of NN can be proton acceptor sites to form
hydrogen bonds.

We focused our attention on the NN derivatives carrying a heterocycle with the
NH site. The basic concept of the molecular design is shown in Fig. 34.7 [21–23].
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Fig. 34.6 Resonance structure (a) and SOMO distribution (b) of nitronyl nitroxide radical
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Fig. 34.7 Molecular design
of nitronyl nitroxide
derivative carrying NH site
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The hydrogen-bonding pattern can be mainly controlled by the steric or elec-
tronic effects of substituents R1 and/or R2. Im-NN derivatives are expected to have
two basic hydrogen-bonding motifs due to the competition between the formations
of A1� � � D versus A2� � � D.

In the first case, an intermolecular hydrogen bond between imidazole rings
results in a polymeric chain structure linked by the NH� � � N bond as found in Im-
NN. The second case occurs when the intermolecular NH� � � ON hydrogen bond is
preferred [21].

In a crystal of BIm-NN [21], the imine N atom does not participate in the
intermolecular hydrogen bonding. The hydrogen bonds are repeated to form a 1D
columnar assembly in which close contact between the O atom of the nitroxide and
sp2 C atom of the NN unit is observed. On the other hand, four-centered (trifurcated)
intramolecular and intermolecular hydrogen bonds are observed between the NH
proton (D), the imine N atom (A1), and nitroxide O atoms (A2) in a crystal of NIm-
NN [23]. The hydrogen bonds are repeated to form a 1D chain with edge-to-edge
linkage in which close contact between the O atoms of the nitroxide is observed
(Fig. 34.8). Plausible mechanism for the formation of “columnar assembly” and
“edge-to-edge assembly” is shown in Fig. 34.9.

The geometry of the intramolecular hydrogen bond between the NH site of
heterocylic ring and the O atom of the NO bond has a suitable geometry for the
three-center or four-center hydrogen bond but not for the two-center hydrogen bond
[24]. This site has further attractive force to other proton acceptor sites. If O atom
of other molecule is hydrogen bonded at this site, the formation of self-assembly
is realized. Depending on the position of sp2 C atom of the NN unit, “columnar
assembly” or “edge-to-edge assembly” could be constructed.

The magnetic properties of Im-NN, BIm-NN, and NIm-NN are described by
the �mT vs. T plots in Fig. 34.10. The �mT value of Im-NN rapidly decreased
with a decreasing temperature. This behavior could be fit to the Bleaney-Bowers
expression of the magnetic susceptibility for an antiferromagnetically coupled dimer
with J D �123 cm�1 in Eq. (34.8), taking into account of a fraction of the uncoupled
monoradical (0.6 mol %) [21]. On the other hand, the �mT value of BIm-NN
steeply increases with the decreasing temperature. The magnetic data above 4 K
fit the Curie-Weiss law, with a Curie constant of 0.367 emu K mol�1 and a Weiss
constant of � D C8.2 K. The temperature dependence of �mT could be fit with a 1D
Heisenberg ferromagnetic chain model.

A good fit was obtained for the coupling constant J D C12 cm�1 in Eq. (34.10).
The presence of a dominant ferromagnetic interaction is also confirmed by the
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Fig. 34.8 Crystal structure and hydrogen-bonding motifs of Im-NN (a), BIm-NN (b), and NIm-
NN (c). Dashed lines show intramolecular and intermolecular hydrogen bonds

magnetization curve being significantly above the Brillouin function for S D 1/2
(Fig. 34.10 inset) [21]. The magnetic susceptibility of NIm-NN gradually increases
as the temperature decreases and has a broad maximum at 12 K. The magnetic data
can be fit to the 1D Heisenberg antiferromagnetic chain model with the best fit
parameter of J D �14 cm�1 in Eq. (34.9) [23].

The magnetic character of Im-NN is reasonably explained by the close inter-
molecular contact of the ONCNO moieties between the hydrogen-bonded chains: a
close contact between atoms, which have the same sign of spin densities, results in
the occurrence of an antiferromagnetic interaction (Fig. 34.11a).
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On the other hand, two magnetic interaction pathways were possible in the
crystal of BIm-NN: (1) through the close contact between the nitroxide O atom and
sp2 C atom of the ONCNO moieties (Fig. 34.11b) and (2) through the NH� � � ON
intermolecular hydrogen bonding [25]. To obtain an in-depth understanding of
the magnetic interaction pathway of BIm-NN, the magnetic measurements of NH
deuterated sample of BIm-NN and the computational study using the simplified
model of BIm-NN were carried out [26, 27]. We have concluded that the NH•••ON
hydrogen bonding contributes to stabilizing the molecular arrangement and realize
the 1D chain structure. Not the NH•••ON hydrogen bonding but the in-between
SOMO-SOMO contributes to the occurrence of the ferromagnetic interaction.
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of 5,000 G. The inset shows the magnetization isotherm of BIm-NN at 2.8 K. The broken line
corresponds to the calculated curve using the Brillouin function for S D1/2

A1 does not participate in the intermolecular hydrogen bond. In the crystal of
NIm-NN, on the other hand, A1 does participate in the intermolecular hydrogen
bond to form four-centered (trifurcated) intra- and intermolecular hydrogen bonds
between D, A1, and A2. The hydrogen bonds lead to an edge-to-edge molecular
arrangement, and the O� � � C contact favorable for the occurrence of ferromagnetic
interaction is collapsed. The O � � � O distance of the nitroxide units along the
hydrogen-bonded chain direction is 2.99 Å (Fig. 34.11c). Based on the O� � � O
distance and the spin densities carried by the nitroxide O atoms, an experimental
J value of –14 cm�1 is much smaller than expected. This can be explained by
the canted overlap between the pz orbitals. The one-dimensional hydrogen-bonded
chain observed in the crystal of NIm-NN can be recognized as an ideal one-
dimensional spin system because each chain is well isolated by the steric effects
of the naphth[2,3-d]imidazole ring and four methyl groups.

Lahti et al. have also found that 4,5,6,7-tetrafluorobenzimidazole-nitronyl nitrox-
ide (F4BIm-NN) forms a columnar assemblies similar to BIm-NN and reported
ferromagnetic interaction with an intrachain exchange constant of J/kB D C22 K
[28]. Very recently, Sugano, Blundell, et al. and Blundell, Lahti, et al. have reported
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a bulk ferromagnetic phase transition of BIm-NN and F4BIm-NN using �SR
measurements at Tc D 1.0 K [28e] and 0.72 K [29], respectively.

34.5 Magnetism of Azaindole Nitronyl Nitroxide Derivatives

In the crystal of BIm-NN, the imine N atom did not participate in the intermolecular
hydrogen bond. This fact prompted us to investigate other nitronyl nitroxide
derivatives carrying other azaindole rings, which are the structural isomers of the
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Fig. 34.12 Chemical
structures of 4NIn-NN and
5NIn-NN
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Fig. 34.13 Crystal packing of 4NIN-NN projected onto the ab plane. Molecules A and B are
colored blue and red, respectively (Ref. [30]; Reproduced by permission of The Royal Society of
Chemistry)

benzimidazole ring. In this section, the magneto-structural correlation in the crystals
of 4-azaindole nitronyl nitroxide (4NIn-NN) and 5-azaindole nitronyl nitroxide
(5NIn-NN) is described [30, 31] (Fig. 34.12).

4NIn-NN crystallizes in the space group C2/c with two independent molecules
(A and B) in the asymmetric unit, containing 16 independent molecules in one
unit cell. Crystal packing of 4NIn-NN viewed on the ab plane and along the a-
axis is shown in Fig. 34.13. A short intermolecular distance between N � � � O of
2.87 Å is found, corresponding to an intermolecular hydrogen bond. The hydrogen-
bonding motif is repeated to form a noticeable chain structure along the a-axis.
These hydrogen bonds trigger rather short O � � � O contacts of 3.27 Å. However, the
orbital overlap between the SOMOs is expected to be small by taking into account
the large dihedral angle between the neighboring ONCNO moieties of 63.0ı.
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Fig. 34.14 Crystal packing of 5NIn-NN viewed on the ab plane (a) and viewed along the a-axis
(b). All the hydrogen atoms except for the NH site are omitted for clarity. The blue dotted lines
represent intermolecular hydrogen bonding, and the black dotted lines highlight the brick-wall
architecture. The black rectangle highlights the brick-wall stacking along the a-axis (Reprinted
with permission from Ref. [31]. Copyright 2014 American Chemical Society)

5NIn-NN crystallizes in the space group P21/a with four molecules in a unit cell.
The dihedral angle between the best planes of the pyrrole ring and the ONCNO
moiety is 7.0ı. When compared to the corresponding angle between the imidazole
ring and the ONCNO moiety of 24.3ı for BIm-NN, such a high coplanarity is the
common characteristic for the azaindol-2-yl nitronyl nitroxide derivatives; e.g., the
corresponding dihedral angles of 4NIn-NN are 3.3ı and 5.8ı. This characteristic
is explained by the concomitance of the intramolecular hydrogen bonds at C-
H� � � O-N and N-H� � � O-N. Between the hydrogen-bonded chains, a relatively close
intermolecular contact is observed, corresponding to  -stacking between the 5-
azaindole ring and ONCNO moieties. The calculated dipole moments for 4-, 5-,
6-, and 7-azaindoles are 4.15, 4.64, 3.81, and 1.64 debye, respectively, indicating
that the 5-azaindole ring has the highest dipole moment among the azaindoles. This
tendency has already been pointed out by Catalán et al. [32]. The introduction of
an N atom at the 5-position of the indole ring seems to make 5NIn-NN easier to
 -stack rather than form a hydrogen bond. The N(H)� � � O hydrogen bond and  -
stack form a two-dimensional brick-wall architecture on the ab plane (Fig. 34.14a)
in the crystal. The layers pile along the a-axis while facing the four methyl groups
of nitronyl nitroxide units (Fig. 34.14b). Because no contact between the ONCNO
moieties within 4.2 Å is observed between the layers, a strong interlayer magnetic
interaction caused by direct orbital overlap of the SOMO would not be expected.

The �mT vs. T plot of the polycrystalline sample of 4NIn-NN is shown in
Fig. 34.15 inset. At 300 K, �mT equals 0.34 emu � K � mol�1, slightly less than what
would be expected for an isolated monoradical (0.375 emu � K � mol�1). This value
decreases with the decreasing temperature down to ca. 10 K then becomes nearly
constant (0.18 emu � K � mol�1) below this temperature, corresponding to half the
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Fig. 34.15 Temperature
dependence of �m of
4NIn-NN (ı) and its
deconvolution into
paramagnetic (•) and
antiferromagnetic (�)
components. The inset shows
the �mT vs. T plot. The solid
line corresponds to the
best-fit parameters (Ref. [30];
Reproduced by permission of
The Royal Society of
Chemistry)

value expected for an isolated monoradical (0.19 emu � K � mol�1). These results
suggest the existence of two magnetic sub-lattices, in which the radicals are magnet-
ically independent or antiferromagnetically interact. In order to clarify the magnetic
interaction, the paramagnetic component was subtracted from the experimental
Curie plot as shown in Fig. 34.15. The residual component has a broad maximum at
ca. 55 K and approaches 0 emu � K � mol�1 as the temperature decreases, suggesting
a presence of antiferromagnetically coupled dimer system. The magnetic data can
be nicely fit to a combined model with the Bleaney-Bowers expression in Eq.
(34.8) and Curie’s law as described in Eq. (34.2). The best-fit parameters are a
singlet-triplet energy gap of J D �64 cm�1 in Eq. (34.8). Calculation of the A-
A* dimer found a singlet ground state with J D �50.2 cm�1, thus providing good
agreement with that obtained from the experimental results (J D �64 cm�1). This
calculation supports the discussion that the magnetic interaction expected from the
correlation between the crystal structure and spin density distribution is reasonable.
Calculations for the A-B and A-B* (or A*-B) dimers, on the other hand, found
J D ˙0.0 cm�1 for both dimers, showing that these contacts do not contribute to the
magnetic character. Even though small spin densities were observed for the N and
H atoms of the 4-azaindole unit from the solution ESR spectrum and the result is
supported by the DFT calculation, the densities were probably too low to affect the
solid-state magnetic measurements.

Let us now consider the magnetic coupling mechanism of 4NIn-NN. According
to the DFT calculations mentioned above, ’ spin densities are induced on the N and
O atoms of the nitronyl nitroxide unit. The close contact between atoms on which
spin densities of the same sign are induced causes an antiferromagnetic interaction
according to the McConnell I mechanism [4a]. When this mechanism is applied
to the A-A* dimer, an antiferromagnetic interaction seems plausible. However, the
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magnitude of the magnetic interaction, J D �64 cm�1 for 4NIn-NN, is smaller than
that expected from the N � � � O distance of 3.58 Å of the nitronyl nitroxide units
when compared to Im-NN for which J D �123 cm�1 and the separation is 3.41 Å
[21]; J for 4NIn-NN was only half the value found for Im-NN. In the magnetically
interacting dimer observed in the crystal of Im-NN,  -stacking between imidazole
units was not found, instead radical units approached in a head-to-head fashion. In
the A-A* dimer observed in the crystal of 4NIn-NN, on the other hand, the axis of
symmetry enables the 4-azaindole units to  -stack as well as the nitronyl nitroxide
units. These computational results support the notion that the magnetic interaction
through the induced spin density on the 4-azaindole unit contributes to weakening
the antiferromagnetic interaction on the A-A* dimer.

The temperature dependence of the magnetic susceptibility was measured for
a polycrystalline sample of 5NIn-NN in the temperature range of 1.8–300 K.
Figure 34.15 shows the �mT vs. T plot measured under the applied field of 5.0 kG.
The �mT value slightly increases when the temperature decreases to ca. 30 K,
showing the occurrence of a very weak but noticeable ferromagnetic interaction.
The magnetic data from 30 to 100 K obey the Curie-Weiss law with a Curie constant
of 0.367 emu � K � mol�1 and a positive Weiss constant of C0.6 K, indicating that
the intralayer interaction is ferromagnetic. Below ca. 20 K, however, the �mT
value suddenly decreases and reaches 0.102 emu � K � mol�1 at 1.8 K with lowering
temperature, suggesting an interlayer antiferromagnetic interaction. The �m – T
plot (Fig. 34.16a inset) shows a cusp around 3.0 K, which disappears under the
high external magnetic field of 30 kG. This indicates that a transition from the
antiferromagnetic to ferromagnetic state occurs under an adequately high applied
field below 3.0 K. Figure 34.16b shows the low-temperature magnetization curves

Fig. 34.16 (a) �mT vs. T plot of 5NIn-NN measured under the applied field of 5.0 kG. Inset shows
�m vs. T plots measured at 5.0 kG (•) and 30 kG (ı). (b) Low-temperature magnetization curves of
measured at 1.8 K (•), 2.0 K (ı), 3.0 K (

�
), and 4.0 K (�) (Reprinted with permission from Ref.

[31]. Copyright 2014 American Chemical Society)
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at 1.8, 2.0, 3.0, and 4.0 K. At 1.8 K and 2.0 K, we can clearly confirm the S-shape
dependence on the magnetic field characteristic for metamagnetic materials.

It is difficult to clearly discuss the nature of the intralayer ferromagnetic inter-
action because the magnitude of the ferromagnetic interaction is rather weak. The
hydrogen bond between the NH proton and the nitroxide O atom might propagate
the ferromagnetic interaction due to the close contact between the atoms on which
the opposite sign of the spin densities is induced that causes the ferromagnetic
interaction based on the McConnell I mechanism [4a]. On the other hand, each
layer is separated by facing the four methyl groups of the nitronyl nitroxide unit.
The occurrence of an interlayer antiferromagnetic interaction is understandable by
taking into account the negative spins polarized on the H atoms of the methyl groups
due to the close contact between the atoms on which the same sign of the spin
densities is induced that causes the antiferromagnetic interaction.

34.6 Conclusions

We succeeded in finding NN derivatives carrying NH-heterocycles that exhibit
interesting magnetic properties. These derivatives were crystallized to form a self-
assembly exhibiting a strong intermolecular magnetic interaction. The correlation
between crystal structure and magnetic property was rationalized. We also showed
that the NHCC(NO)NO moiety including hydrogen-bonding sites works effectively
as a “supramolecular synthon” for propagating intermolecular magnetic interaction.
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Chapter 35
Observation of Magnetoelectric Effect
in All-Organic Ferromagnetic and Ferroelectric
Liquid Crystals in an Applied Magnetic Field

Rui Tamura, Yoshiaki Uchida, and Katsuaki Suzuki

Abstract We successfully prepared the second generation of chiral rodlike all-
organic liquid crystalline (LC) materials with a stable cyclic nitroxide radical
unit in the central core position, which showed positive “magneto-LC effects,” a
generation of a sort of spin glass-like ferromagnetic interactions (average spin–
spin exchange interaction constant J > 0) induced by low magnetic fields in the
various LC phases. By measuring the electric field dependence of EPR spectra of the
ferroelectric LC phase which can simultaneously show the positive “magneto-LC
effects,” two magnetic bistable states, anisotropy in spin–spin dipole interactions,
and “magnetoelectric effect” were observed for the first time in a surface-stabilized
liquid crystal cell.

Keywords Magnetoelectric effect • Magneto-LC effects • Organic radical liquid
crystals • Ferromagnetic liquid crystals • Ferroelectric liquid crystals

35.1 Introduction

Liquid crystals (LCs), which are defined as a thermal mesophase between crystalline
and isotropic phases and can also be regarded as high-temperature polymorphs
of crystals, are unique soft materials that combine fluidity and anisotropy. From
another viewpoint, liquid crystalline (LC) phases are considered to be a sort
of “complexity” system consisting of nonequilibrium dynamic states due to the
molecular motion and the coherent collective properties of molecules in the LC
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state. Accordingly, they are so sensitive to external stimuli, such as heat, light,
temperature, pressure, electric or magnetic field, and added chiral dopants, that LC
superstructure can be easily altered [1–4].

Magnetic LC materials have attracted great interest as soft materials to enhance
the effect of magnetic fields on the electric and optical properties of LCs [5–9]. For
example, they were anticipated to exhibit unique magnetic interactions and thereby
unconventional magnetoelectric [10–13] or magneto-optical [14–16] properties in
the LC state. However, there had been no prominent study on this interesting
topic, because the majority of magnetic LCs were highly viscous transition or
lanthanide metal-containing metallomesogens which were not always appropriate
for investigating the molecular alignment in the LC phases in applied magnetic
fields [5, 6, 8, 9]. Therefore, we have investigated if metal-free magnetic LC
materials with low viscosity can afford the following two possibilities: (i) formation
of magnetic domains (or order) in applied magnetic fields and (ii) occurrence of
coupling between magnetic dipole and electric dipole moments (magnetoelectric
effect) in the LC phases [17–23].

As a consequence, we could discover that all-organic rodlike LC materials with
a stable nitroxide radical unit in the central core portion [24, 25] exhibit unique
intermolecular ferromagnetic interactions induced by low magnetic fields in the
various LC phases, most likely owing to the swift coherent collective properties
of organic molecules with structural anisotropy in the LC state [26, 27]. This
observation was interpreted in terms of the generation of a sort of spin glass (SG)-
like inhomogeneous ferromagnetic interactions (the average spin–spin exchange
interaction constant J > 0) and proved to have nothing to do with the molecular
reorientation effects arising from simple molecular magnetic anisotropy (��) [27].
This unique magnetic phenomenon was referred to as positive “magneto-LC effects”
(J > 0) [28].

Of various all-organic magnetic LC compounds synthesized, (2S,5S)-1
(Fig. 35.1) exhibited a chiral smectic C (SmC*) phase and showed both excellent
ferroelectricity in a surface-stabilized liquid crystal cell and explicit ferromagnetic
interactions (positive magneto-LC effects) in the bulk SmC* phase [25, 27, 30].
Therefore, it was expected that the unique magnetoelectric coupling, which was only
observed for inorganic multiferroic materials possessing both ferroelectricity and
magnetic order (ferromagnetism or antiferromagnetism) at cryogenic temperatures
[10–13], might occur in the ferroelectric LC (FLC) phase of (2S,5S)-1 showing the
positive magneto-LC effects at high temperatures. In this chapter, we introduce our
works on the molecular design of (2S,5S)-1 [24, 25] and their ferroelectricity [25,
29–31], magneto-LC effects [26–28, 33, 34], and magnetoelectric effect [34, 35].

35.2 Molecular Design and Synthesis [24, 25]

Only a few all-organic radical LC compounds were prepared before 2004, because
the geometry and bulkiness of the radical-stabilizing substituents were believed
to be detrimental to the stability of LCs which needs molecular linearity and
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Fig. 35.1 Molecular structures of compounds 1–3

planarity. Although several first generations of achiral rodlike all-organic LCs with
a stable cyclic nitroxide radical unit (DOXYL or TEMPO group) as the spin
source were prepared [36–41], their molecular structures were limited to those
containing a nitroxyl group in the peripheral position, away from the rigid central
core (Fig. 35.2), and thereby allowed the free rotation of the nitroxyl moiety inside
the molecule, resulting in a considerable decrease in both paramagnetic anisotropy
(��para) and dielectric anisotropy (�") of the whole molecule.

With this situation in mind, we designed and synthesized the second generation
of chiral rodlike all-organic radical LC compounds 1 as the prototype which could
satisfy the following three mandatory requirements (Fig. 35.1):
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Fig. 35.2 First generation of rodlike all-organic radical LC compounds

(1) Spin source: a nitroxyl group with a large electric dipole moment (ca. 3 Debye)
and known principal g-values (gxx, gyy, gzz) should be used as the spin source,
because

i) the dipole moment is large enough for the source of spontaneous polariza-
tion (Ps) and

ii) the principal g-values are useful to determine the direction of molecular
alignment in the LC phase by EPR spectroscopy.

(2) High thermal stability: a 2,2,5,5-tetraalkyl-substituted pyrrolidine-1-oxy
(PROXYL) radical structure, which is stable enough for repeated heating and
cooling cycles below 150 ıC in the air, is the most suitable.

(3) Molecular structure:

i) to avoid the free rotation of the nitroxyl group inside the molecule so as
to make use of the ��para and �", a geometrically fixed chiral PROXYL
radical unit should be incorporated into the rigid core of LC molecules, and

ii) to obtain a slightly zigzag molecular structure and a negative �" advan-
tageous for the appearance of an SmC* phase, a trans-2,5-dimethyl-2,5-
diphenyl PROXYL radical skeleton in which the electric dipole moment
orients to the molecular short axis is the best choice.

We could synthesize both optically active (2S,5S)-1 and racemic [(2S,5S):(2R:5R)
D 1:1] 1 which showed chiral and achiral nematic (N* and N) phases and/or chiral
and achiral smectic C (SmC* and SmC) phases, respectively.
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35.3 Ferroelectricity [25, 29–31]

It is well known that an SmC* phase undergoes deformation of the helical
superstructure in a thin sandwich cell to show ferroelectric switching by application
of electric fields (Fig. 35.3). In fact, the optically active (2S,5S)-1 (n D 11–15) which
showed an SmC* phase indeed exhibited ferroelectricity in a planar anchoring
thin sandwich cell (4 �m thickness) (Table 35.1). Among them, (2S,5S)-1 (n D 13)
showed the best ferroelectric properties with a Ps value of 24 nCcm�2, an optical
response time (�10-90) of 213�s, and an ideal layer tilt angle (�) of 29ı. Furthermore,
second-harmonic generation (SHG) was clearly observed by Kogo and Takezoe
et al. under a phase-matching condition in the SmC* phase of (2S,5S)-1 (n D 13)
loaded into an LC cell (20�m thickness), validating the existence of ferroelectricity
[42].

Fig. 35.3 Ferroelectric switching in a thin sandwich cell

Table 35.1 Ferroelectric properties of (S,S)-1 (n D 11–15)

(S,S)-1 Spontaneous polarization Response time Viscosity Tilt angle
Ps (�10ı) � 10�90 (�10ı) � (�10ı) � (�10ı)

n [nC cm�2] [�s] [m Pa s] [deg]

11 15 (74 ıC) 850 182.1 41
12 18 (64 ıC) 334 85.9 37
13 24 (74 ıC) 213 73.0 29
14 16 (79 ıC) 159 36.3 36
15 17 (79 ıC) 146 35.5 34
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35.4 Magneto-LC Effects [26–28, 32, 33]

The possibilityof a ferromagnetic rodlike LC material had been considered unreal-
istic due to the inaccessibility of long-range spin–spin interactions between rotating
molecules in the LC state [7]. Interestingly, however, a nonlinear relationship
between the applied magnetic field (H) and the observed magnetization (M) in chiral
and achiral LC phases of 1 (Fig. 35.4) implies the generation of unusual magnetic
interactions in the LC phases under weak magnetic fields. Such a nonlinearity was
not observed in the crystalline phases of the same compounds which showed a
usual linear relationship indicating a paramagnetic behavior and no contamination
of magnetic impurities in the sample. The Arrott–Belov–Kouvel plots (M2 vs H/M)
[43, 44] using the same data strongly suggested the generation of a sort of SG-like
inhomogeneous magnetic interactions (the average spin–spin exchange interaction
constant J > 0) induced by low magnetic fields in various LC phases of 1
(Fig. 35.5). In fact, these radical LC droplets floating on water were attracted by

Fig. 35.4 Magnetic field (H) dependence of molar magnetization (M) at 77 ıC for (a) the SmC
phase of (˙)-1 (n D 13), (b) the N phase of (˙)-1 (n D 8), (c) the SmC* phase of (2S,5S)-1
(n D 13), and (d) the N* phase of (2S,5S)-1 (n D 8) (Reprinted with permission from Ref [27]:
Copyright 2014 American Chemical Society)
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Fig. 35.5 The Arrott–Belov–Kouvel plots (M2 vs H/M) at 77 ıC for (a) the crystalline phases
and (b) the LC phases of 1 (n D 8, 13) (Reprinted with permission from Ref [27[: Copyright 2014
American Chemical Society)

Fig. 35.6 Schematic representation of the experimental setup for observing the attraction by a
permanent magnet (<0.5 T) of a magnetic LC droplet on water in a shallow laboratory dish
(Reprinted with permission from Ref [27]: Copyright 2014 American Chemical Society)

a permanent magnet and moved quickly and freely on water under the influence of
this magnet (Fig. 35.6), whereas the crystallized particles of the same compounds
did not respond to the same magnet.

To directly prove that the magnetic behavior in the LC phase is different
from that in the crystalline phase, the temperature dependence of molar magnetic
susceptibility (�M) was measured for (2S,5S)-1 and racemic 1 (n D 8 and 13
each) at a magnetic field of 0.05 T. The �M –T plots obeyed the Curie–Weiss
law in the crystalline phase, while a considerable �M increase at the Cr-to-LC
phase transition was observed for all LC phases examined (Fig. 35.7). This unique
magnetic phenomenon was referred to as positive “magneto-LC effects.”

We reported that EPR spectroscopy is much better means than SQUID magneti-
zation measurement to analyze the temperature dependence of the �para for organic
nitroxide radical LC materials at high temperatures because of the following three
reasons [27]: (1) Treatment of the �dia term is unnecessary. (2) The experimental
error is very small even at such high temperatures. (3) The analysis of microscopic
magnetic interactions such as spin–spin dipole and exchange interactions is also
feasible. For example, on the basis of the EPR spectra for (2S,5S)-1 (n D 13)
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Fig. 35.7 Temperature
dependence of molar
magnetic susceptibility (�M)
of (2S,5S)-1 (n D 13, 88 %
ee) at a field of 0.05 T in the
temperature ranges of 0 to
C105 ıC. Open and filled
circles represent the first
heating and cooling runs,
respectively. The solid lines
show the Curie–Weiss fitting
curves, while the dotted lines
represent the extrapolated
curves. An arrow indicates
the difference in the �M

between the crystalline and
LC states

measured between 25 and 115 ıC at a magnetic field of 0.33 T by using a quartz
tube, the temperature dependence of relative paramagnetic susceptibility (�rel),
which is defined as

�rel D �para=�0 (35.1)

where �0 is the standard paramagnetic susceptibility at 30 ıC in the heating
run, is shown in Fig. 35.8. Again a considerable �rel increase at the Cr-to-SmC*
phase transition was observed, indicating the generation of positive magneto-LC
effects. Furthermore, to gain an insight into the origin of the positive magneto-LC
effects operating in the SmC* phase, the temperature dependence of line–width
(�Hpp) was compared with that of �rel (Fig. 35.9). As a consequence, the �rel

increase was accompanied by the large�Hpp increase at the crystal-to-SmC* phase
transition in the heating run. Definitely, strong spin–spin dipole interactions as well
as exchange interactions turned out to be responsible for the positive magneto-LC
effects. Figure 35.10 shows the relative stability in spin–spin dipole interactions.
There are two types; one is a head-to-tail type and the other is a side-by-side
type. Since the ferromagnetic head-to-tail dipole interaction is energetically more
stable than the antiferromagnetic side-by-side dipole interaction and other two
interactions, the origin of positive magneto-LC effects can be interpreted in terms of
the resulting ferromagnetic spin–spin dipole interactions induced by magnetic fields
in the anisotropic LC superstructure.

To examine the relationship between the signs of �" and magneto-LC effects,
(2S,5S)-2 and racemic 2 with a terminal formyl group which have a positive�"were
synthesized (Fig. 35.1) [28]. Under weak magnetic fields, positive magneto-LC
effects (J > 0) were operated in the chiral N* phase of (2S,5S)-2, whereas negative
magneto-LC effects (J < 0) were observed in the achiral N phase. The origin of such
negative magneto-LC effects operating in the N phase of racemic 2 was interpreted
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Fig. 35.8 Temperature
dependence of relative
paramagnetic susceptibility
(�rel) for (2S,5S)-1 (n D 13,
88 % ee) at a magnetic field
of 0.33 T. Open and filled
circles represent the first
heating and cooling runs,
respectively. The LC
temperatures shown in a box
refer to the first heating
process (Reprinted with
permission from Ref [27]:
Copyright 2014 American
Chemical Society)

Fig. 35.9 Temperature
dependence of �Hpp for
(2S,5S)-1 (n D 13, 88 % ee)
at a magnetic field of 0.33 T.
Open and filled circles
represent the first heating and
cooling runs, respectively.
The LC temperatures shown
in a box refer to the first
heating process. The inset
indicates the magnification in
the temperature range of
83–93 ıC (Reprinted with
permission from Ref [27]:
Copyright 2014 American
Chemical Society)

in terms of the occurrence of antiferromagnetic interactions due to the local SOMO–
SOMO overlapping and thereby the side-by-side spin–spin dipole interaction, which
is associated with the strong racemic (2R,5R)/(2S,5S) dimer formation to cancel
the electric dipole moments, while the energetically favored ferromagnetic head-to-
tail spin–spin dipole interactions should operate in the N* phase because the same
enantiomers cannot form a strong dimer (Fig. 35.11). In contrast, only positive
magneto-LC effects were observed for 1 with a negative �", irrespective of the
chirality of LC phases [27]. This result can be explained in terms of the occurrence
of electric dipolar repulsion between the R and S enantiomers, which results in
ferromagnetic head-to-tail spin–spin dipole interactions (Fig. 35.12).

Quite recently, by quantitative analysis of angular dependence of g-values and
line–width of EPR spectra and DFT calculations of spin density distribution in the
interacting molecules based on the crystal structure of an analogous compound,
Vorobiev et al. revealed that an intermolecular spin polarization mechanism oper-
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Fig. 35.10 The origin of
strong positive magneto-LC
effects. (a) Relative stability
of four possible spin–spin
dipole interactions between
two spins. (b) Spin–spin
interaction between spins
localized in radical moieties
in the SmC or SmC* phase of
1 (n D 13) (Ref. [33] –
Reproduced by permission of
The Royal Society of
Chemistry)

Fig. 35.11 Schematic illustration of spin–spin dipole interactions in LC phases. (a) The N phase
of (˙)-2 and (b) the N* phase of (2S,5S)-2 (96 % ee) (Ref. [28] – Reproduced by permission of
The Royal Society of Chemistry)

ating between neighboring radical molecules rather than the direct through-space
interactions between the paramagnetic centers contributes to the occurrence of the
positive magneto-LC effects [32]. Meanwhile, we reported that hydrogen-bonded
all-organic radical compound 3 (Fig. 35.1) showed (1) stronger positive magneto-
LC effects in the LC phases than analogous covalent-bonded LC compounds and
(2) the increase in the Gaussian component of �H (�HG

pp) and the decrease
in the Lorentzian component of �H (�HL

pp) at the Cr-to-LC transition in the
heating run, by variable-temperature EPR spectroscopic analysis of the N and
N* phases [33]. These results indicate that the positive magneto-LC effects arise
from the inhomogeneous intermolecular contacts which give rise to inhomogeneous
magnetic interactions.
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Fig. 35.12 Relationship
between the signs of
magneto-LC effects (J) and
dielectric anisotropy (�"). (a)
Positive magneto-LC effects
(J > 0: ferromagnetic
interactions) were exclusively
observed in the case of
�"< 0, irrespective of the
chirality of LC phases. (b)
Negative magneto-LC effects
(J < 0: antiferromagnetic
interactions) were observed in
the case of racemic samples
with�"> 0

35.5 Magnetoelectric Effect [34, 35]

To clarify the relationship between the ferroelectric properties and positive magneto-
LC effects, i.e., the existence of magnetoelectric effect, we measured the electric
field dependence of EPR spectra of (2S,5S)-1 (n D 13) confined in a surface-
stabilized liquid crystal cell and thereby evaluated the EPR parameters such as
g-value, �rel, and�Hpp.

The sample of (2S,5S)-1 (n D 13) of 65 % ee was introduced by capillary action
into the lower tip of a handmade 4-�m-thick sandwich cell (50 mm x 5 mm)
in which the inner surface of two glass substrates with indium tin oxide (ITO)
electrodes was coated with polyimide polymer and then only one inner surface in
the cell was rubbed with a velvet roller (Fig. 35.13). Then the cell tip was inserted
into the EPR cavity.

First, the generation of positive magneto-LC effects and ferroelectric switching
in the liquid crystal cell were confirmed. By measuring the temperature dependence
of �rel under the conditions in which the applied magnetic field was parallel and
perpendicular to the cell surface and the rubbing direction in the absence of an
electric field, considerable increase (ca. 40 %) of �rel was noted at the Cr-to-
LC transition in both cases (Fig. 35.14). The ferroelectric switching at 25 V was
confirmed in the absence of a magnetic field by polarized optical microscopy; the
bright fan-shaped texture at �25 V turned to the dark one at C25 V (Fig. 35.15).

Next, the existence of ferroelectric bistable state was verified by evaluating the
electric field dependence of g-value under the conditions in which the magnetic field
(0.33 T) was applied perpendicular to the electric field and parallel to the rubbing
direction (Fig. 35.16). The experimental g-values (gexp) exhibited a hysteresis loop
between C25 V and �25 V. Since parallel and perpendicular g-values (g// and
g?) of molecule 1 (n D 13) were previously determined to be 2.0054 and 2.0068,
respectively [45], the gexp (2.0057) at �25 V reflects a large contribution of g//,
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Fig. 35.13 (a) Experimental setup to monitor the variable-temperature or electric field-dependent
EPR spectra of (2S,5S)-1 (n D 13) confined in a long 4-�m-thick sandwich cell. (b) Principal axes
of inertia and g-values (g// and g?) of 1 (n D 13) (Ref. [34] – Reproduced by permission of The
Royal Society of Chemistry)

suggesting that molecular long axis of (2S,5S)-1 (n D 13) aligns almost parallel to
the magnetic field (Fig. 35.16a). On the other hand, the gexp (2.0063) at C25 V
indicates that the molecular long axis of (2S,5S)-1 (n D 13) is tilted by 58ı (2�)
from the direction of the magnetic field. Thus, (2S,5S)-1 (n D 13) has proved to take
a surface-stabilized ferroelectric bistable state between C25 V and �25 V.

The electric field dependence of �rel,E, which is defined as

�rel;E D �para=�1 (35.2)

where �1 is the standard value at the initial potential of C25 V and at 75 ıC,
was plotted for (2S,5S)-1 (n D 13), showing a hysteresis loop between C25 V and
�25 V (Fig. 35.16b). Since the molecular long axis is parallel to the magnetic field
at �25 V, the spin easy axis in the ferroelectric LC phase of (2S,5S)-1 (n D 13)
seemed to exist along the molecular long axis. Then, to gain an insight into the
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Fig. 35.14 Temperature dependence of �rel for (2S,5S)-1 (n D 13, 65 % ee) confined in a thin
rubbed sandwich cell (4 �m) by EPR spectroscopy at a magnetic field of 0.33 T. The magnetic
field was applied (a) parallel and (b) perpendicular to the rubbing direction. The LC temperatures
determined by DSC analysis in the heating and cooling runs are shown in the lower and upper
sides of the panels, respectively (Ref. [34] – Reproduced by permission of The Royal Society of
Chemistry)

origin of the anisotropic positive magneto-LC effects operating in the ferroelectric
LC phase, the electric field dependence of �Hpp was compared with that of �rel,E

for (2S,5S)-1 (n D 13) (Fig. 35.16c). The �Hpp exhibited a hysteresis similar to
that of �rel,E. The �Hpp is known to reflect the following two competing factors:
(i) the spin–spin exchange interaction and (ii) the spin–spin dipole interaction. If
the �rel,E change results from the spin–spin exchange interaction, the experimental
�Hpp would decrease with increasing �rel,E. However, the observed�Hpp increased
and decreased with increasing and decreasing �rel,E, respectively, suggesting that
the electric field dependence of �rel,E should primarily arise from the change in the
spin–spin dipole interaction. Thus, as the spin–spin dipole interactions contribute
to the formation of the spin easy axis, these results proved the existence of a spin
easy axis along the molecular long axis in the ferroelectric LC phase of (2S,5S)-1
(n D 13).

Interestingly, however, the �rel,E decreased from C10 V to 0 V and increased
from 0 V to �8 V in Fig. 35.16b. This anomalous behavior cannot be explained
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Fig. 35.15 Polarized optical micrographs showing a broken fan-shaped texture in a surface-
stabilized thin sandwich cell (4 �m) under homogeneous planar boundary conditions for the
ferroelectric LC phase of (2S,5S)-1 (n D 13, 65 % ee) at 75 ıC in the electric fields of C25 V
and �25 V and the corresponding schematic illustration of the direction of the molecular long
axes. (a) A dark texture dominated at C25 V. (b) A light texture dominated at �25 V. P and A
denote the directions of the crossed polarizer and the analyzer, respectively. White arrows in the
panel (a) represent the direction of the layer normal (Ref. [34] – Reproduced by permission of The
Royal Society of Chemistry)

simply by either the molecular reorientation or the spin–spin dipole interaction,
because during the same electric field, the g-value was almost constant and the
�Hpp slightly increased (Fig. 35.16c). Accordingly this�Hpp increase from C10 V
to 0 V should be ascribed to the decrease in the spin–spin exchange interaction and
that from 0 V to �8 V to the increase in both the spin–spin exchange and dipole
interactions; we are most likely to observe magnetoelectric effect in the range from
C10 V to �8 V in the ferromagnetic and ferroelectric liquid crystal at as high as
75 ıC.
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Fig. 35.16 Electric field dependence of (a) g-value, (b) �rel,E, and (c) �Hpp for the ferroelectric
phase of (2S,5S)-1 (n D 13, 65 % ee) confined in a thin rubbed sandwich cell at 75 ıC by EPR
spectroscopy at a magnetic field of 0.33 T. (d) The magnetic field was applied perpendicular to the
electric field and parallel to the rubbing direction. Open and filled circles represent the application
of electric fields from C25 V to �25 V and from �25 V to C25 V, respectively. Magnetoelectric
effect was observed in the range from C10 V to �8 V surrounded by a dotted square in the panel
(b) (Ref. [34] – Reproduced by permission of The Royal Society of Chemistry)

35.6 Summary and Prospects

We observed the generation of spin glass-like inhomogeneous ferromagnetic inter-
actions (J > 0) induced by applied magnetic fields at high temperatures in the
various LC phases of the second generation of chiral rodlike all-organic radical LC
compounds such as 1 and referred to this phenomenon as positive “magneto-LC
effects.” The origin of this phenomenon was interpreted in terms of inhomogeneous
intermolecular contacts to give ferromagnetic spin–spin dipole and exchange inter-
actions. Furthermore, by EPR analysis and DFT calculations, an intermolecular spin
polarization mechanism operating between the central paramagnetic center of one
molecule and the aromatic ring of another molecule, rather than the direct through-
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space interactions between the paramagnetic centers, turned out to contribute to the
occurrence of the positive magneto-LC effects.

Then we evaluated the influence of electric fields on the positive magneto-LC
effects in the FLC phase of (2S,5S)-1 (n D 13) confined in a surface-stabilized
liquid crystal cell by measuring the electric field dependence of the EPR spectra.
By application of electric fields between C25 V and �25 V under the conditions
where the magnetic field (0.33 T) was applied perpendicular to the electric field
and parallel to the cell surface and rubbing direction, for the first time we observed
(1) two magnetic bistable states, (2) anisotropy in spin–spin dipole interactions, and
(3) “magnetoelectric effect” in the range of C10 V to �8 V at as high as 75 ıC in
the ferromagnetic and ferroelectric liquid crystal. The electric field dependence of
�Hpp indicated that the anisotropy in spin–spin dipole interactions was responsible
for the magnetic bistable states; strong spin–spin dipole interactions were observed
when the magnetic field was applied parallel to the molecular long axis. Such unique
magnetic properties may be applicable to the development of magnetic data storage
materials operable at room temperature.

These experimental results strongly suggested that positive magneto-LC effects
could be induced in columnar discotic magnetic LC phases, too, by introducing
chirality or a bulky substituent into the molecule so as to avoid the strong  – 
dimer formation, although all three achiral all-organic radical columnar discotic
LC compounds, which were reported before 2014, failed to show the positive
magneto-LC effects [46–48]. In 2014, however, the columnar hexagonal LC (Colh)
phase of achiral, paramagnetic hexa-peri-hexabenzocoronene derivative carrying
a conjugated tert-butyl nitroxide moiety (Fig. 35.17), which is assumed to take a
helical columnar structure in the LC state, has been reported to show the positive
magneto-LC effects [49].

Fig. 35.17 Hexa-peri-
hexabenzocoronene
derivative with a conjugated
tert-butyl nitroxide group
showing the positive
magneto-LC effects
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Meanwhile, quite recently, Kaszyński et al. have reported the bent-core mesogens
containing 6-oxoverdazyl radical as the angular central unit exhibits a novel 3D
tetragonal phase which shows gradual increase of antiferromagnetic interactions
(negative magneto-LC effects) upon cooling [50]. In this case, it is also desirable
to introduce chirality into the molecule for the observation of positive magneto-LC
effects.

Thus, an in-depth understanding of positive magneto-LC effects would open up a
new research field in the development of totally new metal-free all-organic magnetic
LC and other soft materials.
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