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Abstract We develop a high throughput microscopic particle image velocimetry 
system that can compute flow vectors of 512 × 512 pixels in real time at 500 fps for 
fast microchannel flow. To compute many flow vectors at high speed, a gradient-
based optical flow method is accelerated by calculating integral images of product 
sums of image brightness gradients and implementing them as parallel processes on 
a GPU-based frame-straddling high-frame-rate (HFR) vision system. Thus, the HFR 
vision system, having two cameras with a time delay function, can simultaneously 
compute hundreds of millions of flow vectors in a second, assuming a small image 
displacement between frames with a submillisecond delay. We conducted real-time 
flow measurement experiments to quantify capillary-level microchannel flow in a 
microfluidic chip with many 7-μm-width channels, and verified the high throughput 
performance of our system for long-term microchannel blood flow analysis.

Keywords Microscopic flow measurement · Particle image velocimetry (PIV) · 
Real-time image processing

3.1  Introduction

Microscopic particle image velocimetry (micro-PIV) [1, 2] is a well-known method 
of flow visualization that obtains the velocities and related properties of micro-
channel flows from videos. Micro-PIV systems have been widely used in various 
applications such as pressure-driven microchannel flow [3], laminar flow and tur-
bulence transition analysis [4], 3-D flow analysis based on stereo principles [5], 
and inkjet printhead analysis [6]. Such micro-PIV techniques enable microchan-
nel flow measurement with high space resolution. Further, many studies on blood 
flow have been reported for understanding blood flow behavior in microcirculation: 
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Sugii et al. [7] reported that blood flow in a straight microchannel had a blunt veloc-
ity profile, Chiu et al. [8] analyzed the effect of blood flow on monocyte adhesion 
to endothelial cells, Kim et al. [9] analyzed the blood behavior in a circular opaque 
microchannel using an X-ray PIV technique, Venneman et al. [10] measured the 
blood-plasma velocity in the beating heart of a chicken embryo, and Lima et al. [11] 
analyzed in vitro blood flow behavior with submicrometer optical thickness using 
a confocal micro-PIV system. Most these micro-PIV studies processed high-frame-
rate (HFR) videos for the apparent fast microchannel flows, because the apparent 
velocity of microchannel flow in a microscopic image becomes larger as magnifica-
tion is increased.

However, most micro-PIV systems processed the HFR videos offline for post 
microchannel flow analysis and human visualization because flow in these sys-
tems was estimated by cross-correlation based methods [12, 13], which require 
heavy computation for flow estimation. HFR video-based systems were limited 
to flow analysis for short time spans because offline HFR cameras had insuf-
ficient memory. Thus, current micro-PIV technology cannot always function as 
a real-time sensor to measure microchannel flow for long observation periods. 
To realize real-time micro-PIV, we developed a real-time frame-straddling HFR 
vision system [14] that can synchronize two camera inputs for the same camera 
view with a time delay on the order of microseconds. Assuming a small image 
displacement between frames with a tiny time delay, fast microchannel flow was 
simultaneously estimated using a gradient-based optical flow method, which is 
more suitable for real-time processing than cross-correlation-based PIV methods 
because flow distribution is estimated by calculating local brightness gradients, 
which do not need heavy computation. However, the number of measurement 
points per unit of time is limited by the performance of the personal computer 
(PC) in [14] because the optical flow estimation was executed in software on a 
PC. If we could accelerate the optical flow estimation to increase the number of 
measurement points in micro-PIV, full-pixel microchannel flow sensing could be 
conducted in real time at a high frame rate, enabling long-term microchannel flow 
analysis with high space and time resolution without the need for flow sensors to 
be physically attached.

This study develops a high-throughput micro-PIV system that can simultaneous-
ly compute hundreds of millions of flow vectors in a second for fast microchannel 
flow by accelerating a gradient-based optical flow algorithm on a GPU-based frame-
straddling HFR vision system, which has two cameras with a submillisecond-delay 
function. The optical flow estimation was accelerated by computing integral images 
for product sums of brightness gradients of input images, which are required in the 
gradient-based optical flow method, and implementing them as parallel processes 
on the GPU-based frame-straddling HFR vision system.

Full-pixel flow vectors of 512 × 512 pixels can be computed for fast microchan-
nel flow in real time at 500 fps. The performance of our system is verified using 
experimental results to quantify the spatio-temporal transitions of horse blood fast-
flowing in a 7-μm-width microchannel array at the capillary level.
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3.2  Frame-Straddling Micro-PIV System

Our micro-PIV system, an improvement on our previously developed frame-strad-
dling micro-PIV system [14], comprises an HFR vision platform (IDP Express) 
[15] with a frame-straddling function for two camera inputs, a GPU board (Tesla 
c2075; NVIDIA Co., USA), a personal computer (PC), an inverted microscope with 
a microfluidic chip with 7-μm wide channels (MWA-MCFANbasic; Kikuchi Mi-
crotechnology Co., Japan), and an electric syringe pump (KDS200; KD Scientific 
Inc., USA). Figures 3.1 and 3.2 show its configuration and overview, respectively.

The IDP Express was designed to implement real-time video processing and 
recording of 512 × 512 images at 2000 fps. It consists of two camera heads and 
a dedicated FPGA image processing board (IDP Express board). The camera 
head has a CMOS image sensor of 512 × 512 pixels; its sensor and pixel sizes are 
5.12 × 5.12 mm and 10 × 10 μm, respectively.

It can capture 8-bit gray-level 512 × 512 images at 2000 fps. The dimensions 
and weight of the camera head are 23 × 23 × 77 mm and 145 g. Figure 3.2b shows a 
camera housing mounted at the camera port of the microscope in which two camera 
heads of the IDP Express are arranged so that they can capture a common view 
via a prism. The IDP Express board has two camera inputs, so that two 512 × 512 
images and their processed results can be mapped onto the standard memory of a 
PC at 2000 fps via a PCI-e bus. In this study, the IDP Express board was dedicated 
for dual-camera frame-straddling by improving the hardware logic for time delay 

Fig. 3.1  System configuration
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control between the two camera heads; the image capture time delay is controlled 
via the PC from 0 to 0.5 ms in 9.9 ns steps.

The Tesla c2075 is a computing processor board accelerated by a NVIDIA Fermi 
GPU GF110. It has a processing performance of 1.03 TFlops using 448 ~ processor 
cores operating at 1.15 GHz, a bandwidth of 144 GB/s, an inner global memory of 
6 GB, and fast shared memory of 64 kB. A PC with 16-lane PCI-e 2.0 buses and 
a processor chipset with DMA were adopted to transfer memory-mapped data be-
tween standard memory and the Tesla c2075 via the PCI-e bus. We used a PC with 
an ASUS P6T7 WS SuperComputer motherboard, Intel Core ™ i7 960 3.2 GHz 
CPU, and 3 GB RAM. We used a CUDA IDE provided by NVIDIA for coding the 
algorithms that had dedicated API functions for IDP Express in Windows 7 (32 bit), 
enabling us to access memory mapped data.

In this study, we observed microchannel flows in many 7-μm-width channels 
in an 8 × 16 mm-size microfluidic chip device of 0.5 mm thickness [16], as shown 
in Fig. 3.2c. It was fabricated of single crystal silicon for flow assessment at the 
capillary level. The microfluidic chip had 7854 channels, and the width, length, and 
depth of the channel were 7, 30, and 4.5 μm, respectively. Thirteen channels of them 
were observed under a 20X objective lens on the microscope, illuminated in the 
microscopic view by a metal-halide light source (PCS-MH375RC; Optical Garden 
Co., Japan). The measurement area was 256 × 256 μm, and one pixel corresponded 
to 0.5 μm in the 512 × 512 pixels microscopic view on the 10 μm-pixel-pitch image 
sensor.

a c

b

Fig. 3.2  System overview

 



3 Real-time Capillary-level Microchannel Flow Analysis … 47

3.3  Frame-Straddling Optical Flow Estimation Using 
Integral Gradient Images

3.3.1  Frame-Straddling Optical Flow

We proposed a VFS-OF algorithm [14] that improves on the Lucas-Kanade method 
[17] and is designed to estimate optical flow accurately for both high- and low-
speed flows in the same system.

Figure 3.3 shows the VFS-OF method. Given a dual-camera high-speed vision 
system that synchronizes two camera inputs for the same view field with a time 
delay, the VFS-OF method adjusts its time delay for accurate, real-time gradient-
based flow estimation so image displacement between frame-straddled images 
is controlled optimally to be small—around one pixel per frame on the subpixel 
order.

Compared to single-camera optical flow estimation at a fixed frame rate, VFS-
OF improves the measurable velocity range by adjusting frame-straddling time 
to the amplitude of measured flow vectors. The VFS-OF method thus simultane-
ously estimates microchannel flow vectors at a variety of speeds while micro-
channel flow velocity is fluctuating rapidly in time and undergoing large changes 
in magnitude.
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Fig. 3.3  Frame-straddling optical flow concept
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Here we assume that the two camera input images of a dual-camera high-speed 
vision system, 1 I x y t( , , )  (camera input (1) and 2 I x y t( , , )  (camera input 2), match 
perfectly:

  (3.1)

Product sums Sxx, Sxy and Syy  at t related to partial derivatives of the space direc-
tion use image of 1 I x y t( , , )  (camera input 1) the same as for the Lucas-Kanade 
method. When the dual-camera frame interval is t∆ , product sums related to partial 
derivatives of the time direction are calculated by dual-camera input 1 I x y t( , , ), 

( )( )2 , ,I x y t t tτ+ − ∆  with time delay ( )t tτ − ∆  determined by t t− ∆ .

 (3.2)

Partial derivatives of space direction 1 Ix , 1 I y  related to 1 I x y t( , , )  are calculated 
as follows:

 (3.3)

Frame-straddling time between the two camera inputs ( )t tτ − ∆  is adaptively ad-
justed using flow vectors ( ( , , ), ( , , ))v x y t k t v x y t k tx y− −∆ ∆  measured at time 
t k t k K− =∆ ( , , )1�  calculated for K frames. This time-averaged flow vector distri-
bution is calculated as follows:

 (3.4)
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The time delay for a dual camera is determined by ( ( , , ), ( , , ))� �v x y t k t v x y t k tx y− −∆ ∆  
after calculating time-averaged flow vector distribution as follows:

 (3.5)

where A is a constant that indicates the control target to estimate flow velocity. A is 
perfectly set to a small value of around one pixel or less on the subpixel order in the 
case of optical flow estimation using the Lucas-Kanade method.

Based on the amplitudes of measured flow vectors, frame-straddling time 
( )t tτ − ∆  is adjusted in Eq. (3.5), a small frame-straddling time is set for high-

speed flow, and a large frame-straddling time is set for low-speed flow. Flow vector 
( ( , , ), ( , , ))v x y t v x y tx y  at time t is thus estimated by controlling frame-straddling 
time based on flow vectors ( ( , , ), ( , , ))v x y t k t v x y t k tx y− −∆ ∆  ( , , )k K=1�  mea-
sured by time t t− ∆  using the following equation:

 (3.6)

Using the frame-straddling optical flow method with a time delay on the order of 
microseconds, we measured fast microchannel flow accurately in real time [14], 
however, the number of measurement points and the output rate of flow vectors 
were limited by PC performance. Two limited modes were implemented when 
Γ x y,( )  was set to a neighbor region of 16 × 16 pixels (m = 16): (1) intersection 
mode (16 points, 1000 fps), and (2) whole-image mode (16 × 16 points, 50 fps). This 
is because the frame-straddling optical flow method was implemented in software 
on a PC, and its computational complexity depended on the size of Γ( , )x y . The 
frame-straddling optical flow method in [14] requires a computational complexity 
of O fm N2 2( )  when flow velocities for all pixels of an N × N image are estimated 
using an m × m cell to calculate the product sums of brightness gradients at frame 
rate f .

Thus, to realize full-pixel flow estimation for real-time microchannel flow analy-
sis with high space and time resolution, it is necessary to reduce the computational 
complexity of the gradient-based optical flow method so that it is independent of the 
cell size used in the brightness gradient calculation. It is also important to increase 
the computational power available for optical flow estimation by a parallel imple-
mentation on a GPU-based HFR vision system.

3.3.2  Integral Gradient Images

In this study, the computational complexity needed to calculate the product sums 
of brightness gradients in Eq. (3.2) is reduced by calculating the following five 
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integral gradient images iixx, iixy, iiyy, iixt, and iiyt  for the product sum of the 
brightness gradients, Ix

2 , I Ix y , I y
2 , I Ix t  and I Iy t , respectively, as follows:

 (3.7)

 (3.8)

where ( , )s x yξη  is the cumulative row sum, the boundary conditions are 
( 1, ) 0s yξη − =  and ( , 1) 0ii xξη − = , and M x y( , )  is a one-bit mask image consist-

ing of preassigned observable regions. The integral image of a gray-level image 
has been used to accelerate the computation of Haar-like features for fast face 
detection in [18], and our integral gradient image is its expansion for brightness 
gradient images.

When Γ( , )x y  is a region of m m×  pixels, whose starting point is ( , )a b , the 
product sums of brightness gradients, Sξη , can be computed using the values of 
integral gradient images on the four vertices of Γ( , )x y  as follows:

 (3.9)

Using the integral gradient images, we can accelerate the computation of the 
product sums of brightness gradients, even for computations that uses a large 
cell-size because the computational complexity is independent of cell size. We 
can estimate flow vectors at all pixels of N N×  images in the frame-straddling 
optical flow method with a computational complexity of O N( )2 , dependent only 
on image size.

3.3.3  Implemented Algorithm and Its Specifications

For full-pixel level optical flow estimation at high speed, we implemented the im-
proved frame-straddling optical flow method as parallel logic on a GPU board in 
our dual-camera HFR vision system.

The algorithm implemented on the dual-camera HFR vision system has the fol-
lowing steps:

1. Image acquisition
 Two 8-bit gray-level 512 × 512 input images, 1B x y t( , , ) , and 2 ( , , )B x y t τ− , 

captured from the two camera heads with time delay τ , are memory-mapped 
into PC memory.

2. Transfer of input images to GPU memory

The two PC-memory mapped images are transferred to the global memory on the 
GPU board.

( , ) ( 1, ) ( , ) ( , , ) ( , , ),s x y s x y M x y I x y t I x y tξη ξη ξ η= − +

( , ) ( , 1) ( , )   ( , , , ),ii x y ii x y s x y x y tξη ξη ξη ξ η= − + =

( , ) ( 1, 1) ( 1, ) ( , 1).S ii a b ii a m b m ii a m b ii a b mξη ξη ξη ξη ξη= + + − + − − + − − + −
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3. Image correction

To align the locations and brightnesses of the two input images, the input image of 
camera 2 2 ( , , )B x y t τ−  is corrected based on that of camera 1 1 1I x y t B x y t( , , ) ( , , )=  
as follows:

 (3.10)

where Blut(·)  is a lookup table that shows the relationship between the bright-
nesses of cameras 1 and 2. Warp(·)  is a function to transform the non-integer co-
ordinates of a pixel to integers after bilinear interpolation. The non-integer coor-
dinates ( , ) ( , )′ ′ = + + + +x y a x a y a a x a y a1 2 5 3 4 6  of camera 2 are given by integer 
coordinates ( , )x y  of camera 1 along with the affine parameters of the geometric 
relationship between the images of cameras 1 and 2.

The correction process expressed in (3.10) is conducted in parallel on the GPU 
board for 16 × 16 blocks of 32 × 32 pixels.

The brightness lookup table Blut(·)  and the affine parameters a ii ( , , )=1 6�  are 
calculated a priori.

4. Calculation of integral gradient images

Using the two corrected images, 1 I x y t( , , )  and 2 I x y t( , , ) , five products of bright-
ness gradients, Ix

2 , I Ix y , I y
2 , I Ix t  and I Iy t , are calculated in parallel on the GPU 

board for 16 × 16 blocks of 32 × 32 pixels.
Each of the five brightness gradient image I Iξ η  is scanned in the x direction to 

accumulated its cumulative row sum ( , )s x yξη  in parallel on the GPU board for 
32 × 32 blocks of 16 × 16 pixels.

Next, each cumulative row sum ( , )s x yξη  is accumulated in parallel in the y di-
rection to form its integral gradient image ( , )ii x yξη  on the GPU board for 32 × 32 
blocks of 16 × 16 pixels.

5. Calculation of flow vector images

For each integral gradient image, the product sum of brightness gradient Sξη  is cal-
culated by selecting the values of ( , )ii x yξη  on the four vertices of the m × m region 
Γ( , )x y , as expressed in Eq. (3.9). This process is conducted in parallel on the GPU 
board for 16 × 16 blocks of 32 × 32 pixels.

A full-pixel 512 × 512 flow vector image that gives the flow vectors ( , )v vx y  for 
all pixels of the input images is estimated using the five product sums of the bright-
ness gradients, as expressed in Eq. (3.6). This process includes a time-averaging 
process using the flow vectors estimated at the ten previous frames for noise re-
duction; it is conducted in parallel on the GPU board for 16 × 16 blocks of 32 × 32 
pixels.

Table 3.1 shows the execution times of the improved frame-straddling optical 
flow method when the flow vector images were calculated on our dual-camera HFR 
vision system; the execution times were independent of cell size when calculat-
ing the product sums of brightness gradients. The steps (2)-(5) were accelerated 
by executing them in parallel on the GPU board, and the total execution time for 

2 2I x y t B x y t( , , ) ( ( ( , , )),= ′ ′Blut Warp
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acquiring a flow vector image of 512 × 512 pixels was within 1.60 ms, including 
the data transfer time from the PC memory to the GPU board. We confirmed that 
the flow vectors at 512 × 512 points were estimated in real time at 500 fps; our im-
proved micro-PIV system can compute 131 million flow vectors per second, eight 
thousand times more quickly than our previously reported real-time micro-PIV 
measurement [14].

3.4  Experiments

To verify the performance of our system, several experiments were conducted using 
defibrinated horse blood, which were flowing in a 7-μm-width microchannel array 
under a 20 × objective lens.

The liquids to be observed were supplied to the microfluidic chip using an elec-
tric syringe pump, and flowed through the channels from the lower to upper por-
tions of the image.

Figure 3.4a shows the microscopic view. Microchannel flows through thirteen 
channels can be observed in the sufficiently illuminated region in the middle of the 
image. However, it was too dim to observe microchannel flows in the upper and 
lower regions in the image because of the channel structure of the microfluidic chip.

We preassigned a one-bit mask image M( x, y) for the observable regions as 
shown in Fig. 3.4b, excluding the microchannel walls and dark areas.

Process Time [ms]
Image acquisition 0.20
Image transfer CPU to GPU 0.18
Image correction 0.10
Integral gradient image calculation 0.72
Flow vector image calculation 0.40
Total 1.60

Table 3.1  Execution times

input image
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y=175

y=270
y=220

a b

Fig. 3.4  Microchannels to 
be observed. a input image, b 
mask imgae
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The affine parameters and brightness lookup table between the two input im-
ages were calculated during prior dual-camera calibration. The exposure time of the 
camera heads was 50 μs.

The cell size for the optical flow estimation was set to 32 × 32 pixels ( m = 32) in 
the experiments.

Time-transient microchannel flow distributions were measured when defibrinat-
ed horse blood was supplied to the microfluidic chip. The defibrinated horse blood 
used in the experiment was provided by Kojin Bio Co., Japan. The blood cells, hav-
ing a diameter of 5–6 μm, were used as tracer particles for PIV measurements. The 
horse blood was supplied to the microfluidic chip at a flow rate of 25 μl/min. The 
frame-straddling time was  = 600 μs.

Figure 3.5 shows (a) a six image sequence of camera 1, and (b) the estimated 
flow speed distributions at intervals of 25 s. Here t = 0 was the start time of observa-
tion, and the duration of observation was 125 s. Figure 3.6 shows the time-transient 
profiles of flow speeds estimated on the intersection lines; y = 240 around the upper 
exits of the channels, and y = 280 at the centers of the channels. Figure 3.7 shows the 
temporal changes of flow speeds estimated at points at the centers of the channels. 
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verify the performance of our system for the long-term analysis of microchannel 
blood flow. We plan to develop an LOC-based long-term blood flow observation in 
a microchannel to monitor and quantify its spatio-temporal changing flow distribu-
tion, corresponding to the state of blood cells in capillary blood circulation.
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