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Preface

This book is intended to serve as a textbook for a Ph.D.-level course or as reference

material for researchers in organic electronics and related nanoscale science and

technology, from fundamental science to technological applications. It includes the

newest findings and ideas. Accordingly, it does not duplicate the books on organic

electronics, but it focuses mainly on electronic properties in relation to the structure

of organic films and device applications. We also intend to contribute to an

understanding of the nature of organic semiconductors that arises from universal

features of molecular crystals. The nature of organic semiconductors is considered

to appear rather commonly not only in so-called molecular crystals but also in

various systems in a vast number of organic systems including bio-related material

systems. The new experimental methods introduced in this book are applicable to

various materials. Thus the book will be useful for experts working in physics,

chemistry, materials, and related engineering and industrial fields as well.

We selected research topics that were studied at the Global Center of Excellence

(Global COE) program (MEXT: FY2008–FY2012, G-03), “Advanced School for

Organic Electronics”, operated at Chiba University. Some projects have been

carried out according to the results obtained at the twenty-first Century COE

program (MEXT: FY2003–FY2007, G-04), “Frontiers of Super-Functionality

Organic Devices”, also operated at Chiba University. Therefore this book covers

a variety of studies from fundamental electronic states to device applications

covering theoretical studies and applications to information tags and displays.

Furthermore, innovative experimental techniques in molecular systems, e.g.,

(1) ultrahigh sensitivity photoelectron spectroscopy, (2) photoelectron yield spec-

troscopy, (3) spin-resolved scanning tunneling microscopy (STM), and (4) a new

material processing method, with optical-vortex and polarization-vortex lasers, are

introduced. The former two spectroscopic techniques, (1) and (2), enable us to

directly correlate electronic states and electrical conductivity of organic semicon-

ductors, and the third one (3) to study magnetic properties of organic molecules.

The fourth technique, utilizing optical-vortex (4), offers a novel method for mate-

rials processing and a new possibility to probe spin-related properties, which had
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never been expected. Furthermore, some related research on molecule- and carbon-

based systems are described, namely, functions of conjugated π-electronic carbon-
walled nanospaces, tuned by molecular tiling, and of ionic liquids. Sciences in these

studies are related to those in organic semiconductor systems through the nature of

organic semiconductors as summarized in Chap. 1. For instance the interaction

between curved graphene surfaces and π-conjugated molecules introduces the

possibility of discovering new functions.

Because many of the young researchers who contributed to this book have

moved to other universities or institutes, we prefer to list their current institutions

in this book.

Chiba, Japan Hisao Ishii

November 30, 2013 Kazuhiro Kudo

Takashi Nakayama

Nobuo Ueno
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Part I

Bridging Structure, Electronic States
and Electrical Conductivity



Chapter 1

Fundamental Aspects and the Nature
of Organic Semiconductor

Nobuo Ueno

1.1 Brief History and Technological Applications

In 1954 the term organic semiconductor was used for polycyclic aromatic com-

pounds with a molecular structure similar to fragments of a graphite sheet

(graphene) by Hiroo Inokuchi, when he confirmed the notion that such organic

materials are electrically conductive [1] through a number of careful experiments

by himself and other pioneers [2–5]; For history before 1988 see [6, 7]. As such, it is

generally accepted that organic semiconductors were discovered in the

mid-twentieth century. Following to their pioneering work in this period, much of

the research concentrated on revealing the nature of the electrical conduction in

molecular single crystals, which exhibited charge carrier mobility values of a few

cm2/Vs at room temperature, and even much higher values at low temperature, as

shown in the work of Karl et al. (see for example, [8]) So far, the highest mobility

(40 cm2/Vs) was reported for rubrene single crystals in organic field effect transis-

tor (OFET) [9]. For development of organic devises pioneering works have also

been performed on organic light emitting diode (OLED) [10], organic solar cell

(OSC) [11] and OFET [12]. For practical device applications, however, organic

semiconductor thin films, comprising evaporated small-molecule compounds [13]

or polymers processed from solution, are more viable.

Since organic semiconductors were widely used as photoconductors in copiers

and laser printers, they have recently gained increasing attention because of

their potential applications in electronic and opto-electronic devices, such as

OLED [13–17], OSC [18, 19] and OFETs [16, 17, 20–23]. OLEDs are already

used in displays of mobile phones and TV, and are entering the commercial lighting

market. As a result of the continuous drive to fabricate organic electronic devices

N. Ueno (*)
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Chiba University, Inage-ku, Chiba 263-8522, Japan
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on lightweight, large-area plastic substrates by low-cost processing techniques,

organic electronics is fast-tracked for applications that can overcome general

energy problems and global warming. Following this trend, OSCs and OTFTs

have developed rapidly over the past decade. Many potential applications of

OFETs have been demonstrated, ranging from flexible displays [24] and sensor

systems [23, 25] to radio frequency identification tags [26], and some of these

systems are now close to commercialization.

Organic semiconductors have other unique physical properties that offer numerous

advantages compared to their inorganic counterparts: (i) The extremely high absorp-

tion coefficient of many organic molecules in the visible wavelength range offer the

possibility of very thin, and therefore resource-efficient, photodetectors and solar

cells. (ii) Many fluorescent molecules emit light efficiently, where wavelength of the

light depends on spatial spread of highest occupied molecular orbital (HOMO) and

lowest unoccupied molecular orbital (LUMO) states. However, charge transport in

organic semiconductors is often limited by low intrinsic carrier density and mobility.

Therefore, controlled and stable doping, in analogy to doping of inorganic semi-

conductors for increasing carrier density, is desirable for reaching higher efficiency

ofmany organic-based devices [17, 27, 28]. In addition, if one succeeds in shifting the

Fermi level toward the transport states by doping or control of the interface structure,

this could reduce Ohmic losses at contacts, improve carrier injection from electrodes,

and increase the built-in potential of Schottky or p-n junctions.

To comprehend the recent progress and expansion of organic electronics we

show the progress of efficiency of OSCs compared with different solar cell tech-

nologies in Fig. 1.1 (http://commons.wikimedia.org/wiki/File:PVeff(rev130528).

jpg). Although the device performance is still not enough, the very rapid improve-

ment of the performance can be seen in Fig. 1.1, which is undeniably related to the

progress in synthesis of new functional molecules with desired electronic states, the

science of interfaces and the availability of techniques to control film structure and

interfaces.

Despite of the rapid progress of organic electronics, however, it is not easy to

clearly understand essential difference between organic and inorganic semiconduc-

tors. In the following sections we summarize universal features of organic crystals/

solids and discuss the nature of organic semiconductor. This summary would help

to understand what we should study for revealing science of organic semiconductor

that is different from inorganic semiconductor.

1.2 Universal Features of Molecular Crystals as the Nature
of Organic Semiconductor

For years, it has been very difficult to answer the question, “what is key difference

between organic semiconductor and inorganic counterpart?” As described in

Sect. 1.1 there are clear answers from technological points and application use

4 N. Ueno
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for overcoming global energy and warming problems, which are well known

advantages of organic devices comparing with inorganic ones. However, the diffi-

culty of giving the answer exists in scientific points. We think that we are currently

on the right way to finding the answer by the recent progress of both of experimen-

tal and theoretical studies. Here we summarize characteristics of organic semi-

conductors, namely those of molecular crystals, to find some peculiar scientific

features that cannot be expected in inorganic semiconductors. Molecular crystals,

which are in general electrical insulators but have semi-conductive function if they

are used as active materials in various organic devices, have following universal

features that are very different from inorganic solids. These can be considered as the

nature of organic semiconductors and thus offer various new possibilities.

1. Intermolecular interaction in molecular crystals is very weak.

2. Molecular size is very large.

3. Symmetry of the molecular structure is very low (the structure is planar or

complicated 3-dimensional structure etc.).

4. Each molecule consists of light elements (mainly H, C, O, N), but the molecular

weight is very large [i.e. pentacene (C22H14) MW¼ 278; C60 MW¼ 720; metal

free phthalocyanine (C32H18N8) MW¼ 514]. All of these molecules are much

heavier than Si (atomic weight¼ 28) and available heaviest elements (atomic

weight ~100)].

These characteristics may result in following properties (for brief summary see

Fig. 1.2):

• Bandwidth is very narrow, wave function is localized and spatial distribution of

frontier orbitals, HOMO and LUMO, are very bumpy. These features make the

electronic states very sensitive to tiny changes in the packing structure of

molecules and the crystal structure. (see for example Chaps. 2, 3, 4, 7 and 10),

• There are many local electric dipoles in each molecule, which are related to local

chemical bonds and spatial distribution of relevant molecular orbitals. This gives

molecular orientation dependent electronic properties [29],

• Organic semiconductor cannot be approximated by a continuum medium that is

widely used in considering the energy levels at the interfaces and band bending

in inorganic semiconductors,

• A weak perturbation (i.e. existence of interfaces with other materials, impurity

or charge doping, gas exposure, heating, electric field etc.) may easily mediate

imperfectness of molecular packing structure or structural disorder, yielding

band gap states (see for example Chaps. 4, 7 and 10). This could be the most

important origin of the Fermi level pinning (better to write as quasi Fermi level

pinning),

• Tiny amount of excess changes injected into the packing structure can produce

larger changes in the electronic structure than supposed (see for example

Chap. 4),

• A weak perturbation (i.e. doping) may in some cases enhance a wave function

localization to result in Mott-Hubbard insulator even at room temperature,

6 N. Ueno
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i.e. hydrocarbon based conventional organic semiconductors may change into

strongly correlated systems (Hubbard U becomes larger than the band width W)

(see for example Chap. 5),

• Energies of local phonons (molecular-vibration related phonons) are much

larger than those of nonlocal phonons (crystal phonons). This property is related

also to formation of hierarchical polarons, electronic polaron and polalons

related to geometrical structure changes [very small polaron/related to molecular

vibration, small polaron (size<~ unit cell and related to crystal phonons) and

large polaron (size>~ unit cell and related to crystal phonons)]. These polarons

have different time scales of polarization/screening effects (see for example

Chaps. 3 and 4),

• Coupling between the molecular-vibration-related phonons and HOMO/LUMO

wave functions are very large (see for example Chap. 3).

Fig. 1.2 The nature of organic semiconductor from universal features of organic molecular

crystals [I–IV]. Complicated but important properties of organic semiconductors come out from

each of them and/or their interplay. Some of examples are written (see text). The energy diagram

illustrates a weakly interacting metal/organic film system, where the interface dipole due to metal-

molecule electronic interaction is assumed to be negligible. The organic film is not approximated

by a continuum medium, which result in “band bending” like shift due to an energy-level jump at

quasi interfaces in the molecular layers after achieving thermal equilibrium of the electron system

(see the inset figure and Chap. 4, Fig. 4.1). The narrow bandwidth of HOMO and LUMO levels

reflects weak intermolecular interaction (localization of wave functions). The HOMO of pentacene

molecule is shown as an example of “bumpy” distribution of molecular wave function

1 Fundamental Aspects and the Nature of Organic Semiconductor 7
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• As the transfer integral (t) is so small that electron-local phonon (including

molecular vibrations) coupling as well as electron-nonlocal phonon coupling

may seriously affect t (see for example Chap. 15),etc.

In addition to the above-described nature, there is another important advantage

of using organic molecular systems, namely flexibility in synthesizing new func-

tional molecules. This is the most well known advantage of organic molecules, thus

has been successfully used in developing many new organic semiconductor mole-

cules. This flexibility can also offer self-synthesizing function, which is not easy to

realize by chemical reaction in solution so far. Evidence was reported recently [31,

Chap. 6], where a new possibility to have metallic molecular layer is demonstrated

experimentally and theoretically for non-interesting molecules when they adsorb on

metal surfaces.

1.3 What Do We Need for the Next?

One can easily expect that all or some of above-described properties may appear not

only in molecular crystals but in various other organic solids including polymers

and bio-related molecular systems, thus study of organic semiconductor is of

crucial importance not only for understanding organic semiconductor itself but

also realizing high performance organic devices and study of electronic functions of

polymers and bio materials etc.

Organic semiconductors commonly have strange or peculiar properties, which

are originated from the features I–IV (Fig. 1.2), and thus are much different from

those of inorganic counterparts. Accordingly, one observes mysterious phenomena

that are not easy to understand with the knowledge from physics of inorganic

semiconductors. Some of these are discussed in this book.

Also from this reason, we need to learn science of various phenomena in organic

systems and to develop new experimental and theoretical methods suitable for

organic semiconductors to unravel their mysterious properties and dig out new

functions still hidden in organic molecule-based systems (see for example [30, 31]).
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Chapter 2

Ultraviolet Photoelectron Spectroscopy
(UPS) I: Band Dispersion Measurements
of “Insulating” Organic Single Crystals

Yasuo Nakayama, Steffen Duhm, Qian Xin, Satoshi Kera, Hisao Ishii,
and Nobuo Ueno

2.1 Introduction

Organic electronic devices owe their functionalities to the motion of the charge

carriers in solid state organic semiconducting materials; in other words, development

of the organic electronics is nothing but exploration of smarterways tomanipulate the

electrons inside the organic solids aswewish. Generally speaking, behaviors of charge

carriers inside a solid are dominated by its electronic structure, that is the molecular

orbital energy distribution for ordinary organic materials or the electronic band

structure for crystalline solids, and thus deep insight about the electronic structures

of the functional organic materials has been not only of academic interests but also
perpetually desired by the practical research and development field.

Photoelectron spectroscopy is an established methodology to demonstrate the

electronic structures of matters. Particularly a sophisticated version of this tech-

nique, angle-resolved ultraviolet photoelectron spectroscopy (ARUPS), enables

one to directly measure the valence band structures of crystalline samples. In

order to adopt this useful method for organic molecular crystals, however, a serious

technical drawback so called “sample charging” has to be overcome. In the present

chapter, we explain fundamental aspects of this problem based on elemental
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principles of the photoelectron spectroscopy. In addition, several examples to

access the ‘valence bands’ of the organic semiconductor crystals through successful

settlement of the sample charging are introduced.

2.2 How to Measure the Band Dispersion in Organic Solids

In this section, we describe primary essences of an experimental technique, photo-

electron spectroscopy, to directly probe the electronic structures of matters. The

aim of this article is to provide a concise guide of the ways how to demonstrate the

‘valence bands’ of the organic solids. Thus we mostly spotlight some special

technical requirements to conduct reliable measurement on crystalline organic

samples. More general and accurate theoretical instruction on this technique will

be given in the later chapters.

Photoelectron spectroscopy is an experimental technique to measure the kinetic

energy and momentum of “photoelectrons” ejected from the sample caused by a

photo-excitation event. The primary requirement of this technique is conservation

of the energy and momentum throughout this event. Since the observable values for
us are the kinetic energy and momentum of the photoelectron at an analyzer

position, that requirement has to be fulfilled through an overall measurement

system. This principle is illustrated in Fig. 2.1a. In the ordinary measurement

condition, the photoelectron analyzer is electrically in contact to the sample; this

means that the Fermi level (EF) of each side aligns. The vacuum levels of the

sample and analyzer therefore do not agree with each other because the work

function of the sample (φs) is generally not equal to that of the analyzer (φa). The

contact potential difference (φs�φa) accelerates the photoelectrons while they are

travelling from the sample surface toward the analyzer. The overall energy conser-

vation can therefore be written as follows;

Eb ¼ hv� Ek
out � φs ¼ hv� Ek

obs � φa; ð2:1Þ

where Eb is the binding energy of the target electronic state with respect to the Fermi

level, hv is the excitation photon energy, Ek
out is the kinetic energy of the photo-

electrons just out of the sample surface, and Ek
obs is its observed kinetic energy at the

analyzer. Since φa is a fixed value independent of the sample properties, Eb can be

uniquely traced back from Ek
obs by substituting the known hν into Eq. (2.1).

In a practical point of view, Eq. (2.1) implicitly manifests the following two

technical restrictions. Firstly, the UPS results obtained in the ordinary condition do

not give us any knowledge about the sample work function φs. The second point is

leveling of the “Fermi energy” throughout the sample.

In order to determine φs from the UPS measurements, a standard method is to

apply a negative voltage to the sample to lift its vacuum level position sufficiently

above that of the analyzer. In this condition, the low kinetic energy end of a spectra

give a massive inflation mainly caused by secondary electron emission which is

terminated by a steep cut-off at a certain kinetic energy. As schematically shown in

12 Y. Nakayama et al.



Fig. 2.1b, φs can be determined from this secondary electron cut-off (SECO)

position (Eth) as follows;

φs ¼ φa þ Eth þ eVs; ð2:2Þ

where e is the elementary charge and Vs is the sample bias voltage (usually Vs< 0).

This evaluation is in principle independent of the excitation energy.

The second requirement is automatically fulfilled for well-conductive samples

such as metals. However, in the case of most organic solids, the situation depends

Eth
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electron
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Fig. 2.1 (a) A schematic diagram representing the energy conservation relationship throughout

the photoelectron spectroscopy measurements. (b) An energy level diagram of the measurement

condition for work function determination by UPS. (c) The substance of the sample charging

problem. (d) A schematic diagram of the momentum conservation relation during the external

photoemission event

2 Ultraviolet Photoelectron Spectroscopy (UPS) I: Band Dispersion. . . 13



on a balance of the total photoemission amount and electric conductance between

the front surface and backside of the sample. If the former is too large and/or the

latter is insufficient, a potential drop of notable magnitude across the sample to its

thickness direction is induced by photoemission. This potential variation is com-

monly inhomogeneous over the surface because of a local fluctuation of the sample

condition and thus causes broadening and distortion of the spectra (Fig. 2.1c). This

technical drawback is known as the sample charging problem. Available solutions

on this issue will be given in the later part of this section.

The photoelectrons ejected out of the sample satisfy an energy-momentum (E-k)
dispersion relation of the free electron,

Ek
out ¼ ћ2 kj j2=2m0; ð2:3Þ

where k is the momentum of a photoelectron outside the sample and m0 is the free

electron mass. Inside the solids, in case the excitation energy is sufficiently

large (Ek> 10 eV), the E-k dispersion relation can also be approximated as free

electron-like;

Ek
in � E0 ¼ ћ2 Kj j2=2m�; ð2:4Þ

where K and m* are the momentum and effective mass of a photoelectron inside the

sample, respectively, and E0 is an adequate energy standard that corresponds to the
bottom energy of the pseudo-parabolic dispersion. The momentum component

parallel to the surface is conserved when the photoelectrons pass across the surface;

ћKjj ¼ ћkjj ¼ 2m0Ek
outð Þ1=2sinθ; ð2:5Þ

where θ is the photoelectron take off angle from the surface normal. In contrast, the

surface normal component is modulated by an effective potential barrier which is

called as the inner potential (U0¼E0 +φs). The relation can be written as;

ћK⊥ ¼ ћ2k⊥
2 þ U0

� �1=2 ¼ 2m0Ek
out cos 2θþ U0

� �1=2
: ð2:6Þ

The above relations between k, K, Ek
out, and θ is geometrically illustrated in

Fig. 2.1d. For the UPS case (hv� 1 keV), K can be regarded to be identical to

the momentum of the electrons before the photoexcitation event, which we want to

know, because the momentum of the excitation photons is minor enough in

comparison to K. Hence the E-k dispersion relation can be traced back from the

observable kinetic energy of the photoelectrons detected at a certain detection

angle1; this methodology is generally called as angle-resolved ultraviolet

1 Strictly speaking, the E-k set of a photoelectron is slightly modulated during its flight from the

sample toward the analyzer due to the contact potential difference. This modulation is generally

sufficiently small and thus can be neglected in practice.
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photoelectron spectroscopy (ARUPS). According to Eqs. (2.1) and (2.5), the par-

allel component can be derived by simply varying θ at an adequate hν through the

following relationship;

Kjj ¼ 2m0 hv� Eb � φsð Þ½ �1=2=ћ sinθ � 0:511 hv� Eb � φsð Þ1=2sinθ; ð2:7Þ

where the unit of the wave number is taken in Å�1 hereafter in this chapter. On the

other hand, K┴ is ordinary measured by changing hv at the normal emission

geometry (θ¼ 0). In this case, Eq. (2.6) is rewritten as;

K⊥ ¼ 2m0 hv� Eb � φsð Þ þ U0½ �1=2=ћ: ð2:8Þ

The explication given in last paragraph also requires the charge neutrality

throughout the specimen; otherwise the momentum of a photoelectron is also

disturbed by an unknown electrostatic field of un-canceled charge and does not

convey any usable information of the initial state. In a viewpoint to regard the whole

measurement system to be a closed electric circuit, the potential dropΔVs across the

thickness direction of a specimen can be phenomenologically approximated as;

ΔVs � jsρd; ð2:9Þ

where js is the current density caused by the photoemission event, ρ is the electric

resistivity of the material, and d is the vertical distance between the sample surface

and metallic ‘substrate’.2 The electrostatic potential difference across the sample

has to be negligibly small (practically less than the energy resolution of the

measurement system) for reliable photoelectron spectroscopy measurements.

Hence, in order to resolve the sample charging problem for insulating materials

of insufficient ρ, additional tactics to reduce at least one of these three parameters in

the right term of Eq. (2.9) are required.

The simplest way to suppress js is a reduction of the excitation photon flux,

which is commonly taken care of but on the other hand is in a trade-off relationship

with a diminution of the signal intensity. A widely adopted way in this direction is

substantial cancelation of js by a reverse electric current; compensation of the

photoemission-induced positive charge by using a low-energy electron beam

from a “flood gun”. This technique is, however, generally not suitable for organic

samples because these materials are easily damaged by the electron irradiation via

chemical decomposition or polymerization. Another tactic that has been most

commonly taken for organic materials is shrinkage of d, that is preparing an

ultra-thin film thinner than a few ten nanometer-thick as a specimen. Although it

2 This approximation is valid only for estimating a necessary condition to fulfill the sufficiently

small ΔVs without any sample charging. A ‘charged’ insulating sample has to be modeled as a

parallel component of a resistor and capacitor rather than a single resistor if one wants to guess the

magnitude of ΔVs for a certain measurement condition.
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is not always possible to produce well-ordered crystalline films, this approach has

succeeded in demonstration of the valence band electronic structures of several

organic semiconductors by means of ARUPS. In the present article, we briefly

introduce several examples of successful valence band measurement on crystalline

thin-films of π-conjugated organic molecules. On the other hand, in the case of

organic single crystals, it is not easy to control d of the sample as intended,

accordingly reduction of ρ has been challenged as the only possible solution. Our

group corroborated that enhancement of the photoconductivity is an applicable way

for this purpose. The ARUPS results on the bulk single crystal of rubrene

(5,6,11,12-tetraphenyltetracene) obtained under the illumination of a continuous-

wave (cw) laser light is described as an example.

2.3 From Thin Film to Single Crystal

The valence band dispersion of organic materials was initially investigated on mono-

layer films of aliphatic molecules with a polyethylene-like backbone structure [1–3],

where each single molecule can be regarded as a one-dimensional ‘micro-crystal’

consisting of repeating ethylene groups. Since these ‘crystalline units’ are bound each

other by the covalent bonding, the intra-molecular band dispersion of such molecules

is much wider (typically ~5 eV) than the inter-molecular ones in van-der-Waals

molecular crystals and thus is technically easier to be probed by the photoemission.

The first successful demonstration of the inter-molecular band dispersion of

single-component organic semiconductors was accomplished on a few nanometer-

thick film of bis-(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT) by

Hasegawa and co-workers [4]. The BTQBT molecules form a well-oriented thin

film on the highly-oriented pyrolitic graphite (HOPG) substrate, and they conducted

the excitation energy dependent UPS measurements at the normal emission geom-

etry to indicate the valence band dispersion along the π-stacking direction at room

temperature (290 K). As shown in Fig. 2.2a, the photoemission peak derived from

the highest-occupied molecular orbital (HOMO) of BTQBT exhibited notable shift

depending on hν; it took the maximum and minimum ionization energy (Eb +φs)

values at hν¼ 20 and 48 eV, respectively. This phenomenon is a direct evidence of

the E-k dispersion along the surface normal direction. The vertical component of

the electron wave vector in the HOMO band (valence band) can be determined from

this hν-Eb relationship by using Eq. (2.8). They found that this Eb-K┴ relation can

be fit by a simple cosine function under an adequate assumption for the U0 value.

This indicates that the valence band dispersion can be expressed by the

one-dimensional tight-binding (1D-TB) approximation as;

Eb ¼ Ec � 2t cos aKð Þ; ð2:10Þ

where Ec is the energy of the band center, and t is the transfer integral; a and K are

the lattice constant and electron wave vector component along the measured

16 Y. Nakayama et al.



direction, respectively. The best fit of the topical data set to Eq. (2.10) was achieved

as shown in Fig. 2.2b when U0¼ 12.5 eV, Ec¼ 5.4 eV, t¼ 0.092 eV, and

a¼ 0.34 nm were input, where the last parameter a agrees well to an expected

value (0.345 nm) from the known crystal structure [5].

The obtained magnitude of t is quite large for the van-der-Waals molecular

solids. The dispersion width of the valence band, which is equal to 4 t, reaches as
wide as 0.4 eV. Since this band width is much larger than the thermal energy

(0.025 eV in this case), a necessary condition for the band transport is fulfilled. In

this framework, the drift mobility of a conducting hole μh is described as;

μh ¼ eτ=mh
�; ð2:11Þ

where τ and mh* are the relaxation time and effective mass, respectively, of the

carrier. The latter value is derived from the curvature of the valence band at

the topmost part. For a cosine-shaped E-K dispersion as the present case, it can

be written as;

mh
� ¼ ћ2= d2E=dK2

� � ¼ ћ2=2ta: ð2:12Þ

Fig. 2.2 (a) Photon energy dependence of the normal emission UPS spectra for the BTQBT thin

film. The abscissa is taken with respect to the vacuum level (ionization energy). (b) The molecular

structure and a cross-sectional view of the crystalline π-stacking of BTQBT (the bars indicate the
molecular plane). (c) The experimental Eb-K┴ relationship ( filled circles) and their best fit curve

(solid line) of the BTQBT crystalline film. The viewgraphs (a) and (c) are reproduced from [4]
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In this case, mh*� 3.1m0 was obtained. Although the accurate value of τ is not

known, the time-energy uncertainty relationship gives its shortest limit as;

τ > ћ=kBT; ð2:13Þ

where T is the sample temperature. Substitution of Eqs. (2.12) and (2.13) into (2.11)

gives the lower limit of the expected ideal mobility3 of this molecular film as [6];

μh > 20 m0=mh
�ð Þ 300=Tð Þ � 6:5 cm2V�1s�1

� �
: ð2:14Þ

This value is considerably large for an organic semiconductor, and in practice this

molecule is regarded as a promising material for a vertical field effect transistor.

As another example of the valence band measurements on the organic semicon-

ductor thin films, we introduce a series of the ARUPS results on pentacene

crystalline films. Pentacene is one of the most prototypical and extensively studied

organic semiconductors owing to its considerably high charge carrier mobility

[7, 8]. As an electronic origin of such an excellent transport property, its valence

band structure has been attracting much interest. The first successful demonstration

of the valence band dispersion of pentacene was achieved by Koch and co-workers

[9]. They fabricated a crystalline stack of almost flat-lying pentacene molecules

onto a HOPG substrate (Fig. 2.3a) and conducted ARUPS measurements at the

normal emission geometry with various hv to map out the valence band structure to

the vertical direction. In the similar manner to the case of BTQBT described above,

the band width were found to be 0.24 (�0.05) eV at 120 (�10) K as shown in

Fig. 2.3, where they determined the lattice parameter perpendicular to the surface

by x-ray diffraction to be 0.37 (�0.02) nm and assumed U0¼ 5 eV. Interestingly,

the band width shrank to 0.19 (�0.05) eV at room temperature presumably owing to

increased population of intra- and inter-molecular phonons. In contrast to this

obvious energy dispersion toward the surface normal direction, only an insignifi-

cant energy shift of the HOMO peak depending on the electron take-off angle was

observed by ARUPS at a fixed excitation energy (hv¼ 25 eV).4 An absence of the

energy band dispersion parallel to the surface is quite reasonable for a pentacene

crystalline film of the flat-lying molecular orientation because of an insufficient

intermolecular π-orbital overlap in the molecular plane. In contrast, Yamane and

co-workers found a distinct in-plane two-dimensional energy band dispersion

in the flat-lying pentacene monolayer on Cu(110) by means of ARUPS [10].

3 The UPS measurements are much more insensitive to structural imperfectness (such as impurities

and lattice defects) than electric characterizations in general. Therefore the mobility estimated

from the ARUPS results has to be regarded as that of a perfect crystal; the practical mobility

exhibited by an actual sample is more or less reduced with respect to this ideal value. In fact, an

experimentally observed hole mobility in a BTQBT single crystal was ~4 cm2V�1 s�1 [29] which

is a little smaller than the expected value in Eq. (2.14).
4 For systems with a clear E-K┴ dispersion, an energy shift in the ARUPS spectra cannot always be

attributed to an E-K|| dispersion singly but also may be influenced by the K┴ cosθ component.
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They attributed the origin of this band to an interface state caused by the hybrid-

ization between the molecular orbital and the wave function of the substrate

surface. This indicates that a strong interaction between a molecular orbital and

the electronic state of the substrate sometimes bring about the in-plane energy band

dispersion.

Practically, pentacene exhibits several crystalline polymorphs and theoretical

calculations have predicted that the electronic band structures, so as to the charge

carrier transport properties, vary depending on the crystal lattice structures. So far,

three crystallographic phases have been established; “thin film”, “bulk”, and

“single crystal” phases. As a guide for an innovation of practical high-

performance devices, accurate one-to-one correspondence of these three crystal-

line phases to the electronic band structures is keenly desired. Yoshida and

Sato presented clear comparison of the expected band structures of these phases

based on a band calculation, and also experimentally showed that the pentacene

films of the “thin film” and “bulk” phases exhibited different HOMO peak profiles

in the angle-integrated UPS spectra reflecting the respective K-integrated
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density-of-states (DOS) distributions [11]. Although knowledge of an angle-

integrated DOS as well can provide a piece to solve the puzzle of the charge

carrier transport [12], more direct evidence of the band structure is necessary to go
into the detail of the transport phenomena.

The first one-to-one demonstration of the crystal lattice structure and valence

band measurement of a pentacene crystalline film was achieved by Kakuta and

co-workers [13]. They fabricated a crystalline film of the one-monolayer pentacene

molecules onto a single crystalline film of Bi(001) pre-coating over a Si(111)

substrate. In this system, contrary to the aforementioned Cu(110) case, the

pentacene molecules take the upright-standing molecular orientation. The surface

lattice parameters were determined by the reflection high-energy electron diffrac-

tion (RHEED), which suggested the molecular packing in this film was that of the

“bulk” phase (Fig. 2.4a, b). They conducted the ARUPS measurement on this film

at 140 K along three symmetric directions of the surface Brillouin zone (SBZ) to

map out the two dimensional valence band structure as shown in Fig. 2.4c. The

valence band was found to split into two as a result of two unequivalent pentacene

molecules within the single unit cell, and the high Eb one exhibited the wider energy

dispersion for all symmetry directions (Fig. 2.4d). The maximum energy dispersion

Fig. 2.4 (a) RHEED pattern of the one-monolayer pentacene crystalline film on Bi/Si(111). (b) A
schematic drawing of SBZs of the pentacene film and Bi(001) substrate. (c) ARUPS spectra of the

pentacene film on Bi(001) measured at 140 K along the Γ-M direction. The peak separation of the

low and high Eb bands is displayed at the upper-most part. (d) The Eb-K|| relationships to three

symmetric directions of the pentacene film. 1D-TB fitting results for the high Eb band (solid lines)
and band calculation results (dashed lines, details see the original article) are also represented.

Reproduced from [13]
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was 0.33 (�0.04) eV along the Γ-M direction, and mh* was evaluated to be 1.26m0

under the 1D-TB approximation. As mentioned above, Eq. (2.14) gives a rough

estimation for the expected in the broad band model; μh> 34 cm2V�1 s�1 was

derived in this case. This value of the charge carrier mobility is considerably large,

and the authors concluded that the band-like transport plays a role in the bulk phase

of pentacene. This result also corroborated that the band-width depends on the

crystalline direction. The two-dimensional valence band structure of the bulk phase

pentacene film was more precisely investigated by Hatch and co-workers

[14]. They illustrated a significant anisotropy of intermolecular transfer integral

and hole effective mass values based on the two-dimensional (2D) TB approxima-

tion. In addition, this group also conducted the ARUPS measurements at various

sample temperature to quantify the magnitude of electron-phonon coupling strength

[15]. From a careful analysis for the thermal broadening of the valence band

feature, they concluded that the electron-phonon coupling enhances the effective

mass by 36 %, and its origin, related to the ARUPS measurements, has to be

ascribed to the inter-molecular vibrations taking a smaller Einstein energy

(~0.01 eV) in comparison to the cutoff for the intra-molecular ones into

consideration.

On the other hand, pentacene mostly exhibits the “thin-film” phase at the vicinity

of insulator substrates such as silicon dioxide. Therefore the valence band structure

for this crystalline structure is of the highest interest in direct correlation to the field

effect transistor applications. Ohtomo and co-workers succeeded in preparation of a

“single domain” thin-film phase pentacene overlayer onto a bismuth-passivated Si

(111) substrate with regularly bunching steps of 2–3 nm-high through a

graphoepitaxial approach [16]. They carried out the ARUPS measurements on

this pentacene thin film at 130 K to illustrate the 2D valence band structure. The

intermolecular transfer integral values to ten molecules were evaluated under the

2D-TB approximation, and a relatively isotropic effective mass was derived, which

is strikingly in contrast to the case of the bulk phase. They also observed a

declination of the valence band dispersion with increasing the sample temperature

to 300 K, however, interestingly, the energy dispersion did not disappeared

isotropically but it survived only for one direction (Γ-X) [17]. A strong anisotropy

for possible de-coherence of the wave function was proposed as a reason of this

finding which was also in a relation to the anisotropic intermolecular transfer

integrals.

While aforementioned achievements on the crystalline thin-films have provided

a key to open a door for accessing the fundamental insights of the charge carrier

behaviors in the organic semiconductors, organic bulk single crystals have been a

fascinating target to unveil the intrinsic materials properties. The first successful

photoemission results were achieved by Sato and co-workers in the early 1980s on

bulk single crystal samples of several polyacenes and their derivatives [18]. Their

way to avoid the sample charging was lessening the effective resistivity ρ of the

sample by a combination of capping of an ultra-thin gold film of the crystal surface

and enhancement of the photoconductivity by white-light illumination. Another

successful work was reported by Vollmer and co-workers [19]. They shined a single

2 Ultraviolet Photoelectron Spectroscopy (UPS) I: Band Dispersion. . . 21



crystal of pentacene with a cw laser for the sake of activating the electron injection

into the crystal to cancel the photoemission-induced holes by the internal photo-

emission effect. These works were, however, still abortive for demonstrating the

valence band structures by means of ARUPS.

Our group attempted to demonstrate the valence band measurement of the bulk

single crystal of rubrene, whose molecular structure and crystallographic properties

are presented in Fig. 2.5a [20]. Firstly, the ionization energy, which corresponds to

the energy position of the valence band maximum with respect to the vacuum level,

was determined by means of photoelectron yield spectroscopy (PYS) [21]. This

technique, however, is an angle-integrated one and thus is not applicable to survey

detailed structures of the valence band. UPS by ordinary measurement conditions

was abortive because of severe sample charging. We discovered that this situation

can be improved dramatically by illumination of the crystal by an additional cw

laser light during the UPS measurements [22], where the experimental setup is

presented in Fig. 2.5b. As shown in Fig. 2.5c, a photoemission peak derived from

the HOMO of rubrene was clearly resolved under the additional light of sufficient

intensity suggesting successful suppression of the sample charging, while the

spectral profile exhibited apparent broadening accompanied by a rightward energy

shift when the crystal was not illuminated or the laser power was not high enough.

The valence band measurement was then demonstrated by means of ARUPS in

this condition with the sufficiently intense laser light illumination. Figure 2.6a

shows the ARUPS spectra of the rubrene single crystal along the crystalline b
axis which is identical to the Γ-Y direction of SBZ. A prominent energy shift of the
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Fig. 2.5 (a) The crystal lattice constants (at 293 K) [20], molecular structure, and Brillouin

zone shape of rubrene. The shaded area corresponds the SBZ of the rubrene single crystal

samples. The molecular arrangement of the rubrene single crystal surface is also shown.

(b) A schematic drawing of the experimental setup of the ARUPS measurement on the rubrene

single crystal. (c) Evolution of angle “integrated” UPS spectra of a rubrene single crystal

depending on the additional laser power (405 nm). (Inset) Photographs of the sample without

and with the laser illumination. The rubrene crystal (a red stripe at the center) was bound onto a

piece of Au/Si by conductive Ag paste surrounding the crystal in order to enhance the electric

contact as possible
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HOMO peak was found depending on the electron take-off angle θ. This spectral
series is re-traced on the Eb-Kk plane as shown in Fig. 2.6b, where θ is transposed

into Kk by Eq. (2.7). The bright part, which corresponds to the HOMO peak,

exhibited a periodic variation in the binding energy as a function of Kk, and its

periodicity agreed with the SBZ size of this molecular crystal. This is a clear

evidence for construction of an inter-molecular electronic band. The Eb-Kk relation
of this valence band structure was mapped out in Fig. 2.6c. This relation can be

reproduced by the 1D-TB approximation, and t¼ 0.11 eV and mh*¼ 0.65(�0.1)m0

was obtained. It is noteworthy that this mh* is the known lightest value for the

organic semiconductors. The estimated band width is equivalent or even wider than

theoretical predictions [23, 24]. On the other hand, a notable discrepancy between

this result and calculations was found in particular at the Γ point; the calculations

predict two bands dispersing for the same direction to degenerate at the Y point, as

indicated in Fig. 2.6c, whereas this second band was not resolved in the present

ARUPS spectra. This mismatch was also confirmed by another group with a

different measurement technique [25]. One possible reason for this invisible second
band can be ascribed to a thermal fluctuation to level off the inequivalency of two

molecules in the unit cell. To clarify this point, low temperature ARUPS measure-

ments are currently in progress.
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Meanwhile, Eq. (2.14) gives the lower limit of the ideal μh of the rubrene single
crystal from the present mh* to be 29 cm

2V�1 s�1. As the largest practical μh of the
rubrene single crystal at room temperature reported so far is ~40 cm2V�1 s�1 [26],

this requirement is actually fulfilled. Reversely, one can estimate the relaxation

time τ from this known mobility value as; eτ/mh*> 40 [cm2V�1 s�1], then; τ> 15

[fs], where this sign of inequality means that the practical mobility always must be

smaller than the ideal value. Since the energy uncertainty corresponding to this

lower limit of τ is still ten times smaller than the band width, a requirement for the

band transport is not violated. The coherent length of the charge carrier lh can be

derived from τ as;

lh ¼ uτ; ð2:15Þ

where u is the speed of the charge carrier. If one simply assumes the Maxwell-

Boltzmann distribution for u, where the mean speed of the charge carriers �u can be

written to be (3kBT/mh*), the following value is derived for the lower limit of the

average coherent length as; lh¼ �uτ> 2.1 [nm], which is at least a few times greater

than the crystalline lattice constant to this direction (0.719 nm). This strongly

suggests delocalization of the charge carrier over several molecules even at room

temperature.

As an extension of this accomplishment, we probed the valence band structure

of the rubrene single crystal in a three-dimensional manner [27]. For the vertical

direction, no energy shift of the HOMO peak was corroborated independent of the

excitation energy, which is a clear evidence of an absence of the valence band

dispersion. ARUPS measurements conducted to three directions within the crys-

talline plane evinced a clear anisotropy of the valence band dispersion as shown in

Fig. 2.7a. To the Γ-X direction, which is orthogonal to the most conductive axis

(Γ-Y), the valence band is substantially flat without any energy dispersion. In

contrast, significant energy dispersion was observed to the diagonal direction of

the SBZ (Γ-M); in comparison to the most conductive Γ-Y direction, the dispersion

width was equivalent whereas the turnaround angle was farther from the normal

emission reflecting a wider Brillouin zone size. From these ARUPS spectra, the 2D

valence band E-K relation can instantaneously be mapped out as shown in

Fig. 2.7b. The 2D-TB approximation reproduces this valence band structure

satisfactory, and the nearest-neighbor intermolecular transfer integrals in the

crystal lattice can be derived as given also in the figure. The present values agrees

with the theoretical calculations fairly well. This result indicates that the

intermolecular charge carrier transport efficiency, regardless of either the band

or hopping transport framework, is strongly anisotropic, which has to be the

electronic origin of known orientation-dependent μh discovered for the rubrene

single crystal field effect transistor [28].
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Fig. 2.7 (a) ARUPS spectra of the rubrene single crystal taken along three symmetric direction of

the SBZ. The excitation energy was 30 eV. The horizontal and vertical axes of these

two-dimensional spectral images corresponds to the electron take-off angle and binding energy,

respectively, while the color tone indicates the photoelectron intensity. The angles corresponding

to the critical points of the SBZ are also indicated. (b) The Eb-K|| relationships to three symmetric

directions of the rubrene single crystal. The best fit curves of the 2D-TB approximation are shown

as blue curves. The vertical axes are common to (a). (Inset) A schematic view of the surface

molecular arrangement of the rubrene single crystal. The inter-molecular transfer integral values to

the four nearest-neighbor molecules derived under the 2D-TB approximation is also represented

(where td
0 ¼ td by symmetry)
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Chapter 3

Ultraviolet Photoelectron Spectroscopy
(UPS) II: Electron–Phonon Coupling
and Hopping Mobility

Satoshi Kera, Hiroyuki Yamane, and Nobuo Ueno

3.1 Introduction

Organic semiconductors are molecular solids with specific charge transport prop-

erties, due to weak intermolecular interaction [1], and have been increasingly

studied for various device applications. However, the transport properties of

organic single crystals and organic thin films are far from being adequately under-

stood [2–13]. Important subjects still to be understood are related to molecular and

lattice vibrations (phonons) and their coupling to charge carrier [14–17]. The

electron–phonon interaction depends on the molecular structure and their packing

motif and therefore it can impact both molecular site energies (HOMO energies, for

instance) and transfer integrals. First coupling mechanism is commonly referred to

as the local electron–phonon coupling mechanism while the second as non-local

electron–phonon coupling mechanism [2–17]. Here we focus on local electron–

phonon coupling mechanism by molecular (local phonon) and lattice (non-local

phonon) vibrations. The overall strength of this interaction is given by the relaxa-

tion energy of neutral and ionized states and the reorganization energy (λ) associ-
ated [3]. The relaxation energy of the ionized state in the context of small or very

small (molecular) polaron theory is also referred to as the polaron binding energy

(Epol) [18, 19]. In general both molecular and lattice vibrations contribute to Epol.

However, the results of recent theoretical investigations indicate that in systems

such as oligoacenes the main contribution to the polaron binding energy is due to

the molecular vibrations [20].
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Theoretical studies on intramolecular contribution to the polaron binding energy

were performed and compared with the ultraviolet photoelectron spectroscopy

(UPS) spectra of gas-phase molecules measured at an elevated temperature.

These studies provided vital information about electron–phonon interaction

and contributed to the understanding of charge transport in organic solids [2–13,

16–31]. It is important to note that most theoretical and experimental studies on the

local electron–phonon interaction have been performed on isolated molecules.

Therefore it is to understand how these results are altered by intermolecular

interactions that take place in solid state. However, direct experimental study on

this issue has been neglected until recently because of experimental difficulties in

resolving vibronic satellites of the HOMO state in UPS spectra of organic thin films

[15]. The UPS linewidth of the thin film is broadened by intermolecular interaction,

molecule-substrate interaction and insufficient uniformity of the film structure,

which mask the vibronic satellites. Here after we use a term of hole-vibration

coupling instead of electron–phonon coupling in phenomenological point of view

in the UPS experiment. Although LUMO electron-vibration coupling in principle

can be measured by inverse photoelectron spectroscopy (IPES), the measurements

have not yet been realized because of poor energy resolution of IPES.

The origin of the UPS bandwidth for organic solids was discussed extensively

until the end of the 1970s [32–34]. After the work done by Salaneck et al., in 1980

[34], the UPS bandwidth of the HOMO state in organic films was considered to

have been mainly dominated by the dependence of relaxation (polarization) energy

[33] on the site/depth, since it yielded a broadened UPS feature with a full-width-at-

half maximum (FWHM) of >~ 0.4 eV. As a result, it was considered that

intermolecular energy-band dispersion could not be measured, since the dispersion

width may be smaller than the spectral bandwidth due to the dependence of

relaxation (polarization) energy ([35] and references there in) on the site/depth.

Nowadays, the measurement of band dispersion has been successfully achieved as

described in Chap. 2, and very recently even for very small band dispersion was

observed by Yamane et al. for phthalocyanine (Pc) films thanks to development in

the measurement technique and the sample preparation [36]. Unfortunately, the

measurement of hole-vibration coupling in organic thin films has also been believed

to be impossible, although the possibility of molecular vibration contributing to the

width of the HOMO band in UPS has been suggested by taking into consideration

the excellent one-to-one correspondence of the valence-band features to those in

gas-phase [32], and evidence was found for a tetracene film in an early work on

UPS [37]. Therefore, gas-phase UPS spectra, where hole-vibration coupling is

resolved for HOMO, have been used in theoretical studies of hole-hopping mobility

[2, 3]. There is a serious problem in using the gas-phase spectrum, since the

molecules are in more thermally excited states due to the evaporation of larger

functional molecules. We need to measure HOMO hole-vibration coupling at lower

temperatures using thin films or adsorbed molecules to discuss hopping mobility.

The first meaningful result of the vibronic satellites by high-resolution UPS

measurements was reported by Kera et al. for Cu-phthalocyanine (CuPc) ultrathin

films [38]. Yamane et al. extended the study to the HOMO hole-vibration coupling
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with for pentacene (PEN) monolayer on graphite and determined the reorganization

energy (λ) [14, 15]. They pointed out that λ in the film is larger than that in a free

molecule (gas-phase). Afterward, Paramonov et al. discussed the difference of λ’s
in gas and monolayer phases theoretically by considering intermolecular and

molecule-substrate interactions [23].

In this study, we introduce our high-resolution UPS experiments on HOMO

hole-vibration coupling in relation to hole-hopping mobility and reorganization

energy estimated for various organic semiconductors. We will then discuss current

problems that should be overcome for a more thorough understanding of hole-

hopping mobility including polaron-like effects. Moreover, we demonstrate a

possible analysis method for high-resolution UPS data for molecular films. The

results are compared by single mode analysis (SMA) of UPS spectrum and those

derived by means of theoretical approaches, indicating that the purely experimental

method with SMA is useful for studying the reorganization energy and the hopping

mobility of organic systems.

3.2 How to Realize the High-Resolution UPS

We summarize the possible origins of the UPS-band width (shape) in Fig. 3.1 due to

solid-state effects, which led to the features broadening. They can roughly be

classified into five origins: (i) a non-uniform film structure, (ii) lifetime broadening

(in shape), (iii) vibration (phonon) coupling (in shape), (iv) energy-band dispersion
and (v) polarization/relaxation-related phenomena. The schematics for the

UPS-band shape concerning these phenomena are shown.

As organic molecules consist of light elements, the intramolecular vibration

energy is much larger than that of lattice phonons, and molecular vibrations with

larger energies (~100 meV) contribute more to increasing λ. This means that we do

not need an ultimate-resolution electron-spectrometer system for measurement in

this level of the study. The principal drawback that has hindered us from obtaining

high resolution UPS is that spectral broadening is much larger than vibration

energy, i.e., the inhomogeneities of molecular film dominate the observed

spectral-line width. We thus need to minimize such origins of peak broadening

for UPS. The non-uniform structure of the thin film introduces serious dependence

of the ionization energy on the position, which originates from the dependence of

the initial electronic states on the site and the intermolecular relaxation energy

(polarization energy) that appears in the final state upon ionization [39, 40]. Fur-

thermore, molecule-substrate electronic interaction should be minimized to reduce

the appearance of new interface states with different binding energies. For instance

the electronic coupling between PEN and graphite is evaluated negligibly small

[23]. Polarization/relaxation effects in a molecular solid can be divided into two

groups, static and dynamic effects. The static effect produces the dependence of

ionization energy on the site for film with a non-uniform molecular-packing

structure. Moreover, molecular ordering and orientation determine the ionization
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potential due to the electrostatic potential distribution in all molecules [41]. Briefly,

the energy shift due to such non-uniform molecular-packing is within a range of

several tens of meV for planer molecules [42–44] and of several hundreds of meV

for polar or bulky molecules [45] due to polarization effects dependent on the site,

and several hundreds of meV for systems in the electrostatic potential model,

namely orientation dependence [41].

Fig. 3.1 (a) Origins of UPS band broadening of organic solids. Arrows indicate their relation-

ships. (b) Schematic illustration of UPS-band shape and energy position for various molecular

packing/orientations. UPS results on pentacene are used (From [15] with permission)
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The lifetime broadening in photoemission appears differently from that in an

electronic transition to a bound state. The lifetime broadening in photoemissions

from an ultrathin film of weakly interacting molecules may yield a skewed shape

for the line while tailing to a higher kinetic energy, since the photoelectron kinetic

energy increases by elimination of the hole potential existing outside the film

[46, 47]. The lifetime of the photogenerated HOMO hole is dominated by the

electronic interaction between ionized molecules and the substrate, also providing

information, e.g., on the electron transfer rate from the substrate to the molecule.

Note that briefly the dynamic effects are related to the time required to polarize/

relax ionized molecules and neighboring molecules upon ionization, that is a time

series in the various polarons (electronic, very small, small and large polaron) for

molecular system (see Chap. 4, Sect. 4.3.3) [48–50]. That is, if the time for

polarization/relaxation is on a time scale for a photoelectron to travel to an electron

analyzer, the experimental line width (ionization energy) reflects the dependence of

the polarization/relaxation energy on time. The study on the dynamic polarization,

that is polaron phenomena, would open a quantum view of charge transport in

molecular solids. Very recently, we have obtained some evidences on the dynamic

effects of charges in the molecular solid by angle-resolved UPS measurements. The

hole-vibration coupling intensity depends on the photoemission angle (not shown).

It will be an interesting target to study the transport mechanism for organic

molecular solids. As a result, the observed UPS spectra show various line shapes.

In Fig. 3.2, the HeI UPS taken for various phases of PEN are presented. The

spectra for gas-phase, monolayer (ML) films, amorphous film, and crystal film are

measured by using the same apparatus. In the gas spectrum, a very sharp HOMO

band is observed and hole-vibration coupling is detected at the high-Eb side with

asymmetric feature. Note that the line shape of gas-phase UPS depends on the

instruments and the temperature measured in which a contamination by low-vapor

pressure molecules at a higher temperature experiment may cause serious problems

on the system. Brédas et al., reported a spectrum which shows a larger skewed

shape in the high-kinetic energy side [22]. A similar sharp HOMO band is observed

for the ML film prepared on the HOPG substrate. We find some differences in the

line shape of ML depending on the temperature in the detail as discussed later. A

broadened HOMO band with a large tail is observed for the films prepared on the

SiO2 or polycrystalline metal substrates, where the band gives ~0.4 eV width and

shows no fine features. PEN is known to have polymorphs depending on the film

preparation [51], hence two peaks with a sharp onset features are observed as an

evidence of a crystalline sample prepared on CuPc/GeS substrate [52].

To avoid strong molecule-substrate interaction, we need to use an inert substrate

such as graphite (mostly we use a highly oriented pyrolytic graphite: HOPG, ZYA

grade). Furthermore, organic semiconductor thin films do not grow layer-by-layer

to create non-uniform films with a broadened HOMO-bandwidth in UPS. Thus, one

must prepare a uniform molecular monolayer to attain high-resolution UPS.

Although islands of molecules with orientations different to the monolayer region

grow at defects/step bunches on the substrate surface, the islands may be selectively

cleaned away by appropriate heat treatment after a thicker molecular layer has been
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deposited, as observed with photoemission electron microscopy (PEEM) [53, 54].

In our experience, the detection of vibration coupling with UPS, which is appeared

as skewed asymmetric line shape, is a good indication of the formation of a very

uniform and large domain of ultrathin organic film.

Yamane et al. studied what effect molecular orientation had on the molecular

electronic structure for CuPc on a graphite (HOPG) substrate via the dependencies

of metastable-atom electron spectra and UPS [55] on film thickness. Figure 3.3

shows the UPS spectra for HOMO regions and the intensity map as a function of

film thickness. The position and shape of HOMO are drastically changed with

increasing the thickness. These differences can be explained by spontaneous elec-

tric dipoles produced in the film by a gradient of intermolecular electronic interac-

tion along the surface normal due to the continuous increase in the molecular angle.

This indicates that the change in molecular orientation is an important origin of

band-bending-like shift in the molecular electronic states even if the molecule has

no permanent electric dipole. Note that for in the thin-film region only (a couple of

layers), we can observe an asymmetric HOMO band with fine features.
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Fig. 3.2 HeI UPS for various phases of pentacene. (a) gas spectrum (at 433 K) is obtained

preliminary (unpublished), (b) lying-monolayer (ML) on HOPG (295 K, RT), (c) ML on HOPG

(50 K, LT), (d) standing-disorder ML film (1 nm) on SiO2 (295 K), and (e) standing-crystalline ML

film (1.5 nm) on CuPc/GeS (295 K). All spectra are recorded by the same electron analyzer

(VG-CLAM4). The background signals are subtracted. The abscissa is aligned to 0–0 transition

peak in the gas-phase spectrum. Ionization potential (IP) for each film ((0–0) peak energy for sharp

spectra and onset energy for broaden spectra) is described in the figure
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Another important phenomenon that we should remember is that molecular

ultrathin film changes its packing structure depending on temperature, since

intermolecular and molecule-substrate interactions depend on temperature, and

this makes it very difficult to prepare a uniform film. Figure 3.4 has an example

of the dependence (86–162 K) of HOMO-band UPS for pentacene (flat ML)/HOPG

on temperature. Vibration satellites can be seen at all temperatures, although

there is a structural transition at 130–140 K. The HOMO band at 132 K is well

reproduced by convoluting two asymmetric HOMO bands at 86 and 162 K.

Fig. 3.3 (a) Dependence of He I UPS spectra of HOMO of CuPc/HOPG system on film thickness

measured at normal emission θ¼ 0�, where binding-energy scale is referenced to Fermi level of

substrate. (b) Intensity map of UPS spectra for HOMO regions of system as function of film

thickness. Background photoelectrons from substrate have been subtracted for mapping. Thinner

region is magnified at right. Vibration fine features are observed for thinner films marked by circle
(From [15] with permission)

3 Ultraviolet Photoelectron Spectroscopy (UPS) II: Electron–Phonon Coupling. . . 33



Fig. 3.4 Intensity mapping of temperature dependence of UPS spectra of HOMO band region

(panel (a)) and typical UPS spectra (panel (b)) for pentacene (1 ML)/HOPG at photoelectron
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Such a transition in UPS was also observed for tetracene/HOPG (not published) and

CuPc/HOPG [56]. Although Kataoka et al. found that the UPS line width for the

CuPc/HOPG system suddenly changes at the transition temperature and at temper-

atures below the transition, the line width is larger due to the appearance of

intermolecular interactions, origins for the transition in molecular monolayer is

still being studied. Finding an appropriate temperature to prepare the film is also an

important factor in obtaining a highly-resolved UPS spectrum. Indeed, the impact

of temperature dependence on the electronic structure is more significant for ML

films prepared on other substrates (e.g. even for noble metal, Cu, Ag, and Au) and

becomes complicated to understand much more. The formation mechanisms of

interface state and band-gap state for molecules on the metal are described briefly in

Chap. 6 and elsewhere [57, 58].

The bandwidth of UPS features contains information on electron–phonon inter-

action, electron (hole) lifetime, and electron–defect scattering provided that final

state band-structure (dispersion) effects are not taken into account. These have been

the subjects of an excellent review by Matzdorf [59]. There are few examples of

molecular adsorbates on metal surfaces where vibrational features can be resolved

in a valence photoemission spectrum and where structural heterogeneity can be

eliminated from molecule–metal interfaces to allow the bandwidth to be quantita-

tively determined.

The first meaningful measurement on the UPS line shape was accomplished for a

CuPc sub-monolayer (ML) on HOPG, as shown in Fig. 3.5, where the molecular

plane is parallel to the surface [38]. This result was obtained at room temperature

(RT: 295 K), since the molecular orientation becomes tilted to yield a larger

bandwidth at a lower temperature due to the appearance of a non-uniform packing

structure [56, 60]. Nevertheless, we succeeded in obtaining a much sharper HOMO

band for the CuPc/HOPG system by properly controlling the method of cooling

afterward [15]. The HOMO (labeled A) in panel (a) appears as a sharp peak at

~1 eV below the Fermi level (EF). Panel (b) shows an enlarged view of the HOMO

peak after the contribution from the HOPG substrate has been subtracted. The peak

is asymmetric and can be decomposed into three vibrational features (v¼ 0, 1, 2)

with an energy separation of 170 meV (this value has been improved later on). This

gives a full-width-at-half-maximum (FWHM) of 172 meV for the main component

(v¼ 0). Considering an instrument resolution (ΔR) of 80 meV, the intrinsic line

width we obtained was 150 meV, which corresponds to a lifetime of 2.2 fs within

the assumption of using an uncertainty relation. The tail feature at low-Eb side of

main peak, that is Lorentzian contribution in the Voigt function, could be a virtual

feature that has originated from the tail of the main peak due to the thermal

⁄�

Fig. 3.4 (continued) emission angle θ¼ 0�. In panel (b), circles represent observed spectrum after

background has been subtracted. Solid curve that overlaps observed spectrum is convolution of

fitting curves. Each HOMO band at measured temperature is well reproduced by changing ratio

of two asymmetric curves, viz., spectra for low-temperature (A) and high-temperature phases (B).

In panel (a), intensity ratio between phases A (circles) and B (squares) obtained by convolution

curves is also superimposed on map (From [15] with permission)
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excitation of phonons in the initial state of photo-ionization and the finite lifetime of

the HOMO hole. Later on, the lifetime effect on the lines’ shape was also discussed

without using the uncertainty relation [15, 38]. This value can be an upper limit for

the lifetime of the hole generated by the photoemission process. The transient hole

was considered to be filled by electron transfer from the HOPG substrate.

In relation to achieving a uniform film, HOMO-level splitting with an energy

separation of 2t (transfer integral (t)) was observed for two interacting PbPc

molecules in a bilayer (BL) on HOPG, as shown in Fig. 3.6 [61], where the

HOMO (A) in the ML splits into two features (A1 and A2) at 295 K. A sharp

peak, A, which has an asymmetric profile with a few fine features, is observed for

the ML. It is convoluted with five Gaussian functions (FWHM of 147 meV), and

satellite components on the high-Eb side of the main peak originating from hole-

vibration coupling, as observed for other Pcs [38, 56, 60, 62–65], and oligoacene

(Ac) monolayers [14, 66]. The observation of the fine features indicates that large

ML domains with good molecular ordering of PbPc are formed. The BL spectrum

can be convoluted using three ML spectra with different Eb positions. The intensi-

ties of A1 and A2 are nearly equal, and the energy separation is 0.35 eV. The origin

Fig. 3.5 (a) He I UPS of CuPc ML (0.2 nm) on HOPG substrate (solid curve) and clean HOPG

(dashed curve). Spectra were measured at sample temperature of 295 K at θ¼ 0�. (b) Expanded
spectrum of top band (A) (HOMO) region after background photoelectrons had been subtracted

from substrate. Circles represent observed spectrum after subtraction of background. Three

components (a0–a2) of pseudo-Voigt profiles used in curve fitting are indicated by thin solid
curves. Solid curve that overlaps observed spectrum is convolution of three fitting curves. Residual

of curve fitting is also shown at bottom of (b). Orbital pattern of HOMO of CuPc is also illustrated.

Caution should be taken with vibration energy (170 meV) obtained from this result (From [15]

with permission)
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Fig. 3.6 (a) Expanded spectra of HOMO region for PbPc ML and BL films on HOPG substrate

measured at θ¼ 0� at 295 K. Circles represent observed spectra and thin curves are deconvoluted
profiles. Solid curve that overlaps observed spectrum is convoluted spectrum of five Gaussian

peaks for ML. BL spectra are convoluted with three asymmetric functions of ML spectrum.

Residual curve is also shown at bottom of each spectrum. (b) Scheme of split of orbital

levels on dimerization. MO patterns of bonding (Ψ+) and antibonding (Ψ�) HOMO are shown

(From [15] with permission)
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of the two components, A1 and A2, must be considered here, because the small

component denoted by A may originate from the small ML area uncovered by the

overlayer. Although the origins of UPS spectral features, peak shift, shape, and

width for organic thin films, are generally extremely complicated, we can conclude

that the marked differences observed in the HOMO peak can be ascribed to energy-

level splitting by inter-orbital interaction appearing in the BL. This is also

supported by the theoretical calculations [61]. A possible dimer model and the

level splitting that was calculated are shown in Fig. 3.6b. The displacement between

the two molecules is (x, z)¼ (7.21 Å, 4.0 Å) and we calculated 2t¼ 0.35 eV for the

HOMO and 0.1 eV for the Pb 6s state (H-1). The calculated bonding (Ψ+) and anti-
bonding (Ψ�) HOMO patterns are also given in Fig. 3.6b. This 2t separation was

observed to increase to 0.41 eV on cooling down to 47 K, which is reasonably

understandable because the intermolecular distance reduces due to the decreasing

thermal excitation of molecular vibrations (not shown). It is worth noting, as a

coincidence, that the bilayer spectrum can be well convoluted by using the mono-

layer spectrum, indicating that vibration coupling in the PbPc dimer structure is not

extremely different from that in the monolayer film. However, recently we

observed a huge difference in the vibration coupling for other molecular systems,

where the wave-function spread would be largely modified upon intermolecular

interaction. The dependence of the molecular packing structure on the reorganiza-

tion energy will be studied further.

3.3 Estimation of Charge Reorganization Energy, Polaron
Binding Energy and Hopping Mobility

3.3.1 Role of Hole-Vibration Coupling in Hopping Mobility

Charge hopping dominates the mobility of systems with very narrow bandwidths

and systems with larger bandwidths if the mean free path of the conduction charge

is of the order of the intermolecular distance. Charge-transfer processes and carrier

dynamics of organic molecules have been widely studied in various fields [2–13,

16–31, 48–50, 67]. Detailed theoretical descriptions can be found in several reviews

[2–4]. According to general microscopic models, total mobility can be expressed as

the sum of two contributions, i.e., (i) coherent charge tunneling that dominates

transport at low temperatures and (ii) incoherent charge hopping that becomes

dominant at high temperatures. The relative contributions of either mechanism

depend on the film structures, where key parameters are charge (electron or

hole)-phonon (molecular vibration) coupling, the electronic bandwidth, and phonon

bandwidths. For ideal crystalline films, the model has been satisfactorily described

in theoretical work for two limiting cases, i.e., weak and strong electronic coupling

limits; however, a model that exhibits intermediate coupling with dependence on

temperature has not yet been well explained.
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The Holstein polaron model has been applied [18, 19] within the limits of weak

intermolecular interactions. Since the electronic state is localized, charge transport

occurs via hopping from one molecule to the next (local electron–phonon cou-

pling). There is also a detailed theoretical description in a review [2, 3]. Of course,

transport can be described by band theory, i.e., coherent electron-transport scenar-

ios [4, 8, 10, 35], within the limits of strong intermolecular interactions (non-local

electron–phonon coupling). Moreover, the limits in other directions need to be

considered for static-disorder systems, which are often found in actual organic

solids. When an electron or hole is injected into a molecular solid, electronic–

nuclear coupling leads to localization and transport occurs via localized charge

hopping, which is closely related to Marcus electron-transfer theory [68, 69]. The

semi-classical Marcus-hopping model for self-exchange charge transfer has been

widely studied. Here, we present one semi-classical approach to obtain hopping

mobility. These molecular parameters have appeared in the following equations,

which have also often been used in other theoretical models, and can experimen-

tally be obtained by using high-resolution UPS measurements.

The mobility (μ) in the high-temperature regime can be approximated from the

electron-transfer rates by considering the Einstein relation for diffusive motion,

μ ¼ ea2

kBT
kET; ð3:1Þ

where a is the intermolecular distance and kET is the electron transfer/hopping

probability per unit time.

For electron transfer between an initial electronic state and a final state within

the weak electronic coupling limit, a common starting point for the electron-

transfer rate is Fermi’s Golden Rule form,

kET ¼ 2π

ℏ
Vif

�� ��2 FCð Þ; ð3:2Þ

where jVifj ¼ hΨ ijHjΨ fi is the electronic-coupling matrix element between the

electronic states, i and f, and FC is the thermally averaged Franck–Condon

weighted density of states. It can easily be shown that, in the high-temperature

regime, i.e., when all vibration modes are classical as hν� kBT (hν: vibration
energy), FC reduces to a standard Arrhenius equation for the non-adiabatic

charge-transfer regime, V< λ, as

FC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

4πλkBT

r
exp � λþ ΔG0

� �2
4λkBT

" #
; ð3:3Þ

where λ denotes the reorganization energy induced by the electron or the energy

transfer and ΔG0 is the Gibbs free energy during the reaction. When a charge hops

from an ionized molecule to an adjacent neutral molecule, the hopping process can
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be viewed as a symmetric self-exchange electron-transfer reaction with ΔG0¼ 0.

The rate of charge hopping between two adjacent molecules can be estimated as

kET ¼ 2π

ℏ
t2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4πλkBT

r
exp � λ

4kBT

� �
; ð3:4Þ

where t corresponds to the intermolecular transfer integral that describes the

strength of the electronic interaction between adjacent molecules (or electronic

coupling V ). Thus, there are two major parameters of key importance in hopping

transport: (i) the electronic coupling (transfer integral (t)) between adjacent mole-

cules, which needs to be large and (ii) the reorganization energy, λ, which needs to

be small to obtain efficient hopping mobility (see Fig. 3.7). For hole transport, t can
be experimentally obtained from the HOMO-band dispersion of a molecular

stacking system [35, 36] or by splitting the HOMO level of a dimer molecule

[61]. The λ corresponds to the sum of the geometry-relaxation energies (λrel) when a
molecule goes from a neutral to an ionized geometry and from an ionized to a

neutral geometry during hole hopping through molecular aggregates. Since the

vibration energies of conjugated C-C stretching modes are 1,200–1,600 cm�1

(150–200 meV), the classical high-temperature approximation used in Eq. (3.4) is

only approximate and may have problems at room temperature.

There are two λrel components, λ(�) and λ(+), corresponding to going into an

ionized state and returning to a neutral state (see Fig. 3.7). If the λ(�) does not differ

too much from λ(+), λ can be written as

λ ¼ λ �ð Þ þ λ þð Þ � 2λ þð Þ: ð3:5Þ
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Fig. 3.7 (a) Typical adiabatic energy surfaces of neutral (VM) and ionized (VM
+) states and two

relaxation energies λ (+) and λ (�) at ionization (M!M+) and neutralization (M+!M) processes.

The UPS intensity of vibration satellites In on photo-ionization is shown. λ (+) can be obtained by

measuring In. (b) Typical simulation results of charge-hopping mobility as function of transfer

integral (t) and reorganization energy (λ¼ 2λ (+)) using Eq. (3.1) at 300 K and a¼ 0.32 nm
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This can be satisfied for a system where the molecular structure is not largely

deformed on being ionized. The contribution of each vibration mode to the relax-

ation energy, λ(+), can be determined by the intensities of vibration satellites in high

resolution UPS. The relaxation energy of the ionized state in the context of small

(molecular) polaron theory is also referred to as the polaron binding energy (Epol).

As Epol is defined as a stabilization energy when the hole is localized on a single

lattice site, Epol is directly related to λ(+). The satellite intensities are described by

the values of the Huang-Rhys factors, S, which in harmonic approximation are

related to λ(+) by

Epol ¼ λ þð Þ ¼
X
i

Sihνi: ð3:6Þ

It is useful to point out that S is directly related to the electron–phonon coupling

constant [2, 3]. When the neutral state is in the vibrational ground state, the

intensities of vibrational progression are given by Poisson distribution

In ¼ Sn

n!
e�S: ð3:7Þ

where In is the intensity of the n
th vibrational satellite. These relationships mean that

once the energy of vibration mode i (hνi) and corresponding In are measured with

high resolution UPS of HOMO, Si, λ
(+), Epol and λ can be experimentally obtained.

The μ can be directly studied by using UPS, since t is also determined by UPS,

making the first-principles experimental studies of μ possible. Although these

molecular parameters are very helpful in designing organic semiconductor mole-

cules, Eq. (3.4) is too simplistic when we need to calculate μ using experimental λ
obtained at low temperatures. For example, one should refer to [2, 3] to understand

the limitations in using Eq. (3.4).

3.3.2 Analysis of HOMO Fine Feature

We report how to analyze an experimental data of the electronic structure and hole-

vibration coupling of pentacene (PEN) and perfluoropentacene (PFP) ML on graph-

ite.We compare the hole-vibration couplings in PFP and PENmonolayers and in gas

phase to study the effect of perfluorination on these parameters.We observed that the

UPS vibrational structure is largely different between PEN and PFP in ML phase as

well as in gas phase. Furthermore although the vibration energy is decreased by

perfluorination as expected from much larger mass of fluorine atom than hydrogen,

the vibronic-satellite intensity due to hole-vibration coupling is significantly

enhanced in PFP. We found that the latter contribution to λ is much greater than

the former one, resulting in serious increase in λ of PFP also for the monolayer.

HeI UPS spectra of the PEN(ML)/HOPG and PFP(ML)/HOPG compared with

gas-phase UPS are shown in Figs. 3.8 and 3.9, respectively. The valence-band
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Fig. 3.8 (Bottom panel) Gaseous (triangles) and angle-integrated-ML UPS spectra (circles) for
pentacene (PEN), compared with convoluted curves of 18 Ag vibrational modes (solid curves).
Energy scale of gaseous is relative to 0–0 transition peak. Vertical bars indicate 0-n (n¼ 0–4)

transition intensities. Convolution curve in MMA is obtained by Voigt functions (WG¼ 62 meV

and WL¼ 20 meV for gaseous and WG¼ 62 meV and WL¼ 83 meV for ML) with Sfilm and Sgas.

The MMA for ML (WG¼ 50 meV and WL¼ 83 meV) is also shown by dashed curve. (Top panel)
the SMA result is shown for deconvolution with four Voigt functions (WG¼ 62 meV,

WL¼ 83 meV) with an energy separation (hv) of 167 meV and using Eq. (3.7) with Sfilm¼ 0.312

for the ML. Gas spectrum is obtained by our newly-constructed UPS apparatus (unpublished). The

ML spectrum is cited from [71] with permission
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Fig. 3.9 (Bottom panel) Gaseous (triangles) and angle-integrated-ML UPS spectra (circles) for
perfluoropentacene (PFP), compared with convoluted curves of 18 Ag vibrational modes (solid
curves). Energy scale of gaseous is relative to 0–0 transition peak. Vertical bars indicate 0-n

(n¼ 0–4) transition intensities. Convolution curve in MMA is obtained by Voigt functions

(WG¼ 110 meV and WL¼ 20 meV for gaseous and WG¼ 110 meV and WL¼ 100 meV for

ML) with Sfilm and Sgas. The MMA for ML (WG¼ 50 meV and WL¼ 100 meV) is also shown by

dashed curve. Gas spectrum is by Delgado et al. [25] (top panel) the SMA result is shown for

deconvolution with four Voigt functions (WG¼ 110 meV, WL¼ 100 meV) with an energy

separation (hv) of 173 meV and using Eq. (3.7) with Sfilm¼ 0.712 for the ML. The ML spectrum

is cited from [71] with permission
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features in the ML spectra correspond well with those in the gas phase [14, 67],

indicating the electronic structure is not significantly modified by intermolecular

and molecule-substrate interactions. One clearly sees that the HOMO band repre-

sents an asymmetric shape caused by a vibrational progression towards the higher

Eb side as in previously reported other ML systems [14, 15, 35, 38, 56, 60–66].

We compared angle-integrated UPS spectra (θ¼ 0–66� after subtracting the

background and magnified at HOMO band) measured at low temperature of the

PEN(ML)/HOPG (at 49 K) and the gas-phase UPS (vaporized at 433 K) (see the

bottom panel). The Eb of the gas-phase spectrum is shifted to align the (0–0) peak.

The HOMO consists of four fine features, namely a main peak (0–0 vibronic

transition) with three satellites (0–1, 0–2, 0–3 vibronic transitions) for the

gas-phase and the ML spectra. Note that the intensities of the vibration satellites

in the 49 K film are more intense than those in the gas phase. We found that such a

fine structure shows no coverage dependence during the monolayer formation

since the intermolecular interaction along the surface lateral is dominated by the

negligibly weak σ–σ interaction. These indicate that the hole-vibration coupling in

PEN thin films is different from that in free molecules owing to the solid-state

effect.

Brédas and co-workers reported that UPS vibrational fine structures of the

gas-phase PEN and PFP were well reproduced by using all 18 totally symmetric

(Ag) vibrational modes whose intensities satisfy the Franck–Condon principle

(linear coupling model) [we call it multimode analysis (MMA)] [22, 23, 25].

Here we demonstrate that the convolution of gas spectrum, which is newly mea-

sured by us, by MMA using Voigt functions (the FWHM ofWG and WL are fixed to

62 and 20 meV respectively) with considering the 0-n (n¼ 0 to 4) transitions. The

width for Voigt function (WG and WL) is specified for fitting the low-energy tail of

(0–0) peak. We used the calculated S factors (Sth) and the vibration energies, where
the energies are scaled by a factor of 0.9613, for cation state obtained by Brédas

et al. to simulate the intensity of vibration satellites. The theoretical simulation

curve has been demonstrated by using other sets of Voigt functions for PEN,

because the spectral features of gas-phase UPS depends on the instruments [22].

A different high-energy tail feature may be produced by an instrumental artifact. In

the present gaseous UPS, which shows much sharper and less tailing feature, we

find a lack in reproducibility by the simulated curve, even if we assume a

Lorentzian contribution to adjust the tail feature. It indicates that the theoretical

MMA would need to develop for an isolated molecule. The convolution of ML

spectrum was performed as used for gas-phase, but by using different Voigt

functions (WG¼ 62 meV, WL¼ 83 meV) and different coupling intensities (S).
The difference in the spectral width and S between gas-phase and ML phase would

be explained by solid state effects. We tried to reproduce the ML spectrum by

changing the width and S, and found that it shows a better agreement by assuming

Sfilm¼ 1.2 Sth for each 18-vibrational modes. If we use the instrumental resolution

of WG¼ 50 meV, the MMA do not agree with the ML spectrum. This analysis

yields λ(film)¼ 108 meV, λ(+)(film)¼Epol(film)¼ 54 meV at 49 K as an example.

The experimental λ(+)(film) is larger than the λ(+)(gas) and λ(+) by theoretical values.
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Instead of the MMA, we describe purely experimental estimation of λ(+) (¼Epol),

where we use only experimental values of the vibration energy and satellite

intensity within the available experimental energy resolution, because the present

theory cannot explain the gas-phase spectrum perfectly and the theoretical simula-

tion by MMA is not so simplified to handle. Here we call this method as single

mode analysis (SMA). Figure 3.8 (in the top panel) shows the angle-integrated UPS

spectra of the PEN(ML)/HOPG together with the SMA result. The spectrum can be

reasonably deconvoluted with four Voigt functions (WG¼ 62 meV, WL¼ 83 meV)

with an energy separation (hv) of 167 meV and using Eq. (3.7) with Sfilm¼ 0.312.

The intensity follows Poisson distribution for the vibrational progression in this

evaluation which gives that an error into λ(+) is less than 5 meV. The results give

λ(+)¼Epol¼ 52 meV for the ML at 49 K. We found that the gas-phase spectrum can

be fitted with WG¼ 62 meV, WL¼ 20 meV, hv¼ 167 meV, and Sgas¼ 0.264, leads

to λ(+)¼Epol¼ 44 meV (not shown). The reorganization energy in the film is

evaluated to be ~12 % larger than that in gas phase by SMA.

We demonstrated the same analysis procedure for PFP(ML)/HOPG (at 53 K)

and the gas-phase UPS (vaporized at 503–563 K) obtained by Delgado et al. [25] as

shown in Fig. 3.9. We found that the gas-phase spectrum cannot be reproduced by

the theoretical values and meaningful differences between ML and gas-phase UPS.

We obtained λ(+)¼Epol¼ 129 meV for the ML at 53 K by MMA (WG¼ 110 meV,

WL¼ 100 meV, Sfilm¼ 1.2 Sth: for 18 modes), while λ(+)¼Epol¼ 123 meV for the

ML (WG¼ 110 meV, WL¼ 100 meV, Sfilm¼ 0.712, hμ¼ 173 meV) and

λ(+)¼Epol¼ 110 meV (WG¼ 110 meV, WL¼ 100 meV, Sgas¼ 0.636,

hμ¼ 173 meV) for the gas-phase by SMA, which represents similar trend as for

PEN. The values by the simplest SMA agree fairly well with the complicated MMA

due to self-convolution of vibration modes with weak coupling intensity. The λ(+)

by SMA for gas and ML shows a significant difference, suggesting the theoretical

MMA would be useful to describe the λ(+) for an isolated molecule, however solid-

state effects must be considered to describe the electrical properties. Analogous sets

of SMA and MMA analyses are described in ref [71] with slightly different values

by comparing another gas-phase spectrum of PEN reported by Coropceanu et al

[24]. The simplest method of SMA with UPS implies that purely experimental

values of λ(+), Epol and λ can be used in discussing the hopping charge mobility

without using any theoretical computation. A similar agreement between the SMA

and the theoretical values was recently demonstrated for rubrene by Duhm

et al. [70].

The λ value of PFP is about two times larger than those of PEN that is in

agreement with the results of DFT calculations [25], indicating that there is large

impact of perfluorination on the HOMO hole-vibration coupling and thus on the

transport properties. Furthermore the λ(film) values are obviously larger than those

estimated from gas-phase UPS and by theoretical calculation for both PFP and PEN

probably due to electronic coupling to the substrate and neighbor molecules. This

suggests that solid-state effects must be considered for the determination of the

electron (hole)-vibration couplings, which is supported by the experimental results

that weak intermolecular and molecule-substrate interaction influence the
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vibrational spectra [72, 73]. Note that the large difference in the device mobility of

these two materials is also caused by the crystal structure of the film prepared [51, 74].

The present results also clearly demonstrate that change in the wave function of

by perfluorination is more critical for hole-vibration couplings and related energy

parameters than change in vibration energies, although the substitution of H atoms

with heavier F atoms can diminish the vibration energies and thereby contributes to

reduce values of these parameters. The difference in the HOMO distributions of

PEN and PFP is not very large (see insets in Figs. 3.8 and 3.9), but there is

contribution of F 2p orbital to the PFP HOMO to result in slightly larger HOMO

distribution over the molecule. Such a small change in the HOMO yields a

significant increase in the HOMO hole-vibration coupling. This again indicates

that electron–phonon coupling is more sensitive to the wave function of the

responsible electronic state than the phonon energy. We observed the UPS-fine

Fig. 3.10 Experimental relaxation energy (λ(+)¼Epol) vs. 1/M0.5 (M: molecular weight) for

various organic monolayer films. Results are for oligoacene (Ac: pentacene, tetracene, naphtha-

lene), perfluoropentacene (PFP), rubrene, tetrafluoro-tetracyanoquinodimethane (F4TCNQ), bis

(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT), metal-phthalocyanine (MPc; M¼H2, OV,

OTi, ClAl, Cu, and Pb), Cu-naphthalocyanine (CuNc), Cu-hexadecafluorophthalocyanine

(F16CuPc) and chloro(subphthalocyaninato)boron (BClsubPc). Open symbols are from gaseous-

Acs (pentacene, tetracene, and anthracene), PFP, CuPc, and F4TCNQ. Dashed lines are visual

guides. HOMO band measured at normal emission (acceptance angle of 12�) is fitted with

Gaussian functions. Single normal mode analysis (typically 150–170 meV) was considered to

determine relaxation energy. Errors are estimated from residual spectra. The SMA results for

angle-integrated spectra (PEN, PFP and rubrene) are also plotted by a thick symbol (AI). Some data

are obtained from unpublished results
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features of various organic semiconductor films. A brief summary of the experi-

mental relaxation energies (¼Epol) are shown in Fig. 3.10, where the λ(+) estimated

by SMA are plotted as a function of the inverse square root of the molecular weight

(M). Here, the λ(+) for the films were estimated using the spectra recorded at θ¼ 0�,
which may give a larger error for λ(+) due to angular anisotropic dependence.

Nevertheless, we can see clear a correlation between the λ(+) and the size of the π
electron system for oligoacenes (Acs) as has been described in theoretical

papers [24].

Using Eq. (3.1), the upper limit of hopping mobility in a lying PEN and PFP film

can be estimated as 0.07 cm2/Vs and 0.01 cm2/Vs at 295 K from λ(PEN)¼
104 meV and λ(PFP)¼ 246 meV, and a typical intermolecular distance of a¼ 1 nm

and T¼ 3 meV for the oriented monolayer [23]. These results show that even a

relatively moderate increase in λ leads to a significant lowering of μ.
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Chapter 4

Ultraviolet Photoelectron Spectroscopy
(UPS) III: Direct Study of “Invisible” Band
Gap States by Ultrahigh-Sensitivity UPS

Nobuo Ueno, Tomoki Sueyoshi, Fabio Bussolotti, and Satoshi Kera

4.1 Introduction to the Role of Band Gap States
and Detection by Ultrahigh Sensitivity UPS

Organic electronic devices, such as light emitting diodes, solar cells, field effect

transistors or sensors, are all based on thin film architectures that comprise multiple

interfaces between organic semiconductors (small molecules or polymers), organic

or inorganic dielectrics, and metals or other types of conducting electrodes. Without

exception, the performance of these devices is dominated by the electronic structure

and electrical behavior of these interfaces. During the past two decades of devel-

opment of organic electronics, organic interfaces have therefore been the object of

considerable attention and extensive investigations [1–6].

The transport of charge carriers through a semiconductor interface is affected by

the atomic or molecular structure of this interface, i.e., bonding or molecular

orientation across the interface, as well as the electronic structure of this boundary

region, i.e., the relative positions of the relevant electronic transport levels. In a

simple metal/organic film/metal system, these levels are the Fermi level of the

metal electrode, the lower edge of the lowest unoccupied molecular orbital

(LUMO) band, the upper edge of the highest occupied molecular orbital (HOMO)

band and the Fermi level of the organic film. When the system is in thermal

equilibrium, the two Fermi levels coincide at the interface to result in the single

Fermi level throughout the system.

For electron current through the organic system, we need electron injection from

the electrode into the organic thin film structure. The injection efficiency, which

determines mobile electron concentration, depends on the energy barrier defined

between the electrode Fermi level and the LUMO level of the organic layer
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according to the energy level alignment. The electrons transport at the LUMO level

with energy gain or loss, then finally they are collected at the other electrode.

The hole transport process is very similar, involving the HOMO level of the

organic film.

Without exception, therefore, the relative positions of the electrode Fermi level

and the HOMO (for hole) and the LUMO (for electron) levels of the organic layer

have key importance for electrical current between the electrodes, and the concept

is simply called as “energy level alignment”. The energy level alignment is

achieved after reaching the thermal equilibrium by electron transfer through the

interface as shown in Fig. 4.1. The number of transferred electrons depends on the

relative position of the two Fermi levels before the contact of the electrode and the

organic film, because after the contact electrons in the lower work function material

flow to the higher work function material to achieve thermal equilibrium of the

electron system. If the two materials do not interact strongly at the interface, we

may assume “no interface electric dipole just at the interface”. In this case the

electron transfer creates electrostatic potential in the organic film (see also Fig. 1.2

Fig. 4.1 Energy level alignment at a weakly interacting interface of metal and organic film. (a)
Before contact. (b) After contact, where the thermal equilibrium is achieved. The work function

(ϕm) is assumed to be larger than that of the organic film (ϕorg). The HOMO and LUMO levels

(shown by lines) are assumed to have broadening that results in gap states due to imperfection of

molecular packing structure. IF indicates the metal-organic interface, while “quasi IF” indicates

the interfaces existing between the molecular layers in the film. The holes exist at the gap states

produced by the packing imperfection
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in Chap. 1) relative to the electrode in which the potential is constant because it is

electrical conductor. The Fermi level of the system is written with a line in usual

energy diagram of the system and the effect of the potential is written as curved

HOMO and LUMO levels with respect to the Fermi level. Thus the Fermi level

position within the HOMO-LUMO gap depends on the distance from the interface.

Near the interface, it is possible that the Fermi level is located closer to the HOMO

even for n-type organic semiconductor, while the Fermi level is closer to the LUMO

for p-type one, due to the potential produced by excess charges in the organic films

(see Fig. 4.1). The Fermi level position in the HOMO–LUMO gap is controlled by

the gap states, since the potential changes with the distance from the interface

depending on the excess charge distribution that is related to the energy and spatial

distribution of the density of occupied and unoccupied gap states.

As a result the Fermi level position in the HOMO–LUMO gap is a unique

indicator of various interface phenomena and plays a crucial role for the energy

level alignment and bending of the HOMO and the LUMO in the organic film. This

means that the gap states control the hole and electron injection barriers thus

concentration of the mobile hole and electron in organic layer. Moreover the gap

states also act as charge trapping states and reduce the charge mobility significantly.

Due to very anisotropic property of organic molecule the band (level) bending in an

organic film must be discussed with the concept of the energy level alignment at

quasi-interfaces between molecular layers even in a single component organic film

(Fig. 4.1 and see Fig. 1.2 in Chap. 1).

In many cases the terminology of “interface dipole” is used also for the potential

produced in the molecular layers near the interface by excess charges introduced by

achieving the thermal equilibrium, but it should be distinguished from the interface

dipole produced by electronic interaction just at the interface for more precise

discussion on the energy level alignment [6]. The former may be specified by using

a terminology, for example, quasi-interface dipole.
It has been known that there are following mysterious phenomena in conductor-

organic interface systems:

(1) The Fermi level moves within the HOMO-LUMO gap depending on interfaces,

molecules and molecular orientation, even for weakly interacting organic-

related interfaces,

(2) In many cases pentacene shows p-type transport property, C60 exhibits n-type

transport property etc., which seem to be determined by molecular structure,

(3) We always need very high impurity concentration for doping effects (% order

for organic semiconductors, while ppm order for inorganic counterparts).

An intuitive answer given by people was “there must be unknown impurities”.

However, we also know that these phenomena were observed insensitive to puri-

fication level and many reported experimental results were not fully consistent.

Accordingly it is necessary to know true origins of invisible gap states for deeper
understanding of the mechanism of the energy level alignment at organic-electrode

interfaces, pinning of the Fermi level, and band-bending-like phenomena in organic

semiconductor films, all of which impact seriously electrical properties of various
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organic devices. As understood from physics of inorganic semiconductors, all these

are related to electronic states in the band gap. To reveal mysteries in organic

semiconductors, it was highly requested to measure directly and quantitatively the

gap states in organic semiconductors. A possible method for this measurement is

ultraviolet photoelectron spectroscopy (UPS), but the use of conventional UPS was

impossible because of its very low sensitivity to detect the very tiny density of

band-gap states in particular for organic materials due to radiation damages intro-

duced by the photons and photoelectrons during UPS measurement. In the follow-

ing we describe the ultrahigh-sensitivity UPS that enables us to observe invisible
gap states and offer both of density of the gap states and their energy distribution,

and discuss origin of gap states and their role.

4.2 Development of Ultralow-Background
and Ultrahigh-Sensitivity UPS

UPS is well known as the most potential tool to investigate one-hole state in various

materials. For solids, however, there are following principal drawback especially

for UPS measurements of organic solids:

1. Impossible to measure electrical insulator due to charging effects

As electrical insulator is positively charged immediately at photoelectron emis-

sion, one cannot measure kinetic energy and momentum vector of photoelec-

trons correctly, while can measure approximately the number of photoelectrons

by applying larger negative electrical potential to the sample than the positive

potential by the charging. The latter method is called as photoelectron or

photoemission yield spectroscopy [see Chap. 8], but largely different from

UPS. Accordingly one needs to use thin films of the insulator for UPS, where

the sample charging must be negligible.

2. Poor sensitivity

The sensitivity is much poorer than that of the electrical measurement of charge

trapping states. This makes it difficult to measure low-density electronic states in

the band gap, namely charge trapping centers and impurity levels, which play a

key role in the energy level alignment and electrical properties of various

organic devices.

3. Radiation damages of organics

It is not easy to observe organic materials as they are, because organic materials

are easily damaged by the incidence ionizing radiation. In same cases physical

effects such as disorder or changes in molecular packing structure are introduced

in addition to chemical changes of molecules.

4. Too high surface sensitivity

Very short mean-free-path of photoelectrons [10 Å for organics (c.a. with He I

radiation, hν¼ 21.218 eV)] makes measurements of the bulk of solids and buried

interfaces impossible.
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As introduced in Chap. 2, the 1st drawback (I) was overcome at Chiba Univer-

sity by using photoconduction phenomena or using charge-trap free specimens,

namely using very high quality single crystals. In this chapter, we describe the

ultralow background ultrahigh sensitivity UPS developed also at Chiba University,

which could overcome the drawback II-IV, and present selected results that have

never been obtained.

Figure 4.2 displays the method of ultrahigh sensitivity measurement with a

photograph of the apparatus. The UPS uses a hemispherical electron energy ana-

lyzer (MBS A-1) with two-dimensional detector and two monochromators (MBS

M-1/modified) for the incidence lights. The first monochromator is for photon

energy (hν) range of He Iα (hν¼ 21.218 eV) and He IIα (hν¼ 40.814 eV) radiations,

and the second one covers lower hν range of other gas resonance lines including Xe
I (hν¼ 8.437 eV/3P1 emission and 9.570 eV/1P1 emission: here we conventionally

use Xe Iα for the former line) and hydrogen Lyα ( hν¼ 10.199 eV) and Ne I

(hν¼ 16.673 eV and 16.850 eV). There are two discharge lamps installed to the

UPS system, high-density plasma lamp (MBS L-1) for He discharge and a conven-

tional high intensity discharge lamp (Omicron HIS 13) for the other gases. Two

filters, Al thin film or LiF single crystal depending on the desired photon, are

alternatively used to reduce the intensity of high/low-hν impurity photons from

the monochromator. Using a two-dimensional electron detector, moreover, photo-

electrons excited by desired photons are selected for lowering secondary electron

background produced by inelastic scattering of high kinetic energy photoelectrons

excited by remaining high-hν photons, since the compact monochromator is not

perfect. As photons reflected by the specimen produces electron background in the

measurement chamber when they hit the inner surface of the chamber, we pay

attention to reduce these electrons.

The electrical wiring of the measurement system is carefully performed to

minimize electrical noises by putting the electrical cables at appropriate positions.

In particular connectors and coaxial cables for signals are checked frequently to

Fig. 4.2 Method of the high sensitivity measurement (left) and a photograph of the UPS

instrument (right)
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minimize electrical noise level. The AC power is supplied after passing noise-cut

transformer. The system is grounded with higher-class earth line. To be more

careful the UPS system is installed on a floor separated mechanically from working

floor to minimize vibration-induced electrical and magnetic noises. Some of the

results obtained with a prototype instrument [4, 7–9] were also discussed in [10]

and Chap. 5.

4.3 Role and Origin of Invisible Gap States

4.3.1 Gas Exposure Effects on Pentacene Thin Films

The UPS measurements were performed at RT using the ultrahigh-sensitivity UPS

apparatus and monochromatic Xe-Iα radiation. All UPS spectra were measured at

normal emission with an acceptance angle of�18�, and a bias of �5 V was applied

to the sample in order to measure the vacuum level (VL). The energy resolution of

the UPS system was set to 30 meV. The binding energy scale is relative to the

substrate Fermi level. The accumulation time of the spectra was typically 40 min.

Under these conditions, radiation damage effect [11] to the pentacene films could

be excluded as seen in Fig. 4.3 [12]. The highest occupied molecular orbital

(HOMO) band of the as-deposited pentacene thin film consists of two main

components [labeled H1 and H2] with an energy separation of ~0.45 eV. The two

components correspond to the density of states (DOS) of the dispersed HOMO

Fig. 4.3 Full Xe Iα-UPS spectra of the as-deposited pentacene film (thickness¼ 15 nm) on SiO2

before (black curve) and after (red curve) prolonged XeIα light irradiation (~2 h) [12]. The typical
acquisition time during density of gap states (DOGS) detection is ~40 min. No spectral shift and

change in DOGS (see inset, shown on log scale) is detected after irradiation, indicating the absence
of significant effects from irradiation induced damage
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bands in pentacene thin film with an upright-standing molecular orientation and

herringbone-like intermolecular packing (thin film phase crystal structure) [13, 14].

Figure 4.4a shows the Xe-Iα UPS spectra of the as-deposited and N2- (O2-)

exposed pentacene film (thickness¼ 15 nm) in the cutoff and highest occupied

molecular orbital (HOMO) regions [spectra (1)–(7)] [16]. The gas pressure of all

gas (N2, O2 and Ar)-exposure experiments is one atmosphere (1 atm). Following

each N2-exposure, the H1 (H2) peak shifts towards low binding energies, while the

vacuum level (VL) moves upwards by the same amount. This N2-induced “rigid”

energy shift almost saturates after a total exposure time of 20 h. Further exposure to

O2 (5 h) produces an additional energy shift [spectra (7)]. Interestingly, the ioniza-

tion potential (IP) of the as-deposited pentacene thin film (IP¼ 4.90 eV) is

unchanged upon the various gas exposure treatments. The IP of an organic thin

film was reported to be strongly dependent on molecular packing [13] and the

Fig. 4.4 (a) XeIα-UPS spectra of as-deposited [spectrum (1)], N2-exposed [spectra (2)–(6)],

O2-exposed [spectra (7)] and Ar-exposed [spectra (8)] pentacene (Pn) thin film (15 nm) on SiO2

substrate. Spectrum (9) includes the UPS data of as-deposited and N2-exposed pentacene/Au(111)

thin film (40 nm) acquired at RT. The positions of the VL and HOMO derived band (H1 and H2)

are indicated by vertical (continuous) bars. The difference between the VL (HOMO) positions of

the pentacene/SiO2 thin films in the “N2” and “Ar” experiments reflects the difference between the

initial SiO2 work functions. (b) Density of states (DOS: log scale intensity plot) of as-deposited

[filled (red) square symbols], N2-exposed [20 h, filled (magenta) circles] and O2-exposed (5 h,

open circles) pentacene thin film on SiO2. Continuous (black) lines are the cumulative fitting curve

of the HOMO band. DOS values were extracted from the UPS data, as described in [8]. SiO2 data

are rescaled to preserve, in the DOS scale, their relative intensity with respect to the as-deposited

pentacene data. Vertical arrows indicate the threshold energy position (ET) where the DOS

distribution deviates from the cumulative fitting curve and the density of gap states (DOGS) starts

to appear. The dashed line indicates the DOGS of the pentacene thin film as determined by

transport measurements. Data are adapted from [15]. (c) XeIα-UPS spectra of as-deposited

pentacene thin film on Au(111) (40 nm) before and after N2 exposure. The Fermi edge of the

Au(111) substrate is clearly visible (see also inset). No spectral change was detected upon gas

exposure. The figure is cited from [16] with permission
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molecular orientation [17]. Therefore, the stability of the IP in the present case

indicates that no large-scale structural rearrangement occurs. Similar results are

obtained for the Ar-exposed pentacene/SiO2 thin film [spectra (8)], while no

spectral shift is detected for pentacene/Au(111) thin film after prolonged exposure

(19 h) to 1-atm N2 [spectra (9)] [12, 16].

Figure 4.4b shows the expanded UPS spectra of the HOMO and gap energy

region on log scale for the as-deposited, N2-exposed (total exposure time¼ 20 h)

and O2-exposed (total exposure time¼ 5 h following the 20 h N2 exposure)

pentacene thin film with the corresponding fitting curves. The UPS spectrum of

the SiO2 substrate is shown for comparison. The density of gap states (DOGS) of

the as-deposited pentacene film is very low, but it significantly increases after

N2-and O2-exposure. Ar-exposure also leads to a similar DOGS increase (EB shift

is seen from Fig. 4.4a: spectra (8)) [12]. In the gap state binding energy region (~0–

0.5 eV), the DOS of the as-deposited pentacene film and the SiO2 substrate are

comparable [Fig. 4.4b]. Therefore, the SiO2 DOS may overlap with the DOGS of

the as-deposited pentacene film in a way that depends on the electron mean free

path (λPn) in the pentacene overlayer, which was determined to be

9 nm� λPn� 27 nm using pentacene/Au(111) [12, 16]. Once the substrate contri-

bution is taken into account, the DOGS of the as-deposited film (~1016 states

eV�1 cm�3) turns out to be comparable to that detected by electrical measurements

for pentacene on SiO2 [15, 18]. For the gas-exposed pentacene films, the DOGS is

~10 times larger than the contribution from the substrate, and can therefore be

unambiguously related to the pentacene film. In particular, for the N2-exposed

sample, an exponential-type DOGS [linear on the log scale of Fig. 4.4b] is clearly

visible between the HOMO threshold energy ET¼ 0.4 eV (where the DOS starts

deviating from a Gaussian line shape) and the Fermi level (EF). A different energy

dependence is observed for the DOGS of the O2-exposed sample. Post-annealing

experiments (50 �C for 18 h) on N2-exposed pentacene films show a gradual

recovery to the original VL and HOMO positions (i.e. before gas exposure) [12,

16]. At the same time, a decrease in the DOGS is observed. Consequently, the

DOGS of the gas-exposed sample can be ascribed to a slight intermolecular packing

disorder resulting from prolonged gas exposure. These gap states may in turn affect

the position of EF within the energy gap [8]. Similar effect was observed for thinner

pentacene films. Note that no residual N2 is detected by X-ray photoemission

spectroscopy in the gas-exposed film following re-introduction into UHV

[12, 16]. This supports the conclusion that the DOGS is not due to N2-related states

but rather to intermolecular packing disorder. The increase in DOGS and its

different energy distribution upon O2 exposure can probably be ascribed to (i) a

more effective penetration of O2 molecules into the pentacene film (the penetration

of a gas into organic systems strongly depends on its chemical properties and size

[19, 20]) and/or (ii) chemical interaction between O2 molecules and pentacene

molecules [21, 22]. However, a prolonged N2 exposure of pentacene films prepared

at RT on single crystalline Au(111) does not induce any detectable change in the

DOGS or spectral shift [Fig. 4.4a, c]. Moreover, it is worth to note that Fig. 4.4c

clearly indicates that the present UPS can observe buried interface as understood
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from the intensity of the Fermi edge from the Au(111) single crystal substrate. Note

that the molecular orientation in thin pentacene films is nearly standing on SiO2 and

nearly flat-lying on Au(111) [21, 23].

Pentacene films deposited on Au(111) was reported to exhibit larger crystallites

[size ~ 200 nm] and significantly fewer grain boundaries than those on SiO2

[23, 24], suggesting that grain boundaries play a crucial role in the penetration of

gas molecules and in the changes of the intermolecular packing geometry as

depicted in Fig. 4.5. According to the UPS data [Fig. 4.4b], the defect density is

estimated to be in the range of 1016–1018 cm�3, corresponding to a defect-to-

molecule ratio of 10�5–10�3, which is hardly detectable via X-ray diffraction

techniques at the present sensitivity [25]. The hypothesis that the DOGS is medi-

ated by structural defects in the pentacene film is also supported by theoretical

calculations [26, 27]. For pentacene the calculation showed that (i) sliding defects

along the pentacene long axis create shallow gap states and (ii) the HOMO levels at

the defect sites are distributed over a range of up to 100 meV from the HOMO of the

unperturbed molecules [26].

It is interesting to see at which energy the DOGS increases. To verify this point,

the difference and the ratio spectra between the gas-exposed and the as-deposited

films are shown in Fig. 4.6. The difference spectra highlight the change of the

density of states in the high intensity region [panel (b)], while the ratio spectra are

sensitive to the change in very low intensity region [panel (c)]. The increase in the

gap state (for E>ET, spectral difference >0, and spectral ratio> 1) corresponds to

a reduction in the HOMO band intensity (for E<ET, spectral difference <0, and

spectral ratio <1) within ~0.2 eV from the threshold position (ET). In the main

region of the HOMO band, the slight increase and decrease of the DOS and/or the

small broadening in the HOMO lineshape, as due to tiny structural disorder induced

by gas exposure [15], exist (observed at E<ET). These changes are related to those

of the HOMO that are observed for films without proper annealing in advance.

Fig. 4.5 Schematic representation of the gas penetration and mediated imperfections in pentacene

thin film on SiO2. During exposure [panel (a)], gas molecules progressively penetrate into the

pentacene film, where they locally alter the original intermolecular packing geometry [panel (b)]
[16]. The gas penetration proceeds through the grain boundaries of the film. Because of the weak

N2-pentacene interaction, N2 molecules are easily removed once the film is put back in UHV. The

result is a weakly disordered film [(panel (c)]. The figure is cited from [16] with permission
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Finally, we comment on the impact of the gas exposure on the observed

molecular level shift, i.e. the shift of the HOMO level towards EF (see Fig. 4.4a

and [12]). We suggest that the lowest unoccupied molecular orbital (LUMO) of

pentacene also gives rise to a distribution of (unoccupied) gap states resulting from

imperfections in the intermolecular packing [9, 28]. The energy distributions of the

HOMO- and LUMO-derived DOGS are not symmetric because the corresponding

wave functions have different spatial spreads [9, 26, 29]. Such disorder-induced-,

non-symmetric DOGS (tailing states) affect the position of EF within the gap of

organic semiconductors. Depending on the DOGS and their energy distribution, EF

may lie closer to the pristine LUMO or HOMO band [9]. With increasing structural

disorder (as induced, for example, by gas exposure) EF is expected to lie even closer

to the HOMO, as observed in the present work. The evolution of the energy level

upon the N2 and O2 exposure is summarized in Fig. 4.7 [12], and final EF position in

the band gap is shown in Fig. 4.8 using the electron affinity of pentacene film

measured with radiation-damage free and higher-resolution inverse photoemission

spectroscopy (IPES) [29]. Similar gas exposure effects are observed for organic pn

heterojunction [30].

Fig. 4.6 (a) XeIα-UPS data (log scale) of as-deposited, N2-exposed and O2-exposed pentacene/

SiO2 thin film in the HOMO band region [16]. The energy scale is referred to the H2 position [see

Fig. 4.3a], where the HOMO band reaches the maximum intensity. The vertical, short bars on each
plot indicate the position of the Fermi level. The SiO2 substrate signal was not removed from the

as-deposited sample spectra. The continuous (black) line indicates the position of the threshold

energy (ET) from which the gap state energy distribution starts to appear. (b) Spectral difference
between the data of gas-exposed film and as-deposited film. (c) Spectral ratio between the data of

gas-exposed film and as-deposited film [16]. Spectral ratio highlights that the gap states position is

unchanged and the EF moves to the HOMO with increase in the gap states. Panels (a) and (c) are
cited from [16] with permission
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4.3.2 Why Does Pentacene Always Show p-Type
Property in Device?

The above results indicate that pentacene becomes more p-type upon exposure to

gases judging from the Fermi level position, which is an intrinsic property of bulk

region of pentacene film. One should be careful in using terminology, p and n type,

for organic semiconductors, since for example so-called p- or n-type conduction in

organic transistors does not mean that the majority carriers are created by thermal

excitation as in inorganic semiconductors, but that they are dominated by hole or

electron injection efficiency from electrode with higher or lower work function than

the organic film, respectively. Thus the intrinsic p-type film, which is defined by

majority thermal carrier (hole), can also show n-type conduction in an organic field

effect transistor when one uses an electrode with much lower work function

(WF) than for example pentacene for electron injection, where the concentration

of electrons under the device operation can be much larger than that of thermally

created holes. It is true, however, that the intrinsic p-type property of pentacene,

where the Fermi level is located closer to HOMO in the gap in air, greatly helps hole

Fig. 4.7 Energy level evolution by the gas exposure of pentacene thin film, as determined from

the UPS data in Fig. 4.4a [12]. The IPs of the as-deposited and gas-exposed Pentacene film was

determined from the position of the vacuum level (VL) (i.e. work function ϕ) and of the HOMO

onset with respect to the Fermi level EF. H1 and H2 indicate the HOMO sub bands. The HOMO

onset position was determined by linear extrapolation of the HOMO band of the UPS data. The

figure is cited from [12] with permission
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injection from the electrode, thus pentacene thin film may generally show p-type

property. Again as seen in Figs. 4.7 and 4.8 that even for the as-grown film the

Fermi level does not locate at mid gap position but closer to HOMO, giving

intrinsic p-type property. This can be due to larger tailing from LUMO into the

band gap than tailing from HOMO [10, 12]. For n-type films, namely C60, the

situation is reversed. These are related to difference between spatial distributions of

HOMO and LUMO orbitals and/or degeneracy of these electronic states. The larger

degeneracy gives larger density of tailing states, which would push the Fermi level

to the level with the lower degeneracy.

4.3.3 Contribution of Fully Relaxed Large Polaron

When we introduce excess charges into organic films, various polarization (relax-

ation) effects appear in the film by changes in electron distribution, positions of

atoms in each molecule and positions of molecules [31]. These polarization effects

exist near the excess charge, and each excess charge with the polarization behaves

as a quasi-particle, namely polaron. The time scale (t) of the polarization effects is

different for the movement of electrons (te), atoms in each molecule (tvib) and

molecules in a molecular crystal (tph), and generally te� tvib� tph for molecular

crystals since the time depends on mass of moving body. Accordingly there are

various polarons, namely electronic polaron, molecular-vibration related polaron

and crystal-phonon related polaron, which can be distinguished by the time required

for the relaxation of the system after introducing the charges [31].

Fig. 4.8 The Fermi level of pentacene moves by 0.2 eV to the HOMO upon the N2 and O2

exposure. The newest values of the electron affinity (EA¼ 0.27 eV) and the band gap (2.20 eV)

measured with a high-energy-resolution radiation-damage-free IPES are used [29]. The threshold

ionization energy (IP) is 4.90 eV for both of the pristine and the gas-exposed pentacene films (see

Fig. 4.7). The figure demonstrates that the gas exposed pentacene film has intrinsically more p-type

property defined from thermal carriers
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Here we introduce UPS results that involve large positive polaron (fully relaxed

positive polaron involving all polarizations by movements of electrons, atoms in

each molecule and molecules themselves), which exists in an organic film when

holes are injected into the film as is realized by preparing the film on a high-work

function (ϕ) substrate. Such a system is shown for pentacene in Fig. 4.9, where a

high-ϕ substrate is prepared by depositing well-defined ClAl-phthalocyanine

(ClAlPc) monolayer (ML) to form a two-dimensional (2-D) dipole layer on highly

oriented pyrolytic graphite (HOPG) followed by deposition of ML of standing

pentacene. After deposition of the pentacene ML on the ClAlPc-on-HOPG sub-

strate, electrons are transferred from the pentacene layer to the substrate to achieve

thermal equilibrium of the electron system. UPS spectra of this system thus reflect

the large polaron states as well as gap states due to the structure disorder. The

number of injected holes (thus electrons transferred from pentacene to the sub-

strate) is about 0.01/pentacene molecule [6, 8].

Figure 4.10 represents ultrahigh sensitivity He-Iα spectra of the pentacene

system with fully relaxed large polaron shown in Fig. 4.9b [8], where the intensity

is shown with DOS on log scale. We found that the spectra have a broad parabolic

(Gaussian on linear scale) and a straight line (exponential on linear scale) DOGS.

The DOGS near EF for the 3-ML pentacene is weaker in intensity by an order of

Fig. 4.9 Hole doped pentacene (Pn) [(a) before Pn deposition (before hole doping), (b) after Pn
deposition (after hole doping). The substrate is ClAl-phthalocyanine(ClAlPc) monolayer(ML)-on-

HOPG. ClAlPc dipoles are aligned as shown in the figure to result in the vacuum level shift (ΔVL)
[6, 32, 33]. Energy is given in eV. Large polaron exists in the Pn layer [panel (b)]
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magnitude compared with that for the 0.8-ML pentacene, indicating the origin of

the DOGS in the 0.8-ML pentacene is not due to impurities and the photoemission

from the substrate is negligible for the 3-ML pentacene. Note that there is no sharp

DOGS in the gap, demonstrating the large polaron states may be involved in the

exponential tail. The DOS values of the exponential tail function N0 exp[�β(EB
th–

EB]] are evaluated, where the UPS intensities are normalized to the most intense

point of the pentacene HOMO band and the molecular packing density of the thin-

film phase of pentacene is assumed. The values are estimated to be

N0¼ 4� 3� 1019, 5� 2� 1019, and 4� 2� 1019 (at 300, 110, and 60 K),

β¼ 20� 4, 12� 2, 15� 3 (at 300, 110, and 60 K), and EB
th¼ 0.31, 0.32, 0.28

(at 300, 110, and 60 K) for the 0.8-ML pentacene, respectively, and

N0¼ 3� 2� 1019, β¼ 7� 1, and EB
th¼ 0.53 for the 3-ML pentacene [8].

At every temperatures of the 0.8-ML pentacene, the exponential-type DOGS

exists at least down to EB ~ 0.1 eV and it extends into the cutoff region of the Fermi-

Dirac distribution function. The temperature dependence of the EF position is small,

indicating that the EF is dominated by the broad energy distribution of DOGS. A

Fig. 4.10 He Iα UPS difference spectra between Pn(0.8 ML)/ClAlPc(0.8 ML)/HOPG and ClAlPc

(0.8 ML)/HOPG at 300, 110, and 60 K [8]. The substrate spectra were subtracted for the 0.8-ML

Pn spectra. The He Iα UPS spectrum of Pn(3 ML)/ClAlPc(0.8 ML)/HOPG at 297 K is also plotted

for comparison. In main panel, solid curves: Convoluted curves with Gaussian functions. Dotted
curves: The Gaussian function located at the lowest EB in the convolution.Dashed lines: Guide for
an exponential-type distribution of the gap states. The arrows correspond to boundaries of the

distributions of the gap states. Inset shows fitting results of the difference spectrum with an

exponential function and an arbitrary constant background (dashed lines) for 0.8-ML Pn at 60 K

and 3-ML Pn. The figure is cited from [8] with permission
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temperature dependence of UPS-HOMO shape is observed in the 0.8-ML

pentacene spectra, but the origin is not clear so far, although it might be ascribed

to changes in the molecular packing structure by thermal agitation. The sharp peak

at EB ~ 1.24 eV becomes broader upon cooling probably because of the structural

transition of Pn and ClAlPc monolayers.

4.4 On the Definition of the Mobility Edge
and the Charge Transport Gap

From the ultrahigh sensitivity UPS measurements, it becomes clearer that there are

gap states due to significant DOS tailing into the gap even in crystalline films

without intentional impurity doping. This is one of the results that come out from

the universal features of organic molecular crystals.

The energy distribution of DOGS has profiles of Gaussian and/or exponential

functions, which makes it difficult to define the HOMO (LUMO) edge that is

necessary in discussing the mobility edge as well as the charge transport gap. For

instance, as the gap states are supposed to be spatially localized, the mean distance

between the gap states at a same EB becomes larger with lowering their DOS. No

charge transport is expected through electronic states with larger inter-state dis-

tance, namely through lower DOGS. As the values of IP and EA are in general

obtained by linear extrapolation of the leading slope of UPS HOMO and IPES

LUMO features to the baseline, respectively, they are not strictly defined for

discussion of the charge transport gap. In experimental fields, therefore, it would

be necessary to have a definition of the mobility edge and the charge transport gap,

for example, by using a value of DOS and considering the energy required from

thermal excitation of carriers for discussing charge transport phenomena in organic

semiconductors more quantitatively, especially for hopping-related charge

transport.
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Chapter 5

Pentacene Becomes Mott–Hubbard Insulator
by Potassium Doping

Fabio Bussolotti, Satoshi Kera, and Nobuo Ueno

5.1 Introduction

In recent years, organic semiconductors (OSCs) have attracted considerable interest

as promising base materials for optoelectronic devices [1–3]. In view of the

optimization of the device performance, however, a complete control on the charge

transport properties of organic films represents a mandatory step. In this context,

n( p)-type doping via intercalation of alkali metal atoms was reported to be an

efficient method for improving the electrical transport in organic materials [4–7].

Therefore, the electronic properties of alkali-doped organic systems represented the

target of a large number of theoretical and experimental investigations [8–14].

Among organic systems, alkali-doped conjugated polymer and fullerene films

have been extensively studied for many years [15–21]. In contrast, the impact of

the alkali doping on smaller π-conjugated molecular systems with weak

intermolecular interaction remained relatively unclear and less explored. This is

despite the possibility, even in such molecular systems, of strong electronic corre-

lation effects [22], as favored by the strong wave-function localization at each

molecular site, i.e. by the large on site Coulomb repulsive energy (U) with respect

to the width (W ) of the intermolecular bands (see Fig. 5.1)

An insulator-metal-insulator transition as a function of doping was recently

observed in electrical transport measurements on alkali n-doped phthalocyanine

and pentacene thin films [6, 7] (Fig. 5.2). The initial increase of electrical conduc-

tivity was ascribed to the filling of the lowest unoccupied molecular orbital

(LUMO) by electrons donated from the alkaline atoms. At higher doping level,

the organic films become insulator via electronic correlation effects [6, 7, 13].
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These results are in contrast with ultraviolet photoelectron spectroscopy (UPS)

investigations conducted on similar alkali doped films [10, 11, 14] (Fig. 5.3). In

particular, no detectable density of states was observed at the Fermi level (EF), thus

indicating that the organic films remained in a stable insulating state [10, 11,

14]. The inconsistency between electrical transport and photoemission measure-

ments was tentatively attributed to structural differences among doped organic

films [23]. The electronic properties of organic semiconductors, in fact, are strongly

Fig. 5.1 Schematic mechanism of Mott–Hubbard metal-insulator transition. A single occupied

LUMO lies at the Fermi level (normal state (a)) if the onsite Coulomb repulsion energy (U ) is

lower than LUMO bandwidth (W ). When U>W the onsite Coulomb repulsion favors the electron

localization thus pushing the single occupied level below the Fermi level position and resulting in

a Mott–Hubbard insulator state (b)

Fig. 5.2 (a) The square conductance G measured at room temperature as a function of potassium

concentration (K/Cu) on films of different metal phthalocyanines. Inset: structure of a CuPc

molecule (Figure adapted with permission from [6], Copyright 2005, Wiley). (b) Conductivity
(σ) and square conductance G of three different K-doped PEN films as a function of the K doping

ratio (NK/NPEN); under the curves the structure of a Pentacene molecule is shown. Inset: NK/NPEN

as a function of the doping time (Figure adapted with permission from [7], Copyright 2012, APS)
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dependent on the molecular packing due to the planar molecular structure [24].

Moreover, UPS investigations were mainly conducted on polycrystalline or amor-

phous alkali doped organic thin films [5, 9–11, 14]. A large concentration of

structural defects (i.e. grain boundaries, molecular vacancies) limits the diffusion

of dopants within the organic layer [25] and leads to an inhomogeneous distribution

of dopants in the organic films. Imperfect molecular packing structure originating,

for example, by inhomogeneity of the dopant distribution may cause, in principle,

site dependence of the intermolecular electronic coupling and the relaxation/polar-

ization energy. These effects may lead to (i) a significative broadening of UPS

bandwidth [26, 27] and (ii) additional electronic states in the band gap that can

affects, in turn, the energy level alignment (ELA) at the organic/substrate interfaces

[28–31]. Despite a careful minimization of the structural defects is essential to

elucidate the impact of dopants on the electronic properties, UPS studies on alkali-

doped single crystalline (SC) multilayers of small π-conjugated molecules

remained, up to now, largely marginal [32].

Here we report on the electronic properties of potassium (K)-doped SC thin film

of pentacene (Pn) prepared on Cu(110) as investigated by angle-integrated and

resolved UPS techniques. We found that the band dispersion of the highest occu-

pied molecular orbital (HOMO) states of the pristine Pn SC thin film remained

unchanged in the K1Pn1 SC thin film at room temperature (293 K), while a

K-doping induced gap state appeared. At 50 K, a band dispersion (~0.08 eV) of

the gap state was clearly observed for the K1Pn1, which is in fairly good agreement

Fig. 5.3 (a) Evolution of the copper phthalocyanine (CuPc) HOMO region in the UPS spectra

(hν¼ 21.128 eV) as a function of Cs doping ratio RCs. The 15 nm-thick CuPc film was deposited

on polycrystalline gold substrate (figure adapted with permission from [10]. Copyright 2008, AIP

publishing LLC). (b) UPS spectra (hν¼ 21.128 eV) of the HOMO region of Cs-doped CuPc film

(20 nm) prepared on Ag substrate as a function of Cs doping ratio RCs (figure adapted with

permission from [11]. Copyright 2010, Elsevier). (c) Valence-band UPS spectra (hν¼ 20 eV) of a

thin CuPc film (5 nm) intercalated with rubidium (Rb) as a function of Rb concentration (x). Panel
(c’) shows the enlargement of the energy region close to EF (dashed line) (figure adapted with

permission from [14]. Copyright 2008, American Chemical Society). Note that: (i) no density of

states near EF is detected in all the doped CuPc films [panel (a)–(c)], to indicate a stable insulating
state and (ii) progressive broadening of the UPS features is observed as a function of the Cs alkali

doping ratio
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with theoretical prediction for K1Pn1 Mott–Hubbard insulator single crystal. The

K-induced gap state was finally identified as the occupied Mott–Hubbard band of

the K1Pn1 Mott–Hubbard insulator. The role of the Mott–Hubbard insulator is

discussed in relation to the energy level alignment (ELA).

5.2 Preparation of Single Crystalline Films of Pentacene

High-purity (99.999 %) Cu(110) single crystal was cleaned by a series of

sputtering-annealing cycles. The quality of the surface was checked by preliminary

angle-resolved UPS (ARUPS) investigations. Pn molecules (C22H14, Sigma

Aldrich), purified by three cycles of vacuum sublimation, were vacuum-deposited

onto the Cu(110) clean substrate according to the two step procedure described in

[33]: at the first step, a saturated flat lying Pn monolayer was deposited on Cu(110)

at 450 K; in the second step, the Pn monolayer was used as a template to grow an

upright-standing SC Pn multilayer at 320 K [Fig. 5.4a]. According to Lukas

et al. [33] the SC structure of the Pn film is characterized by a surface rectangular

unit cell of 5.8 and 7.4 Å along the [1–10] and [001] substrate directions, respec-

tively. These lattice values were confirmed for the present Pn films by the ARUPS

data reported in the present contribution. The surface Brillouin zone (SBZ) of the

Pn SC multilayer is schematically illustrated in Fig. 5.4b. The film thickness and

deposition rate (0.1 nm/min) were monitored by using a quartz microbalance.

During the deposition, the pressure remained stably lower than 4� 10�8 Pa.

Fig. 5.4 (a) Schematic

representation of the upright

standing Pn multilayer film

structure. (b) Sketch of the

surface Brillouin zone of

upright standing Pn

multilayer film on Cu(110).

(c) Experimental

parameters of photoelectron

experiment: the photon

incidence angle α, electron
take-off angle θ, and sample

azimuthal angle ϕ
(Figure reproduced with

permission from [34],

Copyright 2012, APS)
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After the growth of the Pn multilayer, potassium (K) metal atoms were deposited

at 293 K from carefully outgassed SAES S.p.A. dispensers. During K deposition the

pressure in the preparation chamber remained below 5� 10�8 Pa. The total number

of K atoms per Pn molecule [i.e. the doping level (x)] was evaluated from K2p and

C1s core level intensity ratio measured by X-ray photoemission spectroscopy

(XPS) with Al-Kα (hν¼ 1,486.6 eV), where the ratio was calibrated with respect

to (i) the number of C atoms per Pn molecule and (ii) C1s and K2p photoionization

cross sections at a photon energy of 1,486.6 eV (σC1s/σK2p ~ 0.25) [35].
UPS experiments were performed by using high sensitivity, ultralow back-

ground apparatus with a hemispherical electron energy analyzer (MBS A-1) and a

monochromatic HeIα (hν¼ 21.218 eV) radiation source. Additional details on the

experimental apparatus are included in [30, 31]. A complete definition of the UPS

experimental geometry including photon incidence angle (α), photoelectron emis-

sion angle (θ) and the sample azimuthal angle (ϕ) is shown in Fig. 5.4c. The binding
energy scale was referred to the EF of the substrate. For both angle-integrated and

resolved UPS the total energy resolution was set to 30 meV. Angle-integrated

spectra were acquired at normal emission (θ¼ 0�) with an integration angle of

�7� where a bias of �5 V was applied to the sample to measure the vacuum level

(VL). In the ARUPS the angle-resolving range spanned�7� with respect to the lens
axis and angular resolution was set to 1�. Wider angular dependence was accessed

by rotating the sample with respect to the lens axis. No bias was applied to the

sample during ARUPS measurements.

K was deposited until the saturation of VL shift, where the doping level

corresponded to x¼ 1. K deposition was then stopped in order to avoid the

formation of K metallic clusters. Spectral broadening due to charging effects of

the films were not observed during the UPS measurements for both of pristine and

K-doped Pn films as judged from observation of a very sharp cut-off of the

secondary electrons as well as small band dispersions.

5.3 Impact of K Doping on the Film Structure
and Energy Levels

Figure 5.5 shows the 293 K-He Iα UPS (angle integrated) spectra of the Pn/Cu(110)

multilayer (8 nm) as a function of x. All the Pn related UPS features are marked by

vertical bars. In the pristine Pn film, an intense peak (A) is visible in the secondary

electron region [Fig. 5.5a] [36]. Such features in photoemission spectra are gener-

ally related to the presence of electronic states above the VL [26]. For pentacene,

feature A is associated to a high density of states (DOS) in the conduction band of

ordered films presenting an upright standing molecular orientation [26]. The upright

standing configuration is generally accompanied by a herringbone type molecular

packing in the layers parallel to the substrate surface [37, 38]. The same molecular

packing geometry was observed in the (001) plane of Pn single crystals [39].
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A clear energy splitting of the HOMO level was observed [Fig. 5.5c]. The two

HOMO features results from the intermolecular HOMO band dispersions with the

presence of two nonequivalent molecules in the unit cell [26, 37, 38, 40–42]

The K deposition on the Pn SC film at 293 K induced a progressive shift of

the VL and Pn related UPS features towards higher binding energies values

[Fig. 5.5a–c]. At the same time, the appearance of a new spectral feature was

observed in the gap region [Fig. 5.5d]. For both the HOMO and the gap state, the

full width at half maximum (FWHM) was (0.60� 0.05) eV.

The K doping did not introduce any significant broadening of the UPS spectral

features of the Pn SC thin film. This is rarely reported in UPS measurements of

alkali doped polycrystalline and amorphous organic thin film [10, 11, 14, 32].

Structural defects in the films, in fact, may limit uniform dopant diffusion. There-

fore, a larger degree of structural disorder is introduced into the organic film as a

consequence of doping, thus resulting in serious broadening of the UPS features

(see also Fig. 5.3). Note that, for the present SC Pn thin film, no K-induced changes

were detected for the HOMO, conduction band feature A and secondary electron

cut-off [Fig. 5.5a, c], all of which are sensitive to the film structure [26, 42]. It is

therefore concluded that the K doping did not significantly affect the molecular

orientation and the molecular packing geometry, i.e. the present Pn multilayer

maintained its SC structure upon K doping. This result also suggests that K atoms

Fig. 5.5 HeIα UPS spectra (angle integrated) of Pn/Cu(110) multilayer (8 nm) as a function of

K-doping level (x) in the secondary electron cutoff (a), valence band (b), HOMO (c) and band gap
(d) regions. All of the spectra were measured at 293 K. The binding energy scale refers to EF of the

substrate. Pn related features are indicated by vertical bars (Figure reproduced with permission

from [34], Copyright 2012, APS)
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are intercalated between the Pn stacking layers, in agreement with theoretical

studies on K1Pn1 SC structure [12].

The appearance of gap state in alkali doped organic system is generally associ-

ated to polaron formation, as due to the electron transfer from the alkali atoms to the

molecules [15, 43, 44]. In the present K-doped Pn SC multilayer, however, the

origin of the gap state must be differently explained. In alkali doped organic

systems, in fact, polaron formation is generally accompanied by a significant

change in the binding energy of the frontier orbitals, where an increase

(~0.2–0.3 eV) in the HOMO binding energy was observed [15, 43, 44]. If this is

the case also for the present K-doped Pn SC multilayer, the presence of Pn

molecules with different charging state (i.e. with different HOMO binding energy)

should result in a large broadening of the HOMO lineshape at low and intermediate

doping level (0< x< 1). The stability of the HOMO lineshape of Pn SC multilayer

after K doping is clearly inconsistent with the polaron formation. As shown in

Fig. 5.6, K-induced binding energy shift is the same for the HOMO and the VL

(Fig. 5.6). Such a “rigid” energy shift also confirms the absence of polaron

formation [45].

For K1Pn1 SC Mott–Hubbard metal-insulator transition was theoretically

predicted by Craciun et al. [7]. In K1Pn1 SC, Pn LUMO band is half filled.

Fig. 5.6 Summary of the doping-induced binding energy shift of VL (black circle), HOMO peak

position (red square) and gap state peak position (green triangle). For the gap state the energy shift
was evaluated with respect to the position at x¼ 0.02. The VL and HOMO energy shifts are

coincident within experimental error. The inset displays semi-logarithmic plot in order to show the

linear dependence of the energy shift on ln(x) (see text for discussion) (Figure reproduced with

permission from [34], Copyright 2012, APS)
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This corresponds, in principle, to a metallic phase. However, the strong electron–

electron correlations determines the splitting of the half filled LUMO band into

unoccupied (above EF) and occupied (below EF) bands. K1Pn1 is therefore driven

into an insulating state to become a Mott–Hubbard insulator [7]. The electronic

correlation effects are favoured by the low value of LUMO bandwidth (W ) with

respect to the onsite Coulomb repulsion energy U (U/W ~ 2.1 [7]). For the present

K-doped Pn SC multilayer, Mott–Hubbard transition can explain the origin of the

gap state, which can be identified as the occupied Mott–Hubbard band as discussed

in the next section. It is also worth to note, that (i) according to theoretical study of

K1Pn1 Mott–Hubbard insulator, the K states are located only at much higher energy

above EF, thus suggesting that the role of the K atoms is limited to transferring its

electrons to the pentacene molecules [7], and (ii) the stability of binding energy of

valence band states upon Mott–Hubbard transition is commonly observed for

inorganic compounds [46, 47].

5.4 Band Dispersion and Formation of Mott–Hubbard
Insulator

For evaluating the impact of the K doping on the intermolecular interaction, the

degree of charge delocalization, and electronic correlation, the band structure of

pristine Pn and K1Pn1 SC films were investigated by ARUPS. The results at 293 K

are summarized in Figs. 5.7 and 5.8.

Figure 5.7a shows the θ-dependence of ARUPS in the HOMO region of the

pristine Pn and K1Pn1 films. The ARUPS data were acquired along Γ�ΧPn,

Γ�ΥPn, and Γ�MPn directions of the Pn SBZ [see Fig. 5.4b]. The ARUPS spectra

remained clearly unaffected by the K doping, unless the rigid binding energy shifts.

In particular, for both films, the H1 and H2 features are clearly visible at θ¼ 0�.
These peaks gradually disperse with θ, as highlighted by dashed curves

superimposed to the ARUPS data. The positions of H1 and H2 were determined

by the least square fitting of the ARUPS data by using Gaussian functions combined

with a linear background. Along the Γ�ΧPn (Γ�ΥPn) the energy separation is

progressively reduced to reach minimum value at θ¼ 16� (θ¼ 14�). For higher θ,
the splitting increases again until θ¼ 32� (Γ�ΧPn) and θ¼ 28� (Γ�ΥPn), where

the normal emission HOMO lineshape is basically recovered. Along the Γ�MPn,

similar behavior was observed with the dispersion turning points located at around

θ ~ 22� and θ ~ 44�. The band dispersions, EB(k//) of H1 and H2 peaks for pristine

and doped films are plotted in Fig. 5.7b, where k// represents the component of the

photoelectron wave vector parallel to the surface. The observed H1 and H2 band

dispersions of the undoped Pn are in good agreement with previous experimental

results [40] and ab initio calculations for Pn bulk phase [24]. Note that, along all the

symmetry directions, the H1 and H2 band dispersions of the pristine and K-doped

films are very similar in terms of bandwidth and dispersion phase [Fig. 5.5b]. The
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turning points of EB(k//) curves exist at k//¼(0.54� 0.02) Å�1, k//¼(0.42� 0.02)

Å�1 and k//¼(0.69� 0.02) Å�1 along the Γ�ΧPn, Γ�ΥPn, and Γ�MPn directions,

respectively. These values are in excellent agreement with those evaluated from the

Pn unit cell lattice parameters [33], i.e. kth//¼0.542 A�1 (along Γ�ΧPn),

kth//¼0.425 A�1 (along Γ�ΥPn), and kth//¼0.688 A�1 (along Γ�MPn). Such

agreement confirms that both the pristine and K-doped Pn multilayers keeps SC

structure. The stability of the band dispersion upon K doping further demonstrates

that K atoms are not intercalated among the standing Pn molecules within each

stacking layer but between the Pn stacking planes. This conclusion is reasonable,

since it is expected that the theoretically predicted increase of the plane separation

(~8 %) upon K doping [7] does not significantly affect the film electronic structure

as the intermolecular interaction between adjacent Pn layers is much weaker than

that within each Pn layer.

Figure 5.8 shows the results of the ARUPS for the gap state in the K1Pn1
multilayer. No clear band dispersion was detected along the main symmetry

Fig. 5.7 (a) θ-dependence of ARUPS spectra for pristine Pn [open (blue) circles] and K1Pn1
[closed (red) circles] single crystalline films, as acquired at ϕ¼ 0� (Γ�ΧPn direction), ϕ¼ 90�

(Γ�ΥPn direction) and ϕ¼ 38� (Γ�MPn direction). All data were acquired at 293 K. The binding

energy positions of the HOMO-derived states (H1 and H2) are indicated by dashed lines. H1 and H2

positions were determined by the least square fitting of the ARUPS data by using Gaussian

functions on a linear background. An example of ARUPS data fitting is shown for pristine Pn

film at θ¼ 0� and ϕ¼ 0� (Dash dotted lines¼Gaussian components, dotted line¼ linear back-

ground, continuous line¼ cumulative fitting curve). Lower (blue) and upper (red) binding energy

scale are for pristine Pn and K1Pn film, respectively. (b) HOMO-band dispersion, EB(k//), for
pristine Pn [open (blue) circles] and K1Pn [closed (red) circles] along the Γ�ΧPn direction (upper
panel), Γ�ΥPn direction (middle panel) and Γ�MPn direction (lower panel). Left (blue) and right
(red) binding energy scales are for pristine Pn and K1Pn1 multilayer, respectively

(Figure reproduced with permission from [34], Copyright 2012, APS)
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directions of the surface unit cell, i.e. the gap state is well localized at 293 K. The

differences between the dispersion widths of the gap state and the HOMO can be

ascribed to the different spatial distribution of wave functions of the corresponding

wave functions. For Pn SC film intercalated with Rubidium (Rb) layers (Rb1Pn1),

for example, the wave function of the gap state was predicted to be localized at the

edges of Pn molecules and near to the alkaline atom plane [48], thus limiting the

intermolecular π–π interaction.

ARUPS investigation was also conducted on the K1Pn1 film at 50 K. Figure 5.9a

shows the ARUPS results for the HOMO region, as acquired along the Γ�MPn

direction. At 50 K, a clear HOMO-band splitting as well as HOMO band dispersion

was not observed, in contrast to the 293 K results, even if a small θ-dependence was
found for the HOMO band shape. The impact of the temperature on the HOMO

spectral lineshape can be ascribed to a temperature-induced change in

intermolecular packing structure. It was pointed out theoretically [24] and experi-

mentally [42], in fact, that a slight change in the film structure can deeply affect the

electronic band structure of organic films. For the gap state, on the other hand, a

small but clear band dispersion (~0.08 eV) was observed along the Γ�MPn

direction as shown in Fig. 5.9b. The existence of such dispersive behavior the

ARUPS data comparison shown in Fig. 5.9c, where the energy difference of the gap

Fig. 5.8 θ-dependence of
gap state ARUPS spectra in

K1Pn1 single crystalline

film at 293 K, as acquired

along Γ�ΧPn, Γ�ΥPn, and

Γ�MPn directions. Dashed
(red) lines indicate the gap
state peak position. No

energy dispersion was

detected (Figure reproduced

with permission from [34],

Copyright 2012, APS)
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state positions at θ¼ 0� and θ¼ 16� (i.e. dispersion turning points) is highlighted.

The band dispersion of the gap state also demonstrates that the K1Pn1 film keeps SC

structure. Figure 5.10a displays the gap state band dispersion, at 50 K, of the K1Pn1
film along the Γ�MPn. The dispersion can be quantitatively discussed within the

framework of a simple one-dimensional tight binding model: EB(k//)¼Ec�2tcos
(πk///G) [42] where Ec is the energy of the band center, t is the transfer integral and
G is the size of the SBZ. The best fit of the experimental data with a cosine curve is

shown in Fig. 5.10c and gives Ec¼ (1.021� 0.003) eV, t¼�(0.020� 0.003) eV

and G¼ (0.62� 0.01) Å�1. In particular, at 50 K, the symmetry turning point of the

gap-state band (M50K
Pn,) was experimentally found at 0.62 Å�1 [Fig. 5.10a], which

is located closer to the Γ point than that observed at 293 K (Γ�MPn¼ 0.69 Å�1, as

evaluated from the HOMO band dispersion at 293 K). The observed contraction of

the SBZ at 50 K (see inset in Fig. 5.7a) corresponds, in the real space, to an increase

of ~10 % and ~12 % in the size of the unit cell along the [1–10] and [001]

directions, respectively. This result is consistent with the possible occurrence of

Fig. 5.9 θ dependence of

ARUPS spectra for HOMO

(a) and gap state (b) in
K1Pn1 single crystalline

film at 50 K, as acquired

along Γ�MPn direction.

(c) Comparison between

the spectra at θ¼ 0� and
θ¼ 16� to clearly show

the binding energy change

due to the dispersion

(Figure reproduced with

permission from [34],

Copyright 2012, APS)
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temperature-induced change in the intermolecular Pn packing structure. Interest-

ingly, a similar lattice expansion after alkaline doping was recently reported for

Cesium doped Pn thin film by Annese et al. [32]. In order to determine the lattice

parameters of K1Pn1 SC unit cell at 50 K more precisely, however, detailed

structural investigations are required.

Figure 5.10b shows the theoretical band dispersion for the low Mott–Hubbard

band of K1Pn1 Mott–Hubbard insulator crystal, as evaluated along Γ�M1 and

Γ�M2 directions (adapted from [7]). The two directions, Γ�M1 and Γ�M2, are

defined for the SBZ of the K1Pn1 crystal used in calculations [7] [see inset in

Fig. 5.10b]. M1 and M2 symmetry points originate from the slightly different crystal

structure used in the calculation with respect to the present Pn SC structure where

M1¼M2, due to the rectangular SBZ, [see Fig. 5.4b]. Interestingly, at 50 K, the

experimental band dispersion [Fig. 5.10a] along Γ�MPn direction agrees well with

the theoretical prediction [Fig. 5.10b] if we consider M1¼M2, both in term of

bandwidths and dispersion phase. This agreement further indicates that the Mott–

Hubbard insulator can be the origin of the gap state in the K-doped Pn SC thin film.

Here we compare the present results with those reported recently for cesium

(Cs)-doped flat lying Pn SC film on Cu(119) by Annese et al. [32] (Fig. 5.11). They

found that the Cs deposition on the flat-lying Pn film determined variation of the

overall UPS spectral lineshape. At room temperature, ARUPS indicated the

Fig. 5.10 (a) Band dispersion, EB(k//), of the gap state along the Γ�MPn direction at 50 K. Solid
(green) line represents tight-binding fit of the experimental data [filled (red) circles]. The SBZ

edges at 50 K (M50K
Pn) and at 293 K (MPn) are indicated by dotted lines. The rectangular SBZ at

RT and its shrinkage at 50 K are schematically illustrated in the inset (see text for detailed

discussion). (b) Theoretical band dispersion of lower Mott–Hubbard band along Γ�M1 and

Γ�M2 directions of the SBZ of K1Pn1 Mott–Hubbard insulator crystal (data adapted from [7]).

Sketch of SBZ of the K1Pn1 Mott–Hubbard insulator crystal used in calculations in [7] is shown

in the inset of panel (b). M1 and M2 come from slightly different crystal structure used in the

calculation and M1¼M2 in the present crystal structure [rectangular SBZ, see

Fig. 5.4b]. Experimental dispersion of the gap state [panel (a)] agrees well with the theoretical

result (after averaging the curves along Γ�M1 and Γ�M2 directions) [panel (b)]. (c) Side view
of the stacked layers of Pn and K in K1Pn1 SC film, illustrating the potassium intercalation in

between the molecular planes (figure adapted from [7]). Note that panel (c) represents the

structure in the bulk of K1Pn1 SC film. In the present case of K1Pn1 multilayer, no K atoms

are present on top of the surface Pn layer (Figure reproduced with permission from [34],

Copyright 2012, APS)

80 F. Bussolotti et al.



formation of a new LUMO derived state at ~0.6–0.7 eV below EF [Fig. 5.11a]. For

their Cs2Pn1 film a band dispersion (0.13 eV) of the gap state was also observed at

room temperature, while no dispersion was detected for the HOMO state, along the

direction perpendicular to the substrate surface [Fig. 5.11a]. They also found that

the periodicity of the gap state dispersion was related to an expansion of the lattice

constant of 0.6 Å (i.e. ~20 %) along the molecular stacking direction (normal to the

surface) [Fig. 5.11b]. The present results on K1Pn1/Cu(110) film agrees qualita-
tively with those on Cs2Pn1/Cu(119) film [32]. In particular, a large lattice expan-

sion was observed after alkaline doping for both Pn/Cu(110) and Pn/Cu(119) SC

thin film. The difference between Cs2Pn1 and the present K1Pn1 may be originated

from different nature of dopant species and structure of the pristine Pn film (flat

lying vs. upright standing).

Intensity of the gap state and its impact on ELA. In order to clarify the origin of

the gap state and evaluate its impact on the ELA at the organic/metal interface, the

gap state angle-integrated UPS spectra are shown in Fig. 5.9 as a function of K

doping level. The UPS intensity was plotted on a log scale in order to highlight the

K-induced spectral changes. The background contribution was removed and the

intensity was normalized as described in [30, 31]. In the pristine Pn SC film a very

tiny exponential tail (linear on the log scale of Fig. 5.12) is visible between

the HOMO edge (at ~0.7 eV) and EF (see shaded grey area in Fig. 5.12). Such a

density of gap states was already reported for Pn in Pn(monolayer)/ClAl-

phthalocyanene/graphite as well a Pn(15 nm)/SiO2 upright standing thin film.

Fig. 5.11 (a) hν-dependent normal emission ARUPS spectra (as measured at room temperature,

without data averaging/smoothing) in the HOMO and gap state energy region of Cs-doped

pentacene film (doping ratio ~2). Gap state peak positions were determined by least squares fitting

method by using a gaussian function (purple curve) on polynomial background (blue curve). (b)
Band dispersion (along the substrate normal) of the gap state in panel (a). The solid line represents
the tight binding model fit of the data (figure adapted from [32]. Copyright 2012. American

Chemical Society)
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This density of gap state was attributed to the structural imperfections in the Pn

molecular packing [30, 31].

Even for the very low doping case (K0.02Pn1 film) the K-induced gap states

(indicated by triangle marker in Fig. 5.12) were clearly detected. The intensity of

the gap states increases with K doping and the peak position progressively shifts

toward higher binding energy side (see Figs. 5.4d, 5.5 and 5.11). No significant

photoemission signal was detected at EF even for x¼ 1, thus suggesting the insulat-

ing nature of the K-doped Pn film. In contrast, transport measurements on highly

Fig. 5.12 The density-of-states (DOS) deduced from HeIα UPS spectra (angle-integrated) of

Pn/Cu(110) multilayer as function of K-doping level (x) in the HOMO-LUMO gap region. The

spectra were acquired at 293 K. Background contribution was subtracted according to same

procedure described in [30, 31]. The DOS is plotted on log scale to show tiny K-induced DOS.

The molecular packing density of the bulk phase of Pn (2.9� 1021 cm�3) was used to obtain DOS

(states cm�3 eV�1), according to the same procedure described in [28, 30, 31]. The molecular

packing density was obtained from the lattice parameters reported in [24] for the Pn bulk phase.

Peak position of the gap state is indicated by blue triangularmarkers (see also Fig. 5.5d). Note that

clear increase in the DOS of gap states was observed even at the very beginning of the K-doping

process (x¼ 0.02). DOS values at peak positions of gap states are shown in the figure. As the DOS

values involve photoelectron attenuation effect, ten times larger values must be considered for

actual DOS (see main text for details) Figure reproduced with permission from [34], Copyright

2012, APS)
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ordered KxPn1 film by Craciun et al. [7] suggested that an insulator-metal-insulator

transition appeared depending on x. At low and intermediate doping level

(0< x< 1), they observed a sharp increase in the Pn film conductivity, resulting in

a metallic behavior [7]. The metallic behavior was ascribed to the progressive filling

of the LUMO with electrons donated from K atoms [7]. At x¼ 1, electron–electron

interactions cause the splitting of the half filled LUMO band and the opening of a

Mott–Hubbard gap. The gap opening explained the observed re-entrance of K1Pn1
film into an insulating state [7]. The evolution of UPS spectra for the present Pn/Cu

(110) SC multilayer upon K doping can be rationalized in terms of coexistence of

pristine Pn SC and K1Pn1 Mott insulator at any level of K doping. A similar phase

separation was reported in K-doped fullerene films, where they were attributed to the

limited solubility of K atoms within the organic matrix host [18]. The impact of such

phase coexistence on the ELA of the K doped Pn film is schematically illustrated in

Fig. 5.13. For low and intermediate doping level (0< x< 1) the LUMO band is

Fig. 5.13 Summary of energy level alignment in thin films with Pn and K1Pn1 phases at 293 K. Pn

(K1Pn1) energy level and bandwidth are indicated by black (red) line and by black (red) shadow,
respectively. The LUMO position for Pn SC film was taken from [29]. At low and intermediate

doping level (0< x< 1), Pn LUMO starts filling to give localized gap state below EF, which

originates from K1Pn1 Mott–Hubbard insulator. Note that the HOMO binding energies of pristine

Pn and K1Pn1 crystals are the same for 0< x< 1 according to the UPS results (see text). The

energies in the middle panel are shown for x¼ 0.02. At x¼ 1, a SC K1Pn1 Mott insulator is formed

and EF lies in the middle of the Hubbard energy gap U (figure reproduced with permission from

[34], Copyright 2012, APS)
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progressively filled with x and a Mott–Hubbard transition occurs to form small

K1Pn1Mott–Hubbard insulator SCs, which yield gap state belowEF (middle panel in

Fig. 5.13). The Mott–Hubbard derived gap states act as electron “donor” levels,

which can populate, via thermal excitation, the empty Pn LUMOs above EF. As

K-doping level increases, a larger number of donor gap states become available

to determine the gradual upward shift of EF (middle panel in Fig. 5.13). Finally,

the x-dependent shift of Pn energy levels saturates when a continuous film of

K1Pn1 is formed (x¼ 1) and EF lies near the middle of the Mott–Hubbard gap

(right panel in Fig. 5.13).
As shown in the inset of Fig. 5.6, energy level shifts are linearly dependent on

the logarithm of doping level i.e. ΔE/ α kΒΤ ln(x) for x< 1, where ΔE is the energy

level shift, kΒΤ is the thermal energy (~25 meV at 293 K), and α is a proportional

coefficient. This is in agreement with the prediction of the classical theory of

doping in semiconductor [10, 49, 50]. In particular a value of α ~ 7, α ~ 6 and

α ~ 8 was determined for VL shift, HOMO level shift and gap state energy shift,

respectively. The α values of the VL and HOMO shifts are nearly the same,

indicating that the energy shifts are mainly related to EF shift in the energy gap,

while a larger α of the gap state may involve also size dependence of the K1Pn1
binding energy. Values of α> 1 were similarly reported by Ding et al. [10, 49] for

Cs-n-doped phthalocyanine thin film. They suggested that the large value of α
originates in the population of the LUMO tailing with electrons from the ionized

donor atoms. The LUMO tailing in organic semiconductors can be related to the

gap states distribution sensitively originating from structural imperfection [30, 31].

According to the binding energy of the gap state peak in the K1Pn1 SC film

(0.98 eV at 293 K and 1.02 eV at 50 K), Hubbard energy U can be estimated to be

~2.0 eV at 293 K and 50 K. This estimation is in fairly good agreement with the

theoretical value of U¼ 1.5 eV [7]. Within the framework of the ELA model

illustrated in Fig. 5.13, the intensity of the gap state in UPS is expected to increase

with K1Pn1 crystals size, as effectively observed in Figs. 5.4d and 5.11. As

previously pointed out at the end of the Sect. 5.2, the opening of the Mott–Hubbard

gap is not expected to modify the binding energy of the K1Pn1 HOMO level with

respect to that of pristine Pn. This is illustrated in middle panel of Fig. 5.13. At low

and intermediate doping level (0< x< 1), in fact, a large difference between the

HOMO positions of pristine Pn SC film and K1Pn1 should results in HOMO-

lineshape broadening, in contrast with what observed in the photoelectron

spectroscopy data [Fig. 5.4c].

Finally we comment on much lower UPS intensity of the gap state than that of

the HOMO for the K1Pn1 SC film. If we assume that (i) the wave function of the

occupied Mott–Hubbard insulator state is localized near the interlayer boundary as

predicted by theory [7, 48] (see also Fig. 5.8c), i.e. near the bottom edges of upright

standing Pn molecules in the surface layer and (ii) K atoms do not exist at the

surface, photoelectrons from the gap state are attenuated more than those from the

HOMO distributed over each Pn molecule before escape to vacuum. The UPS

intensity ratio between the HOMO (distributed over Pn molecule) and gap state

(localized near the bottom edge of the first layer Pn), Igap state/IHOMO, was estimated
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to be ~0.1 for the K1Pn1 SC film by using the electron attenuation length (~1 nm),

the length of Pn molecule (~1.5 nm), substantial wave-function spread of the Mott–

Hubbard state (~0.5 nm; localized on two aromatic rings near the bottom edge of

Pn) and the number of electrons in the HOMO (2 electrons) and the Mott–Hubbard

insulator state (1 electron). This ratio is in good agreement with the experimental

findings [~0.12, see Fig. 5.3d].

5.5 Conclusions

The electronic properties of K doped SC Pn thin film was investigated by UPS. The

impact of K doping on (i) the electronic band structure of the Pn thin film and

(ii) ELA at the organic/substrate interface were carefully evaluated. At 293 K, a

progressive shift of the Pn molecular states toward high binding energy side was

observed with increase in the K-doping level. At the same time, a gap state

appeared below EF. No K-induced broadening in the UPS features was observed,

indicating that the Pn SC thin films kept single crystalline structure upon doping.

The gap state was attributed to the occupied Mott–Hubbard band of the K1Pn1
Mott–Hubbard insulator. Such band originated from the splitting of the half filled

LUMO band of K1Pn1 SC film, as induced by electron correlation effects. At 293 K,

no impact of the K doping on the HOMO band dispersion was observed and no

dispersion for the gap state of the K1Pn1 SC multilayer was found. In contrast, at

50 K, a small but clear dispersion of the gap state (~0.08 eV) of the K1Pn1 film was

observed, which is in good agreement with theoretical prediction for K1Pn1 Mott–

Hubbard insulator crystal. Moreover significant changes in the HOMO lineshape in

K-doped film were observed at 50 K, suggesting also the occurrence of a

temperature-induced change in the molecular packing structure. The impact of K

doping on the energy level alignment was discussed in terms of coexistence of

K1Pn1 Mott–Hubbard insulator and the Pn SC film. Independent of the doping level

no significant density of states was detected at EF, indicating stability of the Mott–

Hubbard insulator ground state at least near the surface.
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Chapter 6

Vertical Bonding Distances Impact
Organic-Metal Interface Energetics

Steffen Duhm, Christoph Bürker, Takuya Hosokai, and Alexander Gerlach

6.1 Introduction

Understanding contact formation is one of the key issues in organic electronics.
Especially the energy-level alignment (ELA) at organic-metal interfaces is of

pivotal importance for device performance as it controls the charge injection into

active layers of organic devices [1]. The mechanism of ELA is subject of intense

research and discussions [2–4] and is still not understood in sufficient detail.

However, it is well accepted that the ELA is not simply controlled by the work

function (ϕ) of the metal substrate and the electron affinity (EA) and ionization

energy (IE) of the conjugated organic molecule (COM), which forms the adsorbate,

see Fig. 6.1. In addition to solid state effects, such as polarization or the impact of

the packing structure, also the chemical structure of the COM plays an important

role in formation of the contact between the metal and the first molecular layer.

Here, in turn, the vertical bonding distance (dH) and adsorption induced conforma-

tion changes are crucial for the formation of interface dipoles. Some of the manifold

reasons for them will be discussed in this chapter. These interface dipoles lead to

vacuum-level shifts (ΔVL) at the interface between the metal and the organic
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monolayer. Notably, further vacuum-level shifts can occur for higher (multilayer)

coverages, which are related to, e.g., band bending [5, 6] or gap-states [7, 8]. It is

important to realize that for multilayer coverages ΔVLmight be caused by different

effects than in the monolayer regime. It can be even helpful to define an “effective

substrate work function”, which is the work function of the metal substrate

corrected by ΔVL at the interface. This effective work function is then responsible

for the ELA of organic multilayers. Thus, rationalizing the origins of interface

dipoles is crucial to understand (and finally to control) the ELA of organic layers on

metal substrates.

The ELA is often measured by ultraviolet photoelectron spectroscopy (UPS)

[9–12], and X-ray photoelectron spectroscopy (XPS) can give insight in chemical

interactions at the interface. However, to fully understand the mechanisms of ELA

also the monolayer structure has to be known. The lateral structure can be accessed

with scanning probe and/or diffraction techniques [13, 14]. For vertical adsorption

heights the X-ray standing wave (XSW) technique [15, 16], which will be shortly

reviewed in Sect. 6.2, is a powerful tool. The combination of diffraction and

spectroscopy allows to precisely determine element-specific bonding distances of

molecular (sub)monolayers on single crystal substrates [17]–see the selected results

dH

φ

EF

Evac

HIB

IEEAEA

physisorption

a b

chemisorption

ΔVL

Fig. 6.1 Schematics of the relationship of bonding distance (dH) and adsorption induced molec-

ular distortions and the energy-level alignment at organic-metal interfaces in case of (a) a

physisorbed and (b) a chemisorbed molecular monolayer. The vacuum-level (Evac), the vacuum-

level shift (ΔVL), the Fermi-level (EF), the work function (ϕ), the electron affinity (EA), the

ionization energy (IE) and the hole injection barrier (HIB) are plotted for a clean metal surface and

a monolayer of a COM. The schematics are simplified and do not apply for all metal/COM

combinations
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for different COMs on noble metal surfaces in Table 6.1. A comprehensive elec-

tronic and structural characterization of organic-metal interfaces bridges the gap to

theory, which nowadays is able to model these systems and, in some cases, to

explain the different electronic properties and bonding distances [18–20].

While many effects can contribute to interface dipoles [2, 21, 22], the focus

within this chapter is on those which are related to (element-specific) bonding

distances. In general, dipoles at an organic-metal interface will lead to a change

in the vacuum level ΔVL according to the Helmholtz equation:

ΔVL ¼ epzN

ε0ε
ð6:1Þ

with e the elementary charge, pz the dipole moment perpendicular to the substrate

surface, N the dipole density, ε0 the vacuum permittivity and ε the dielectric

constant of the monolayer [23]. For physisorbed and weakly interacting systems

the main reason for an interface dipole at the organic-metal interface is the so-called

push-back effect [2, 3, 24], which is the result of Pauli repulsion of metal electron

density spilling out in the vacuum by the sheer presence of the COM overlayer,

Table 6.1 Summary of element-specific bonding distances (dH) of some COMs on metal single

crystal substrates measured with the XSW technique

Molecule Substrate Carbon (Å) Other atoms (Å) Reference

DIP Au(111) 3.17 [20]
Ag(111) 3.01 [20]
Cu(111) 2.51 [20]

PEN Ag(111) 3.12 [27]
Cu(111) 2.34 [28]

PFP Ag(111) 3.16 F: 3.16 [29]
Cu(111) 2.98 F: 3.08 [28]

P2O Ag(111) 3.32 O: 3.35 [30]
Cu(111) 2.34 O: 2.02 [30]

P4O Au(111) 3.35 N/A [30]
Ag(111) 2.69 O: 2.43 [30]
Cu(111) 2.25 O: 1.98 [30]

ZnPc Cu(111) 2.49 Zn: 2.25 [31]
N: 2.55

F16ZnPc Cu(111) 2.66 Zn: 2.58 [31]
N: 2.85
F: 3.15

GaClPc Cu(111) 4.44 Ga: 4.21 [32]
N: 4.71
Cl: 1.88

In most cases the nominal coverage is below one monolayer. The actual bonding distance can

depend critically on the coverage, which is not reflected in this table. Note that the bonding

distances on Au(111) substrates listed here are slightly decreasing if the surface reconstruction

is taken into account [20, 33]. A more detailed summary of COM bonding distances can be

found in [17]. The acronyms of the COMs stand for: DIP: diindenoperylene; PEN: pentacene;

PFP: perfluoropentacene; P2O: 6,13-pentacenequinone; P4O: 5,7,12,14-pentacenetetrone; Pc:

phthalocyanine
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which leads to a decrease in the effective work function.1 The vacuum-level shift

caused by the push-back effect is in the range of up to 1 eV [2, 3, 24] and can thus

substantially increase hole injection barriers (HIBs, defined as the energetic dis-

tance of the substrate Fermi-level to the onset of the highest occupied molecular

orbital [HOMO] of the adsorbate) at organic-metal interfaces (Fig. 6.1a). This ΔVL
is naturally increasing with decreasing bonding distance [25, 26] until the organic

adsorbate forms chemical bonds to the substrate. In Sect. 6.3 we will discuss how

the adsorption height of large hydrocarbon molecules is determined by the interplay

of Pauli repulsion and van der Waals (vdW) attraction and how functional side-

groups can change the bonding distance.

In Sect. 6.4 we will discuss other origins of interface dipoles of weakly

interacting systems. This can be, of course, the adsorption of polar molecules [21,

23]. Here, in the first place, the orientation of the molecule on the surface deter-

mines the pz-component of the interfacial dipole moment and thus the sign and the

magnitude of ΔVL according to Eq. (6.1). But even for weakly interacting systems

also non-polar molecules can become distorted upon adsorption on a metal surface

by site-specific interactions and then comprise a dipole moment [28, 31].

For strongly interacting systems the adsorption process commonly induces such

conformation changes for the molecules in the monolayer [30, 34, 35], which are

often closely related to the formation of an organic-metal charge transfer complex

(CTC) and the (partial) filling of the former lowest unoccupied molecular orbital

(LUMO) of the organic adsorbate. Such a charge transfer leads to an additional

interface dipole which affects the energy-level alignment (Fig. 6.1b). Thus, CTC

formation can be used to tailor effective work functions by pre-covering metal

electrodes with strong electron accepting molecules [36]. Recently, we could

identify surface-induced aromatic stabilization as one possible driving force for

molecules to undergo a charge transfer with inert metal substrates [30]. In Sect. 6.5

we will review this concept with special attention to the role of bonding distances in

the charge transfer and the energy-level alignment process. In Sect. 6.6 we will

summarize and give a short outlook how the ELA at organic-metal interfaces could

be potentially tuned by achieving control over bonding distances at these interfaces

by rational design of molecular structures.

6.2 The X-Ray Standing Wave Technique

In short, the bonding distances dH of molecules adsorbed on single crystal surfaces

are determined by measuring the element-specific absorption in an X-ray standing

wave field. For reasons to be explained below, substrate Bragg reflections close to

1 In the literature usually this decrease in ϕ by the push-back effect is attributed to an interface

dipole, although strictly speaking an existing interface dipole (at the vacuum-metal interface) is

reduced by the organic-metal interface formation.
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θB¼ 90∘ are used to create the standing wave field with a certain spatial modula-

tion. By scanning the photon energy of the incident wave through the Bragg

condition one may vary the amplitude and phase of the XSW field. Depending on

the bonding distance of the molecules, the X-ray absorption—and correspondingly

the measured photoelectron yield for a given element—changes in a characteristic

form with the photon energy.

6.2.1 The X-Ray Standing Wave Field

The XSW field is produced by the coherent superposition of the incoming plane

wave with the electrical field vector E0 and the Bragg-reflected wave EH as

depicted in Fig. 6.2. The (normalized) spatial intensity variation ISW(r) above the

substrate is then given as

ISWðrÞ ¼ jE0 þ EHj2
jE0j2

¼ 1þ EH

E0

����
����
2

þ 2C
EH

E0

����
���� cos ðν� 2πH � rÞ, ð6:2Þ

where ν is the phase of the complex amplitude ratio, EH∕E0 ¼ jEH∕E0jexpðiνÞ,
H the reciprocal lattice vector, C the polarization factor (C¼ 1 for σ-polarization;
C¼ cos2θB for π-polarization), and θB the Bragg angle.

Fig. 6.2 A standing wave with the periodicity of the substrate lattice is generated by the reflection

of the incident wave from the single crystal substrate. By scanning the photon energy of the

incident wave through the Bragg condition the XSW field above the surface changes in a

characteristic way. The emitted photoelectrons that are generated by inelastic scattering processes

can be used as element-specific signals that reflect the average position dH of the atoms within the

adsorbed molecule
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The photon energy dependence both of ν and the reflectivity R ¼ jEH∕E0j2 are
well-known within the framework of dynamical diffraction theory: The ratio of the

complex amplitudes E0 and EH of σ-polarized X-rays is given by [16]

EH

E0

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
χH=χ �H

p
η� η2 � 1

� �1∕2� �
ð6:3Þ

for a symmetric Bragg reflection. Here, χH is the Hth-order Fourier component of

the complex crystal susceptibility χ(r), which is related to the dielectric function

ε(r) via χðrÞ ¼ εðrÞ � 1. The susceptibility components2 χH are calculated from the

structure factor FH via

χH ¼ r0λ
2

πVc
FH, ð6:4Þ

where r0 is the classical electron radius, λ the wavelength, and Vc the volume of the

unit cell for which the structure factor has been derived. The complex variable η in
Eq. (6.3), which for Bragg reflections close to θB¼ 90∘ is given by [15]

η ¼ 2ðΔE∕EBÞ sin 2θB � χ0
ðχHχ �HÞ1∕2

, ð6:5Þ

is a function of the energy difference ΔE ¼ EB � E. On the basis of these equations
the reflectivity R and the phase ν can be calculated, see Fig. 6.3.

Fig. 6.3 Intrinsic energy dependence of the reflectivity R and phase ν for θB¼ 88∘ calculated with

Eq. (6.3)–(6.5) for the 111-reflection of copper

2 Note, that for a centrosymmetric crystal, χH ¼ χ∗H and therefore ðχHχ �H Þ1∕2 ¼ χHj j.
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Since the phase ν generally varies asymptotically by π when going through the

Bragg condition, the X-ray standing wave field moves by half a diffraction plane

spacing within this energy range.

It can be shown that the angular width Wθ of the Bragg reflection varies as

Wθ / d2s FH tan θB, ð6:6Þ

where ds is diffraction plane spacing. Only because for Bragg angles close to 90∘

the width increases strongly, typical crystal imperfections (mosaicity) can be

tolerated.

6.2.2 The Photoelectron Yield

As indicated in Fig. 6.2 the XSW technique requires measurements of the photo

yield Yp [37] which characterizes the position of the atoms in the interference field.

For this purpose the intensities of core-level photoelectrons are commonly used. If

for simplicity we only consider the so-called dipole approximation, Yp is propor-
tional to the square of the electric field at the center r of the atoms and thus

proportional to ISW.3 For systems with all atoms on equivalent sites one obtains

YpðrÞ ¼ 1þ Rþ 2C
ffiffiffi
R

p
cos ðν� 2πH � rÞ, ð6:7Þ

with the energy-dependent reflectivity R and phase ν. Figure 6.4 illustrates the

effect that different positions r have on the variation of the photo yield.

For an (partly) incoherent system with atoms on non-equivalent sites a normal-

ized distribution function n(r) that describes the spread of atoms around their

average lattice position has to be introduced. Equation (6.7) is then generalized to

Fig. 6.4 Theoretical normalized photo yields for different values of H � r in Eq. (6.7). The high

sensitivity of Yp to the position of the atom r is demonstrated. Taken from Ref. [17] with copyright

permission

3Depending on the experimental setup, i.e. particularly the emission angle, non-dipole correc-

tions [15] have to be included.
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Yp ¼
R
YpðrÞ nðrÞdr ð6:8Þ

¼ 1þ Rþ 2C
ffiffiffi
R

p R
n rð Þ cos ðν� 2πH � rÞdr: ð6:9Þ

A more manageable form of this averaging equation is obtained by introducing two

new parameters: the coherent position PH¼H � r and the coherent fraction fH.

Yp ¼ 1þ Rþ 2C
ffiffiffi
R

p
fH cos ðν� 2πPHÞ: ð6:10Þ

This is the working equation for most XSW experiments since PH and fh contain all
structural information on the specific system. The coherent position 0�PH� 1 now

gives the position relative to the diffraction planes associated with the vector H:

The average bonding distance of the atoms is simply given by

dH ¼ dhklðnþ PHÞ, ð6:11Þ

where n is an integer and dhkl the substrate lattice plane spacing corresponding to

the Bragg reflection. The coherent fraction 0� fH� 1, on the other hand, describes

the degree of coherent order in the system. This is best illustrated by considering

two extreme cases: A random distribution of atoms on the surface, e.g. a thick

incoherent film of molecules, with fH¼ 0 results in Yp ¼ 1þ R, i.e. depending on

the absorption Yp� 2. A perfectly ordered ad-layer with fH¼ 1, in contrast,

amplifies the photo yield to Yp� 4.

As shown in Fig. 6.5 for three different XSW signals, i.e. carbon, nitrogen, and

zinc atoms in ZnPc (molecular structure in the inset of Fig. 6.5a) on Cu(111), one

can determine the coherent fraction and the coherent position for each atomic

species and thereby derive the average bonding distances (Fig. 6.5c) for these

atoms with high precision.

6.3 Physisorption: Interplay of Pauli Repulsion
and van der Waals Attraction

The simplest case of adsorption of a COM on a metal substrate is the case of

physisorption, where the bonding distance itself is the result of the interplay of van

der Waals attraction and Pauli repulsion between adsorbate and substrate. Just

recently it has become possible to reliably calculate bonding distances by DFT

including vdW interactions [18–20] and to quantitatively access the contributions

of these competing effect to the equilibrium adsorption height.

For the prototypical large hydrocarbon molecule diindenoperylene (DIP) the

measured averaged bonding distances on the (111) surfaces of coinage metals are

decreasing in the order Au, Ag, Cu (Table 6.1). Model calculations show that

the vdW interaction energy is increasing with decreasing bonding distance [20].
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For DIP on Cu(111), the bonding distance is small and the atomic density relatively

high, i.e. the main part of the vdW energy comes from interaction of DIP with the

first and second substrate layer. On Au(111) and Au(111), the bonding distances are

larger and the atomic densities lower, and the main contribution to the overall vdW

energy emerges from interaction between the molecule and the topmost substrate

layer (Fig. 6.6). This can be rationalized by the vdW radii rvdW of the metal atoms

which are decreasing in the order Au, Ag, Cu. With decreasing rvdW, DIP can come

closer to the metal and Pauli repulsion sets in at a shorter distance to the surface.

However, this simple picture only holds for physisorbed systems and the border to

chemisorption is fluent and particularly cannot be drawn at a bonding distance
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Fig. 6.5 (a) XSW data analysis for ZnPc on Cu(111). The coherent fraction and the coherent

position are determined by least-square fits (solid lines) to the experimental data. (b) Core-level
spectra for one particular photon energy. (c) Element-specific bonding distances for ZnPc and

F16ZnPc/Cu(111) on Cu(111). Taken from Ref. [31] with copyright permission
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where rvdW of adsorbate and substrate start to overlap [33]. In the case of chemi-

sorption also other factors like covalent bonds or charge transfer reactions have to

be taken into account in addition to Pauli repulsion and vdW interaction.

This can be demonstrated by comparing DIP with the smaller hydrocarbon

pentacene (PEN). For PEN, the bonding distance on Ag(111) is increased compared

to DIP, whereas it is decreased on Cu(111) substrates (Table 6.1). On Ag(111) the

bonding type of PEN can be described as soft chemisorption [27] leading to an

unique adsorption behavior with highly mobile molecules below monolayer cov-

erage [38, 39]. As a consequence, the bonding distance depends critically on the

coverage [27], which makes a straightforward comparison with the virtually not

coverage dependent bonding distance of DIP on Ag(111) difficult. PEN on Cu(111)

is clearly chemisorbed [28], which explains the small bonding distance.

So far, we only looked on pure hydrocarbon systems. However, functional side-

groups can dramatically impact adsorption heights and bonding types.

Perfluorination of PEN leads to an increase of 0.64Å in the averaged bonding

distance of the carbon atoms compared to PEN/Cu(111) and to an adsorption

induced distortion of perfluoropentacene (PFP) with the fluorine atoms bent

0.10Å away from the carbon skeleton (Table 6.1). In contrast to PEN, PFP on Cu

(111) can be regarded as physisorbed [28]. The molecular distortion adds an

additional dipole moment to the interface, which counteracts the decrease in the

vacuum level by the push-back effect. The total ΔVL upon monolayer formation

(measured by UPS) is thus only � 0. 35 eV for PFP on Cu(111), but � 0. 90 eV for

PEN on the same substrate [28]. For also physisorbed PFP on Ag(111) [29], the

carbon bonding distance is larger than on Cu(111) and allows PFP to retain its

planar gas phase conformation also in the monolayer on the metal substrate

(Table 6.1). In such a way, adding functional side-groups emerges as suitable

method to actively tune interface energetics. Before we discuss the dramatic effects

of oxygen side-groups on bonding distances, interface energetics and interaction

strength of PEN on metal substrates, we consider other weakly interacting systems

Fig. 6.6 Schematic of the vdW interaction of the DIP molecule with the substrate. A carbon atom

interacts with a certain number of substrate atoms, which lie within a sphere with certain radius,

marked by an arrow. For substrates with high atomic density and at a smaller bonding distance,

more substrate atoms are lying within that sphere, and the vdW interaction becomes stronger.

Taken from Ref. [20] with copyright permission
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in the next section. These are defined here that—despite a possible charge

rearrangement upon interface formation and possible signs of chemisorptive behav-

ior—the organic monolayer still remains semiconducting at the metal substrate.

6.4 Charge Rearrangements of Weakly
Interacting Systems

Pure (fluorinated) hydrocarbons are an excellent testing ground for the concepts

which have been developed to rationalize the different bonding distances of COMs.

However, these systems offer few degrees of freedom to actively control bonding

distances and thus interaction strength by adding functional side-groups. For this

purpose phthalocyanines (Pcs) evolved as model molecules to study organic/metal

interface formation and various XSW studies are available [31, 32, 40–45]. The size

of the central metal atom determines whether in the gas phase the molecules are

planar or not and are thus non-polar or polar. Additional intramolecular dipoles can

be introduced by adding moieties like Cl or O to the central atom.

Depending on the central atom site-specific interactions can appear, which can

lead to additional molecular dipole moments at the organic-metal interface and

might change the overall interaction strength between adsorbate and substrate. For

example, ZnPc is planar in the gas phase, however, adsorbed on Cu(111) the Zn

atom is protruding towards the substrate (Fig. 6.5c), which leads to the formation of

such an intramolecular dipole moment between the Zn atom and the Pc-skeleton.

Like in the case of PEN, also for ZnPc fluorination of the molecule leads to a

repulsive interaction with the substrate, the molecular backbone is pushed away

from the surface and the fluorine atoms are bent upwards (Fig. 6.5c). The adsorption

height difference between Zn and the Pc-skeleton is smaller for F16ZnPc/Cu(111)

than for ZnPc/Cu(111) and thus the intramolecular dipole moment is decreasing. In

addition, another intramolecular dipole moment is created by the adsorption height

difference of the fluorine atoms and the Pc-skeleton. All these site-specific inter-

actions lead to electronic relaxations and results in interface states, which have been

measured by angle-resolved UPS [31].

For molecules with permanent molecular dipoles, the adsorption orientation in

the monolayer is obviously crucial for the ELA. For substituted Pcs and related

molecules, a single hetero-atom (like O or Cl) is pointing out of the large

Pc-skeleton and one might naively expect that in a monolayer of such COMs on a

metal the “hetero-atom up” orientation would be the most stable one. However,

experiments show that both orientations are possible [13, 46, 47]. Moreover, the

adsorption can lead to changes in the bond lengths and thus to a change in the

intramolecular dipole moment.

For submonolayer coverages of GaClPc on Cu(111) XSW reveals that Cl-down

is the preferred adsorption geometry (Table 6.1). The Cl-down configuration leads

to a libration of GaClPc on the surface and by a precise analysis of coherent
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fractions also the libration amplitude could be determined [32]. Based on this

experimental data the charge rearrangements across the organic-metal interface

could be calculated (Fig. 6.7) and the vacuum-level shift can be disentangled into

a contribution which is related to the dipole moment of GaClPc (ΔVLdip) and a

contribution related to the charge rearrangements upon adsorption (ΔVLbond):

ΔVL ¼ ΔVLdip þ ΔVLbond: ð6:12Þ

The charge rearrangements, which result in ΔVLbond, take mainly place around the

Cl atom (Fig. 6.7), which is suggested to be covalently bound to Cu(111) [32]. Inter-

estingly, the large bonding distances of the main part of the molecule (for carbon dH
is almost twice as for the related ZnPc, Table 6.1), lead to the absence of a push-

back effect at this particular organic-metal interface [32]. The Ga-Cl bond length is

slightly increased by the adsorption compared to the gas phase and for the calcu-

lated ΔVLdip the experimentally determined bond length can be used. However, as it

becomes apparent from Fig. 6.7, in addition to the dipole moments originated in a

molecular distortion/change of bond lengths (which could be measured by XSW),

also charge rearrangements which can be regarded as a kind of polarization can take

place at organic-metal interfaces [22, 32, 48]. Thus, in order to precisely assess

interface dipoles, calculations at an advanced level are necessary.

6.5 Oxygen Side-Groups Lead to Surface-Induced
Aromatic Stabilization

If a charge transfer complex with net electron transfer into the COM is formed at the

organic-metal interface, the former LUMO of the molecule becomes (partially)

filled (Fig. 6.1b) and can thus be easily measured with conventional UPS [30, 36] 4.

Such charge transfer complexes can then be used to tune effective metal work

functions and thus the HIB of subsequently deposited COM layers [36, 50, 51], and

offer the possibility of “soft” metallic contacts into COM layers [30, 52].

The CTC formation at organic-metal interfaces often involves adsorption

induced conformation changes, as was shown experimentally e.g. for 2,3,5,6-

tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4-TCNQ) [35], 3,4,9,10-perylene-

tetracarboxylic-dianhydride (PTCDA) [33, 34, 53, 54], 1,4,5,8-naphtalene-

tetracarboxylic-dianhydride (NTCDA) [55] and the pentacene oxo-derivatives

6,13-pentacenequinone (P2O) and 5,7,12,14-pentacenetetrone (P4O) [30]. More-

over, as CTC formation involves donation and backdonation of charges, the

molecules rehybridize on the metal surface and changing bond length—including

vertical distortions of molecules on a surface—play a pivotal role in the formation

of charged organic monolayers on metal substrates.

4 “Conventional UPS” is used here in contrast to “ultrahigh-sensitivity UPS” [8, 49], which can

also detect tiny density of states which are below the detection limit of most current UPS set-ups.
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Whether organic semiconductors on a metal surface undergo a charge transfer

beyond Fermi-level pinning [4, 9, 56] with the substrate, i.e. form a metallic
organic monolayer, or maintain their finite fundamental gap does not simply

depend on the EA and IE of the molecule and ϕ of the substrate. Also the bonding

distance alone cannot be taken as explicit indicator for CTC formation. For

example, PEN and P2O have almost identical DFT calculated gas phase electron

affinities (� 1.50 eV, [30]) and the same carbon bonding distance on Cu(111)

(2.34Å, Table 6.1). For PEN on Cu(111) no distinct filling of the LUMO could

be found by UPS [28], whereas the LUMO of P2O becomes partially filled in the

monolayer on the same substrate [30]. The related P4O even exhibits an completely

filled former LUMO in the monolayer on Cu(111) [30]. The CTC formation of P2O

and P4O is accompanied by a bending of the oxygen atoms towards the Cu(111)

surface (Table 6.1 and Fig. 6.8a) and large chemical shifts in the C1s and O1s core-

levels as measured by XPS [30].

Fig. 6.7 Calculated charge rearrangement upon adsorption of GaClPc on Cu(111). (a) Electron
density increase (left) and electron density decrease (right). (b) Plane integrated charge

rearrangements Δρ as function of vertical position and impact on the bond dipole (ΔEbond). Zero

is set to the topmost metal plane. Taken from Ref. [32] with copyright permission
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The ability of P2O and P4O to form a CTC on Cu(111) (in contrast to PEN) is

related to the keto-groups of the molecules, which break the conjugation along the

molecular backbone (Fig. 6.8b). In fact, an isolated P4O molecule could be also

regarded as three benzene molecules, which are fused by the keto-groups, rather

than a PEN derivative (and similar for P2O). Upon CTC formation the molecules

rehybridize and can extend their conjugated π-system across the entire molecule

(Fig. 6.8b). In such a way, P2O and P4O become more PEN-like by the process of

surface-induced aromatic stabilization [30]. This rehybridization involves natu-

rally also bond length changes (Fig. 6.8a) and leads to the out-of-plane bending of

the C-O bonds, which could be experimentally determined with XSW (Table 6.1

and Fig. 6.8a).

Similar motifs of surface-induced aromatic stabilization could be also found for

other molecules forming CTC on metal surfaces [34, 35, 53–55]: in all cases the

conjugation is broken by functional side-groups and can be (partly) re-established

by a charge transfer from a metal substrate. However, not all of these COMs form a

CTC on each metal surface. For example, P4O on Au(111) is physisorbed with a
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planar adsorption geometry and large bonding distances, whereas P4O on Ag(111)

and Cu(111) forms a CTC with a bent adsorption geometry (Fig. 6.8a). In a

figurative description, in the initial adsorption process the bonding distance might

be determined by the interplay of Pauli repulsion and vdW interaction (as in the

case of physisorption) and only if the molecule comes close enough to the surface

CTC formation can set in. It is, however, important to bear in mind that coming

close enough to the surface is essential but not sufficient to form a CTC as was

shown by comparing PEN and P2O on Cu(111).

Noteworthy, for metallic organic monolayers—in contrast to semiconducting

organic layers—also a work function is defined (Fig. 6.1b), which consequently

determines the position of the vacuum-level. In such a way, the ELA of COMs

which undergo surface-induced aromatic stabilization on a given substrate becomes

independent from the metal substrate work function [57]. This means that interface

phenomena like push-back effect or adsorption induced dipole moments, which

have been discussed above for weakly interacting systems, do not translate directly

into vacuum-level shifts and in addition the (unknown) chemical potential of the

metallic organic monolayer plays a crucial role in the ELA.

6.6 Conclusions

The first layer of an organic thin film on a metal substrate is crucial for the energy-

level alignment of further deposited organic layers as it determines the effective

substrate work function. Element-specific bonding distances can impact interface

dipoles in various ways. For weakly interacting system these include:

• the push-back effect,

• permanent molecular dipoles,

• adsorption induced molecular distortions,

• site-specific structural relaxations.

Measuring bonding distances is thus essential for the understanding of contact

formation and the electronic structure at these interfaces. With this knowledge one

can benchmark DFT calculations [19, 20] and predict interface dipoles [25, 26].

Moreover, one can now try to tune the bonding distances by adding certain

functional groups to selected COMs. Note, however, that because the metal/COM

interaction mechanism can be rather complex, tailoring the properties is a chal-

lenging task. Especially, we almost neglected intermolecular interaction in the

(sub)monolayer, which can also have a considerable impact on bonding distances

as shown in the pioneering work of C. Kumpf et al. [40, 41, 43, 44].

The magnitude of the vacuum-level shift caused by the push-back effect depends

critically on the bonding distance [25, 26], which for physisorbed systems is

determined by the interplay of Pauli repulsion and vdW interaction, which cannot

be actively tuned. However, bulky spacer groups can hinder the conjugated core of

a COM to come closer to a surface [58]. Also, the Cl-atom in GaClPc hinders the
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Pc-skeleton to come close to the Cu(111) surface, which even leads to the absence

of a push-back effect [32]. In this case, however the molecule itself has a dipole

moment and manipulating such permanent molecular dipoles might be the most

straightforward way to control vacuum-level shifts at organic-metal interfaces.

Intramolecular dipoles caused by adsorption induced distortion are more sur-

prising and can even occur for weakly interacting systems like PFP on Cu(111) [28]

by the repulsive interaction of saturated fluorine with the substrate. The same holds

for fluorination of ZnPc [31] and CuPc [41, 42]. As the interaction of the

unfluorinated parent molecules with Cu(111) is very different, (per)fluorination

might be regarded as a general method to weaken the interaction at organic-metal

interfaces and to introduce intramolecular dipole moments to non-polar molecules.

The latter only holds if the bonding distance of the unfluorinated parent molecule is

not already too large [like in the case of PEN/Ag(111), which leads to a planar

adsorption geometry also for PFP]. Note that this rule does not necessarily hold for

strongly chemisorbed systems like F4-TCNQ on Cu(111). Also here the fluorine

atoms are bent upwards with respect to carbon and nitrogen atoms [35], however

the interaction with the substrate is believed to increase upon fluorination [35, 59].

Site-specific electronic relaxations like for ZnPc and F16ZnPc on Cu(111) can

lead to charge transfer across the organic-metal interface, which does not involve a

(partial) filling of the COM’s LUMO [31]. However, these electronic relaxations

are related to site-specific geometric relaxations, which also lead to additional

interface dipoles.

As mentioned before, for strongly interacting systems the bonding distances

cannot very easily be connected to interaction strength and also the assignment of

interface dipoles becomes more complicated as charged organic monolayers cannot

be treated uncoupled from the metal substrate. Moreover, the ELA for multilayers is

in this case also controlled by the chemical potential of the metallic monolayer. The

main driving force for surface-induced aromatic stabilization is the chemical

structure of the adsorbate and affinity-levels play a minor role. However, whether

a COM can form a CTC on a specific metal surface depends on whether it can come

close enough to the surface in the initial adsorption process (Fig. 6.8a), so bonding

distances are still important in this context.

It is important to realize that a bonding distance on its own provides only limited

insight and that one has to be careful when interpreting those numbers. For the same

COM on different metals the vdW radii of the substrate atoms play a crucial role

particularly for physisorbed systems. For different COMs on the same substrate the

situation is even more complex. At the same time, the precise bonding distances

obtained with the XSW technique are indispensable to unravel the organic-metal

interface energetics. Together with other experimental techniques like UPS and

with theoretical support we are coming closer to fully understand at least certain

model systems.
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E. Zojer, J.P. Rabe, N. Koch, Nano Lett. 8, 3825 (2008)

53. A. Gerlach, S. Sellner, F. Schreiber, N. Koch, J. Zegenhagen. Phys. Rev. B 75, 045401 (2007)
54. O. Bauer, G. Mercurio, M. Willenbockel, W. Reckien, C.H. Schmitz, B. Fiedler, S. Soubatch,

T. Bredow, F.S. Tautz, M. Sokolowski, Phys. Rev. B 86, 235431 (2012)
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Chapter 7

Structure Matters: Combining X-Ray
Scattering and Ultraviolet Photoelectron
Spectroscopy for Studying Organic
Thin Films

Alexander Hinderhofer, Keiichirou Yonezawa, Kengo Kato,

and Frank Schreiber

7.1 Introduction

In this chapter the relationship between organic film structure and ultraviolet

photoelectron spectroscopy (UPS) data is discussed. As a useful method for

obtaining detailed structural data we first summarize shortly the advantages of

X-ray scattering. Here, of course we cannot include the full body of literature on

interface-sensitive X-ray scattering but rather refer to general references. By com-

bining such structural data and electronic information from UPS new insights in the

fundamental principles of organic electronics can be obtained. On the basis of

single layer and heterostructures we discuss the dependence of the electronic level

alignment and the spectral shape of the HOMO band on the structural properties of

organic thin films. The crystallinity and therefore also the electronic properties of

an organic thin film can be tuned by controlling growth parameters such as the

substrate temperature. The examples are drawn from our own work in order to

specifically relate to other chapters in this book, which is not intended to imply that

there are no others [1–3].
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7.2 X-Ray Scattering

7.2.1 X-Ray Reflectivity

X-ray reflectivity (XRR) is a powerful tool to probe structure and morphology of

organic thin films. Here only the basic concepts of XRR are described. For the

details on this method we refer to Refs. [4, 5]. Figure 7.1 depicts the simplified

scattering geometry of XRR, for which the angle of incidence Θ and the detector

angle Ω are kept equal: Θ¼Ω. Then the complete momentum transfer q has only a
non-zero component perpendicular to the substrate (qz) and can be written as:

qz ¼
4π

λ
sinΘ ð7:1Þ

Using the Fresnel coefficients the reflectivity R of a multilayer can be modeled

within the framework of dynamical scattering theory with a recursive formalism

described by Parratt [6].

The electron density profile of a sample can be extracted along the surface

normal by fitting the experimental data. That is, only information about the out-

of-plane sample structure is obtained. In Fig. 7.2a a typical XRR dataset from an

organic thin film diindenoperylene (DIP) is shown. From fitting such a dataset the

following physical parameters, which are actually the free parameters of the fit, can

be obtained:

• Average electron density The average electron density ρe of a sample is directly

connected to the total reflection edge in XRR data.

• Film thickness From the periodicity of the Kiessig or thickness oscillations the

average thickness d of a thin film can be determined.

• Roughness From the damping of the Kiessig oscillations the roughness σrms of a

thin film can be determined.

• Out-of-plane lattice spacing In organic thin films molecules are often ordered

in a crystal, which results in a periodic variation in the electron density of a thin

film, from which the out-of-plane lattice spacing can be determined (Fig. 7.2b).

Fig. 7.1 Scattering

geometry for X-ray

reflectivity (XRR) on a thin

film. d corresponds to the

film thickness and d⊥ is the

out-of-plane layer spacing.

For XRR the momentum

transfer qz is perpendicular
to the substrate
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Since the molecules are often oriented with their long axis along the growth

direction the periodicity is on a length scale larger than 1 nm. Constructive

interference from waves scattered at the crystal planes gives rise to Bragg

reflections at certain angles. The position of Bragg reflections in XRR may be

approximated by Bragg’s law:

nλ ¼ 2d⊥ sinΘ ð7:2Þ

However, in contrast to scattering from crystal powders, for XRR, the Bragg

peak positions may in general be shifted due to multiple scattering.

• Coherently scattering island size From the periodicity of the side fringes of the

Bragg reflection (Laue oscillations) the coherently scattering crystal size can be

determined. If the periodicity of the Laue oscillations and Kiessig oscillations is

equal, the film is coherently ordered for the complete film thickness.

Modeling XRR data, such as presented in Fig. 7.2a, with the Parratt-formalism

results in a complete electron density profile of a thin film as shown in Fig. 7.2b,

from which the thin film parameters described above can be extracted. For organics,

the absorption β is in the order of 1� 10�9. Thus, for the derivation of the intensity

of specularly reflected X-rays from organic thin films β is neglected.

7.2.2 Grazing Incidence X-Ray Diffraction

To gain knowledge about lateral structures, grazing incidence x-ray diffraction

(GIXD) can be performed. Here, only the main concepts of GIXD are presented,

for details it is referred to Ref. [7].

In GIXD, the angle of incidence Θ is near the total reflection edge with an angle

of αc. In this case we observe total external reflection and the transmitted wave is

Fig. 7.2 (a) XRR data from a 20 nmDIP film grown on SiO2 fitted with a Parratt-model. The fitted

electron density versus film thickness is shown in (b)
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very weak. It propagates along the surface with a penetration depth of Λ ¼ 12kαc,
which is the distance at which the intensity falls of by a factor of 1/e. Due to the

finite penetration depth, it is called an evanescent wave. For GIXD the out-of-plane

detector angle is kept equal to the angle of incidence Ω¼Θ. The in-plane crystal

structure is probed by varying the in-plane angle 2Φ related to the in-plane

momentum transfer qxy� 4π∕λ sin Φ (Fig. 7.3).

Samples studied in the following correspond to an in-plane powder. Thus, in the

in-plane direction crystalline domains do not have a preferred orientation, How-

ever, perpendicular to the sample surface (i.e. out-of-plane), the lattice planes are

all oriented parallel to the sample surface. Therefore probing the in-plane structure

by GIXD can be understood in terms of powder diffraction. For acquisition of this

powder diffraction pattern it is possible to use a point detector and perform a 2Φ
scan. Alternatively, it is possible to use an area detector, thereby acquiring scatter-

ing data for a whole range of exit angles in the in-plane direction. With an area

detector additional information in the out-of-plane direction qz is also resolved. The
momentum transfer in each direction is calculated from the following equations:

qxy ¼
2π

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð sinΦ cosΩÞ2 þ ð cosΩ cosΦ� cosΘÞ2
q

ð7:3Þ

qz ¼
2π

λ
ð sinΘþ sinΩÞ ð7:4Þ

7.2.3 Coherent Island Size and Scherrer Formula

The peak width of a Bragg reflection depends on the number lattice planes, which

are scattering the incoming X-rays coherently. Lower limits of the coherent

in-plane island size ls can be determined by the Scherrer formula [5]:

ls ¼ 2π=FWHM � 0:9394 � Ks ð7:5Þ

Fig. 7.3 (a) In GIXD the X-ray beam has an angle of incidence near the critical angle and the

detector angle is varied parallel to the substrate by the angle 2Φ. (b) X-rays are diffracted by the

crystalline in-plane lattice by an angle 2Φ, yielding information about the lattice spacing within

the plane. Picture taken and modified from Ref. [8]
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Here Ks¼ 1. 0747 is the Scherrer constant for spherical grains and FWHM is the

full width half maximum of the peak. Here, Eq. 7.5 is mainly used to determine

the coherent in-plane island size ls. However the same formula could be used to

estimate the coherent out-of-plane island size lz. When the instrumental broadening

of the diffractometer is not included in the calculations, only lower limits of ls and lz
can be obtained.

For organic thin films grown on amorphous substrates like SiO2, ls does often not
exceed� 50 nm, which is in contrast to the much larger domain sizes visualized by

atomic force microscopy (AFM) or X-ray spectromicroscopy [9, 10]. For example

Fig. 7.4 shows an AFM image of thin DIP film on SiO2 with domain sizes of several

μm. The green dot in this image represents the average defect free coherent island

size ls� 30 nm of this sample as determined by GIXD.

7.3 Probing Depths of X-Ray Scattering and UPS

When combining data from different methods always care have to be taken. Both

X-ray scattering and UPS have usually a rather large probing area in the range of

mm2. However, the probing depths of both methods depend on different parameters

and can be very different.

Fig. 7.4 AFM image of a thin DIP film (d� 2 nm) on SiO2 showing crystalline islands on the

order of several μm. The green dot pointed at by the arrow depicts the average defect free coherent

island size ls� 30 nm as determined by GIXD
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For UPS the probing depth is limited by inelastic mean free path IMFP of the

generated photoelectrons, i.e. the average length a free electron can travel in the

film before it is scattered inelastically. The IMFP depends mainly on the kinetic

energy of the electron transferred from an incident photon and does only weakly

depend on the material. The IMFP for different kinetic energies is therefore often

presented as a “universal curve” valid for all materials. Since the penetration depth

of the incident UV-light is usually much larger than the IMFP of the excited

photoelectrons we assume that the amount of electrons generated is nearly equal

at all thicknesses through the film. Then, as illustrated in Fig. 7.5, the probability

p for an electron to reach the surface without being inelastically scattered decreases
exponentially with larger distances d between surface and place of generation.

In contrast to UPS, the probing depth of X-ray scattering techniques depend on

photon energy, angle of incidence and the dielectric function of the thin film. For

most scattering geometries, for example XRR, the angle of incidence relative to the

sample surface is above the total reflection edge. Thus the X-ray beam is penetrat-

ing completely into the sample until it is absorbed or reflected, resulting in a

probing depth which is usually much larger than the film thickness. For GIXD,

the angle of incidence is below the total reflection edge, which means that the X-ray

beam is totally reflected at the surface and only an evanescent wave, with expo-

nentially decreasing intensity (Fig. 7.5) is penetrating into the film. By adjusting the

angle of incidence (or photon energy) for a given sample the probing depth can be

varied, but due to the intensity decay versus thickness the signal-weight is always

biased to the surface area, similar as is the case for UPS.

Fig. 7.5 Illustration of probing depth for GIXD (left) and UPS (right). For GIXD, the intensity of
the evanescent wave decays exponentially from the surface dependent on photon energy and angle

of incidence. For UPS the probability p of generated photoelectrons to leave the sample

unscattered decreases exponentially for larger film thicknesses d. For example the “blue” elec-

trons may leave the film unscattered, while the “red” electrons will be scatters inelastically before

reaching the film surface
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7.4 Example 1: DIP at Different Substrate Temperatures

The structure of organic semiconductor thin films is frequently modified by varying

the substrate temperature during deposition to tune the electrical and optical

characteristics of the films. In general, at high substrate temperatures (T ) molecular

mobilities are high leading to enhanced crystallinity and grain size in the grown

films [2, 11]. In contrast, deposition at low temperatures is applied to obtain less

crystalline or amorphous films [9, 12–17]. For low T growth, it is often not clear, if

the film undergoes a structural or morphological transition upon heating to room

temperature, because characterization is mostly done after growth at room temper-

ature. In particular, properties like crystallinity, molecular orientation and rough-

ness of the film surface are important for device applications with organic

heterostructures, where the top surface of the first layer serves as a template for

subsequent layers [3, 18, 19].

Here, we study the morphological and electronic impact of post-growth heating

on low T deposited organic thin films by X-ray reflectivity (XRR) and ultraviolet

photoelectron spectroscopy (UPS). For the experiments we choose diindeno-

perylene (DIP, C32H16, inset Fig. 7.6b) as an organic material with high relevance

for applications [20–23]. For example, organic solar cells with DIP as electron

donor reached high fill factors and power conversion efficiencies of more than 4%.

DIP is deposited on two different substrates (indium-tin-oxide (ITO) and silicon

dioxide (SiO2)), because the film characteristics on both substrates differ in crys-

tallinity [15, 16]. X-ray diffraction techniques [5] were applied to determine the

bulk crystal structure and surface roughness (σRMS). UPS was used to determine the

surface electronic structure, which depends on the crystallinity, orientation and
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the molecular structure of DIP. Reprinted with permission from Ref. [31]

7 Combining X-Ray Scattering and UPS 115



uniformity of domains at the surface [24–26]. The combination of both techniques,

therefore, provides information on the change of structure and morphology of the

films for the entire thickness region.

7.4.1 Experimental

Organic thin films of DIP were grown on silicon wafers with native SiO2 (surface

roughness σRMS¼ 0. 3 nm) or on ITO-coated glass substrates (ITO thickness:

130 nm, σRMS¼ 0. 95 nm) under ultra high vacuum (UHV) conditions (base

pressure< 6 � 10�9 mbar) by thermal evaporation. Before deposition, substrates

were cleaned ultrasonically with acetone, isopropanol, and ultra pure water,

followed by heating to 700K in the UHV growth chamber. The growth rate was

between 0.1 and 0.3 nm/min monitored by XRR and a quartz crystal microbalance.

Substrate temperatures during growth and measurements were controlled with

liquid nitrogen cooling in a range of T ¼ 200� 300K.

In situ XRR and grazing incidence X-ray diffraction (GIXD) for the ITO

samples were performed at beamline ID10B (λ¼ 0. 092 nm) of the ESRF in Gre-

noble, France. XRR for SiO2 samples were performed at the X04SA beamline of

the Swiss Light Source, Paul Scherrer Institut, Villigen, Switzerland (λ¼ 0. 10 nm).

Peak indexing of DIP is based on the crystal structure (P21/a polymorph) reported

in Ref. [27]. Modeling of XRR data was done with Motofit [28].

He I UPS experiments were performed with a home-built UHV system equipped

with a PHOIBOS-HSA100 analyzer with an energy resolution of 60meV [29]. UPS

were measured at a light incident angle of 45∘ and electron emission angles of 0∘

(normal emission). After growth in a UHV preparation chamber the samples were

directly transferred to the measurement chamber without breaking the vacuum and

with keeping the substrate temperature at 200K. The vacuum level (VL) was

obtained by applying a sample bias of � 5V during the UPS measurements.

7.4.2 Results

Figure 7.6a shows XRR data from a DIP film with a thickness of d¼ 20 nm grown

on ITO at 200K and measured at 200K directly after growth and after slow heating

(� 1 h) to 300K. Both films show no out-of-plane Bragg reflections, indicating

weak order in this direction. We applied a three layer model (glass-ITO-DIP) to fit

the electron densities ρ of the as-grown and the annealed films (inset Fig. 7.6a).

From the electron densities of both films it is evident that the roughness is reduced

by 50% during annealing from initially σRMS¼ 0. 90 nm to σRMS¼ 0. 45 nm at

300K. For comparison, XRR from a film grown and measured at 300K is

also shown. This film is crystalline and exhibits an out-of-plane lattice spacing

of 1.69 nm corresponding to textured growth of the strained high temperature
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phase of DIP (HT-phase) [27, 30] with the (001) plane parallel to the substrate

(σ-structure). The roughness of this film is significantly higher compared to low

T deposited films (σRMS¼ 2. 6 nm).

Figure 7.6b shows GIXD data of the 200K DIP film on ITO before and after

heating. Before heating the film shows only very broad Bragg reflections with the

most intense feature stemming from domains with nearly lying DIP molecules

(λ(001) of the HT-phase). During heating the film crystallizes partly in the DIP

HT-phase as seen by the slight intensity increase of the σ(110) and σ(120) reflec-
tions. However, all reflections both from the λ- and σ-structure remain broad with a

coherent island size of less than 5 nm estimated with the Scherrer formula [5].

GIXD data from a crystalline film grown and measured at 300K (Fig. 7.6b) exhibits

mainly Bragg reflections corresponding to textured growth of the DIP HT-phase

(σ-structure) [27]. Bragg reflections marked with stars stem presumably from a DIP

low temperature phase as suggested in Refs. [15, 16, 27]. XRR and GIXD data

show that during heating to room temperature the bulk DIP film on ITO crystallizes

only partly, however, the reorganization of the surface molecules yield a very low

roughness.

In Ref. [15] it was shown that low T deposition of DIP on SiO2 yield films, which

are more crystalline than films deposited on rough substrates like ITO. In the

following, we report on an in situ study of such a film, in order to test if the surface

smoothing observed for amorphous DIP films on ITO is also present for crystalline

films upon heating to room temperature.

Figure 7.7 shows XRR data from a DIP film (d¼ 10 nm) grown on SiO2 at 200K

measured at 200K directly after growth and after slow heating to 300K. From the

modeled electron densities of the heated and the as-grown 200K DIP film (inset

Fig. 7.7) we find that both films are crystalline and exhibit an out-of-plane lattice

spacing of 1.69 nm corresponding again to textured growth of the strained DIP

HT-phase (σ-structure) [27, 30]. However, the layer fillings of these films show
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significant differences (inset Fig. 7.11), resulting in roughnesses of σRMS¼ 1. 5 nm

for the as-grown film and σRMS¼ 0. 75 nm for the heated film. This observation is

rationalized by a molecular ‘downhill’ current from the top layer (7th) to the partly

filled lower lying layers (6th, 5th, 4th), thereby leaving the out-of-plane crystal

structure and the intermediate electron density unchanged. For comparison, XRR

from a film grown and measured at 300K is also shown. This film has the same out-

of-plane lattice spacing (1.69 nm) and a similar roughness as the 200K film without

annealing (σRMS¼ 1. 6 nm).

The observation of the roughness reduction by� 50% shows that the reorgani-

zation of surface molecules is not exclusively a feature of amorphous films.

Surprisingly, also for a bulk crystalline film deposited at low T the surface is

smoothed upon heating.

7.4.3 UPS

We employed UPS to detect the correlation between structure and the molecular

electronic states upon heating, since the electronic states near the surface play

a significant role in the energy level alignment of organic heterostructures.

The probing depth of UPS is� 1 nm, which means that the bulk of the film

does not contribute to the measured data. Figure 7.8 shows UPS data of DIP

films prepared under similar conditions as those as presented above. The ioniza-

tion potential (IP) of DIP (200 K) on SiO2 (5.32 eV) and on ITO (5.5 eV) was

Fig. 7.8 (a) UPS data of DIP films grown on SiO2 (d¼ 10 nm) and ITO (d¼ 20 nm) at 200K and

after slow heating (� 4 h) to 300K. (b) Schematic energy level diagram. The HOMO width is

given by the difference of the HOMO peak position and the HOMO onset. Reprinted with

permission from Ref. [31]
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determined from the onset of the highest occupied molecular orbital (HOMO)

and the vacuum level (VL). The IP of DIP depends on the orientation of the

molecules at the surface [32]. An IP of 5.32 eV is consistent with a nearly upright

oriented DIP film [20, 33]. The IP of lying DIP is larger by� 0. 4 eV compared to

nearly upright standing DIP as was shown in Refs. [34–36]. The DIP film on ITO

is nearly amorphous and exhibits therefore no preferred molecular orientation. In

addition, the size of orientational domains is very small, which results in a

common vacuum level. Consistently, the IP of 5.5 eV of this film corresponds

to an average of standing and lying DIP.

After heating the IP of both films did not change significantly, indicating that

the DIP molecules did not reorient on average. However we detect a parallel shift

of all valence features towards the Fermi level, which is attributed partly to an

interfacial dipole effect and partly to the reduction of gap states (Fig. 7.8b).

Dipole effects are associated with a parallel shift of the HOMO and the vacuum

level. A HOMO shift stemming from a reduction of gap states is recognized by a

reduced peak width of the valence states (gap state effect). For DIP on SiO2 (ITO)

the HOMO shift is Δ E¼ 0. 15 eV (Δ E¼ 0. 08 eV) with a contribution of 0. 08 eV

(0. 03 eV) from the dipole effect and 0. 07 eV (0. 05 eV) from the gap state effect.

The dipole effect may be attributed either to an interfacial dipole between the

surface layer and its underlayer induced by a slightly different electron density at

the interface [37], and/or a temperature dependent level alignment between the

substrates and the DIP. The spectral broadening at low T is caused by different

polarization environments associated with disorder of the molecules at the

nearest-neighbor level. The peak narrowing upon heating indicates therefore

that the surface molecules are more uniformly ordered for both systems which

results in more similar polarization environments for them. Since the density of

gap states is reduced, the HOMO level shifts closer to the Fermi level. This effect

is explained in detail in Refs. [38–40].

When comparing the DIP-on-SiO2 and the DIP-on-ITO systems several differ-

ences can be found as shown in Fig. 7.9: First, at 200Kmolecules at the film surface

on SiO2 orient basically nearly upright (σ-orientation), which is consistent with the

data in Fig. 7.6. Nevertheless, at this temperature the spectral features of DIP-on-

SiO2 exhibit a similar or even stronger broadening compared to DIP-on-ITO, which

can be observed most easily from the energy region around � 4 eV marked with

brackets in Fig. 7.8. The broad spectrum of DIP-on-SiO2 implies that, in spite of

better bulk crystallinity, the surface material in films on SiO2 does not show a better

in-plane order than DIP-on-ITO. Second, upon heating peak narrowing and the

spectral shift are both significantly more pronounced for the DIP-on-SiO2 system

compared to the DIP-on-ITO system. This implies that the ordering effect of the

surface material is more pronounced if the crystallinity of the initial material is

better, which is the case for DIP-on-SiO2 (Fig. 7.9).
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7.5 Example 2: C60 on DIP

For growth of organic thin films the structure and morphology depends strongly

on the substrate, onto which they are deposited [2, 41]. This was demonstrated

for example by the surface modification of an inorganic substrate with an organic

self assembled monolayer (SAM), which influenced the resulting growth behavior

[42–49]. For such heterostructures the growth behavior of the top layer is mostly

discussed in terms of surface energies, although also some degree of azimuthal

alignment has beenobserved [49]. In contrast, a close relationship between twoorganic

layers can be observed in organic-organic heteroepitaxy [3, 18, 50–52]. There, the

growth behavior of the deposited compound depends on the, usually anisotropic,

potential surface of both involved materials. The control of the top layer morphology

by tuning of the bottom layer was also discussed as templating, particularly for

changing themolecularorientation relative to the surface (standingorientationvs. lying

orientation) [16, 53].

The structural relationship at an organic-organic hetero-interface resulting from

the non-equilibrium growth process has a large impact on electrical properties, inter
alia charge carrier generation and transport [1, 54]. For example for organic field

effect transistors it was shown that an organic templating layer may improve the

electronic mobility of the active material substantially [18, 55–57]. In this regard,

an important point for small-molecule organic semiconductors can be the orienta-

tion of the molecules. Frequently, there is at least a competition between lying

down and standing up orientation [35, 45], which depends strongly on the under-

lying substrate. Other systems, such as PTCDA exhibit a very strong tendency to

form lying-down structures, almost independent of the substrate [17, 49, 58–60]. In

this context, C60 is a rather unique case in the area of small-molecule organic

ITO ITO

SiOx SiOx

200 K 300 K

Roughness

Roughness

Fig. 7.9 A sketch of DIP thin films on ITO and SiO2 illustrating the surface smoothing due to

crystallization upon heating. Reprinted with permission from Ref. [31]
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semiconductors, since it exhibits essentially rotational symmetry. The issue of

lying-down vs. standing-up orientation does not complicate matters, and the orien-

tational degrees of freedom in structure formation enter basically only via the

orientation of the lattice planes and their distribution or alignment. C60 was

shown to grow with low structural order on several inorganic substrates like SiO2

[61], quartz glass [62] and sapphire [55] but crystallizes well on organics like

pentacene [55, 63] or sexiphenyl [64, 65].

Here, we study the influence of a diindenoperylene (DIP, Fig. 7.10) templating

layer [27, 30, 66–68] on the growth and electronic structure of C60. The combination

of C60 and DIP in a heterostructure was shown to exhibit excellent photovoltaic

performance [20, 69], which is related to the high exciton diffusion length in DIP

[23, 70] and the favorable energy level alignment of both materials [20, 21, 33].

In addition, we investigate to which extent structural properties like roughness,

domain size and crystallinity of the DIP templating layer influence the growth of C60.

To study the structure of C60 thin films we compare first a reciprocal space map

of a C60 film grown on SiO2 (C60/SiO2; Fig. 7.11a) with data from C60 grown on

DIP (C60/DIP; Fig. 7.11b). The C60/SiO2 film exhibits broad diffraction rings

indicating crystalline domains without preferred orientation. Indexing is done

according to the C60 fcc-structure reported in Ref. [72]. One reflection, indexed as

C60# in the bottom GIXD data, does not stem from the C60 fcc-structure. Its q-value

(q¼ 0. 725Å�1) coincides with the (100) reflection from the C60 hcp structure. This
observation is in agreement with single crystal growth, where a small fraction of

crystals adopt hcp packing [72]. Note that in the indexing of GIXD data at the

bottom of Fig. 7.11a only one index for each reflection is given, since other

reflections with the same j q j cannot be distinguished. The scattering data of the

C60/SiO2 film shown here is in agreement with data presented in Ref. [61].

Figure 7.11b displays 2-dimensional GIXD data from a C60/DIP heterostructure.

At the bottom the integrated GIXD intensity is shown. Indexing is done again

according to the C60 fcc-structure. Compared to C60 grown on SiO2 (Fig. 7.11a) the

diffraction pattern of C60 grown on DIP shows significant differences. The distri-

bution of Bragg reflections reveals the alignment of the fcc-(111) crystal plane
parallel to the substrate. Only a small fraction of crystallites nucleates with a

random orientation as indicated by the weak C60 (111)* index. Note that the

Bragg reflection at qxy¼ 0. 725Å�1 stems not from the hcp-structure as in

Fig. 7.11a. InZstead, this peak is the projection of the fcc-(11-1) Bragg reflection

onto the qxy plane. The width of the fcc Bragg reflections in qz (out-of-plane) is

Fig. 7.10 Sketch of

fullerene C60 and

diindenoperylene (DIP,

C32H16). Reprinted with

permission from Ref. [71]
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relatively large because of the small crystal size in qz direction limited by the film

thickness of 15 nm. The in-plane coherent crystal sizes ls of both C60 films were

determined with the Scherrer formula to be ls¼ 7 nm for the C60/SiO2 film and

ls¼ 28 nm for the C60/DIP film. For the determination of ls of both C60 films we

choose the (2-20) and (4-2-2) reflections and averaged over the obtained values.

The difference in ls is a clear evidence for the improved crystal quality and

reduction of crystal defect density in the C60/DIP film compared to the C60/

SiO2 film.

7.5.1 UPS

Since C60/DIP films are highly relevant for photovoltaic applications [20], we study

whether the templating effect demonstrated above influences the electronic struc-

ture of C60.

Figure 7.12a shows UPS data of the highest occupied molecular orbital (HOMO)

region of C60 grown on DIP and SiO2. The overall shape of the HOMO and HOMO-1

states in Fig. 7.12a correspond to spectra measured for C60 thin films on various

inorganic and organic substrates/films [63, 75–77]. The similarity to the gas phase

spectra of C60 [78] indicates only weak interaction betweenmolecules in the thin film.

Apart from a spectral shift of 150meV, resulting from the different energy level

Fig. 7.11 (a) Reciprocal space map from a 60 nm C60 film recorded with a MARCCD area

detector. At the bottom additional GIXD data measured with a point detector at qz¼ 0. 02Å�1 is

shown. (b) 2-dimensional GIXD data from a 15 nm C60 film grown on a DIP templating layer

(d¼ 4 nm) indexed according to the C60 fcc-structure. The data consist of four detector scans at a
fixed angle of incidence at 0.1 ∘ performed with a PILATUS II area detector. Images from each

data point were transformed into q coordinates and then assembled into one image. One scan was

performed parallel to the substrate plane, for which at the bottom the integrated GIXD data is

shown. Three scans were performed along the C60 crystal truncation rods. Reprinted with

permission from Ref. [71]
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alignment (ELA) of the C60 film to the DIP layer and the SiO2 substrate, both spectra

from theC60 films are essentially identical. This can be seenmore clearly in the inset in

Fig. 7.12a, where the data are overlayed and the C60/DIP data were shifted by

150meV. In addition, also the ionization potentials (IP) determined by the secondary

electron cutoff and the HOMO onset are equal (6.4 eV) for both C60 films. Strong

changes in structure and domain orientation for organic thin films lead to a significant

change in spectral width of the HOMO or the IP depending on the molecular system

[31, 32, 79]. However, our data demonstrates that at room temperature thin films of

C60 do not show these effects because of the reasons described below.

In general several mechanisms may influence the HOMO-band width of a

molecular material [24, 80]. For instance in a non-uniform or disordered film the

polarization energy (final state effect) and the intermolecular interaction (initial

state effect) is locally different, resulting in slightly different ionization energies at

different positions and therefore in spectral broadening. Another broadening effect

is associated with band dispersion due to delocalization of the electronic states,

which can be observed only for large single crystals of C60 [81] and can therefore be

omitted in the following discussion. In comparison to the C60/SiO2 film we may

expect spectral sharpening for the C60/DIP film, because of the improved crystal

quality. The island size of the C60/SiO2 film is much smaller compared to the

C60/DIP film, implying that the density of crystal defects is higher in the C60/SiO2

film compared to the C60-on-DIP film. However, the absence of any difference in

Fig. 7.12 (a) UPS data from C60 (d¼ 13 nm) grown on SiO2 and grown on DIP (d¼ 4 nm).

The inset shows the normalized HOMO regions of both datasets with the C60/DIP data shifted by

150meV. (b) Sketch of the electronic level alignment from the UPS data in (a). LUMO levels were

taken from Refs. [73, 74]. All values are given in eV and have an error bar of � 0. 05 eV. The

width of the HOMO state is determined by the respective onsets. Reprinted with permission from

Ref. [71]

7 Combining X-Ray Scattering and UPS 123



the width of the C60 states implies that a small coherent island size in a C60 film has

no significant impact on the polarization energy/intermolecular interaction. This

observation may be rationalized by the high-symmetry shape of the single C60

molecule and its rotation at room temperature [76, 82], which results in a much

smaller local polarization/interaction variation due to crystal defects in comparison

to anisotropic rod-like molecules.

For the mechanisms of energy level alignment at the organic-inorganic and

organic-organic interfaces several different models have been discussed [39, 83–88]

without a definitive conclusion in the literature. Figure 7.12b summarizes the ELA of

two measured samples. For a low work function substrate like SiO2 (WF ¼ 4.23 eV)

the C60 LUMO (lowest unoccupied molecular orbital) level is presumably located

at the substrate Fermi level leading to an interface dipole of 0.36 eV. For organic-

organic heterostructures the ELA of the top layer is typically governed by the

energetic position of the bottom layer. The difference of the HOMO onsets of DIP

and C60 as determined here is Δ EHOMO¼ 0. 86 eV, similar to values reported for a

DIP/C60 heterostructure on PEDOT:PSS [20] and for the vice versa heterostructure

(DIP-on-C60) [33].

7.6 Summary

In summary, we presented two studies on how X-ray scattering can be combined

with UPS to obtain detailed insights in the properties of organic thin films:

In the first example we observed the surface smoothing of low T deposited

organic thin films upon heating to room temperature. With the combined results

from X-ray scattering and UPS we illustrated the process of surface smoothing by

crystallization as in Fig. 7.9. After low T deposition on ITO, the DIP film is nearly

amorphous and also rough. Upon heating the surface material is crystallizing in

domains without any predominant texture, whereas the bulk material does not

strongly reorganize, because of lower mobility of these molecules. This crystalli-

zation process is associated with a molecular “downhill” current, which smooths

the surface. In contrast to deposition on ITO, the DIP film deposited on SiO2 is,

except for the top surface material, already crystalline with a preferred orientation

of the domains (σ-orientation). Upon heating to room temperature, the surface

material is also crystallizing and exhibits thereby a similar smoothing as the film

on ITO. Therefore, we conclude that the smoothing effect observed is qualitatively

irrespective of the degree of bulk crystallinity. In addition, due to the crystallization

the density of gap states at the surface is changed leading to a shift of the valence

band features towards the Fermi level. The observed post-growth smoothing and

crystallization is of importance for the growth of organic heterostructures, where

the top surface of the first layer serves as a template for subsequent layers.

In the second example we demonstrated that the structural order of C60 is

significantly improved by inserting a DIP templating layer between the SiO2

substrate and C60 film. In contrast to growth on an amorphous substrate like SiO2,
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C60 grown on a DIP film exhibits alignment of fcc-domains with the (111) plane

parallel to the substrate and a significant increase of the coherent in-plane island

size ls by a factor of� 4. UPS measurements revealed that the spectral broadening

of the C60 HOMO region interestingly do not depend significantly on the structural

order in the C60 film. This observation is in strong contrast to the data presented in

the first example study where an increased of structural order in DIP lead to a

significant sharpening of the HOMO band. This unusual behavior can be rational-

ized by the highly symmetric shape of the C60 molecule.
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Chapter 8

Photoelectron Yield Spectroscopy
for Organic Materials and Interfaces

Hisao Ishii, Hiroumi Kinjo, Tomoya Sato, Shin-ichi Machida,

and Yasuo Nakayama

8.1 Introduction of Photoelectron Yield Spectroscopy

Information on the electronic structures of various organic semiconductors is

indispensable for understanding the operation of organic electronics and improve

the device performance. As described in other chapters, such information has been

widely investigated by using photoemission spectroscopy such as ultraviolet photo-

electron spectroscopy (UPS) and X-ray photoelectron spectroscopy (XPS). Actu-

ally, the bulk and interfacial valence electronic structures of various organic

semiconductors have been investigated by UPS, but there are several drawbacks

as follows.

Firstly, the environment for UPS measurement should be restricted to high or

ultrahigh vacuum (UHV) condition. This is because the mean free path of photo-

electrons should be longer than the dimension of the measurement chamber to

exclude the inelastic scattering of photoelectrons by residual gas molecules. On the

other hand, organic electronic devices work practically not in vacuum but in

atmospheric air environment. It is well known that the air, especially, oxygen and

moisture influence the performance and degradation process of organic devices

[1]. In addition, very recently the possibility of liquid organic semiconductors was

proposed for liquid organic light emitting diodes [2]. Because of finite vapor

pressure, UPS is not applicable for liquid system, although some efforts to measure

UPS of liquid system in vacuum environment by using micro liquid jet were

reported in literature [3]. Thus, in order to investigate practical aspect of organic
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devices, the observation of the electronic structures in atmospheric condition is

strongly desired.

Secondly, charge-up problem is serious for UPS measurement of insulating

materials such as organic semiconductors. When photoemission occurs in an

organic film, holes are left in the film. Such holes are attracted by their image

charge in the conducting substrate underneath the film, and ideally can escape to the

earth through the substrate making the system neutral. In practical system, there

exist many charge carrier traps to capture the traveling holes. If the sample is good

conductor with charge carriers, the trapped charge can be neutralized by the

redistribution of charge carriers in the sample. Unfortunately this is not a case for

conventional organic semiconductors. If the sample is positively charged, photo-

electrons are decelerated inducing spectral shift or deformation. At worst, the

emission of photoelectron is suppressed. This is called charge up. To avoid this,

sample neutralization with an electron flood gun and the usage of very thin films are

common maneuver [4, 5]. Flood gun is not effective because of possible sample

damage by electron irradiation. Usually, thin film of less than several tens nm is

used and the excitation light intensity is reduced by inserting a mesh in light path.

Such thickness limitation restricts the application of UPS for organic films. For

example, the typical thickness of organic devices is several hundreds nm, and the

UPS measurement for device-scale film is not possible. In the case of organic single

crystals, which has attracted much attention due to their high performance, the

typical thickness is in the order of micro-meter, and conventional UPS measure-

ment is not available unless the crystal is illuminated by additional laser light to

increase photoconductivity as described in Chap. 2. As a consequence, techniques

for probing the electronic structures of insulating material, independently of the

charging effect, have been highly anticipated.

To overcome these problems in UPS, photoelectron yield spectroscopy (PYS)

can be applied to investigate the occupied electronic states of materials. Figure 8.1

shows the principle of PYS for organic sample. In PYS, the quantum yield of

photoelectron (Y ), which is the number of emitted photoelectrons per photon

absorbed, is detected as a function of incident photon energy (hν). It should be

noted that physical process for PYS is the same as photoelectron spectroscopy

(PES) where photoelectrons are emitted from the sample surface upon UV irradi-

ation; photoemission event is common, but the photon energy range and detection

scheme of photoelectrons are different. If hν becomes greater than the threshold

ionization energy (I) of an organic sample during hν scan, the value of Y starts to

increase. Thus by determining the threshold of the spectrum, the value of I can be

evaluated. In the case of metal sample, the work function of the sample can be

deduced in similar way. In contrast to PES, not the kinetic energy but total number

of photoelectrons is essential to PYS leading to some advantages to overcome the

problems of UPS: (i) PYS is available not only in vacuum but also in air. (ii) Sample

charging can be practically avoided as described later.
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8.2 Analysis of the Threshold Region of PYS

Regarding of theory to evaluate photoemission yield, Pope and Swenberg reported

a detailed review [6]. Here the simple principle will be described after the literature.

According to the three-step model [7], photoemission event consists of three

steps; (i) optical excitation of an electron at initial energy E, (ii) electron transport

towards the surface, and (iii) escape through the surface to vacuum. During the

steps (ii) and (iii), primary photoelectron suffers from inelastic scattering and

secondary electrons with lower kinetic energy are produced. Thus, the total photo-

emission current I(E, hν) can be expressed by

I E; hνð Þ ¼ Ip E; hνð Þ þ Is E; hνð Þ: ð8:1Þ

Here the Ip and Is are the current of primary and secondary electrons, respectively.

To evaluate Is, scattering processes such as electron–electron and electron–phonon

scattering should be considered. But, if we focus on the threshold region of PYS,

photoelectrons are mainly primary, and the contribution of Is will be neglected

hereafter. The primary term can be expressed according to the three steps as

I E; hνð Þ ¼ P E; hνð ÞX Eð ÞT Eð Þ; ð8:2Þ

where P(E, hν) is the probability of exciting an electron to a state of energy E with

photon energy hν, X(E) is the transmission probability for the electron at the level

E, and T(E) is a surface escape function. According to Fermi’s golden rule, P(E, hν)
can be described as

Fig. 8.1 Principle of photoelectron yield spectroscopy in the case of organic materials
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P E; hνð Þ ¼ A Ψ fh jr Ψ ij ij j2Ni E� hνð ÞNf Eð Þ
¼ AN opt

i E� hνð ÞN opt
f Eð Þ

ð8:3Þ

where ψi and ψf are the initial and final states wave function, respectively, Ni and Nf

are the density of states (DOS) of initial and final states, A is a constant. If the matrix

element is effectively included to N term, P can be expressed by the product of

initial and final optical density of states (Nopt
i and Nopt

f ). Transmission probability

can be simply assumed as

X Eð Þ ¼ L Eð Þ
L Eð Þ þ la hνð Þ ; ð8:4Þ

where L(E) is an isotropic scattering length of electrons, and la is an absorption

depth.

Surface escape function can be simplified as

T Eð Þ ¼
0; E � Evac

1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Evac=E

p� �
; E > Evac

; ð8:5Þ

under assumption of isotropic distribution of photoelectrons. Here Evac is the

energy of vacuum level of the sample. Finally, the photoemission yield for hν can
be described as

Y hνð Þ /

Z hν

Evac

P E; hνð ÞX Eð ÞT Eð ÞdE
Z hν

0

Nopt
i E� hνð ÞNopt

f Eð ÞdE
ð8:6Þ

In PYS, the threshold energy for photoemission is essential, but practically the

precise determination of the threshold is not easy, because the observed yield shows

finite intensity even far below the ionization energy. That is, if we magnify the

threshold region in the yield curve, some structure can be seen close to detection

limit. Thus, the yield curve in the threshold region is fitted by assuming some

function form to determine the threshold energy ET.

In the case of metal sample, the yield curve shows so-called Fowler function

curve. Fowler described the yield function of photoemission from metal sample

with work function Φ as the following equations [8].
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Y ¼ bT2F
hν� Φ

kT

� �
, ln

Y

T2

� �
� lnb ¼ ln F

hν� Φ

kT

� �� �

F μð Þ ¼ eμ � e2μ

22
þ e3μ

32
� � � for μ � 0

¼ π2

6
þ 1

2
μ2 � e�μ � e�2μ

22
þ e�3μ

32
� � �

� �
for μ � 0:

ð8:7Þ

Figure 8.2a shows an example of Fowler plot of a contaminated gold film. The ln

(Y/T2) is plotted as a function of (hν-Φ)/kT. From the best fitting, the work function

was determined as 4.26 eV. If the hν is not close to the threshold, the equation can

be approximated as quadratic function [9].

Y / hν� Φð Þ2: ð8:8Þ

Thus, the value of Φ can be easily determined as the threshold in hv�Y1/2 plot as
shown in Fig. 8.2b. This value corresponds to the work function at zero tempera-

ture. Except the case of Fowler plot, the yield curve is usually analyzed by using

power dependence; Y/ (hν�ET)
n. The Eq. (8.8) for metal sample corresponds to

the case n¼ 2. In the case of inorganic semiconductors, Kane proposed n values for
various cases. n¼ 1 and 2 are indicated to the case of direct and indirect optical

excitation, respectively. Under the consideration of surface processes, it can vary

among n¼ 1, 3/2, 2, 5/2 depending on the surface properties [10]. For a large

number of organic materials, a cubic dependence,

Y / hν� ETð Þ3; ð8:9Þ

is observed near threshold [6]. A variety of phenomenological explanations of cubic

dependence have been proposed [11, 12]. It should be noted that there are some

theory to explain n¼ 3 but this value is still empirical. Pope et al. wrote that caution

should be exercised in overstressing the significance of the good fit [6]. They

showed an example where all of Y1/3, Y1/4, and Y1/5 plots show good linearity for

experimental result of tetracene reported in the [11]. n¼ 2 is also often used for

organic semiconductors in analogy to inorganic semiconductors without serious

consideration. At this present, the fitting by n¼ 2, 5/2, 3 should be tried to

determine the threshold, and the plot with best linearity should be adopted. But if

we compare the difference in ionization energy among the different materials, n is

better to be fixed, because the threshold energy depends on the value of n.
In addition to ionization threshold, PYS can give us rough insight for density-of-

states near threshold region. If X(E), T(E), P(E, hν), and Nf
opt(E) in Eqs. (8.3) and

(8.6) can be regarded constant, the first derivative of the yield with respect to

energy, dY/d(hν), reflects an effective density of states around valence top region

[13]. The validity of this assumption is not well established. Practically, the

situation strongly depends on material. Caution should be paid upon this kind of

analysis of PYS spectrum.

8 Photoelectron Yield Spectroscopy for Organic Materials and Interfaces 135



-10

-9

-8

-7

-6

-5

-4

lo
g 

(Y
/T

2 )

200190180170160150140130

hn / kT 

Au
experiment
Fowler function(4.26 eV)

0

Y
1/

2  
/ 
ar

b.
un

it
s

5.04.84.64.44.24.03.83.6
Photon energy / eV

Au
experiment

- - linear extrapolation(4.27 eV)
Fowler fnction(4.26 eV)

4.27eV

Fowler Plot

Y plot

Au film

Au film

a

b

Fig. 8.2 (a) An example of

Fowler plot analysis to

determine the work function

of a gold film from PYS

spectrum. (b) The plot of
the square root of the yield

to determine the work

function at zero temperature

approximation

136 H. Ishii et al.



8.3 Detection Methods of Photoemission Yield

Primary advantage of PYS is that it can be applied in both vacuum and non-vacuum

atmosphere. For vacuum system, PYS has a long history. Very early works were

basic experiments to verify quantum mechanics for some metal surfaces (For

example, [14]). Fowler gave a theoretical interpretation to determine the work

function from the experiment [8]. Later, it was established as spectroscopic method

to investigate the electronic structures of inorganic materials [13, 15, 16]. PYS was

also applied to investigate interfacial electronic structures of inorganic semicon-

ductors [17, 18]. Except early stage, electron multiplier was used to sensitively

detect photoelectrons. Because the multiplier can work only in high or ultrahigh

vacuum, this type of PYS measurements was limited to vacuum environment.

The efforts to perform PYS in non-vacuum environment were made by various

research groups. Pope et al. performed atmospheric PYS measurements for small

organic single crystals. Their apparatus was based on the Millikan chamber. The

charged small (μm-scaled) crystals are suspended like a droplet of Millikan exper-

iment. The photoemission event changes the charge of the crystal inducing the

movement of the crystal. The movement can be detected by using optical method

with extremely high sensitivity enough to detect two-photon process by conven-

tional light source [6]. Because the sample form is much limited to small particle or

crystal to be suspended, this technique cannot be standard technique for PYS in air.

Practically established method to detect photoelectrons in air was proposed by

Kirihara and Uda et al. [19]. They developed low energy electron counter. Elec-
trons ejected from a sample surface to air attach to oxygen molecules to form

oxygen anions. This counter can detect such oxygen anions. This is like a

discharge-type counter, and once the oxygen anions enter the discharge region

under bias voltage, it initiates continuous discharge to induce electrical signal to be

detected. This method enabled PYS measurements in air practically, and the

commercial apparatus has been widely utilized in the device field. Because oxygen

in air can absorb high energy photon (λ< 240 nm), the usage of this technique was

initially limited to detect ionization energy less than 6 eV. Later, the optimization of

optical arrangement to reduce the absorption by oxygen, the limitation is now

extended to less than 7 eV. The existence of oxygen molecule is not necessary

condition, but it is much preferred for stable measurement with good S/N ratio

(Y. Nakajima, personal communication). The saturation limit of the detector is

several thousands count per second because the detector is not always open to

signal (due to reset process to stop the continuous discharge), but the limitation is

not problem for usual samples.

The other approach to detect photoelectron in air is to measure current to

compensate the sample after the photoemission. Historically, Smith demonstrated

the detection of photoelectron emission from Al and Ni surface in air just by

measuring photoemission current, although the hν was not scanned [20]. Later

several group including us developed apparatus to detect the emission of photo-

electron in air as current [21–23]. Current detection has some advantages; wide
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dynamic range and feasibility in both vacuum and non-vacuum environment. In

current detection in air, the application of electric field to extract photoelectrons

from the sample is necessary. This is because the mean-free-path of photoelectron

in atmospheric condition is less than μm order, leading the formation of negative

space charge close to the sample surface under no field. Such space charges

suppress the further photoemission. For that reason, finite field to support electron

emission is usually applied to the sample intentionally or unintentionally. Here it

should be noted that the application of voltage to the sample to extract electrons is

necessary not only for atmospheric measurement but also for vacuummeasurement.

A bias to ensure the vacuum level of the sample higher than that of detector;

otherwise the observed ionization energy (or work function) should be smaller by

the difference of the vacuum level). This situation is the same as photoemission

spectroscopy; a bias is necessary to detect secondary cut-off to correctly determine

the position of vacuum level.

8.4 Apparatus for PYS measurement

Here, as an example, our apparatus for PYS is described. Figure 8.3 shows the

diagram of our apparatus. The apparatus consists of a light source, main chamber,

preparation chamber, and atmospheric chamber. Monochromatized photon from Xe

Fig. 8.3 Our apparatus of PYS and high sensitivity photoemission spectroscopy. The system

consists of monochromatic light source and three chambers; main chamber, preparation chamber

and atmospheric chamber. See the text for details
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(500 W) or D2 (150 W) lamps is used as an excitation light. To suppress the

absorption of the light by oxygen, the inside of the monochromator is purged by

dry nitrogen gas, and photon energy can be scanned from 1.5 to 8 eV. Aiming at

eliminating stray light, a zero-dispersion type of double monochromator

(Bunkoukeiki M25GTM-DZ) was adopted. The relative intensity of the stray

light was less than 1� 10�9 at a wavelength of 632.8 nm. Such extremely low

level of stray light is important to detect weak density of states like gap states above

HOMO. Excitation light is introduced to the main chamber. The typical size of the

incident light was 5� 3.5 mm2. By using electrical feedthrough with guard line, the

sample is connected to sub-pico ammeter (Keithley 6430) to measure the photo-

current. The background level was less than 3fA. A Channeltron is also equipped to

perform high-sensitivity measurement of PYS. An electron analyzer (PSP

Resolve120) for photoemission spectroscopy is attached to the main chamber.

This is available to perform high-sensitivity photoemission spectroscopy to detect

weak states like gap states [24]. Sample evaporation can be performed in the

preparation chamber, and the prepared sample can be transferred to the main

chamber. By switching mirror, the excitation light can be introduced into the

atmospheric chamber, where PYS is performed in atmospheric condition. The

light is incident vertically onto the sample surface. This geometry is essential to

measure liquid surface. A ring-shaped electrode to extract electrons is set in front of

the sample. The electrode is grounded, and the sample is connected to an ammeter.

By negatively biasing the sample, the photoemission can be kept even in air. The

sample substrate can be horizontally located, enabling the measurement of also

liquid sample.

8.5 Application of PYS to Organic Materials

8.5.1 Examples of PYS for Organic Films and air-Exposure
Effect on Their Ionization Energy

Here, examples of PYS measurements for organic films are described. Figure 8.4

shows the PYS spectra of the evaporated amorphous film and single crystal of

rubrene [25]. Rubrene is one of the most promising materials for organic field effect

transistors due to its high hole mobility in the single-crystalline phase [26]. After

subtracting the background level, the cubic root of yield is plotted as a function of

photon energy hν. Both spectra show linear shape at the threshold region. From

linear extrapolation, the threshold ionization (Is) energy was determined. Is of the
evaporated film was about 5.3 eV while that of single crystal 4.9 eV. In comparison

to the amorphous film, Is of the rubrene SC is reduced by 0.4 eV. Although the

reasons for this Is reduction have not been completely specified, the upshift of the

HOMO edge due to band formation probably plays an essential role in this

behavior. This result indicates that the ionization energy of evaporated film is not
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good measure of that of the single crystal: the direct observation of organic single

crystals is necessary although conventional photoemission spectroscopy is not easy

to perform due to charge-up problem.

It has long been well known that rubrene molecule changes into rubrene-

endoperoxide (RubO2) quite sensitively in the presence of oxygen and visible

light [27]. Such atmospheric effect to rubrene was monitored in-situ as shown in

Fig. 8.5. The spectra of the SC were substantially unchanged by visible and near-

ultraviolet light illumination in air (Fig. 8.5a), whereas those of the film show

apparent degradation of the spectral amplitude (Fig. 8.5b). This change corresponds

to the decrease in unreacted rubrene underneath the RubO2 layers whose contribu-

tion to Y occurs only when hν is greater than 6 eV. These results prove the reported
durability of the rubrene SC to the photo-oxidation compared to its amorphous

phase [28].

Next the affect of air-exposure to ionization energy of organic materials is

examined. As mentioned in Sect. 8.1, the electric properties of organic semicon-

ductors are often affected by air. Our PYS method by current-mode detection can

determine ionization energy of organics both in vacuum and atmospheric condi-

tions. Figure 8.6 shows the comparison of ionization energy of various organic

semiconductors between in vacuum and in air. First, Is of each material was

measured in vacuum, and then the sample was purged and Is was measured in air.

In the case of Au film, large difference was observed. This is because the work

function of metal surface is sensitive to surface contamination. For organic semi-

conductors, the difference is not so large. The change of Is due to air exposure often
seems less than 0.1 eV [29]. But in the case of rubrene film and single crystal, the

change is almost 0.2 eV. The special case is titanyl phthalocyanine (TiPc), where

progressive change of ionization energy with additional tail structure was induced

by exposing to water vapor as shown in Fig. 8.7 [30]. Here It was the onset energy of
the tail structure. As shown in Fig. 8.8, the first exposure to water vapor did not

much affect both I0 and It, while the following evacuation-exposure cycles caused

Fig. 8.4 PYS spectra

of a film and single crystal

of rubrene
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mostly reversible decrease and increase of I0 and It by about 0.2 and 0.4 eV,

respectively. The accumulation of water molecule in the film is a possible reason

for this change. In summary, the atmospheric effect on the ionization energy of

organic semiconductors seems to be not so serious for most materials; the possible

change may be 0.1–0.2 eV, but there exists exceptional case like TiPC. So caution

should be paid to handle the ionization energy reported by various methods in

various atmospheric conditions.

a bFig. 8.5 Time evolution of

PYS spectra after

illuminating in air. (a) PYS
of rubrene single crystal,

(b) PYS of rubrene film.

Reproduced from [25] with

permission of the American

Institute of Physics
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Physics

Fig. 8.8 (a) The change of I of the TiOPc film in a time sequence with repeated cycles of the

introduction and evacuation of H2O gas (770 Pa). The values of I determined by the cube-root plot

of photoemission yield (I0; circles) and the onset of the tailing part of the plot (It; triangles) are
shown. Filled circles and triangles denote I at the evacuation stage (high vacuum of 1.0� 10�4 Pa

was reached within 120 min), and open ones are Imeasured in H2O atmosphere. (b) The expansion
of the data at the first exposure to H2O gas. Reproduced from [30] with permission of the American

Institute of Physics
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8.5.2 Application of PYS to Insulating Samples

In contrast to conventional photoemission spectroscopy, charge-up problem is not

serious in the case of PYS. This advantage is a byproduct of sample biasing to

extract photoelectrons in atmospheric condition. In the case of insulating sample

with negative biasing, the sample potential is gradually shifting downwards during

photoemission event. Unless the vacuum level of the sample becomes below the

surrounding potential (i.e. the vacuum level of the extracting electrode), all the

photoelectrons can escape from the sample although the kinetic energy of photo-

electrons is reduced. In the case of photoemission spectroscopy, such slow-down of

photoelectron is critical, but it does not matter in PYS; only the total number of

photoelectrons is essential. Thus, the relation between the sample bias and the

potential drop due to charge up is important. There are two modes to induce the

potential drop during charge up; (i) leakage current mode and (ii) capacitor mode
as shown in Fig. 8.9 [23].

In leakage current mode, the potential drop is related to the sample resistance to

the ground, Rins. Photoemission current i induces the potential drop of iRins. If the

sample bias (Vappl) is larger than iRins, all the photoelectrons can escape from the

sample, i.e. no charge up. Thus we can avoid charge up and continue to measure

PYS by reducing i or Rins; by reducing the photon intensity or reducing the

thickness of sample film. This is the same rule of thumb to avoid charge up in

conventional photoemission spectroscopy.

Capacitor mode to avoid charge up is unique to PYS. Let us consider a perfectly
insulating film of thickness d. The area of light illumination is S. The dielectric

constants of the vacuum and sample material are ε0 and εs. If the amount of charge,
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Fig. 8.9 Two modes to avoid charge up during PYS measurements; (a) leakage current mode and

(b) capacitor mode. Reproduced from [23] with permission of the American Institute of Physics
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Q(t), is accumulated only at the film surface during the photoemission event,

counter charge will be accumulated at the other side of the film. So, the potential

drop across the sample film, ΔV, is build up to form capacitor C. ΔV can be

expressed by

ΔV tð Þ ¼ Q tð Þ=C ¼ Q tð Þd
ε0εsS

¼ d

ε0εsS

Z t

0

idt:

If ΔV can be kept to be less than Vappl, charge up is suppressed. In contrast to

leakage current mode, charge up can be suppressed only for limited time. What we

can do is to extend the persistence time. In other words, by using smaller thickness

and larger illumination area to increase C, the time when the measurement is free of

charge up can be extended.

Figure 8.10 shows the PYS measurement of copper phthalocyanine (CuPc) film

on indium-tin-oxide (ITO) substrate in capacitor mode. If the ITO is grounded, the

sample can be kept neutral as shown in the upper spectrum. If the ITO is not

connected to the ground, i.e. electrically floated, PYS measurement can be

performed in capacitor mode as in the lower spectrum. The photon energy was

scanned from lower to higher energy side. Below 7.6 eV, the spectrum is the same

as that of the grounded sample. At 7.7 eV, where the photon intensity shows the

maximum (resonance line of D2 lamp), the yield showed an abrupt decease due to

sample charging. The similar results were obtained for gold film on mica substrates

as shown in Fig. 8.11 [23]. An electrically floated gold thin film was prepared on a

mica substrate, which is a good insulator. As shown in right panel, at the lower

photon energy, the yield spectrum is similar to that of grounded film. At the photon
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Fig. 8.10 PYS spectra of

CuPc thin film on ITO

substrate. (a) The ITO
electrode is grounded,

(b) the ITO electrode is

electrically floated
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energy marked by triangle, the yield showed an abrupt decrease due to charge

up. With increasing sample bias voltage, the energy region without sample charge

up is extended, demonstrating the validity of capacitance mode.

Next example of PYS is for an insulating polymer in relation to triboelectricity.

When two different materials are contacted and then separated, one tends to be

positively charged while the other negatively. Such triboelectricity is common

phenomenon in dairy life and also applied in industry. The mechanism of the

charging has been open question; there are many models on the mechanism (As a

recent review, [31]). Despite of variation of the models, most models assume the

existence of weak density-of-states (DOS) in HOMO-LUMO energy gap as a state

to accept charges. The DOS and ionization energy of poly(ethylene terephthalate)

(PET) film were investigated by PYS as shown in Fig. 8.12 [32]. The film thickness

was 20 μm, which is too thick to perform conventional photoemission spectros-

copy. This insulating polymer is literally insulating to keep charges in the film.

Even for such insulating material, PYS can be easily applied. The spectrum shows

two thresholds. By using D2 light source, one threshold was found around 7.65 eV,

which corresponds to the intrinsic ionization energy of PET. Even below the

threshold, a long tail structure was observed, whose onset was found around

4.2 eV by Xe lamp. This lower threshold indicates that there are widely-distributed

DOS within the HOMO-LUMO gap as shown in the energy diagram of Fig. 8.12b.

These weak states should be investigated to discuss the mechanism of charging.

8.5.3 Application of PYS to Liquid Samples

As described previously, one of the advantages of current-mode PYS is

no-limitation of measurement environment; non-vacuum measurement is possible.

That advantage can be applied to investigate the electronic structure of liquids with

high vapor pressure. The photoemission spectroscopy has been applied to liquid

system, but the micro-jet beam of samples should be introduced in vacuum

Fig. 8.11 Photocurrent (left) and Y1/2 (right) spectra of the Au films on a mica substrate. (Inset)
Leakage current through the mica substrate plotted as a function of acceleration voltage.

Reproduced from [23] with permission of the American Institute of Physics
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chamber, where the boiling surface of the beam is monitored (As a review paper,

see [33]). PYS enable us to investigate the electronic structure of static liquid

surface.

Figure 8.13 shows the PYS spectrum of 0.5 mol/L solution of K4[Fe(CN)6] as a

test sample. The Y1/n (n¼ 2, 2.5, 3) were plotted to check the n-dependence on

ionization energy. The observed ionization energy was 5.2 eV in agreement with

the previous study [34]. Next example is 9-(2-Ethylhexyl)carbazole (EHCz) in

liquid form. Adachi and Xu have recently reported liquid organic light-emitting

diodes using this liquid sample with doped rubrene [2]. The performance of the

device is very poor, but it is attractive as future device due to an advantage of liquid

form; for example, perfect flexibility, and easy replacement of active liquid mate-

rial by injection to liquid cell. Figure 8.14 shows the PYS spectra of liquid EHCz,

EHCz with doped rubrene, and rubrene film [35]. The spectrum of liquid EHCz

showed threshold at 5.82 eV. This value of ionization energy is almost the same as

poly(9-vinylcarbazole) (PVK) by PYS (5.8 eV [36]), suggesting good hole

transporting property of EHCz comparable to PVK. If rubrene is doped into

EHCz liquid, the new onset due to doped rubrene emerged at 5.42 eV in the spectra.

Thus the energy location of HOMO of the doped rubrene molecule is 5.42 eV,

which is 0.4 eV shallower than that of EHCz, suggesting the hole trapping nature of

rubrene in EHCz. Thus, PYS measurement for liquid sample can give us useful

information to discuss device performance.

Fig. 8.12 (a) PYS spectrum of PET film (20 μm thick) measured by using D2 and Xe lamps. (b)
The energy diagram of PET film obtained from PYS result
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8.5.4 Application of PYS to Organic Interfaces

In the proceeding sections, the application of PYS to investigate the bulk electronic

structures of various materials was described. As in the case of photoemission

spectroscopy, PYS technique can be also applied to examine the interfacial elec-

tronic structures.

Figure 8.15 shows how to investigate the electronic structure ofmetal on organic
interface by PYS. Here, small thickness region is investigated and band bending

effect is neglected. At first, an organic layer is investigated by PYS, and from the

ionization threshold, an energy diagram of organic layer can be drawn as Fig. 8.15a.

Next metal layer is evaporated on the organic film. Here, the interfacial dipole layer

is assumed to induce a vacuum level shift, Δ. The energy diagram of the system is

shown in Fig. 8.15b. The Fig. 8.15c is overview of the expected spectra. The PYS of

metal on organic system can be regarded as the superposition of the spectra from

the metal layer and organic layer, leading to two threshold structures in the

spectrum. For the spectral component from the metal layer, the threshold energy

corresponds to the energy separation between the Fermi level of the metal overlayer

and the vacuum level, i.e. the work function of the metal,Φm. On the other hand, for

the components from the organic layer, the threshold energy coincides to the energy

separation between the vacuum level of the surface and the HOMO, i. e. I+Δ.

Fig. 8.13 The PYS

spectrum of 0.5 mol/L

K4[Fe(CN)6] solution.

Function forms of

(hν� I )n for n¼ 2, 2.5, 3

were used to fit the

threshold region
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Thus, from the change of the higher threshold energy, the vacuum level shift, Δ, is
determined, and from the energy separation between the lower and higher thresh-

olds the hole injection barrier, εVF, can be obtained by neglecting band bending

effect. It should be noted that the energy reference in PYS is always the vacuum

level of the sample film, while the Fermi level of sample holder (or electron

analyzer) for photoemission spectroscopy.

Figure 8.16 shows an example for the case of metal on organic interface; Ag on

rubrene single crystal. Figure 8.16a shows the variation of PYS spectra of rubrene

single crystal with Ag overlayer. The bottom spectrum is for rubrene single crystal,

indicating one threshold structure. With increasing Ag coverage, additional thresh-

old structure appears on the lower energy side, which corresponds to the Fermi level

of Ag layer. From the energy separation between the lower and higher thresholds,

the hole injection barrier in vacuum can be estimated as 0.8 eV. This estimation has

possible error, because there remains ambiguity to determine the higher threshold.

The estimation by using data fitting is necessary, but here we demonstrate just the

principle. After the measurement in vacuum, the PYS is performed in air. As shown

in Fig. 8.16c, the spectrum is changed due to air atmosphere; the lower threshold

shifted to higher energy side, while the higher threshold to lower. This result

demonstrated that the hole injection barrier in air is 0.2 eV lower than that in

5.0 5.2 5.4 5.6

Photon Energy / eV

5.8

5.8 eV

6.0 6.2 6.4

Fig. 8.14 The PYS spectra of EHCz liquid (bottom), EHCz with doped rubrene, and rubrene film
(upper). The chemical structures of EHCz and rubrene are in the inset
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vacuum; the energy diagram in air is shown in Fig. 8.16d. If the sample is evacuated

and measured in vacuum again, the hole injection barrier increased a little bit. This

indicates that direct measurement of interfacial electronic structure in air is neces-

sary to examine the atmospheric effect to the electronic structure. The comparison

between the spectra measured in vacuum before and after air-exposure, which is

conventional method to examine atmospheric effect, cannot fully reflect the air

effect.

This type of PYS measurement can be also applied to explore the electronic

structure of organic on metal interface. Figure 8.17 shows how to investigate the

electronic structure of organic on metal interface by PYS. First, a metal substrate is

measured by PYS. The work function of the metal is determined from the threshold

energy, and an energy diagram of metal substrate can be drawn as Fig. 8.17a. Next

an organic layer is evaporated on the metal substrate. Here, the interfacial dipole

layer is assumed to induce a vacuum level shift, Δ. The energy diagram of the

system is shown in Fig. 8.17b. The Fig. 8.17c is overview of the expected spectra.

The PYS of organic on metal system can be regarded as the superposition of the

spectra from the organic layer and metal substrate, leading to two threshold

structures in the spectrum. For the spectral component from the organic layer, the

threshold energy corresponds to the energy separation between the HOMO of the

organic layer and the vacuum level, i.e. the ionization energy, I. On the other hand,
for the components from the metal substrate, the threshold energy coincides to

energy separation between the vacuum level of the surface and the Fermi level of

the substrate, i. e. Φm+Δ. Thus, from the shift of lower threshold energy, the

vacuum level shift, Δ, is determined, and from the energy separation between the
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Fig. 8.15 The principle of PYS measurement to investigate the electronic structure at metal on
organic interface. (a) The energy diagram for an organic layer, (b) the energy diagram of metal on
organic interface, (c) overview of the expected PYS spectra
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lower and higher thresholds the hole injection barrier can be obtained by neglecting

band bending effect.

Figure 8.18 shows an example for the case of organic on metal interface;

evaporated rubrene film on Au substrate. Figure 8.18a shows the variation of

UPS spectra of rubrene film on Au. The photon energy was 8.0 eV. With increasing

thickness, the secondary cut-off showed 0.4 eV shift due to the formation of

interfacial dipole. From the energy onset of HOMO peak (marked by an arrow)

the hole injection barrier was determined as 1.2 eV. The obtained energy diagram

was shown in Fig. 8.18b. PYS measurement was performed for the same sample,
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and the spectra were shown in Fig. 8.18c. The bottom spectrum is for Au substrate.

The onset corresponds to the initial work function of Au substrate. With increasing

rubrene thickness, the onset suddenly shifted to lower energy side, indicating the

downward shift of vacuum level due to the formation of interfacial dipole moment.
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Fig. 8.17 The principle of PYS measurement to investigate the electronic structure at organic on
metal interface. (a) The energy diagram for a metal substrate, (b) the energy diagram of organic on
metal interface, (c) overview of the expected PYS spectra
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The amount of shift (ca. 0.3 eV) is similar to that in UPS. For above 5 nm thickness,

the higher threshold became clear. The threshold is about 5.4 eV, which is close

to the ionization energy obtained from UPS. Finally, the energy separation between

the lower and higher thresholds, the hole injection barrier can be estimated as

1.2 eV, corresponding to that from UPS. This result demonstrated that PYS can

be actually applied to investigate the interfacial electronic structures. Similar result

was reported also for other organic system [37]. Although the precision to quanti-

tatively determine the barrier height is limited, the advantage of PYS is useful to

understand the actual organic electronics.

8.6 Analysis of an Organic Interface by Combining PYS
and low Energy High Sensitivity UPS

So far, we described on the application of PYS to investigate the electronic

structures of organic materials. By using electron energy analyzer, the combination

of PYS and low energy high sensitivity UPS measurements can be easily realized.

As described in the introduction, both methods are complimentary to each other,

and the combination of UPS and PYS is useful. In addition, if the monochromatized

light source has negligibly small contribution of stray photon, the high sensitivity

photoemission measurement as described in Chap. 4 is also available. Here, we

briefly describe an example by our PYS/UPS system to investigate extremely weak

spectral feature of rubrene/C60 interface.

Figure 8.19 shows the PYS and UPS spectra of C60/rubrene interfaces [24]. In

Fig. 8.19a, the bottom spectrum is for rubene film. C60 was deposited upto 118 nm.

The HOMO peak of rubrene shifted to the lower binding energy (Eb) side by

0.13 eV at 30 nm coverage of C60. An additional peak derived from C60 HOMO

appeared at Eb¼ 2–4 eV at 2.5 nm coverage. Surprisingly, it hardly grew with

increasing C60 coverage up to 30 nm and also the intensity of the HOMO peak of

rubrene did not correspondingly decrease. The HOMO peak of C60 dramatically

grew after further 30 nm deposition, indicating that C60 molecules do not grow in

the layer-by-layer mode on the rubrene film. Because the stray light from the

excitation light source is negligible small, reliable spectra can be obtained even

for very weak structure. As seen in the log scale graph [Fig. 8.19b], spectra have a

feature around EF (Eb¼ 0). At the small coverage of C60, the Fermi-edge appeared

again and the intensity showed the maximum at the coverage of 1 nm (see inset).

Further deposition of C60 decreased the intensity of the Fermi-edge and it

completely vanished at the coverage of 60 nm. This feature was also observed by

PYS, as shown in Fig. 8.19c. The photoelectron threshold energy was around 4.4 eV

and was smaller than the Is of rubrene at coverages of 1 and 2.5 nm. PYS

and LE-UPS results strongly suggest that the photoemission signal from the Au

substrate revived upon C60 deposition onto the rubrene film, which implies

enhancement of the surface roughness of the film. It should be emphasized that
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this change is too small to see in the ordinary linear scale because the intensity of

the Fermi-edge at the coverage of 1 nm C60 is ca. 0.3 % of the initial one.

Log-scalability by an extremely suppressed background level enables one to detect

the small signal, which might otherwise not be noticed. The delayed evolution

of the C60-derived photoemission signal is ascribed to the finite diffusion of C60 into

the rubrene layer at the initial phase of interface formation. This type of high-

sensitivity UPS and PYS measurements can be applied to examine other interfacial

electronic structures, and the observed weak distribution of density-of-states can be

related to injection property at organic semiconductor/electrode interface [38].

8.7 Summary

In this chapter, the basics and application of photoelectron yield spectroscopy

were described. PYS is complimentary method to conventional photoemission

spectroscopy. PYS can be available not only in vacuum but also in atmospheric

condition. Because the performance of organic electronic devices is often affected

by air, the direct observation of electronic structure of organic semiconductors in air

is necessary to understand the practical device performance. Non-vacuum mea-

surement can open the way to examine the electronic structures of liquid systems,

where the investigation by photoemission spectroscopy has been much limited.

PYS has another advantage; durability to sample charge-up. In principle, sample

charging can be avoided in the case of PYS by applying a bias voltage to extract

photoelectrons from sample. Even for electrically isolated film on mica, PYS

Fig. 8.19 (a) LE-UPS spectra of the C60/rubrene interface. The energy positions of the SECO and

HOMO of rubrene and C60 are indicated by vertical bars. (b) Log scale LE-UPS spectra around

Fermi-edge. (Inset) Fermi-edge intensity determined from the least-squares fitting with Fermi–

Dirac distribution function at each coverage. (c) PYS spectra of an identical sample. Reproduced

from [24] with permission of the Japan Society of Applied Physics
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measurement is possible. This advantage gives us a chance to examine more

practical system such as organic film on gate insulator in organic transistor. We

also demonstrated that PYS can be available to explore interface, too. Finally, the

combination of PYS and UPS by using the same light source is fruitful to investi-

gate various aspects of electronic structures of bulk and interface of organic semi-

conductors including weak density of states. We expect that PYS can be more

widely-available and indispensable technique for organic semiconductor research.
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Part II

Organic Devices and Their Properties



Chapter 9

Fabrication and Characterization of Organic
Devices

Kazuhiro Kudo and Masatoshi Sakai

9.1 Basic Electrical Properties of Organic Films

The costs associated with inorganic single crystal semiconductors can be avoided

by using organic semiconductors, which are suitable for low-cost electronic

devices[1–3]. Organic semiconductors have enormous potential for optoelec-

tronic applications, and would be significantly cheaper to produce than either

single crystal and amorphous silicon (Si) equivalents. The development and

encapsulation of organic electronic devices onto plastic substrates by large-

scale and low-cost roll-to-roll production processes will allow their market

implementation in numerous application areas, including organic light-emitting

diode (OLED) displays, white lighting, solar cells, radio-frequency identification

(RFID) tags, and bio-sensors, and pave the way to a new generation of unique

applications. While the technology is novel, it can also be harnessed in many

current applications, providing reduced cost and low energy consumption. Novel

solution-processable organic semiconductor materials combined with innovative

manufacturing techniques such as printing processes enable the production and

development of many valuable and low-cost applications. Because of the lower

cost and higher manufacturing throughput of organic-based electronic devices

compared to today’s Si-based devices, organic electronics also promise to expand

the use of electronics technology in resource-limited areas of the world where

supplies are limited or the necessary infrastructure is lacking. Our research

K. Kudo (*) • M. Sakai

Graduate School of Engineering, Chiba University, 1-33 Yayoi-cho, Inage,

Chiba 263-8522, Japan

e-mail: kudo@faculty.chiba-u.jp; sakai@faculty.chiba-u.jp

© Springer Japan 2015

H. Ishii et al. (eds.), Electronic Processes in Organic Electronics,
Springer Series in Materials Science 209, DOI 10.1007/978-4-431-55206-2_9

159

mailto:kudo@faculty.chiba-u.jp
mailto:sakai@faculty.chiba-u.jp


focuses on exploring new device structures and fabrication processes such as

vertical-type [4–6] and molecular wires [7, 8], as well as conventional planar-type

organic field-effect transistors (OFET) [9, 10]. Device structures suitable for

organic materials could lead to new designs for next-generation electronic

devices, which could successfully replace traditional Si technologies. Our

research employs different approaches to new functional devices, such as molec-

ular wire devices and metal-insulator transition switching devices. We are able to

demonstrate the new electronic functions of organic materials through these

device physics. In addition, our in situ measurements verify their reliability and

reproducibility on the basis of the agreement with measurements on actual

devices from inventive molecular functions to practical large-area printed

devices. Researchers initially used basic materials like pentacene and

metallophthalocyanine, but then considered various alternatives that seemed

likely to outperform them on account of their superior chemical and electrical

properties. In this section, we will provide a brief overview of the fabrication

process of organic devices, focusing mainly on organic transistor applications.

First, we will report some of the latest advances in the fields of organic transistor

structures and the fabrication and characterization of functional thin molecular

films. Moreover, we will discuss the in situ optical and electrical monitoring and

characterization of film fabrication. Finally, the potential for the development of

organic electronic devices will be assessed to establish a framework for the

achievement of future scientific and technological breakthroughs.

9.2 Fabrication Processes for Organic Films

In general, organic semiconductors are deposited from either the vapor or solution

phase, depending on their vapor pressure and solubility. Device performance is

governed by molecular structure and thin film morphology, which in turn

are strongly influenced by various deposition conditions. To achieve high field-

effect mobility, the orientation of the semiconducting molecules must be such that

the π-π stacking direction of the molecules is aligned with the current flow

direction. Moreover, larger grain sizes and smoother grains tend to give better

mobilities.

9.2.1 Physical Vapor Deposition

The most widely used physical vapor deposition method is thermal evaporation

using a resistive heating source under a vacuum of 10�6 to 10�4 Pa. A number of

organic semiconductors have been deposited using the vacuum thermal evapora-

tion method. The method is suitable for small organic molecules insoluble in

common solvents, such as merocyanine [9], metallophthalocyanines [10, 11],
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acenes (pentacene and tetracene) [12, 13], and oligothiophene derivatives [14,

15]. Vacuum thermal evaporation has the advantage of forming highly uniform

films with good reproducibility. Multilayer deposition and co-deposition of sev-

eral organic semiconductors are possible. Other vacuum-based thin film deposi-

tion methods in use include organic vapor phase deposition, organic molecular

beam deposition, and laser evaporation. Organic vapor phase deposition proceeds

by evaporation of the molecular source material into a stream of hot inert carrier

gas such as nitrogen or argon, which transports the vapor toward a cooled

substrate.

9.2.2 Solution Deposition

Deposition methods based on solution-processable materials are compatible with

large-area thin film fabrication and thus result in a lower production cost per device.

Both spin-coating and solution casting are commonly used for solution deposition

[16–18]. In the spin-coating method, the solvent dries relatively fast, allowing less

time for molecular ordering compared to solution casting. However, film unifor-

mity is usually better in the case of spin-coated films. It was found that for materials

with a tendency to exhibit highly ordered molecular packing, even spin coating can

achieve very high mobilities [19]. Solution deposition processes, such as screen

printing and ink-jet printing [20–23], also allow printing of the active materials,

whereby deposition and patterning are accomplished in a single step. In solution

deposition, the quality of the resulting semiconductor films is strongly influenced

by the semiconductor concentration, solvent evaporation rate, semiconductor sol-

ubility, and substrate surface properties. High mobility values on the order of 20–40

cm2/Vs are obtained with solution-deposited materials such as BTBT derivatives

[23, 24]. One solution process, the electrospray deposition (ESD) method, is a

simple process that uses a solution spray containing small drops formed by the

electric field between the nozzle and conductive substrate [25, 26]. This method is

suitable for fabricating uniform and large-area films, but cannot handle patterned

deposition like ink-jet printing. Nevertheless, rough patterning is possible using a

modified ESD method: By applying the electric field between the metal nozzle and

selected patterned electrodes, selective deposition can be achieved around the gate

lines on the substrate.

9.2.3 Thermal Press and Thermal Lamination Methods

Many kinds of printing methods have been developed for the fabrication of large-

area flexible electronics. These printing methods, while considered promising for
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the industrial fabrication of flexible electronic devices, involve the use of toxic

solvents. Thus, it has become necessary to implement toxicity reduction processes

in order to dispose of these solvents and their vapors, which have a negative

impact on the environment. The costs associated with such post-processing

increases the total cost of industrial production. As such, a novel method for the

fabrication of organic semiconductor devices that utilizes direct melting and

subsequent recrystallization of the organic materials is proposed as thermal

press [27] and thermal lamination methods [28], which can complement other

industrial processes. The basic concept behind these methods is illustrated in

Fig. 9.1. They requires no solvents to form the semiconductor layers and offer the

advantage of imparting structural bending stability [29]. In addition, it is expected

to allow large crystalline domain growth of organic materials in a

two-dimensional confined gap (see paragraph after next). Moreover, materials

suitable for this process are also suitable for high purification methods such as

zone refining [30–34], which will be highly effective for obtaining device-grade

materials. Furthermore, thermal lamination becomes applicable to high through-

put roll-to-roll printing processes by exploiting toner technology to form a pattern

of the organic powder on a plastic film.

In the thermal press [27], the two substrates (base and cover film in Fig. 9.1)

with the organic semiconductor materials sandwiched between them are first

clamped under a small load and heated to the melting point of the semiconductor.

After the semiconductor melts, the sample is compressed under a pressure of 0.5–

1 MPa to make a thin semiconductor layer. The first sample fabricated by the

thermal press process was a TTC18-TTF thin film. TTC18-TTF FETs with glass

substrates were fabricated to observe the growth of the crystal grains [27]. Fig-

ure 9.2 shows polarized optical micrographs of the grains grown. The open Nicols

micrographs shown in Fig. 9.2a confirms that the TTC18-TTF layer was formed

homogeneously by melting and recrystallization. The crossed Nicols micrographs

shown in Fig. 9.2b reveal that the organic layer is polycrystalline and has grains

approximately 20 � 5 μm in size, which is larger than the crystal grains grown by

the solution cast method. The thickness of the organic crystal was approximately

60–80 nm.

Fig. 9.1 Basic concept of thermal press and thermal lamination methods
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As seen in the TTC18-TTF case, large grain growth in a two-dimensional

(2D) confined gap is expected to be possible. One significant example was obtained

in a perylene derivative whose melting point was approximately 180∘C. A large

grain with a diameter of over 1 mm was obtained in a 2D confined gap (Fig. 9.3).

Although the ranges of applied pressure and temperature are wide in the thermal

press method, the throughput is not so high. When we consider practical organic

device fabrication and the use of flexible substrates, having a high throughput and

low energy input is rather important. Therefore, we proposed the thermal lamina-

tion process.

Fig. 9.2 (a) Open and (b)
crossed Nicols optical

micrograph of TTC18-TTF

layer fabricated using the

thermal press method.

Copyright 2013, WILEY-

VCH

Fig. 9.3 Crossed Nicols

optical micrograph of a

perylene derivative

crystalline layer fabricated

by the thermal press method
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In the thermal lamination process [28], we utilized an office-type desktop

laminator (Fig. 9.4a), which had three pairs of rollers. The first two pairs were

heat rollers, which served to melt the organic materials, while the third pair’s

function was to pull and cool the sample. The variable experimental parameters

of the desktop laminator were the feed speed (0.4–1.5 m/min) and the roller

temperature (80–160∘C).

Figure 9.4b shows a crossed Nicols optical micrograph of the dioctylbenzothie-

nobenzothiophene (C8-BTBT) thin layer that was fabricated by the thermal lami-

nation process. The sample was laminated under a heat roller temperature of 160∘C

and at a feed speed of 0.4 m/min. The feed direction is indicated by arrows in

Fig. 9.4b. The needle-like C8-BTBT grains are oriented parallel to the feed direc-

tion. This oriented growth may be due to one of two possible mechanisms:

(i) crystal growth along the flow direction of the organic melt and (ii) crystal growth

along the direction of movement of the melting zone, similar to zone melting

methods. We concluded that the crystal orientation was mainly governed by the

flow direction.

9.3 Characterization of Organic Films

9.3.1 Experimental Details of In Situ Field-Effect
Measurements

Generally, the electrical characteristics of organic semiconductors are strongly

influenced by the measurement environment. For example, n-type characteristics

disappear when the devices are measured in air after vacuum evaporation.

Thus, the observed electrical properties are attributed to the experimental

Fig. 9.4 (a) The desktop laminator used in the thermal lamination method. (b) Crossed Nicols

optical micrograph of grown C8-BTBT crystalline films
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ambient, i.e., oxygen, humidity, etc [35]. For practical device applications, both

p- and n-type semiconducting materials with high stability against air are desir-

able. As such, it is important to investigate the intrinsic electrical properties of

organic semiconductor films before and after exposure to atmospheric gasses,

especially oxygen. In situ field-effect measurements [9, 10] are promising

for determining the conduction type (p or n), carrier mobility (μ), electrical
conductivity (σ), and carrier concentration (N ) of evaporated films [8]. This

method is advantageous in that it allows basic electrical parameters of even very

thin films [7] to be evaluated, unlike time-of-flight (TOF) [36] measurements

which require samples thicker than 1 μm, in the absence of ambient gases. The

field-effect mobility of organic semiconductors determined by in situ field-effect

measurements was for the first time reported for a merocyanine film [9]. Our

research group investigated many kinds of organic semiconductor films using

this method. Schematics of the in situ field-effect measurement system and the

sample structure are shown in Figs. 9.5 and 9.6. The highly doped Si substrate,

which acts as a gate electrode, was covered with a thermally grown SiO2 film

having a thickness of approximately 200 nm. The source and drain electrodes were

fabricated on the substrate using standard vacuum evaporation and photolitho-

graphic techniques. The metallic components of the source and drain electrodes,

i.e., Au for p-type organic films and In for n-type films, were chosen to make

ohmic-like contacts to the organic materials. The typical channel length, L, and
width, W, were 20 μm and 5 mm, respectively. The substrates were thoroughly

cleaned with organic solvent in an ultrasonic bath and prebaked at 373 K for over

30 min in a vacuum chamber. Subsequently, organic semiconductor materials

were evaporated as the active component of the FET. During evaporation, the

substrate temperature, TG, was adjusted according to the organic material from

room temperature to 100∘C (373 K). The typical thickness of the organic films was

Fig. 9.5 Schematic illustration of the in situ measurement system
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approximately 200 nm. Field-effect measurements were performed immediately

after the evaporation of the organic thin films, after a 5 h exposure to oxygen gas,

and after a 1 h thermal anneal at 373 K in vacuum (10�4 Pa). All electrical

measurements were carried out in the dark. The characteristics of the source-

drain current (IDS) vs. source-drain voltage (VDS) were measured under an applied

gate voltage (VG). IDS in the linear and saturation regions for a standard TFT is

given by

ID ¼ μWCi

L
VD

VG � VT � VD

2

� �
, ð9:1Þ

IsatD ¼ μWCi

2L
VG � VTð Þ2, ð9:2Þ

respectively [37], where Ci is the capacitance of the SiO2 layer and Vth is the

threshold voltage. According to Eqs. (9.1) or (9.2), μ can be obtained from the

transfer curve of the FET characteristics. The electrical conductivity, σ, was

obtained from the slope of the IDS-VDS plot at zero gate electric field (VG¼ 0).

Strictly speaking, VG should be set to the flat band potential because σ is modified

by the Vth of FET. σ is given by

σ ¼ L

Wd

IDS
VDS

, ð9:3Þ

σ is also expressible as

σ ¼ qNμ, ð9:4Þ

where q is the elementary electric charge and N is the carrier concentration. N was

obtained from Eqs. (9.3) and (9.4). Phthalocyanine (Pc) films have been expected to

Fig. 9.6 Device structure of OFET
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find application as gas sensors [38, 39], and the coordinated metals in Pc are an

important factor determining their electrical properties. It is necessary to investigate

the relationship between their chemical structure and intrinsic electrical properties,

especially in the absence of atmospheric gasses and impurities. As Pc derivatives,

copper phthalocyanine (CuPc), lead phthalocyanine (PbPc), metal-free phthalocy-

anine (H2Pc), and fluorophthalocyanine (F16CuPc) were examined here, and the

n-type behavior of F16CuPc was reported [40, 41].

Typical FET characteristics (IDS vs. VDS as a function of VG) of a CuPc sample

after deposition at a TG of 373 K are shown in Fig. 9.7a. IDS increases with negative
VG, and the CuPc FET operates in enhancement mode. This result indicates that

negative gate voltages enlarge the conduction channel owing to the formation of a

hole accumulation layer, so that CuPc films show p-type semiconducting proper-

ties. We have also investigated the effect of oxygen gas and annealing on the

electrical properties of the films. Although IDS increases upon oxygen exposure,

IDS decreases by the 1 h thermal treatment at 373 K in vacuum. It was also

confirmed that H2Pc and PbPc showed p-type semiconducting properties in the

absence of atmospheric gasses. However, the effect of oxygen gas on the FET

characteristics depends on the molecular species. In terms of the FET characteris-

tics of these p-type materials, the effect of oxygen on the PbPc film is significant,

while that on the H2Pc films is small [10].

Fig. 9.7 In situ field-effect measurement of CuPc and PTCDI evaporated films
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Several kinds of perylene derivatives were reported as having n-type character-

istics [42]. Figure 9.7b shows typical OFET characteristics of perylene derivative

films. The channel conduction increases with positive VG, and the OFET operates in

enhancement mode. According to the results of field-effect measurements, the

as-deposited films showed n-type semiconducting properties in the absence of

atmospheric gasses. Oxygen gas decreases the conductivity in n-type films; the

extent of the decrease depends on the molecular species. The FET characteristics

obtained just after deposition were completely ruined by the exposure to oxygen gas

and did not recover to the values of the as-grown sample. These findings can be

explained as follows: Oxygen gas acts as an acceptor impurity and carrier compen-

sation of the majority carriers (electrons) occurs in n-type films. The variation in

electrical properties, however, depends on the molecular structure and growth

conditions of the films. It is considered that electron transfer from Pc molecule to

oxygen molecule and oxygen molecule is directly related to the composition of the

central metal of the Pc molecule. This result is closely related to several reports that

the interaction between H2Pc and oxygen is weak or that the adsorption site of H2Pc

is different from that of metallophthalocyanine [35, 43]. The variation of electrical

conductivity σ in H2Pc, CuPc, and PbPc films determined by in situ field-effect

measurements is shown in Fig. 9.8. It is noteworthy that a significant increase in σ
occurs upon exposure of the PbPc film to oxygen gas and that σ decreases upon

annealing in vacuum. The effect of oxygen on Ea(σ) depends on the chemical

Fig. 9.8 Variation of

electrical conductivity in

H2Pc, CuPc and PbPc

evaporated films. The

substrate temperature

during vacuum deposition is

shown in the figure.

Copyright 1997, The Japan

Society of Applied Physics
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structure of the Pc molecules. While the Ea of H2Pc remains almost constant,

those of PbPc and CuPc decrease upon oxygen exposure. In particular, the Ea(σ)
of the PbPc film changed from 0.53 to 0.23 eV by introducing oxygen gas. After

the thermal treatment in vacuum, Ea(σ) became 0.54 eV, i.e., it nearly recovered to

its initial value. Table 9.1 shows the variation in activation energy of PbPc,

CuPc and H2Pc films. These results indicate that oxygen molecules interact with

the PbPc molecules and an acceptor level is formed. Thus, oxygen gas acts as an

acceptor impurity, increasing the net charge carriers. The ionization energies of

PbPc, CuPc and H2Pc are reported to be 4.98, 5.17 and 5.20 eV, respectively [44].

This order agrees with the effect of oxygen gas on the electrical conductivity

change obtained here.

9.3.2 Thermally Stimulated Current (Pyroelectric Current
Measurement)

Thermally stimulated current (TSC) is a conventional electrical measurement to

investigate various polarization phenomena. There are many different types of TSC

measurements. For example, pyroelectric current measurement is one variant that is

used in ferroelectric materials to investigate the thermal dissociation of spontaneous

polarization.

Electronic ferroelectricity due to charge-ordered phases has attracted consider-

able attention in a wide range of research areas [45–50]. In the quarter-filled charge-

ordered phase, carriers are localized by on-site and inter-site Coulomb repulsion

and form a stripe pattern of carrier distribution. Since this is a kind of electrically

polarized electronic state, the charge distribution is modulated by an external

electric field with increasing temperature.

The FET characteristics of β
0
- (BEDT-TTF)(TCNQ), known as an organic dimer

Mott insulator [51, 52], were investigated in our previous study [53, 54]. The FET

exhibited ambipolar FET characteristics at room temperature. We have also found

that a ferroelectric-like transition exists in β
0
- (BEDT-TTF)(TCNQ). However,

there has been no report of a ferroelectric-like phase transition in the β
0
- (BEDT-

TTF)(TCNQ) crystal. Neither has there been any reports of the ferroelectric-like

phase transition at 285 K for the two known polymorphs [55–57]. To elucidate the

origin of the ferroelectric-like properties, a gate-induced pyroelectric current mea-

surement was conducted.

Table 9.1 Variation in thermal activation energy (eV) of PbPc, CuPc, and H2Pc

Material As-grown 1st annealing After O2 (5h) 2nd annealing

PbPc 1.12 0.53 0.23 0.54

CuPc 1.49 0.56 0.42 0.58

H2Pc 0.72 0.65 0.63 0.67
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The source materials, substrate preparation, and crystal growth method were

described in Refs [53, 54]. The high crystallinity, majority of the triclinic phase,

and spontaneous oriented growth in the a∗-direction normal to the substrate surface

were revealed by X-ray diffraction [53]. It is found that the b � c conductive plane
of the β

0
-BEDT-TTF layer is parallel to the SiO2 surface and continuous from the

source to drain electrode. The sample structure is not only a normal capacitor

structure but also a bottom-contact FET structure.

A gate-induced thermally stimulated current was measured by the following

procedure. First, the sample was placed in a vacuum chamber in which the base

pressure was approximately 10�8 Pa, and the sample temperature was decreased to

280 K, which is lower than the observed ferroelectric-like phase transition temper-

ature (285 K). A poling voltage (Vp
G) was applied at 280 K, and this poling bias was

maintained for 30 min. After poling, the sample was cooled to 90 K under an

applied Vp
G to freeze the gate-induced polarization. After Vp

G was turned to 0 V, an

electrical current from the source electrode was measured under a constant sample

heating rate of about 5 K/min. A thermally stimulated current was observed with the

dissolution of the initially frozen polarization. A charge-ordered state is a polarized

state whose polarization derives from the alternative localization of carriers. For a

rigid charge-ordered phase, it is impossible to invert the polarization by an external

electric field. By contrast, in a fluctuated charge-ordered state, weakly localized

carriers become mobile under an external electric field.

Figure 9.9 shows observed gate-induced TSCs. Under a positive (negative)

applied Vp
G, a positive (negative) TSC was observed. Under a zero applied Vp

G, no

TSC peak was observed. The TSC observed under a nonzero Vp
G exhibits a

maximum at 285 K and broad peaks between 180 and 210 K. These minor and

Fig. 9.9 Gate-induced

TSCs observed in the β
0
-

(BEDT-TTF)(TCNQ)

crystalline FET sample after

application of a positive,

negative and zero Vp
G
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broad peaks do not correspond to a pyroelectric current but rather to the detrapping

of carriers because the peaks are not symmetric with respect to the polarization of

an applied Vp
G. On the other hand, the major TSC observed above 210 K is due to a

pyroelectric current because these peaks are symmetric with respect to the Vp
G, and

the TSC corresponds to the dielectric response andQ� V hysteresis observed in our

previous work [54]. The Q � V hysteresis and the divergent increase in the

dielectric constant and loss are features of ferroelectricity.

We shall now discuss the TSC as a pyroelectric current. Figure 9.10a shows the

Vp
G dependence of the observed TSCs. These TSCs increase with increasing Vp

G

because the induced average polarization increases with increasing Vp
G. However,

the TSC peak temperature shows little dependence on Vp
G. In this temperature

region, the observed TSC is expected to consist mainly of the pyroelectric current

because the temperature range is higher than that at which detrapping from the

carrier traps is observed. On this basis, we integrated the observed TSCs. The

relationship between the polarization and observed TSC can be expressed as

iðTÞ ¼ � dQr

dt
¼ � dQr

dT

dT

dt
¼ �seff

dPr

dT

dT

dt
, ð9:5Þ

Fig. 9.10 (a) Vp
G

dependence of the observed

TSCs. (b) temperature and

Vp
G dependence of the

remnant polarization

charge. Copyright

2012, MDPI
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where, seff is the effective surface area of the sample and is defined for a parallel

capacitor. Qr and Pr are the remnant polarization charge and remnant polarization,

respectively. In the case of the parallel capacitor, one can define the pyroelectric

coefficient p(T) as

dPr

dT
¼ pðTÞ: ð9:6Þ

Thus, one obtains:

iðTÞ ¼ �seffpðTÞ dT
dt

: ð9:7Þ

If the heating rate (dTdt) is constant, one can obtain the pyroelectric coefficient. Then,

Pr is calculated as an integral of the pyroelectric current i(T ):

PrðTÞ ¼ �
Z

pðTÞdT ¼ � 1

seff

Z
iðTÞ
dT
dt

dT: ð9:8Þ

In our case, the remnant polarization charge is calculated via,

QrðTÞ ¼ �
Z

iðTÞ
dT
dt

dT þ Qini, ð9:9Þ

where Qini is a constant of integration that is fixed by the initial condition, i.e., the

initial induced polarization. Figure 9.10b shows the integrated TSC, which corre-

sponds to the temperature and Vp
G dependence of the remnant polarization charge,

(Qr). Although Qini is difficult to determine because of the non-uniform electric

field in the crystal, we determined theQini for each V
p
G under the assumption that the

initially induced Qr is proportional to the Vp
G. Figure 9.10b indicates that Qr

gradually decreases with increasing temperature up to 260 K, and begins to

decrease steeply at around 280–290 K. A small amount of Qr remains at 320 K.

Figure 9.11 summarizes the physical parameters of the β
0
-(BEDT-TTF)(TCNQ)

crystalline FET. There are clear relationships between the observed parameters; in

particular, the ferroelectric-like transition, which is indicated in Figs. 9.11c and d,

and the change in field-effect mobility (shown in Fig. 9.11b) occurred simulta-

neously. On the other hand, this ferroelectric-like transition hardly affected the bulk

conduction shown in Fig. 9.11a. Thus, this correlation concerns the interface of

the organic crystals and SiO2 because both the field-effect mobility and the

ferroelectric-like properties were observed around the interface, not in the bulk.

Because the bulk β
0
-(BEDT-TTF)(TCNQ) crystal is known as a dimer Mott insu-

lator, the ferroelectric-like phase below 285 K is exceptional.
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The band filling of both the dimer Mott insulator and charge-ordered phase are

quarter filling. The difference between the dimer Mott insulator and the charge-

ordered phase is the degree of localization of correlated carriers. The carriers of the

dimer Mott insulator and charge-ordered phase are localized in one dimer site and

one BEDT-TTF site, respectively. If a carrier is localized in a BEDT-TTF site and

thermal hopping to the intradimer neighboring BEDT-TTF site is allowed, sponta-

neous polarization derived from the biased carrier distribution in the dimer sites is

induced by an external electric field. Under this assumption, the unusual temperature

behavior shown in Fig. 9.11 can be explained by the abrupt change in the degree of

localization of correlated carriers [58–60].

Fig. 9.11 Summary of the physical and electrical parameters observed in the β
0
-(BEDT-TTF)

(TCNQ) crystalline FET. Temperature dependence of (a) bulk conductance; (b) field-effect

mobility; (c) gate capacitance, and (d) remnant polarization
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9.4 Organic Thin Film Transistors

9.4.1 Step-Edge Vertical-Channel OFET

OFETs have already shown promise for applications in electronic papers, sensors,

and radio frequency identification cards (RFIDs). In order to be able to function, the

OFETs in these devices must have high speed, high current, and low operational

voltage. Conventional OFETs do not meet these demands owing to the low carrier

mobility of organic semiconductors. One method for fabricating high-speed, high-

power, and low-voltage OFETs is to shorten the channel length. A number of

studies have attempted to shorten the channel length in order to achieve high-

speed operation [61–69]. The operational speed (cut off frequency, fc) is given by

f 0 /
μðVG � VTÞ

2πL2
/ μ

L2
: ð9:10Þ

However, decreasing the channel length of conventional OFETs using a

low-cost process is difficult because lateral-type OFETs usually have a planar

structure where the source and drain electrodes are separated using shadow mask

deposition or photolithography. An easy way to shorten the channel length is to

form the channel in the vertical direction. Thus, there have been many reports of

vertical-type organic transistors such as organic static induction transistors [4–6],

charge injection controlled transistors [63, 64], metal-base vertical OFETs [65], and

various edge-type vertical OFETs [66–69].

We fabricated step-edge vertical-channel OFETs (SVC-OFETs) based on

pentacene or 6,13-bis(triisopropyl-silylethynyl) pentacene (TIPS-pentacene) and

measured their static and frequency characteristics. SVC-OFET is a vertical-type

OFET in which a submicron channel can easily be achieved in the film thickness

level by using the step-edge structure. A short channel is formed in the vertical

direction of the step-edge structure by a simple self-alignment process. A schematic

of a bottom-contact (BC) SVC-OFET is shown in Fig. 9.12. First, an Al gate electrode

with a line width of 100 μm was deposited by vacuum evaporation on a substrate. In

this case, the thickness of the Al gate electrode, D, which was varied from 0.25 to

1 μm, corresponds to the channel length of the SVC-OFET, L. Subsequently, the
substrate surface was covered with an insulating layer, and a gate dielectric layer was

deposited so as to surround the Al gate electrode. The gate dielectric layer was

Fig. 9.12 Device structure

of SVC-OFET
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composed of SiO2 (200 nm) or parylene C, deposited by plasma-enhanced chemical

vapor deposition (p-CVD). The surface of gate dielectric layer was treated with

UV/O3 for 10 min at room temperature and subjected to a silane coupling treatment

with hexamethyldisilazane (HMDS) saturated vapor for 2 h at room temperature. Au

was deposited by incline vacuum evaporation onto the gate-formed substrate to

fabricate the upper and lower electrodes. The step edge of the gate electrode served

as a shadow mask, and the Au electrode was separated by the wall of the step edge.

The active layer, composed of TIPS-pentacene, was formed by the drop casting

method using a small volume from 1 wt% toluene solution and dried in toluene

ambient. The substrate surface was coated with Pt to prevent charging during

observation. A SVC-OFET with a 600-nm-thick SiO2 film was used for the obser-

vation. The upper and lower electrodes were separated at the step edge and the

channel length, L (defined here as L¼D), was approximately 1 μm. SVC-OFET can

be fabricated by simple nanoimprint lithography and a self-aligned process [69].

The frequency characteristics of the SVC-OFET are shown in Fig. 9.13. The

cutoff frequency ( fc) is defined here as the frequency where IDS (that is, Iout – Ic) at
each frequency [IDS(f)] is 3 dB lower than that at 100 Hz [IDS(100)], i.e., 20 log

[IDS(fc)]/[IDS(100)] ¼ �3. SVC-OFETs showed excellent device performance and

high fc values of approximately 2 MHz (defined as 3 dB down from the output

current Iout at low frequency) and 4 MHz (defined as output current equals gate

charging current, Ic) were obtained [70]. This is presumably because of the shorter

channel length of 250 nm.

9.4.2 Self-Aligned Organic Nanochannel Transistors

Electric field-induced oriented growth [71–75] and its in situ observation [76],

selective growth [76, 77], and self-aligned wiring and nanogap formation are useful

elemental technologies for fabricating organic nanodevices without the destruction

Fig. 9.13 Frequency

characteristics of a

SVC-OFET. Copyright

2013, Trans. Mat. Res. Soc.

Japan
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of organic nanocrystals and modulation of the electronic state of the organic

molecules. For example, organic nanochannel transistors were fabricated by the

spontaneous formation of an active layer [78, 79] or by local Joule heating of

connected TTF-TCNQ wires [80]. The spontaneous formation of an active layer

occurs as a result of the absence of TTF at the growth tip [78]. Consequently, a

small TCNQ region is formed at the junction, which was determined to be 500–

700 nm by atomic force microscopic potentiometry (AFMP) [81]. These

nanotransistors were demonstrated experimentally and exhibited a maximum elec-

tron mobility of 1–3 cm2/Vs [79], which is comparable to that of a single-crystal

TCNQ device [82]. The high performance is mainly due to the high carrier injection

efficiency because there is no carrier injection barrier at the TCNQ/TTF-TCNQ

interface. The lowest unoccupied molecular orbital (LUMO) band of TCNQ and the

TCNQ LUMO band of TTF-TCNQ are common, so that the LUMO band of

TTF-TCNQ acts as a carrier reservoir for the TCNQ nanocrystal.

Figure 9.14 shows an optical micrograph of a spontaneously formed nanocontact

between two organic conductive wires. This nanocontact is formed by self-aligned

growth. If another organic semiconducting material, such as pentacene, is evapo-

rated after making the nanogap, the nanogap is filled with the evaporated material.

Another nanofabrication method involves the self-termination mechanism [80]

using self-concentrated Joule heating. A connected TTF-TCNQ wire has a highly

resistant point at the junction just after making a connection. If an AC or DC current

Fig. 9.14 Optical

micrograph of a

nanocontact between two

TTF-TCNQ conductive

wires grown under a static

electric field and quasi-

thermal equilibrium

conditions
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is applied, Joule heat is generated preferentially at this point of high resistance.

The Joule heat causes TTF desorption from the high resistance point. During this

process, the resistance of the initially high resistance point increases further and a

non-doped semiconducting region is formed at the junction. This semiconduc-

torization process by Joule heating ceases automatically because the higher resis-

tance (R) limits the electric current. Therefore, the heat generated (V2∕R) decreases
with increasing R under constant-voltage operation. Figure 9.15 shows a typical

example of the self-concentrated Joule heating process [80]. The initial total

conductance of the connected TTF-TCNQ wire is approximately 10�4 S. During

the first 400 s, the total conductance decreases slightly, and no gate-induced

modulation of the source current (IS) is observed at this stage. However, the

conductance drops abruptly after 415 s, and a slight gate-induced modulation of

IS appears. Another drop in conductance is observed after 500 s of Joule heating.

After 600 s of Joule heating, the gate-induced modulation is significantly improved,

and obvious n-channel FET characteristics are obtained.

Fig. 9.15 Joule heating

time variation of the

electrical conductivity for

a connected TTF-TCNQ

wire. A step-like decrease

in electrical conductivity

was observed upon

increasing the Joule heating

time. The FET

characteristics, which were

measured at each stage,

indicate that an n-type

nanochannel transistor was

gradually formed by self-

concentrated Joule heating
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9.5 Flexible Device Application

9.5.1 Flexible Transistors

The advantage of organic electronic devices is their flexibility, which is derived

from their softness due to van der Waals interactions in their structure. In particular,

placing the organic semiconductor layer at the neutral strain surface has been found

to be very effective in improving the bending durability of organic devices

[29]. The laminated sheet structure used in our thermal press and thermal lamina-

tion process (in Sect. 9.2.3) exploits this principle to improve the bending durability

of the sheet device.

A flexible transistor was fabricated by the thermal lamination process [28] by the

following procedure. The cover film was a thin (12 μm) polyimide film, with a

900-nm-thick parylene-C buffer layer and Au contact electrodes. The base film was

also a 12-μm-thick polyimide film, with a Au gate electrode structure and a

900-nm-thick parylene-C gate insulating layer. The base and cover films had a

symmetrical arrangement to cancel compressive and tensile strains in the organic

layers during bending. A small amount of C8-BTBT [83–85] powder was placed on

the base film at the approximate device location, and was covered by the cover film.

The pair of polyimide films, including the organic powder, was then inserted into

the laminator.

Figure 9.16 shows the transfer characteristics of the laminated C8-BTBT tran-

sistor and the results of sequential bending tests conducted under a bending radius

of 1 mm. We carried out a sequential bending test starting from the flat device state,

and then bent the channel region outward (so that the electrical current was parallel

Fig. 9.16 Transfer

characteristics of laminated

C8-BTBT transistors during

a sequential outward and

inward bending test

performed under a bending

radius of 1 mm
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to the strain, and the cover film was on the outside during outward bending); we

then flattened the sample again, and bent the channel region inward, before

we finally flattened the sample again. The transfer characteristics were measured

at each stage. As seen in Fig. 9.16, the outward and inward bending process did not

have any significant effect on the transfer curve. The effect of bending on the field-

effect mobility was less than 2.6 %, and no irreversible degradation was observed.

A bending radius of 1 mm was sufficient for reel-up type flexible sheet devices [3].

9.5.2 RFID Tag

Figure 9.17 shows a conceptual illustration of an active antenna using an OFET. In

this case, a SVC-OFET is fabricated on one part of the loop antenna line-edge. The

total impedance of an active antenna can be changed by operating SVC-OFETs.

When the SVC-OFET is in the ‘on’ state, the active antenna forms an N-turn loop,

whereas the loop is cut off when the SVC-OFET is in the ‘off’ state. Figure 9.18

shows a waveform of Vm observed in the modulation monitor. The output voltage of

the DC power source was � 25 V, the frequency of the carrier wave was 13 MHz,

and the modulation frequency of the gate voltage was 1 kHz. Using the peak values

Fig. 9.17 A typical

example of fabricating an

active antenna

incorporating SVC-OFETs

Fig. 9.18 Wave form of Vm

observed in the modulation

9 Fabrication and Characterization of Organic Devices 179



of Vm at VG¼ 0 V and VG ¼ �20 V, a modulation factor of 5.2 % was obtained

from the results shown in Fig. 9.18. These results also demonstrate that the

SVC-OFET is operating as a resistance circuit element around the RF region

(13.56 MHz), although the transistor modulation of SVC-OFETs is restricted on

the cutoff frequency (2 MHz). This means that the OFET operation is restricted by

the gate charging and channel formation. Once the channel is formed by the

low-frequency gate voltage, however, the resistance of the channel itself operates

at a higher frequency like a doped organic material. Several reports demonstrate the

resistance and diode operation (30–50 MHz) obtained using organic materials [86].

9.5.3 Active-Matrix OLED Display

Several vertical-type OFET drive OLEDs for flexible display applications have

been reported. We have demonstrated the high performance of a novel vertical-type

organic light-emitting transistor (OLET) and active-matrix OLET on a plastic film

as well as on a glass substrate [70, 87–89]. Brightness values of approximately

400 and 50 cd/m2 were obtained on glass and polyethersulfone (PES) substrates,

respectively. The OLET display using organic materials is protected against

mechanical stress, and can be bent while displaying an animation. Figure 9.19

shows an example of a flexible OLET display [89]. Figure 9.20 shows (a) the

standard equivalent circuit of an OLED pixel and (b) a cross-sectional view of an

SVC-OFET. The effective emission area (OLED part) in one pixel using a

SVC-OFET (Fig. 9.20d) is larger than that for a conventional device layout

(Fig. 9.20c). Because SVC-OFETs can be fabricated on active-matrix wires such

as common, data, and scan lines, channels of switching and driving transistor of

Fig. 9.19 A typical

example of an active-matrix

OLET display. Copyright

2008, The Japan Society of

Applied Physics
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active-matrix display are formed at each line edge. The storage capacitance can be

controlled by adjusting the overlap area between the common line and the source

electrode of the SVC-OFET.

As described above, SVC-OFETs are suitable not only for information tags, but

also active-matrix display backplanes, owing to their high-performance operation

and compact layout, because the capacitance between the gate and source (or drain)

can be controlled by adjusting the gate line width and used as the matching

capacitor of active antennae and storage capacitor of active-matrix display circuits.
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Chapter 10

Mobility Limiting Factors in Practical
Polycrystalline Organic Thin Films

Ryosuke Matsubara, Noboru Ohashi, Shi-Guang Li,

and Masakazu Nakamura

10.1 Overview of the Morphological Features of Pentacene
Thin Films [5]

Pentacene is one of the candidates for active materials in organic thin-film transis-

tors (OTFTs) having practical performance, because a relatively high mobility of

>1 cm2/Vs can be obtained even for vacuum evaporated thin films [1–4]. Active

layers of OTFTs are generally used in polycrystalline state and transistor charac-

teristics are strongly influenced by the film morphology. Therefore, knowledge of

the correlation between film morphology and electronic properties is important to

improve device performance [5–11]. At the beginning of this chapter, a variety of

film morphology and crystallographic features of pentacene thin films grown on

SiO2 substrates by molecular beam deposition (MBD) is overviewed. Although
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MBD is not a popular technique to fabricate practical devices, it has a great

advantage in controlling growth rate and temperature broadly and precisely.

Morphology of pentacene crystalline grains is categorized into five groups, as

shown in Fig. 10.1, according to their characteristic shapes. Figure 10.1a shows

“lamellar grains” marked with dotted ovals, of which height tends to be higher than

surrounding other grains. Figure 10.1b–d show typical morphologies of “pyramidal

grains” which have a square pyramidal shape with relatively high symmetry,

“inclined grains” which are similar to but more asymmetric than the pyramidal

grains, and “dendritic grains” which have a branching structure as frequently seen

in diffusion limited growth, respectively. Grains with irregular shape more than

5 μm in size are named as “giant grains” (Fig. 10.1e). Figure 10.2 summarizes a

phase diagram of the grain morphology, or a morphodrom, against growth temper-

ature and rate. Two overlapped markers indicate that the film is composed of two

types of grains, a larger marker denotes a major component and a smaller a minor.

Crystal growth was not observed on the growth conditions marked by crosses.

Such a growth limit shifted to lower temperature by decreasing the growth rate.

The lamellar structure appears frequently when the growth temperature is less

Fig. 10.1 AFM images of pentacene films deposited under various growth conditions. Grain

morphology was categorized into five groups: (a) lamellar, (b) pyramidal, (c) inclined, (d)
dendritic and (e) giant grain. Average film thickness is within the range of 30–60 nm. The arrows
in (e) point recessed regions which appear only in high temperature range
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than 10 �C. The dendritic region is isolated in the morphodrom, which would be

related to the limited condition for supersaturation of migrating molecules [12].

Vacuum evaporated pentacene films are known to be composed of two crystal-

line phases, namely the “thin-film phase” and “bulk phase”, and the ratio of the two

phases varies depending on growth conditions [13]. The films consisting of thin-

film phase generally exhibit higher mobility than those with a mixture of the two

phases [14]. According to X-ray diffraction (XRD) measurements, all films shown

in Fig. 10.1 are highly ordered showing sharp diffraction peaks. On any growth

conditions, a diffraction peak indicating 1.54 nm interplanar spacing is the stron-

gest, which indicates that the major component of these films is the thin-film phase.

Since only the films in which lamellar-like grains exhibit a diffraction peak of

which interplanar spacing is 0.46 nm, the lamellar grains are concluded to be

composed of “flat-lying molecules” [15, 16]. A peak corresponding to the bulk

phase with a 1.45 nm interplanar spacing is observed above 35 �C and gradually

increased with increasing growth temperature. The bulk phase is, however, a minor

component even near the growth limit. The intensity ratio between thin film and

bulk phases are almost independent of the growth rate.

Above the growth temperature of 40 �C, a notable structure is observed on any

film surface. Figure 10.3 shows the structure named “recessed regions” or

“notches.” An interesting point is that the recessed region is extended across the

molecular steps without any perturbation on the step continuity. The boundary of

the recess is obscure compared to the molecular steps. The wide range distribution

of the recessed regions is also seen in Fig. 10.1e. The area density of the recessed

Fig. 10.2 Morphological phase diagram of pentacene films on SiO2. The vertical axis indicates

not a flux of incident but deposition rate
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region increases when approaching the growth limit and becomes almost negligible

below 40 �C. Although the molecular scale structure has not been clarified, the

mechanism forming these recessed structures is hypothesized as follows: When the

growth temperature is above 40 �C, thermal expansion of the film is large enough to

generate considerable tensile stress during the cooling process. To compensate the

tensile stress, part of the film is transformed into bulk phase of which unit cell on

(001) plane is larger than that of thin-film phase. Due to the structural transforma-

tion, interplanar spacing of (001) shrinks instead while keeping the relative position

of the molecules almost unchanged. Such transformation would preserve the

molecular steps formed during the film growth and appear with obscure boundary

due to the gradual transition between thin-film and bulk phase. It should be noted

that these recessed regions behave as large potential barriers against carrier trans-

port, which is explained later in Sect. 10.2.

Figure 10.4 shows a contour plot of average grain size against growth temper-

ature and rate. It is clear that the grain size tends to increase with increasing

growth temperature and decreasing growth rate. Separation of the contour line

becomes narrower when the deposition conditions approach the growth limit

because the actual deposition rate steeply decreases in the near-limit region

where the desorption rate of the molecules is comparable to adsorption rate. In

the area where dendritic grains appear (a dotted oval), the monotonic variation of

the grain size against the deposition conditions becomes irregular. This trend is

considerable because the requirement for the dendritic growth meets with higher

nucleus density.

Fig. 10.3 An AFM image

(2� 2 μm2) showing

recessed region (marked by

dotted ovals) on a pentacene
film surface. The recess is

independent from molecular

steps (some are marked by

arrows)
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10.2 Extrinsic Limiting Factors of Carrier Mobility
in Pentacene Thin-Film Transistors [6]

10.2.1 Importance to Know the Influence of Defective
Structures

In many studies devoted to elucidating the mechanism of carrier transport or to

improve device performance, the transfer characteristics of OTFTs themselves are

employed to estimate carrier mobility. Then, the dependence of the mobility on

various structural or chemical parameters is occasionally discussed without determin-

ing the true bottleneck of the carrier transport. However, the carrier mobility calcu-

lated from the transfer characteristics, namely apparent field-effect mobility, is not

always an intrinsic physical parameter at the semiconductor/insulator interface but an

extrinsic one showingmerely the overall device performance.Apparentmobility often

includes the influence of nonlinear resistances at metal/semiconductor contacts and

ohmic series resistances, whichmay bemodulated by gate voltage. Furthermore, even

though rather intrinsic field-effect mobility is measured by a certain technique, the

mobility may be limited mainly by local defective structures in the organic thin films.

Considering such a situation, we have been studying the limiting factors of

carrier transport in OTFTs quantitatively using originally developed techniques,

microscopic four-point probe FET measurement (MFPP-FET), and atomic-force-

microscope potentiometry (AFMP) [7, 8, 17–20]. Carrier transport property in

high-mobility OTFTs is generally determined at various stages (from the most

intrinsic to the most extrinsic factors): (a) energy band structure of the perfect

Fig. 10.4 A contour plot of average grain size (μm) for various growth conditions. The area where

dendritic grains appeared is marked by dotted line
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organic crystal, (b) modulation of the band structure and trap formation by the gate

insulator surface, (c) bottleneck at the crystalline domain boundaries or line defects,

and (d) carrier injection barriers at the organic/electrode interfaces and defective

structures in the film. In this section, we comprehensively explain the cause and the

influence of various extrinsic limiting factors of carrier transport, (c) and (d), on

apparent mobility mainly focusing on pentacene OTFTs. From a practical point of

view, understanding of the cause of extrinsic limiting factors helps us to obtain

high-performance OTFTs reproducibly. Moreover, from a scientific point of view,

it helps us to exclude unwanted bottlenecks in the carrier transport, and study rather

intrinsic mechanisms.

10.2.2 Special Measurement Techniques

In an MFPP-FET measurement (Fig. 10.5a), the sheet resistance of an organic

semiconductor layer is measured by the four-point probe while modulating the

carrier density by applying a gate voltage to a Si substrate [7, 21]. In this measure-

ment, the well-known advantage of the four-point probe, i.e. the insensitivity to

contact resistances, is utilized. Microscopic four-point probes (CAPRES) with 5–

30 μm probe separations and Au coating were set in a vacuum-type atomic force

microscope. The conductance I14/V23 in the linear regime, i.e. under sufficiently

large gate voltage VG, is described as

I14
V23

¼ μπCi

ln2
VG � V24 þ V34

2
� VT

� �
; ð10:1Þ

where μ is the carrier mobility, Ci is the SiO2 capacitance per unit area and VT is the

gate threshold voltage. According to Eq. (10.1), an intrinsic carrier mobility is

calculated from the linear slope of the I14/V23 vs. VG-(V24 +V34)/2 plot.

AFMP is composed of an AC-mode AFM equipped with a conductive cantilever

and high-input-impedance voltage-measurement circuit integrated in a cantilever

holder. The schematic diagram of AFMP is shown in Fig. 10.5b. This technique is

capable of accurately measuring the potential distribution of working thin-film

transistors [8, 18–20]. Kelvin probe force microscopy (KPFM) has also been used

for a similar purpose [22–27]. In KPFM, tip potential is biased to make the

electrostatic force between the sample and the tip zero, which indicates that vacuum

levels are equalized. On the other hand, Fermi levels are equalized by the charge

transfer through the contact in AFMP. Although KPFM is a powerful tool for the

nano-scale mapping of work-function differences, it is not ideal for the precise

potential mapping of semiconductor devices under an operational voltage applica-

tion. A notable advantage of AFMP against KPFM is its accuracy in measuring the

potential distribution near the electrode edges with a large applied bias voltage and

grain boundaries with abrupt topographic features [28]. The spatial resolution of

AFMP is less than 10 nm and the potential resolution ~100 μV.
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10.2.3 Electrode Contacts

In many cases, top-contact thin-film transistors (TC-TFTs) tend to exhibit higher

apparent mobility than bottom-contact thin-film transistors (BC-TFTs). The contact

resistance at source/drain electrodes in the top-contact configuration is, in general,

smaller or almost negligible for relatively large channel-length OTFTs. However,

even the top contact configuration is sometimes accompanied with extrinsic deg-

radation of the apparent mobility depending on the fabrication processes.

Figure 10.6 shows the ratio of field-effect mobilities measured by TC-TFT to

those measured by MFPP-FET. Both measurements were carried out with the

Fig. 10.5 Schematic diagrams of the original measurement techniques used in this work:

(a) MFPP-FET and (b) AFMP. (Reproduced from [6])

Fig. 10.6 Ratio of carrier

mobilities measured by

TC-TFT (channel length:

20 μm) to those measured

by MFPP-FET (probe

separations: 25 μm).

(Reproduced from [6])
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same electrode material, Au, and a similar channel length. The result implies that

the organic films have been deteriorated by the top metal deposition. Accordingly,

we have to be careful in analyzing the dependence of the apparent mobility on

deposition conditions. Another notable finding is that the degree of degradation of

the films grown at high temperatures is higher than that of the films grown at low

temperatures. This is partly because the films grown at higher temperature tend to

exhibit higher intrinsic mobilities and therefore the influence of the electrode-

originated degradation becomes more apparent.

Figure 10.7a, b show AFMP images taken on a pentacene TC-TFT grown at

relatively high temperature, 50 �C. The applied drain voltage VDS is �5 V and

the gate voltage VG is �30 V, which correspond to the linear regime of the OTFT.

Fig. 10.7 30� 30 μm2 AFMP images taken on a working pentacene TC-TFT (growth tempera-

ture: 50 �C, growth rate: 0.31 nm/min): (a) topographic and (b) high-pass filtered potential images.

A source electrode is located on the left side and a drain on the right side of each image. The drain

voltage VDS is �5 V and the gate voltage VG is �30 V. (c) Histogram of the position of major

potential drops (>100 mV). The position is shown by the number of grains from source edge.

(Reproduced from [6])
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The topographic and high-pass-filtered potential images indicate where the degra-

dation has concentrated. In the potential image, potential drops are seen on certain

parts of the grain boundaries encircled by dashed ovals. It seems difficult for

carriers to flow straight without crossing these potential drops. A histogram of the

position of large potential drops was obtained from many similar images, shown in

Fig. 10.7c. The influence of the electrodes on the formation of potential drops is

obvious from this distribution. Thus, the top contact causes serious electrical

damage to the films grown at high temperatures, i.e. those with large grain sizes,

because highly resistive grain boundaries are densely formed near the electrodes.

As shown in Fig. 10.6, this damage possibly reduces the apparent field-effect

mobility to only 10–30 % of the intrinsic one.

Such degradation is also seen when the growth temperature is relatively low.

Figure 10.8 shows a potential profile through the channel region taken on a

pentacene TC-TFT grown at a relatively low temperature, 15 �C. Steeper potential
slopes near the source and drain edges are clearly observed. The width of the

steeper slope is around 400 nm equally on each side, which means that it is too

wide and symmetric to be caused by an injection barrier. The width corresponded

well to the area with a trace amount of Au incident on it, of which the amount is too

small to be detected by AFM topographic images. The Au is supposed to be

scattered by the edge of the shadow mask or residual gas during the vacuum

Fig. 10.8 Potential profile across the channel of a working pentacene TC-TFT (growth temper-

ature: 15 �C). Insets are magnified profiles at both ends of the channel. (Reproduced from [6])
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evaporation. This steeper potential slope is therefore due to the electrical damage in

pentacene induced by the trace amount of Au [18]. In this case, the apparent

mobility was estimated to be about 75 % of the intrinsic one.

Depth of the Au-induced electrical damage to the pentacene films deposited at

higher temperature was investigated by changing the pentacene thickness. Fig-

ure 10.9 shows pentacene-thickness dependence of the local field-effect mobilities

in the damaged and no-damage areas calculated from potential profiles under FET

operation. An Au depth profile measured by secondary ion mass spectrometry

(SIMS) is also shown. According to the depth profile, Au penetrated approximately

100 nm into the pentacene layer. Such deep penetration would be mediated by the

Au diffusion through grain boundaries, which has been confirmed by transmission

electron microscopy for other organic polycrystalline films [29]. Since the output

current flows at the pentacene/insulator interface, once the pentacene layer becomes

thicker than the damaged layer, the local field-effect mobility is expected to

increase. However, the low local mobility in the damaged area does not recover

even when the pentacene thickness becomes much thicker than 100 nm as shown in

Fig. 10.9. This result implies that the distribution of the electrical damage is deeper

than that of the Au atoms themselves. One possible mechanism of the damage

formation down to the bottom of the thick organic film, is the transformation of the

crystal structure. Figure 10.10 shows the variation of XRD patterns of a pentacene

thin film (grown at a moderate temperature) by the deposition of a thin Au film on

it. By the Au deposition, the peak position of the thin-film phase (001) diffraction

[12] shifts from 6.032� to 6.068�, which corresponds to the change of the lattice

plane distance from 1.46 to 1.45 nm. Since the full width at half maximum

(FWHM) of the peak becomes even narrower from 0.12� to 0.10� by the Au

deposition, the peak shift is not due to the disordering of the pentacene crystal.

These suggest that all of the pentacene molecules in the film have collectively

inclined, i.e. became closer to the bulk phase. This transformation changes the

molecular packing at the grain boundary from top to bottom of the film, and, as a

result, makes the grain boundary more resistive due to the concentration of stress.

Fig. 10.9 Pentacene-

thickness dependence of

local mobilities in damaged

(crosses) and no-damage

(circles) areas. The
pentacene films were grown

with the same conditions as

Fig. 10.7. Au depth profile

measured by SIMS (solid
line) is also plotted on right

axis. (Reproduced from [6])
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Another interesting fact seen in Figs. 10.7 and 10.8 is that no significant injection

barrier is likely to exist at the source electrode/pentacene interface although a

0.85 eV barrier at the pentacene/Au interface is confirmed with electron spectros-

copy [30]. The absence of the injection barrier may arise due to the carrier injection

mechanism into the organic semiconductor with a large density of gap states mostly

at grain boundaries, which is an advantage of the top-contact configuration. Fig-

ure 10.11 shows the influence of Au deposition on pentacene on the density-of-state

(DOS) near the highest occupied molecular orbital (HOMO). These spectra were

measured after the removal of the deposited Au layers from the pentacene films

[31, 32]. By the Au deposition, the peak position of the pentacene HOMO shifts to

Fig. 10.10 XRD patterns

of an as-deposited

pentacene film (growth

temperature: 40 �C,
thickness: 50 nm, average

grain size: 3 μm) and the

same film fully covered

with a 0.5 nm-thick Au film.

Cu-Kα radiation was used

for the measurements.

(Reproduced from [6])

Fig. 10.11 Photoelectron

spectra of pentacene/Al

samples: (circle marks)
without Au deposition,

(square marks) with Au

deposited in vacuum, and

(triangle marks) with Au

deposited in 0.2 Pa

Ar. (Reproduced from [31])
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the high binding energy side by ~0.5 eV. Moreover, another feature appears at

approximately 1 eV above the HOMO level, demonstrating that the gap states

appeared upon the Au deposition. The density of the gap states in the pentacene

with low-energy Au deposited in Ar is much greater than that with Au deposited in

vacuum. This fact indicates that the gap state is not due to the heat damage of

pentacene but due to the incorporation of Au atoms in the pentacene film.

The spatial distribution of the large ohmic current flowing vertically through Au

deposited pentacene films was studied with AFM current imaging [31]. Figure 10.12

shows (a) topographic and (b–d) current images taken in the same area of a Au

(0.3 nm in Ar)/pentacene/Al sample using a Au-coated conductive probe. When the

probe is biased negatively (Fig. 10.12b, c), i.e. reverse bias of the diode, electrical

conduction appears only at a few specific spots, which are marked by white circles.

The ohmic current spots are concluded to be located at the grain boundaries by

comparing topographic and current images in Fig. 10.12. When the probe is biased

positively (Fig. 10.12d), the forward thermionic current appears at several different

points as marked by arrows. The thermionic spots are located even in the grains.

Accordingly, the two current components do not uniformly flow but are

Fig. 10.12 500� 500 nm2 images taken in the same area of a pentacene/Al sample with 0.3 nm-

thick Au deposited in 0.2 Pa Ar: (a) AFM topography, (b) absolute current at Vtip¼�2 V, (c) at
Vtip¼�3 V, and (d) at Vtip¼ 3 V. Ranges displayed in the gray scale current images are 0.04 to

�0.08 pA (more negative current is brighter) for (b) and (c), and �0.7 to 6.9 pA (more positive

current is brighter) for (d). (Reproduced from [31])
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concentrated at different spots in the polycrystalline pentacene film. These images

are instructive for study on metal/organic interfaces because they indicate that such

singular spots possibly dominate the current conduction. On the other hand, many

spectroscopic techniques measure averaged information over the entire film.

This difference frequently causes the quantitative disagreement between the elec-

trical and spectroscopic results [32].

In contrast to the small contact resistance of TC-TFTs, there frequently appears

large contact resistance, or a carrier injection barrier, when the bottom-contact

configuration is used. Figure 10.13a shows an example of the potential profile

obtained on an inferior performance BC-TFT with a pentacene active layer. One

can see abrupt potential slopes at both sides of the channel region of which width is

approximately 1 μm. These are due to small crystal grains of which nucleation and

growth is strongly influenced by the edge structure of the source/drain electrodes. In

this case, approximately 2/3 of the applied VDS is consumed at the narrow low

mobility area near the source/drain electrodes. We have to note that this resistive

area does not behave as a fixed resistance but as a very low mobility semiconductor.

Since 10 % of the channel length is filled with such a very low mobility semicon-

ducting film, the apparent mobility becomes approximately 1/3 of the intrinsic one.

This possibly appears as the VG dependent “contact resistance” when transfer line

method is used for BC-TFTs [33].

When there exists a large injection barrier at the electrode/organic interface, a

large abrupt potential drop appears only on the source side as shown in Fig. 10.13b.

In this case, only 1/7 of the applied VDS is used for the drift motion of the carriers in

the channel region and the rest is consumed to inject the carriers from the source

electrode. Furthermore, the effective gate electric field becomes much smaller than

expected because the average channel potential is much closer to the negatively

biased drain electrode, which results in poor accumulation of carriers and extremely

low apparent field-effect mobility, 1/10 to 1/100 of the intrinsic value.

Fig. 10.13 Potential profiles of working BC-TFTs: (a) a pentacene OTFT with large contact

resistance and (b) a CuPc OTFT with large injection barrier. (Reproduced from [6])
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10.2.4 Crystal Grains and Grain Boundaries

The problems originated in the source/drain electrodes discussed above are practi-

cally the major issue when the reproducibility of the device characteristics is poor

and the insufficient characteristics are suspected to depend on the detail of the

fabrication methods. In turn, one of the next major issues is the grain boundary of

the organic layers. Dependence of the intrinsic field-effect mobility, which means

that it does not contain the influence of the contact resistance, on the growth

condition is summarized in Fig. 10.14. There is a general tendency that the carrier

mobility becomes higher when the film is deposited at higher temperature and lower

deposition rate. Here, we classify the films into A, B and C groups as indicated in

Fig. 10.14. From the standpoint of film morphology, group A is characterized by the

frequent existence of the lamellar grains (brighter parts in Fig. 10.1a), where

molecules lie flat against the substrate, and group B mainly contains the pyramidal

or the dendritic grains (Fig. 10.1b–d). Group C is composed of the giant grains with

many defective structures, such as cracks between grains and depressions in the

grains (Fig. 10.1e). Not only the cracks in the film but also the lamellar grains are

confirmed to behave as insulators by AFMP analyses, of which a typical potential

profile is shown in Fig. 10.15. Molecules lie flat in lamellar grains, while they are

nearly perpendicular to the substrate in other types of grains. From this difference,

the overlap of π-orbitals between the lamellar and other grains is much smaller than

that between the grains with similar molecular orientations. The apparent field-

effect mobility is therefore strongly affected by the insertion of these insulating

structures into the organic layers especially in group A.

Fig. 10.14 Carrier

mobilities in units of cm2/

Vs summarized in the plane

of growth temperature and

deposition rate. Numbers

with triangle marks are the
apparent mobilities

measured by TC-TFT,

indicating that these

samples are difficult to

measure by MFPP-FET.

(Reproduced from [6])
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10.3 Intrinsic Limiting Factors of Carrier Mobility
in Pentacene Thin-Film Transistors [6–8]

10.3.1 Grain-Boundary–Limited Carrier Transport
in Polycrystalline Films

Figure 10.16 shows the intrinsic carrier mobility values plotted against the average

diameter of pentacene grains. The mobility is similarly proportional to the grain

size as several have reported [1, 15, 34], except in a sample with extremely large

grains, 8 μm in average, grown near the growth limit conditions and containing a

large amount of cracks as shown in Fig. 10.1e. This implies that the mobility is

limited by the domain boundaries.

Similar results have been obtained in the field-effect measurement of

oligothiophene by Horowitz and Hajlaoui [34, 35]. They tried to analyze the

property by a conventional “polycrystalline model” where carriers pass over

back-to-back Schottky barriers, which are generated by traps at grain boundaries,

via thermionic emission. Although the proportionality to the domain size is well

explained by the polycrystalline model, the analysis is not so satisfactory because

the calculated mean thermal velocity of carriers is too small as a thermal velocity.

In the case of pentacene, the mean free path is almost equal to the molecular

distance, and typical Debye length of lightly doped pentacene films, e.g. those

exposed to the air, is several tens of nanometers. Accordingly, application of the

diffusion theory is more appropriate for the analysis of pentacene polycrystalline

films. The band diagram used in the polycrystalline model with the diffusion theory

is shown in Fig. 10.17. In this model, the externally applied drain-source voltage,

VDS, is divided by the number of grain boundaries, and thus Vb¼VDS/(L/l ), where
L is the channel length and l the grain size, is applied to a single grain boundary. At
a very low Vb condition, Vb<< 4ϕb and Vb<< 2kBT/q, the current density flowing
through the boundary is described, by using linear approximation of the diode

equation, as

Fig. 10.15 Height and

potential profiles under FET

operation taken on a sample

including lamellar grains

grown at 0 �C. (Reproduced
from [6])
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J ¼ qnhμh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qNAϕb

2εS

r
exp � qϕb

kBT

� �
qVb

2kBT
; ð10:2Þ

where q is the elementary charge, nh the hole density in the grain, μh the mobility in

the grain, NA the acceptor density, εS the dielectric constant, ϕb the barrier height at

the grain boundary, kB the Boltzmann constant, and T the absolute temperature.

Then, considering that the current density is macroscopically expressed as J¼ qnμ
(VDS/L ), the apparent mobility, μ, is given by

μ ¼ ql

2kBT
μh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qNAϕB

2εS

r
exp � qϕB

kBT

� �
: ð10:3Þ

This model is valid when the true drift mobility μh is relatively high and the grain

boundary is resistive enough, where most of the applied drain–source voltage is

distributed to the depletion region near the grain boundaries, as depicted in

Fig. 10.17. From Eq. (10.3), one may notice that we should increase l and NA,

and decrease ϕB to increase the apparent mobility. The influence of NA is due to the

reduction of the depletion region width near the grain boundary, and it could be a

considerable cause of the increase of apparent mobility by oxygen or other dopant

species in relatively high mobility materials [36, 37].

10.3.2 Estimation of Potential Barriers and In-Grain
Mobility

In some organic thin films, the morphological crystal grain, which is frequently

determined by electron microscopy or AFM as a granular cluster, does not neces-

sarily correspond to a single crystalline domain. A pentacene grain in OTFTs

Fig. 10.16 Plot of carrier

mobility obtained with

MFPP-FET vs. average

diameter of the grains. The

probe spacing used was

25 μm. (Reproduced

from [6])
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also possibly contains several differently oriented crystalline domains [38, 39].

Figure 10.18 shows AFMP images taken at the center of the channel area of a

working pentacene OTFT. Many potential drops are seen in the potential image.

They are the barriers against carrier transport. By comparing the topographic and

potential images, many barriers located within the morphological grains can be

found. Some of these are locate in the deep notches as seen at the center of the

topographic image, but many are at shallow depressions, which are better viewed in

Fig. 10.1e (marked by arrows). The latter has a relatively smooth surface but is

considered a boundary between differently oriented crystal domains [38]. By the

analysis of the VG dependence of these potential drops, they have been concluded to

Fig. 10.17 Band diagram near a grain boundary used for the polycrystalline model with diffusion

theory. (Reproduced from [7])

Fig. 10.18 AFMP images taken at the center of the channel area of a working pentacene OTFT:

(a) topographic and (b) potential (average gradient is subtracted) images. Operation condition of

the OTFT is �8 V for VDS and �40 V for VG. (Reproduced from [7])
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be the same type of potential barriers as the morphological grain boundaries.

Therefore, in the analysis of organic polycrystalline films using Eq. (10.3), we

have to use the crystalline domain size for l instead of the morphological grain size.

In the case of pentacene, domain size is approximately half of the morphological

grain size according to the statistical occurrence of the notches [7].

Figure 10.19a shows the re-plotted domain size dependence of the mobility in the

films deposited at 296 K. In this graph, only the results showing moderate mobility

are used to exclude the influence of the extrinsic limiting factors as explained in

Sect. 10.2. Figure 10.19b shows an example of ln(μ � 2kBT/q) vs. 1/T plot of the

temperature dependence. The plot is linear in this temperature range as expected

from Eq. (10.3). Although regular Arrhenius-type and ln(μ � 2kBT/q) vs. 1/T2 plots

1.5

1.0

0.5

0.0

M
ob

ili
ty

 in
 d

om
ai

n 
(c

m
²/

V
s)

10008006004002000
Domain size (nm)

0.6

0.5

0.4

0.3

0.2

0.1

0.0

M
ob

ili
ty

 (
cm

²/
V

s)

10008006004002000

Domain Size (nm)

-13.4

-13.3

-13.2

-13.1

-13.0

-12.9

-12.8

ln
 (
m·

2k
B
T

/q
 )

3.603.503.403.30
1000/T  (1000/K)

200

160

120

80

)
V

m(thgieh
reirra

B 10005000
Domain size (nm)

fb=147 mV

mh  = 0.95 cm²/Vs

Fig. 10.19 (a) Domain size dependence of the mobility at 296 K measured by MFPP-FET.

(b) Temperature dependence of mobility in a sample with a domain size of 850 nm. Inset shows
domain size dependence of the barrier height. (c) Domain size dependence of the “mobility in

domain” calculated according to the diffusion theory. (Reproduced from [7])
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were also examined, the ln(μ � 2kBT/q) vs. 1/T plot exhibited the best linearity.

In addition, the estimated barrier height in this temperature range is almost inde-

pendent of domain size as seen in the inset of Fig. 10.19b, and is 150 mV in average.

Using the slope of the μ–l plot in Fig. 10.19a, acceptor density of each sample

calculated from the mobility, a film conductivity at VG¼ 0, and dielectric constant

calculated from capacitance–voltage (C–V) measurement, 4.6ε0, the mobility in

crystalline domain, μh, can be estimated by Eq. (10.3). Figure 10.19c shows a plot

of the estimated μh against the domain size. μh is again independent of domain size,

and the average value is 0.95� 0.04 cm2/Vs.

Let us compare this value with those in other reports. Field-effect mobility of

15–40 cm2/Vs is reported for carefully fabricated pentacene single crystal FETs

with organic gate insulators [39]. Over 10 cm2/Vs mobility is also expected from

the hole effective masses estimated from band calculation for single crystals [40]

and angle-resolved ultraviolet photoemission spectroscopy against single-crystal-

like monolayers on atomically flat substrates [41, 42]. These values are over ten

times as large as that obtained in this work. This disagreement indicates that, even

in a polycrystalline pentacene film on SiO2, there exists another limiting factor of

carrier transport in addition to the barriers at domain boundaries. This will be

explained in the next subsection.

10.3.3 Potential Fluctuation Within a Crystalline
Domain [8, 9]

Figure 10.20a–c show potential images obtained at three different areas in a working

pentacene OTFT. One may find that the crystal domains of pentacene commonly

contain small potential fluctuations in addition to large potential drops at the domain

boundaries, marked by dotted lines in the figure. Similar wavy shapes are observed in

almost all the domains. However, not all fluctuations are due to the channel potential,

because some of the images show surface-structure-induced potential fluctuations that

are superimposed on the channel potential, as shown in Fig. 10.20c. We therefore

attempted to eliminate such influence by measuring a profile including a large flat

molecular terrace, which is defined as an area with a roughness within a monolayer

height (about 1.5 nm). Figure 10.20d shows a topographic image that contains a large

molecular terrace elongated in the scanning direction. Topographic and potential

profiles were then extracted along the black line in Fig. 10.20d. In the potential profile,

small fluctuations are frequently seen, even in the molecular-terrace region. The

amplitude of the fluctuations is approximately 12 mVP�P, which is much higher

than the noise level of 2.5 mVP�P estimated in the electrode area. Furthermore, the

fluctuations are not correlatedwith the sub-monolayer noise in the topographic profile.

Potential fluctuations themselves do not have a physical meaning. We therefore

converted the potential profile into a conductivity profile. The relationship between

conductivity and potential is
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σ xð Þ ¼ J

E xð Þ ¼
J

dV=dx
; ð10:4Þ

where J is the two-dimensional (2D) current density in the channel, E the electric

field in the lateral direction, and x the distance. The current density perpendicular

to the source/drain electrodes can be regarded as homogeneous throughout the

channel, because the potential gradient in the channel of this OTFT was almost

homogeneous, except for small potential drops at domain boundaries and for the

Fig. 10.20 (a)–(c) Potential images obtained at different areas in a working OTFT. To show

potential fluctuations within domains clearly, the average potential gradient VDS/L was subtracted

as a background. Images (a) and (b) are examples showing potential fluctuations in the channel

region, while (c) shows molecular-step-induced potential fluctuation. (d) Topographic image with

a large molecular terrace elongated in the scanning direction (marked by a solid line). (Reproduced
from [8])
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much smaller fluctuations discussed in this work. Therefore, the current density can

be calculated as the source current divided by the channel width. Figure 10.21 shows

the converted 2D conductivity profile. Most parts of the 2D conductivity, except for

some irregularly higher peaks, are within �SD of the mean conductivity (SD is the

standard deviation). Because of these higher values, the histogram has a broad

shoulder on the upper side of the peak. This type of profile cannot be caused naturally

by scattered defects in the domain. Therefore, we assume that it originates from the

energy fluctuation of the HOMO band edge rather than energetic barriers. The inset

of Fig. 10.22a shows a schematic diagram of the band-edge fluctuation in a domain.

Band-edge fluctuation may change both carrier density and mobility. First, we

assume that the mobility is constant, and later discuss the validity of this assumption.

The 2D drift current in the channel region with band-edge fluctuations is

described as

J ¼ σ xð ÞE xð Þ ¼ qμNvexp � εf � εv xð Þ
kT

� �
E xð Þ; ð10:5Þ

where μ is the mobility, Nv the 2D effective density of states in the HOMO band, εf
the Fermi level, and εv the top level of the HOMO band. By rearranging Eq. (10.5),

εv can be extracted from the potential profile as follows:

ln 1=E xð Þ½ �kT ¼ ln
qμNv

J
kT � εf

� �
þ εv xð Þ: ð10:6Þ

Figure 10.22a shows the extracted band fluctuation in the domain. The fluctua-

tion profile has become symmetric about the energy axis as in Fig. 10.22b and

become closer to that of a normal distribution. This result strongly indicates that the

Fig. 10.21 2D conductivity in a crystalline domain: (a) profile and (b) histogram. The two

horizontal lines in (a) represent �SD obtained from the histogram in (b). (Reproduced from [8])
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major origin of the potential fluctuation is the fluctuation of the HOMO-band edge

as we assumed, because the histogram of a random event usually follows a normal

distribution. Here, the maximum amplitude within the domain must be much

smaller than the barrier height of 110 meV at the domain boundaries [7] since the

mobility of pentacene OTFTs shows thermally active behavior with a 110 meV

barrier. The maximum amplitude of 30 meV and the FWHM of 12 meV obtained in

this study are consistent with this requirement.

Here, let us discuss whether or not mobility can be regarded as a constant.

Mobility is proportional to the bandwidth according to band theory. Therefore,

band fluctuation may change the local mobility if the band fluctuation originates

from the HOMO bandwidth. On the basis of the model shown in the inset of

Fig. 10.22a, we can estimate a possible maximum ratio for the local-mobility

variation in the domain from the bandwidth of the single crystal, 210 meV [41],

and the maximum amplitude of the band fluctuation, 30 meV. The maximum ratio

obtained is 1.3, which is much smaller than that of the fluctuating conductivity, 3.2.

The influence of mobility variation on the conductivity fluctuation is therefore

concluded to be minor.

According to these results and the discussion above, the potential fluctuation

observed in the domains must originate from the HOMO-band-edge fluctuation. In

such a situation, the band fluctuation notably degrades the in-domain mobility, μh, in
Eq. (10.3). We propose two possible degradation mechanisms: (a) If the band fluctu-

ation behaves as shallow traps, carrier transport within a domain follows a multiple-

trapping and release mechanism, [43] and (b) if current flow meanders through the

high-conductance region for small VDS, carrier transport within the domain follows a

percolation mechanism [44]. The conductance in a domain is proportional to the

power of the space-filling factor in this case. According to the THz-wave absorption

Fig. 10.22 Fluctuation of HOMO-band edge in a crystalline domain calculated using Eq. (10.6):

(a) profile and (b) histogram. The inset of (a) shows a schematic diagram of the band fluctuation.

(Reproduced from [8])
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spectra, which are explained later, it is highly probable that the multiple-trapping and

release mechanism dominantly determines the typical carrier transport phenomena

in OTFTs. Either of these mechanisms results in the reduction of the mean carrier

velocity in a domain. It thus appears as if μh is much smaller than, approximately

1/10 at room temperature, that of perfect single crystals.

The potential fluctuation, of which root-mean-square amplitude is around

10 meV, is relatively small and may not be clearly noticed by most of spectroscopic

analyses at room temperature. However, it strongly influences the carrier motion

even in a short distance range. Figure 10.23 shows THz absorption spectra by gate-

field-induced electrons in a single-crystal silicon (horizontally hatched area) and

gate-field-induced holes in an OTFT-grade pentacene thin film (vertically hatched

area) [8]. Although the spectral shape of the electron in silicon is well explained by

the Drude model, which classically describes the dynamics of free electrons in

solids, that of the holes in pentacene cannot. The absorption increases by increasing

frequency from 0.5 to 2.0 THz, while a Drude-like tail appears at the low frequency

end. The Drude component appears only after sufficiently high on-state gate voltage

is applied, as seen in Fig. 10.24.

The potential environment for the holes in pentacene as depicted in Fig. 10.22a

could explain this shape. When the frequency becomes closer to 2.0 THz, which

corresponds to 8.27 meV photon energy, holes at the bottom of the fluctuated band

become able to overcome the surrounding potential barriers. Since the local barrier

Fig. 10.23 THz-wave modulation absorption spectra of a pentacene OTFT measured by

time-domain spectroscopy. The red thick line indicates the decrease of THz-wave transmission

by the accumulation of carriers in an OTFT, and the blue thin line that of a control sample where

only the absorption by the carriers in the Si substrate appears. Dashed line is a theoretical curve

obtained using the Drude model. (Reproduced from [9])
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height is distributed from a few to 20 meV and the experiment is done at room

temperature, increasing the photon energy in this measurement range gradually

increases the probability to accept the photon energy by the weakly-restricted holes,

and they gain the kinetic energy to go across the barriers. During the usual OTFT

operation, this activation process must be made by the thermal energy, i.e. the

mobility in the domain becomes a thermal-activation type and must be smaller than

the maximum mobility that is expected by the effective mass and the relaxation

time by scattering. The increase of Drude components with the application of

higher gate voltage can be explained by the formation of a large carrier pool at

the fluctuated band edge. The accumulated holes in the large pool may move freely

without significant restriction, as in the single-crystal silicon. However, the free

motion of such holes would not contribute to the field-effect carrier mobility, which

is the index of the long-distance carrier transport, unless the carrier pool grows as

large as the channel length.

Fig. 10.24 Variation of modulation absorption spectra of a pentacene OTFT (red thick line) and a
control sample (blue thin line) for on-state gate bias [(a): �10, (b): �20, and (c): �30 V].

Vertically hatched area denotes absorption by holes accumulated in pentacene. (Reproduced

from [9])
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10.4 A Model to Express the Apparent Carrier Mobility
in Practical Thin-Film Transistors

In this section,we summarize amodel to account for the apparent and ‘intrinsic’ carrier

mobility inpracticalOTFTswhere polycrystallinefilms are usedas active layers.Here,

the word ‘intrinsic’ does not mean that the semiconductor layer is a perfect single

crystal but that the overall carrier mobility is not influenced bymany extrinsic limiting

factors that are explained in Sect. 10.2. Although this model is derived from the

experimental results on pentacene thin films grown on SiO2 substrate, it could be

universally used for most of high-mobility organic polycrystalline thin films.

When the resistance of the grain (domain) boundary is high enough to consume

almost all of the applied drain–source voltage, the boundary-limited mobility is

well explained by the modified polycrystalline model with diffusion theory and is

expressed as

μBL ¼ μDI

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qNAϕb

2εS

r
exp � qϕb

kBT

� �
ql

2kBT
; ð10:3’Þ

where μDI is the mobility for the domain interior which is formally expressed as

the mobility in the grain (domain), q the elementary charge, l the grain size, NA the

acceptor density, εS the dielectric constant, ϕb the barrier height at the grain

boundary, kB the Boltzmann constant, and T the absolute temperature.

Then, μDI is not the one obtained in the single crystal and notably reduced by the
potential fluctuation in the grain (domain). As shown in Fig. 10.22, potential

distribution of the fluctuated band edge can also be regarded as an exponential

distribution of the tail state of which decay energy is around 10 meV. The influence

of such a tail state on carrier transport is well studied for inorganic amorphous

semiconductors, e.g. a-Si or a-Ge, where the gap-state distribution is frequently

referred as an “Urbach tail”. Various models have been proposed to precisely

explain the carrier transport in amorphous semiconductors. There exists however

a quantitative difference between the tail states in inorganic semiconductors and

pentacene. The decay energy of the inorganic tail states is two to three times larger

than that of pentacene and, furthermore, their spatial period of band-edge fluctua-

tion is much shorter than carrier mean free path in contrast to the much longer

period in pentacene. The “detrapping and drift” phenomenon in pentacene crystal

grain (domain) is therefore expected to be much closer to a simple thermally

activated process. Nevertheless, as long as the temperature dependence is noted,

Arrhenius-like temperature dependence is observed for both inorganic [45] and

organic [46] semiconductors. In this chapter, we therefore assume that the mobility

in domain interior can be simply expressed by

μDI ¼ μ0exp � qϕf

kBT

� �
; ð10:7Þ
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where μ0 can be now regarded as the mobility in single crystal and ϕf the mean

barrier height in the fluctuating band. The temperature dependences of Eqs. (10.3’)

and (10.7) are slightly different due to the pre-exponential factors in Eq. (10.3’).

It would however be difficult to separate these parameters, ϕb and ϕf, only by the

temperature dependence of apparent mobility, if they are close to each other.

When the voltage consumption by the grain (domain) interior is not negligible,

we have to consider the series connection of the two equivalent registers: total

resistance of the part where the carrier mobility is limited by the grain (domain)

boundary, and that limited by the band-edge fluctuation. The overall mobility of

such a polycrystalline film is now expressed by

1

μ
¼ α

μBL
þ 1� α

μDI
; ð10:8Þ

where α is the ratio between the total length of the grain (domain) boundary region

and the channel length.

10.5 Crystal Order in Pentacene Crystals on SiO2

and its Influence on Electronic Band Structure [10]

10.5.1 GIXD Analysis of Pentacene Films Grown
at Various Temperatures

As explained in the previous part of this chapter, the band-edge fluctuation within a

crystalline domain is the major factor reducing the apparent mobility. In this

section, the structural origin of the potential fluctuation will be discussed by

using glazing-incidence X-ray diffraction (GIXD) analyses.

There are two possible origins of the potential fluctuations:

(1) The crystalline domain itself is a single crystal but contains random strains, or

(2) The crystalline domain is a mosaic of smaller crystallites and potential fluctu-

ations are generated due to the crystallite boundaries.

Therefore, the microstructures in pentacene thin films need to be precisely

evaluated to determine the major cause of the band-edge fluctuation. Some groups

have reported the correlation between out-of-plane crystallite sizes of pentacene

films on SiO2 and their mobility [8, 47]. However, there have been a limited number

of reports that mention the in-plane microstructures in pentacene thin films [48, 49],

even though they are more important for carrier transport in a TFT channel rather

than out-of-plane ones. This is mainly because crystallite sizes of organic poly-

crystalline materials tend to be larger than those of inorganic ones, which obliges us

to use narrower-width slits or an analyzer crystal to measure very narrow FWHM of

the diffraction peaks, and also because organic materials are composed mainly of
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light elements. Since both of them significantly weaken the intensity of diffracted

X-ray, it is almost impossible to use a laboratory-scale GIXD instrument for this

purpose. Therefore, the use of very bright X-ray from a synchrotron radiation

source is necessary for the GIXD analyses of in-plane microstructures in organic

thin films.

Pentacene films grown on SiO2 substrates at 5, 20, 40, 60, 80, and 100 �C were

used in this analysis. By increasing growth temperature, average morphological

grain size is widely increased from 0.4 to 2.5 μm. Figure 10.25 shows GIXD

patterns measured with the pentacene films. Among many detectable in-plane

diffraction peaks, these three peaks shown in the figure, corresponding to the

thin-film phase [50], were selected for further analysis because they exhibited

clear peak shapes with sufficient signal-to-noise ratios. It should be noted that the

(020) and (120) peaks have asymmetric shoulders. By fitting two Voigt functions to

these peaks, the lattice constant obtained from the major components was equal to

that of the thin-film-phase pentacene, and the constant from the minor peaks was in

between those of the thin-film and the bulk phases, of which composition ratio

increases while increasing the thickness [51]. This suggests that the minor compo-

nent is an intermediate state wherein the crystal structure of the pentacene changes

from a thin-film phase to a bulk phase. In the structural analyses, only the major

thin-film-phase components were used because the minor component is judged not

to affect carrier transport in the film.

As mentioned previously, the peak widths of XRD patterns are broadened not

only by the size of crystallite but also by the random strain in the crystal structure.

The Williamson-Hall (W-H) method can separate these two factors from the widths

Fig. 10.25 In-plane GIXD

patterns of pentacene thin

films grown on SiO2

substrates at 5, 20, 40, 60,

80, and 100 �C. The growth
rate was 0.3 nm/min.

The indexes of a thin-film

phase pentacene crystal

are labeled. (Reproduced

from [10])
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of the XRD peaks [52]. In this method, the relationship between these structural

parameters and peak width is described as follows:

βq ¼
2πKS

Dh i þ εrmsqxy; ð10:9Þ

where βq is the FWHM of a peak, KS is the Scherrer constant, <D> is the average

crystallite size, εrms is root mean square of the random strain, and qxy is the

scattering vector. The Scherrer constant is determined depending upon the compo-

sition and type of crystal. For organic crystals, values of 0.87–1.05 are frequently

used [53–56]. In this work, we adopt KS¼ 0.95 which is in the middle of the range

used for organic crystals. By fitting a straight line to the βq versus qxy plot, the

random strain and crystallite size can be estimated from the positive slope and the

positive intercept of the fitted line, respectively.

Figure 10.26a shows W-H plots of all major peaks in Fig. 10.25. It is to be noted

that no sample has a clear positive slope in its W-H plot. This result indicates that

the FWHMs of the X-ray diffraction peaks from the pentacene films are determined

by their finite crystallite sizes and the contribution of random strain is negligible.

Fig. 10.26 (a) Williamson-Hall plot of the major GIXD peaks in Fig. 10.25. (b) Relationship
between crystallite size estimated using the Scherrer equation and the polycrystalline domain size

of the pentacene film. A Scherrer constant value of 0.95 was used to calculate the crystallite sizes.

(Reproduced from [10])
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Therefore, hereafter, we only discuss the crystallite size estimated for each peak by

the Scherrer equation,

Dh i ¼ 2πKS

βq
: ð10:10Þ

In Fig. 10.26b, the crystallite size calculated from each peak is plotted against the

polycrystalline domain size of the film. Although polycrystalline domain sizes are

varied more than ten times by changing the growth temperature, surprisingly, the

crystallite sizes are unchanged. The estimated crystallite size is within the range of

25–50 nm and one- to two-orders-of-magnitude smaller than the domain size.

To verify the small crystallite size estimated from GIXD, scanning probe

microscopy is a good complementary technique. We observed molecular lattice

images on flat terraces of a 5-nm-thick (3–4 molecular layers) pentacene film using

high-resolution frictional force microscopy (FFM) [57, 58]. Figure 10.27 shows a

50� 50 nm2 FFM image along with a magnified one indicating the unit cell

structure of thin-film-phase pentacene. White rectangles denote directions of unit

cells in each area. Shorter and longer sides correspond to a and b of the unit cell,

respectively, and its direction was determined by the period of the molecular rows.

Judging from the direction of molecular rows, there exist at least three differently

oriented crystallites within this area. Similar images are observed for many differ-

ent terraces in different grains, which strongly support the small (25–50 nm)

crystallite size estimated by GIXD.

Fig. 10.27 A molecular

lattice image obtained with

an FFM on a flat molecular

terrace of a pentacene film.

The inset shows a magnified

image to show a unit cell.

Rectangles in the wide

image show directions

of unit cells in each area

and the broken lines show
boundaries between

differently oriented

domains. (Reproduced

from [10])
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10.5.2 Origin of the Temperature Independent Small
Crystallite Size and Band-Edge Fluctuation

As shown in Fig. 10.4, the size of a polycrystalline domain generally increases by

elevating the growth temperature. This is explained by the decrease in the nucle-

ation density due to the increased desorption rate of the molecules from the growing

nuclei. Since film growth of pentacene is strongly two-dimensional in this thickness

range, the nucleation density at the initial stage of the growth, during the growth of

the first or second molecular layer, determines the polycrystalline domain size. On

the other hand, the size of the crystallite is determined by the generation probability

of stacking faults during horizontal crystal growth, which interrupts the coherency

of the molecular lattice.

Figure 10.28a shows a fast-Fourier-transform (FFT) spectrum of the surface

topography of the SiO2 substrate. A clear peak is seen within the range of the

crystallite size (25–50 nm), while totally three peaks are prominent in the spectrum.

Two peaks seen in the lower frequency side are components with double and quadru-

ple periods of the highest frequency one. Minor features in the higher frequency side

also indicate the surface topography unless the period does not become smaller than

30

20

10

0
Am

pl
itu

de
 (a

rb
. u

ni
t)

80 40 20 10
Period in real space (nm)

0.120.100.080.060.040.020.00
Spatial frequency (nm-1)

Crystallite size
(25-50 nm)

3.0

2.0

1.0

0.0

Am
pl

itu
de

 (a
rb

. u
ni

t)

80 40 20
Period in real space (nm)

0.120.100.080.060.040.020.00
Spatial frequency (nm-1)

Crystallite size
(25-50nm)

-60
-40
-20

0
20
40
60

E
ne

rg
y 

flu
ct

ua
tio

n 
(m

eV
)

4003002001000
Distance (nm)

a

b

Fig. 10.28 FFT spectrums

of (a) the surface
topography of the SiO2

substrate (average of eight

spectra) and (b) the HOMO-

band edge profile of the

sample grown at 60 �C.
Two pairs of dashed
vertical lines show the

range of crystallite size

estimated in this work.
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(Reproduced from [10])
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the tip radius, less than 10 nm. Their amplitudes are, however,much smaller than those

of the major peaks. Consequently, the highest spatial frequency of the characteristic

surface corrugation of the substrate is at around 0.03 nm�1 (30 nm in period), which

agrees well with the crystallite size. Based on the above fact, it is highly probable that

the crystallite size is regulated by the corrugation of the substrate surface, which

induces stacking faults during the lateral growth of the first or second layer (In the

pentacene thin-film growth, the second layer possibly determines the entire crystal

structure of the thicker film [59]). Once these stacking faults are introduced, succes-

sive growth of the upper layers will follow the underlying crystallographic structure.

Thus, crystallite size cannot be increased even by elevating the growth temperature.

Single crystal pentacene exhibits HOMO band dispersion with a bandwidth of a

few hundred meV, and its carrier mobility reaches 40 cm2/Vs [39–42]. These

characteristics are produced by high coherency of the molecular lattice and a

relatively large transfer integral of the π orbitals. Under this condition, both random
strain in the molecular lattice and disruption of lattice coherency lead to modulation

of the band structure. According to the GIXD results, the lattice coherency of the

pentacene thin films on SiO2 is mainly interrupted by the small crystallite size

rather than the random strain. Therefore, the mosaic structure of the polycrystalline

domain with small crystallites would be the most probable cause of the band-edge

fluctuation. To confirm the validity of this assumption, characteristic period of the

band-edge fluctuation was also compared to the crystallite size. Inset of Fig. 10.28b

shows a typical line profile of the band-edge fluctuation obtained with AFMP on

a crystalline domain [7] and Fig. 10.28b shows its corresponding FFT spectrum.

Although AFMP measures a completely different physical property from the

topography of the substrate, the FFT spectrum has similar prominent peaks.

Based on the same discussion as for Fig. 10.28a above, the highest spatial frequency

of the characteristic band-edge fluctuation is concluded to be around 0.03 nm�1

(30 nm in period), which again agrees well with the crystallite size. The character-

istic periods of the band-edge fluctuation are nearly constant among many

pentacene films grown at different temperatures. Accordingly, it is highly probable

that the mosaic structure with small crystallites causes the band-edge fluctuation.

10.5.3 Overview of HOMO-Band-Edge and Crystallographic
Structures in Pentacene Thin Films

Figure 10.29 schematically summarizes the energy diagram and film structure of a

pentacene polycrystalline filmbased on the knowledge introduced in Sects. 10.1–10.5.

A pentacene polycrystalline film consists of hierarchical structures, including (i) the

micrometer-scale morphological grain, (ii) the polycrystalline domain surrounded by

large energy barriers for carrier transport, (iii) the ten-nanometer-scale crystallite,

(iv) the unit cell of the crystal, and (v) the molecule. A morphological grain of

pentacene on SiO2 has its nucleus at around the center and four branches grow from

the nucleus toward four directions. Each branch finally becomes the crystalline
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domain (ii). During film growth, the branches coalesce so as to form, in most cases, a

smooth pyramid-shapedmorphological grain (i) and the boundary of (ii) is invisible in

an AFM image. The boundaries of (i) and (ii) are however almost equivalent and

crucial limiting factors for carrier transport because their barrier height is more than

100meV.Moreover, (ii) is still not a single crystal and the boundary of (iii) introduces

10-meV-scale fluctuations of the band edge. The barrier height at the boundary of

(ii) is much higher than that of (iii) because crystal orientations are more different

between two neighboring domains than between connected crystallites due to the

different orientation of triclinic crystals. Overall apparent carriermobility of the film is

greatly reduced by the band-edge fluctuation by (iii) because it is proportional to the

mobility in (ii) (see Eq. (10.3’)).

10.6 Influence of Chemical Composition of Insulator
Surface on Carrier Mobility [11]

10.6.1 Surface Chemical Treatments to Improve
Carrier Mobility

Amongvarious techniques to enhancemobility, changing surface chemical composition

of a gate insulator surface using self-assembled monolayers (SAM) such as hexametyl-

disilazane (HMDS) [60, 61] and octadecyltrichlorosilane (OTS) [1, 2, 15, 62],

Energy barrier at
crystalline domain
boundary (150 meV)

(iii) Crystallite
(25-50 nm)

HOMO-band edge

HOMO-band-edge fluctuation 
within crystalline domains
(10-20 meVrms)

(iv) Unit cell
(v) Molecule

Fig. 10.29 Schematic illustration showing (top) crystallographic and (bottom) HOMO-band-edge

structure in a pentacene polycrystalline film. A pentacene polycrystalline film consists of hierar-

chical structures, including i) the μm-scale morphological grain, (ii) the polycrystalline domain

surrounded by large energy barriers for carrier transport, (iii) the 10-nm-scale crystallite, (iv) the
unit cell of the crystal, and (v) the molecule. (Reproduced from [10])
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or polymer dielectrics such as polyimide (PI) [2, 63, 64] and polymethyl methacrylate

(PMMA) [65–67], are the most frequently used techniques because of their simplicity

and high reproducibility. However, despite their usefulness, it has been a mystery how

the surface treatments increase the carrier mobility. Some groups present the correlation

between surface free energy or wettability of a gate insulator surface and the mobility

[1, 65, 68].Other groups argue that an increase in the adhesionofmolecules to dielectrics

or adjacent molecules enhances the mobility [15, 69]. In this section, influence of the

surface treatments of the gate-insulator on the carrier mobility is elucidated based on

the knowledge of mobility limiting factors discussed in the previous part of this

chapter. Three types of pentacene TFTs with different gate-insulator surfaces, bare,

HMDS-treated, and PI-coated SiO2 are compared to confirmwhich limiting factor is the

major cause of the mobility increase.

10.6.2 Influence on Film Morphology and Crystallographic
Structure

Since growth of pentacene polycrystalline films is significantly influenced not only

by the surface chemical treatment but also by adsorbates or contaminations on the

substrate surface, we have to eliminate these unintentional factors to evaluate

the influence of surface treatment correctly. Figure 10.30 shows AFM images

Fig. 10.30 AFM height images of the substrate surface of (a) bare SiO2, (b) HMDS-treated SiO2,

(c) polyimide (PI), and 30-nm-thick pentacene films grown on (d) bare SiO2, (e) HMDS-treated

SiO2, (f) PI. Growth temperatures was 60 �C, and deposition rate was fixed at 0.3 nm/min
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of the substrate surface used in this work and pentacene films grown on these

substrates. As shown in Fig. 10.30a–c, there exists very little difference in surface

roughness and no observable adsorbate or particle can be seen on any substrates.

Universality of the similar images as in Fig. 10.30a–c is confirmed in other areas

over several tens of μm2.

Morphological shape of the pentacene crystals grown on these substrates does

not show any notable difference except their grain sizes as shown in Fig. 10.30d–f.

The difference of grain size must be due to the difference in the chemical compo-

sition of the surfaces. The average domain sizes on the bare, the HMDS-treated, and

the PI-coated SiO2 are estimated to be 455, 753, and 945 nm, respectively. On each

substrate, pentacene films with various domain sizes were prepared by changing the

growth temperature.

Figure 10.31 shows GIXD patterns from the same films in Fig. 10.30d–f. The

positions of the peaks obtained are the same for all three samples and correspond

to the diffraction of typical thin-film phase pentacene [12, 13]. Figure 10.32a

shoes W-H plots of the GIXD patterns observed from the pentacene films. The

W-H plots are nearly horizontal for all samples. These results indicate that only

the crystallite size determines the width of GIXD peaks and the contribution of
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random strain is negligible also on HMDS-treated and PI-coated SiO2 as well as

on bare SiO2. Figure 10.32b shows the estimated crystallite size of pentacene

lattice along (020) direction plotted against crystalline domain size. Even on

HMDS-treated and PI-coated SiO2 samples, the crystallite size is at least

one-order-of-magnitude smaller than the crystalline domain size and almost

constant against the growth temperature. In Sect. 10.5, we proposed that the

crystallite size is determined by nanometer-scale surface corrugation of the

substrate [10]. It is therefore understood that the crystallite sizes on these sub-

strates do not show notable difference because the spatial periods of surface

corrugations on these substrates are nearly the same.

10.6.3 Influence on Transistor Characteristics

Figure 10.33 shows linear-regime transfer characteristics of OTFTs fabricated on

the three gate insulators. Gate threshold voltages are quite dependent on the

insulators, which indicates that deep-trap states at the interfaces between pentacene

and insulator are quite different [70]. The density of interface traps decreases when

HMDS-treated or PI-coated SiO2 is used as an insulator. This would be one of the

major benefits to select adequate chemical composition of the gate insulator.

However, since we focus on field-effect mobility, which is estimated in a range

of gate voltage where the deep trap states are filled, we do not discuss the influence

on deep trap states in this chapter. Mobilities calculated from the ID-VDS relation-

ship in a linear regime [71] are 0.35, 0.51, and 0.61 cm2/Vs for the OTFTs on bare,

HMDS-treated, and PI-coated SiO2, respectively.

Figure 10.34 shows HOMO-band edge profiles within a domain for three

insulators. Standard deviations of the fluctuation amplitude are also indicated in

the figures. Comparing the band-edge profiles, we can conclude that the surface
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treatments do not affect the HOMO-band-edge fluctuations as predicted by the

GIXD results. This implies that their mobility in domain (μDI) is also unchanged by
the surface treatments.

10.6.4 Mobility Limiting Factors Influenced by the Chemical
Composition of Insulator Surface

As explained in the previous sections, there exist hierarchical structures in

pentacene thin films and corresponding limiting factors of carrier mobility. From

molecular to the macroscopic scales, carrier mobility is determined by: (A) transfer

integral between neighboring molecules in the molecular lattice, (B) perfectness of

the crystallite, (C) crystallite boundary, i.e. crystallite size, (D) boundary of crys-

talline domain and morphological grain, i.e. domain size, and (E) extrinsic factors.

Factors (A) and (B) determine μ0 in Eq. (10.7), (C) introduces ϕf in Eq. (10.7) and

decreases μGI in Eq. (10.3’), (D) introduces ϕb and determines l in Eq. (10.3’).

Among them, the factors (A), (B) and (C) are the same for all of the OTFTs

discussed in this section because the GIXD analysis tells us that the lattice con-

stants, negligible random strain, crystallite sizes, and their insensitivity to the

growth temperature are the same. Factor (E) always makes the reproducibility of

the transistor characteristics inferior and increases the ambiguity in understanding
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the physics of OTFTs. In the experiments in this chapter, we have understood the

origins of factor (E) and made all possible efforts to eliminate them. Consequently,

we can conclude that the increase of the field-effect mobility is due to the improve-

ment in factor (D), i.e. increase of the domain size and/or decrease of the height of

the potential barrier at domain boundaries.

Here, we discuss the influence of the surface treatments on these two factors. As

shown in Fig. 10.30d–f, domain size increases by the surface treatments. According

to Eq. (10.3’), mobility should be proportional to domain size. Figure 10.35 shows

mobility values of all samples analyzed in this section plotted against their average

domain sizes. It clearly shows that the mobility values can be fitted by one straight

line with zero intercept and the slope is independent of the surface treatments. On

the other hand, the barrier height at domain boundary ϕb, can be estimated from the

linear slope of the ln(μ2kBT/q)�1/T plot as in Fig. 10.19, and μDI based on

Eq. (10.3’) because both μ/l and μDI are independent of the surface treatments.

Estimated ϕb values are within 139–143 meV. The deviation of the barrier heights

by the surface treatment is less than 3 %, which causes only a 0.5 % deviation in

mobility. Therefore, the difference in the barrier height is almost negligible. Based

on the above discussion, we can finally conclude that the influence of the surface

treatments must be due only to the increase of crystalline domain size.

The increase in domain size by HMDS treatment or PI coating can be explained

with the decrease in the nucleation density. According to the theory of crystal

growth, adsorbed molecules diffuse on a substrate surface and form nuclei, and then

a thin film starts its continuous growth. In this process, surface free energy is an

important parameter because it governs the diffusion length of molecules on a

substrate surface and the Gibbs free energy of the nuclei. The longer diffusion

length and smaller free energy of the substrate surface result in the decrease of

nucleation probability. Then, a thin film with larger grains become able to grow.

While surface roughness also plays an important role on the determination of

nucleation density, it is not the cause of the difference in this work because surface

roughness is the same for all substrates.
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As mentioned in Sect. 10.6.1, some groups have reported a correlation between

surface free energy or wettability of a gate insulator surface and the mobility [65,

68]. Wettability of the surface is generally governed by the surface chemical

structures with larger bond dipole or hydrogen-bonding functional groups, and a

surface with lower free energy becomes, in general, more hydrophobic. Accord-

ingly, experimental results with mobility increase relating to surface wettability can

be attributed to the increase of grain size as in this work. However, some other

groups have reported that mobility increases, even though grain size does not

increase or rather decreases [1, 15, 68, 69, 72]. These results are probably due to

the quality of the surface treatment. In the process of surface treatment, especially

those using SAMs with trichlorosilyl head groups, the molecules easily polymerize

due to their high chemical reactivity in the vicinity of water. The polymerized

clusters of SAM molecules adsorbed on a substrate would become nucleation sites,

and induce the thin-film growth with smaller grains. We therefore suspect that the

quality of the surface may not be strictly controlled in such experiments.

10.7 Summary

In this chapter, we strived to elucidate all of the extrinsic and intrinsic limiting

factors of carrier mobility in organic polycrystalline films according to our com-

prehensive study on pentacene thin films. We can find thousands of papers that

discuss parts of this issue. However, as long as we compare imperfect OTFTs

fabricated by different techniques and conditions, the argument will never reach a

consensus. This is the reason why we have paid continuous efforts to investigate all

extrinsic and intrinsic factors using the OTFTs similarly fabricated with the same

material, techniques, and conditions. As a result, we believe that the mobility

limiting factors in pentacene OTFTs are almost completely classified and quanti-

tatively understood. Physical or chemical origins of some of the limiting factors,

e.g. physical origin of the bad-edge fluctuation, chemical origin of the traps at the

domain boundary inducing carrier depletion, etc., are still open questions. Never-

theless, the knowledge and methodology in this series of works should be generally

applicable to any polycrystalline OTFTs.

In Sect. 10.1, surface morphology and crystallographic structures of precisely

grown pentacene films on SiO2 were classified. Five types of grain morphology are

observed in pentacene films, which is probably one of the most complicated

morphological variations among the many organic small molecules. In Sect. 10.2,

extrinsic limiting factors of carrier mobility, defective structures or carrier injection

barriers near or at the organic/electrode interfaces, irregular structures in the

polycrystalline film, metal-induced damage, were demonstrated. Without this sort

of survey work, a study discussing semiconductor physics would be interfered by

these irregular factors.

In Sect. 10.3, relatively intrinsic factors in polycrystalline semiconductors were

demonstrated. Various “polycrystalline models” have been proposed and used for
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inorganic TFTs. However, we have to be careful when borrowing a theory or a

model from device physics for inorganic semiconductors. In the case of organic

semiconductor, ballistic motion of carriers seldom plays a role. By using modified

polycrystalline models, characteristics of domain-boundary-limited mobility are

well explained. The mobility in the crystalline domain obtained according to the

model is only around 1 cm2/Vs. The band-edge fluctuation within a crystalline

domain, which has been discovered by AFMP measurements, is the cause of the

small mobility in domain. The root-mean-square amplitude of the fluctuation is

only around 10 meV, but large enough to reduce the mobility in domain to nearly

1/10 of that of the single crystals. According to the findings explained in Sect. 10.3,

equations reproducing the overall mobility in high-quality polycrystalline semicon-

ductor films are summarized in Sect. 10.4.

In Sect. 10.5, the crystallographic order of pentacene thin films grown on SiO2

was introduced according to the analyses using in-plane GIXD. The coherency of

the molecular lattice is disturbed not by the random strain but by the size of the

crystallites. The crystallite size, 25–50 nm, is surprisingly smaller than the mor-

phological grain size. Since Fourier-transformed spectra of the band-edge fluctua-

tion and substrate surface corrugation exhibited the same period as crystallite size,

the surface roughness of the substrate is considered to cause the interruption of the

crystallite growth and, as a result, introduce the potential fluctuation in the carrier-

transporting band. The limiting factors and related phenomena in this section would

be the particular nature of pentacene and differ material by material. For example,

crystal order of some other molecules is known to be determined only by random

strain. Even so, it is highly probable that the crystalline domains of most organic

materials have potential fluctuation due to the structural disorder, charges on the

substrate surface, deviation of local dielectric relaxation, etc.

In Sect. 10.6, the influence of the chemical composition of the gate-insulator

surface on the mobility limiting factors was demonstrated. We concluded that the

increase of carrier mobility by surface chemical modification of the gate insulator is

only due to the increase in grain size, which is determined by the nucleation density

at the initial stage of film growth. Both band-edge fluctuation and barrier height at

the domain boundary remain unchanged. Despite this minor influence on the carrier

mobility, surface chemical modification plays a more important role in the decrease

of deep-trap states at the interfaces between organic films and insulator surfaces.

This reduces the gate threshold voltage and its short- to long-term instabilities.
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Chapter 11

Materials for Organic Light Emitting
Diode (OLED)

Takashi Karatsu

11.1 OLED and Phosphorescent Cyclometalated Iridium
(III) Complexes

Iridium complexes have a wide range of applications such as photocatalysts to

reduce carbon dioxide [1], imaging reagents for living cells [2], and oxygen

sensors [3]. In particular, organic light emitting diodes (OLED) is one of important

industrial application for iridium complexes, due to their high phosphorescent

efficiency at ambient temperature [4, 5]. OLEDs have many advantages, including

self-emission (no backlight required), an almost 180� wide view angle, light weight,

thin (<2 mm), quick response (1,000 times faster than LCD), high contrast, and can

be fabricated on flexible plastic substrates.

In 1987, Tan et al. reported the potential of OLEDs using tris

(8-hydroxyquinolinato) aluminium (III) (Alq3) [6]. Before them, the OLED device

has simple configuration that has single organic crystal sandwiched by two elec-

trodes. They introduced concept of OLED device configuration composed of

multiple thin layers (Fig. 11.1). Here, each layer has an exact function, such as

charge transporting and emitting abilities. The external efficiency of this OLED

device was 1 %, which meant an internal efficiency of 5 %, because the output

efficiency from the device was approximately 20 % [7]. After charge (hole and

electron) injection into the emitting layer, 25 % singlet and 75 % triplet excitons are

generated by charge recombination. Therefore, the only usable amount of fluores-

cence is 25 %. If phosphorescent materials can be used, then the 75 % triplet

excitons are usable. In addition, the triplet excited state has lower energy than the

singlet excited state; therefore, there is a chance that intersystem crossing of singlet

excited state to the triplet excited state could occur.
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In 1998, Thompson and co-workers reported a device that employed

2,3,7,8,12,13,17,18-octaethyl-12H,23H-porphine platinum(II) (PtOEP), which

had an external quantum efficiency of 4 % [8, 9]. In 1999, the efficiency of

PHOLED was improved to 7.5 % using phosphorescent fac-tris
(2-phenylpyridinato,NC20)iridium(III) ( fac-Ir(ppy)3) [10, 11]. These reports

boosted the research activity in this field. The efficiency was jumped up to 29 %,

using also fac-Ir(ppy)3, as reported by Kido and co-workers in 2007 [5]. This meant

internal emission quantum efficiency reached 100 %. Here, not only triplet excitons

(75 %), but also singlet excitons (25 % singlet excitons also generate triplet excitons

after intersystem crossing) were used after charge recombination. Phosphorescent

triscyclometalated iridium complexes have advantage to obtain wide variety of the

emission colors by changing structure of cyclometalated ligands.

Recent development of OLED materials has been focused on the maximizing

substance ability to each function, such as charge injection and transport ability,

emitting ability, exciton confinement ability, and so on. Designing of the materials

has wide varieties based on variation of organic molecules. In this chapter, it is

focused on the materials forming the emitting layer, especially, the nature of

phosphorescent triscyclometalated iridium (III) complexes. Selection of

cyclometalated ligands from the wide variation of organic molecules provides

fine tuning of phosphorescence color. The typical triscyclometalated iridium (III)

complexes consist of three bidentate ligands to make octahedral structure surround-

ing iridium atom, and symmetry generated by these coordination provides fac and
mer geometrical isomers. Each isomer has Δ and Λ optical isomers. Their selective

preparation and characteristic in the excited state including isomerization between

their isomers are the main part in the next section [12–14]. In addition, comparing

with blue, green, and red phosphorescent complexes, blue phosphorescent com-

plexes have difficulties for their emission color purities and materials stabilities.

Therefore, one section is spent to explain recent development of blue

Fig. 11.1 Configuration of OLED device composed of multiple thin layers
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phosphorescent iridium complexes [15, 16]. Iridium complexes have been used as

dopant in an emitting layer, therefore, host materials are also important. Host

materials require high abilities of charge transport and confinement of triplet energy

of dopant exciton. In the last part, our attempt to develop wet processable host

materials for green to blue phosphorescent complexes has been mentioned.

Wet process is one of the key processes to reduce process cost and improve quality

of large area devices by climbing over difficulties of vacuum sublimation

method [17–19].

11.2 Meridional and Facial Isomers of Iridium Complexes
and Their Photochemical Isomerization

Ir(ppy)3, (tris(4,6-difluorophenyl)pyridinato,NC
20) iridium (III) (Ir(F2ppy)3), and

other triscyclometalated iridium (III) complexes have d6 electron configuration,

and have octahedral structure (Fig. 11.2). Ir(ppy)3 has three 2-phenylpyridine

bidentate ligands and coordinated at 2-phenyl anionic carbon and pyridyl nitrogen

atoms. This is quite different from nitorogen atom coordinated ruthenium

(II) trisbipyridine (Ru(bpy)3). Symmetry generated C and N atom coordinations

makes fac and mer isomers. Here in the fac-isomer, three pyridyl nitrogen atoms

locate vertexes of a triangle make up of octahedron. On the other hand, three

pyridyl nitrogen atoms locate on the meridian of mer-isomer. Up-to-date,

photophysics and photochemistry of the fac-isomer have been caught attention

and studied extensively, however, those of themer-isomer have been caught limited

attention. The reasons are synthetic easiness, chemical stability, and high emission

ability of the fac-isomer. In addition, each fac- and mer-isomer has Δ- and

Λ� optical isomers, and those characteristics have also been studied minimal. In

this section, characters of those isomers and photochemical isomerization between

those isomers are described. Radiative process is important as a radiative material,

however, understanding of nonradiative process that is a complemental process to

Fig. 11.2 Structures of mer and fac isomers of Ir(F2ppy)3, and their abbreviated structures

11 Materials for Organic Light Emitting Diode (OLED) 229



the radiative process is also important for the understanding of radiative materials

and chemical stability of the materials.

For syntheses of the iridium complexes, Nonoyama method through Ir(III)

chlorine μ dimer complex is widely used (Eq. (11.1)) [20]. For this reaction and

following reaction introducing the third ligand are typically quantitative and are

performable under a moderate reaction condition. R. J. Watts and co-workers

reported 10 % formation of Ir(ppy)3 beside formation of Cl-μ dimer complex [21].

NN
Ir

N
Ir

Cl

Cl

2 2

IrCl3• nH2O   +

2-ethoxyethanol

reflux 24 hrs

ð11:1Þ

The reaction yield from μ-dimer complex was improved by using silver triflate

(trifluoromethanesulfonate) as using leaving group and also dechlorination

reagent [22]. The synthesis of the triscyclometalated complex has been reported

to synthesize by one-step reaction from tris(acetylacetonato) Ir(III) complex [23].

For the preparation and purification methods for mer-isomer have not been well

studied and have not established. Recently, selective preparation method of the fac-
and mer-isomer has been reported by controlling reaction temperature. The mer-
isomer has been prepared 65–80 % reaction yield under mild condition in the

presence of base at ambient temperature to 150 �C [24, 25] (Eq. (11.2)). In addition,

a method through bis(phenylpyridinato)acetylacetonato iridium (III) complex syn-

thesized from μ-dimer complex, and then acetylacetonato ligand was converted to

the third ligand improves reaction yield of the mer-isomer [12]. In general, reaction

under the mild condition gives fac-mer mixture, and [mer]/[fac] ratio is increased

and total reaction yield is decreased by decreasing reaction temperature. Ligands

exchange reaction proceeds through thermodynamic controlled mechanism giving

thermodynamic stable fac-isomer as a product at high temperature, and kinetic

favored mer-isomer is produced at ambient temperature. Usually, fac-isomer is

almost 10 kcal mol�1 more stable than the corresponding mer-isomer [13].

N
Ir

N
Ir

Cl

Cl

2 2

N
+

glycerol N
Ir

3

f ac

mer

reflux

140-145ºC

K2CO3

ð11:2Þ
For the synthesis expressed in Eq. (11.2), glycerin used as typical solvent even

hard to reach its boiling point. In such case, use of microwave reactor is useful

method, and this shortened reaction time. On the other hand, synthesis for heat

sensitive complexes, decomposition of the complex becomes problem. In such

cases, use of mer! fac photochemical isomerization after the synthesis of the

mer-isomer is very useful method [22, 23].
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The isomers were separated by a column chromatography and purified by the

crystallization, and analyzed by HPLC, NMR, elemental analysis, X-ray crystal-

lography. Especially, by means of H NMR, signals from three ligands are appeared

in equivalent for the fac-isomers, but inequivalent for mer-isomers. For 13C NMR,

signals of the mer-isomer’s are triple than those of the fac-isomer’s.

There are some reports for structures of the complexes by a single crystal X-ray

crystallography. All of the crystals were racemic crystal consist of 1:1 Δ- and Λ-
enantiomers. There have been reported many data for the fac-isomers [13, 24], and

not so many for the mer-isomers [12, 24]. Therefore, there are limited cases we can

compare those structures. The fac-isomers have higher symmetry than the mer-
isomers. All of trans positions of Ir–N bond are Ir–C bonds for fac-isomer. On the

other hand, combination of the atoms of trans positions of themer-isomer are N–Ir–

N, N–Ir–C, and C–Ir–C. These bond lengths reported for tris(1-phenylpyrazolato,

NC20)iridium(III) (Ir(ppz)3) are compared between fac- and mer-isomers

(Table 11.1). In case of the fac-isomer, bond lengths of three pairs of Ir–C and

Ir–N bonds are almost same. Mean values of Ir–C and Ir–N bond lengths are 2.02

and 2.12 Å, respectively, and always Ir–N bonds are longer than Ir–C bonds. On the

other hand, for the mer-isomer, bond length has a large variation, and difference in

bond length of Ir–N and Ir–C is small. Relation Ir–N> Ir–C accomplished in the

fac-isomer, does not hold in the mer-isomer. Bond lengths of Ir–C2 and Ir–C3, those

are in trans position each other, are long and similar trans position of Ir–N1 and Ir–

N3 bond lengths are short. This kind of relation in bond length is generally found for

other iridium (III) complexes (Table 11.1).

Measurments of the absorption spectra and emission spectra gave excitation

energies, emission lifetimes (τp) and emission quantum yields (Φp) and then

radiative rate constant (kr¼Φp/τp) and nonradiative rate constant (knr¼ (1–Φp)/

τp) as shown in Table 11.2. For example, absorption spectrum of fac-Ir(F2ppy)3 is
very similar to that of fac-Ir(ppy)3 [21, 26–29], however, spectrum of mer-Ir
(F2ppy)3 was quite different from the following two points. In the short wavelength

region, π–π* absorption band splitted to two bands for fac-isomer was single in the

case of mer-isomer, and decrease of molar extinction coefficient was observed for
1MLCT band around 350 nm. Phosphorescence band of the mer-isomer generally

appeared at longer wavelengths than that of the corresponding fac-isomer, and

degree of shift is between a couple of nanometers and up to 50 nm dependent on the

ligand. Φp values of mer-isomer were extremely smaller than that of fac-isomer.

Emission lifetime ofmer-isomer measured by a single photon counting method was

shorter than that of the fac-isomer. As a result, no significant difference between kr
ofmer- and fac-isomers and difference inΦp and τp was caused by difference of knr.

The significantly low ability of phosphorescence ofmer-isomer was partly due to

the photochemical isomerization. Irradiation of UV light induced mer! fac isom-

erization under deaerated solution, and emission spectrum and lifetime were iden-

tical with those of the fac-isomer, and product was finally identified as the fac-isomer

by chemical analytic methods such as 1H NMR and mass spectrometry. On the

other hand, irradiation of the fac-isomer brought no chemical change at the same

reaction condition. This means this isomerization is mer! fac one-way (Fig. 11.3).
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Table 11.1 Key bond lengths and bond angles of mer and fac isomers obtained by single-crystal

X-ray diffraction method

Bond length (Å) or angle
(�)

Ir(ppz)3 Ir(CF3ppz)3 Ir(F2ppy)3

mer fac mera faca mer fac

Ir–N1 (Å) 2.013 2.135 2.016 2.113 2.018 2.118

Ir–N2 2.049 2.121 2.104 2.111 2.142 2.128

Ir–N3 2.025 2.118 2.014 2.108 2.041 2.116

Ir–C1 (Å) 1.994 2.027 1.999 2.017 2.030 2.011

Ir–C2 2.061 2.021 2.078 2.014 2.077 2.002

Ir–C3 2.053 2.016 2.078 2.019 2.067 1.997

N1–Ir–C1 (�) 79.63 79.50 80.32 79.02 81.12 79.32

N2–Ir–C2 79.13 79.62 78.27 79.26 78.69 79.47

N3–Ir–C3 78.49 78.73 79.13 79.19 80.32 79.33

N1–Ir–N3 (�) 171.52 172.25 173.24

C1–Ir–N2 172.17 170.18 175.30

C2–Ir–C3 172.68 169.62 172.60

N1–Ir–C3 (�) 170.56 170.93 172.50

N2–Ir–C1 170.05 169.57 174.16

N3–Ir–C2 171.32 168.60 170.41
aAverage of Δ and Λ isomers

Table 11.2 Phosphorescence quantum yields (Φp), lifetime (τ), radiative (kr) and nonradiative

rate constants (knr) of iridium (III) triscyclometalate complexes [12, 13, 24]

Complex Φp τ/μs kr/s
�1 knr/s

�1

fac-Ir(ppy)3 [24] 0.4 1.9 2.1� 105 3.2� 105

mer-Ir(ppy)3 [24] 0.036 0.15 2.4� 105 6.4� 106

fac-Ir(tpy)3 [24] 0.5 2 2.5� 105 2.5� 105

mer-Ir(tpy)3 [24] 0.051 0.26 2.0� 105 3.6� 106

fac-Ir(F2ppy)3 [12] 0.43 1.6 2.7� 105 3.6� 105

mer-Ir(F2ppy)3 [12] 0.053 0.21 2.5� 105 4.5� 106

fac-Ir(ppz)3
a[13] 1 28 3.3� 104 3.3� 106

mer-Ir(ppz)3
a[13] 0.81 14 6.4� 104 6.4� 106

fac-Ir(tpy)2(ppz) [13] 0.35 1.5 2.3� 105 4.1� 105

mer-Ir(tpy)2(ppz) [13] 0.012 0.064 1.9� 105 1.5� 107

fac-Ir(tpy)(ppz)2 [13] 0.37 1.8 2.1� 105 3.6� 105

mer-Ir(tpy)(ppz)2 [13] 0.068 0.4 1.7� 105 2.5� 106

aRate constants, knr is estimated on the assumption that kr at 77 K and that at ambient temperature

are equal, because those complexes did not give phosphorescence at ambient temperature in

solution
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Photochemical mer! fac one-way isomerization quantum yield were between

0.12 and 10�4 in deaerated acetonitrile at ambient temperature as shown in

Table 11.3 [12, 13]. An activation energy of this isomerization was determined to

be 15.2 kJ mol�1 by the Arrhenius plot of the isomerization rate constants for Ir

(F2ppy)3. Both emission and isomerization were quenched by the triplet quencher

azulene that has lowest triplet energy ET¼ 163 kJ mol�1. This indicated that the

emission was phosphorescence and the isomerization also occurred via a triplet

excited state. Φisom values showed quite small <0.1 quantum yield in the temper-

ature range between 283 and 313 K. On the other hand, temperature dependence of

ΦP showed large dependence on temperature, and ΦP increased intensity by

decreasing measurement temperature. At temperature T≦243 K, mer-isomer

showed equivalent to the fac-isomer’s ΦP at ambient temperature. Therefore, the
isomerization and phosphorescence do not act as complementally that indicates the

isomerization do not occurred through 3MLCT state (phosphorescent state).

This isomerization require activation energy. The reaction quantum yields

(Φreact) decreases by decreasing reaction temperature. Comparing temperature

dependence of isomerization of mer-Ir(F2ppy)3 [12] and carbonyl ligand and

solvent acetonitrile exchange reaction of renium carbonyl complex showed simi-

larity [30]. Emission quantum yields (Φem) and Φreact behave complementary,

therefore, Φem are increasing by decreasing temperature, however, Φreact are

decreasing by decreasing temperature. For the exchange reaction, Φreact +Φem

was almost constant in the measured temperature range, however, Φreact +Φem

F

N
N

NN

N

N

IrIr

F

F

F
F

F

F

F

F
F

F

F

Fig. 11.3 Photochemical mer! fac one-way isomerization of Ir(F2ppy)3 complex

Table 11.3 Quantum yield

of photochemical mer! fac
isomerization (Φisom) in

deaerated solution (CH3CN)

Complex Φisom

mer-Ir(F2ppy)3 0.067

mer-Ir(tpy)3 0.00018

mer-Ir(tpy)2(ppz) 0.00028

mer-Ir(tpy)(ppz)2 0.12

mer-Ir(ppz)3 0.072
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was not constant for the isomerization implying existence of another deactivation

path. From the above results, a plausible reaction mechanism is proposed as

follows. This isomerization occurs through thermally accessible 3d* state, which

is in equilibrium between emissive 3MLCT state.

Ir(ppz)3 complex is interesting because this complex is not only mer-isomer but

also fac-isomer also does not give phosphorescence at ambient temperature in

solution. Reason of these phenomena must be mer! fac one-way isomerization or

enantiomeric isomerization between Δ- and Λ-isomers through a twist mechanism or

ligand dissociation-association mechanism. We optical resolved Δ- and Λ-isomers

of Ir(ppz)3, and examined their photochemical isomerization (Fig. 11.4) [14].

Through the twist mechanism of both mer and fac isomers cause no mer-fac
geometrical isomerization but only cause Δ�Λ optical isomerization. Mer and fac
isomers cause optical isomerization and geometrical isomerization by dissociation-

recoordination mechanism. For example, irradiation of mer-Δ isomer of Ir(ppz)3
produced fac-Δ and fac-Λ isomers, however, no production of the mer-Λ isomer

(Fig. 11.4). Here, fac-Δ and Λ isomers were produced 59 and 41 %, respectively.

This means fac-Δ isomer is produced in 18%ee (enantio excess). Plausible reaction

mechanism is trigonal bipyramidal (TBP) mechanism as shown in Fig. 11.5.

There are two important points to consider this isomerization mechanism. The

first point is identification of photochemically active ligand, here, there is

Adamson’s empirical rule [31–36]. There is argument for the application limit of

this rule, however, photochemistry of iridium complexes fits very well. According

to this rule, individual Ir–N bond in axial position dissociates of mer-Δ isomer, Ir–

N1 bond dissociation (Route A) gives fac-Δ isomer (chirality retains) and Ir–N3

bond dissociation (Route B) gives fac-Λ (chirality inversion) isomer. The second

point is that C–Ir–N axis (not C–Ir–C axis) is kept in two diastereomeric TBP

intermediates. If these two hypothesis hold in the mechanism, we can rationally

explain experimental results. Reason why enantio-excess arise is explained by the

different efficiency over come diastereomeric transition states (Fig. 11.6).

Ir
C
C C

N

N

N

N
NC N

Ir
N
C C

N

N

C

Ir
N
CC

N

N

C

Ir
C
CC

N

N

N

mer-Λ

mer-Δ

fac-Λ

fac-Δ

=

hv

Chirality

Fig. 11.4 Chirality in the photochemical isomerization of mer-Δ-Ir(ppz)3 in solution. This

reaction produced no mer-Λ isomer, but fac-Δ and -Λ isomers. The fac-Δ isomer was produced

in excess amount
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Fig. 11.5 Isomerization mechanism through dissociation and recoordination (TBP mechanism)
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Lowest triplet excited state generated by the excitation gives 3MLCT state.

Structures for this state, elongation of Ir–N1 or Ir–N3 bond gives d* state through

the transition state caused by energy surface crossing (TS1). In this structure, axial

bond shows anti-bonding nature. Difference in activation energies (ΔEa) formed by

bond elongation of Ir–N1 or Ir–N3 determines enantioexcess value.

Whether this isomerization occurs or not in solid phase, fac- and mer-Ir(ppy)3
gave equivalent PL efficiency in EPA at 77 K, and PL lifetimes were 2.83 and

2.65 μs for mer- and fac-isomer, respectively. In addition, relative PL intensities of

powder mer- and fac-isomer were equivalent. Therefore, isomerization is not

important, however, there is a chance that this isomerization may take place during

vacuum sublimation process.

OLED device composed of mer-Ir(ppy)3 gave equivalent efficiency as a device

of fac-isomer [37]. Actually, radiative rate constants of the mer-isomers are almost

identical with those of the corresponding fac-isomer, this is quite reasonable

considering that molecular motion and structural transformation are prohibited in

the solid state device. On the other hand, efficiency of the emission decreased for

the device composed of fac-isomer doped with small amount of the mer-isomer.

This is explained by the trapping of the excitation energy at mer-isomers. Mer-
isomer which has smaller excitation energy than that of the fac-isomer acts as a trap

site. In addition, mer-isomer may have smaller emission efficiency than

corresponding fac-isomer [38]. PL of fac-Ir(ppy)3 doped in CBP, in the case of

no mer-isomer doped, i.e. [mer-isomer]¼ 0 %, ΦPL was 92 %, and this value

decreased to 48 and 37 % when doped mer-isomer concentrations were 30 and

46 %, respectively.

This mer! fac one-way isomerization is often observed for blue phosphores-

cent Ir(III) complexes, since energy level of phosphorescent state is high and it

locates nearby d* state that is responsible for the isomerization [12–14]. However,

recent our report showed that no mer! fac isomerization occurred for blue

phosphorescent Ir(III) complexes having carbene type ligand such as tris[2-(4-X-

phenyl)-3-butyl-[1,3]-imidazolinato-C2, N1]iridium (III) X¼fluoro, mer-Ir(Fpim)3;

X¼trifuluoromethyl, mer-Ir(CF3pim)3; and X¼trifluoromethoxy, mer-Ir
(OCF3pim)3 [15].

11.3 Blue Phosphorescent Cyclometalated Iridium (III)
Complexes and Their Nonradiative Deactivation

For PHOLED, red and green phosphorescent iridium complexes have been used in

commercial devices [39]. However, compared to the significant success of green

and red phosphorescent materials, there are still difficulties with blue phosphores-

cent materials, which is the barrier to achieve total phosphorescent full color

display and white color lighting.
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There are three difficulties with blue Phosphorescent OLEDs. The first is that

they do not have sufficient color purity. The National Television Standards Com-

mittee (NTSC) determined that the Commission Internationale de l’Eclairage (CIE)

coordinates for blue are (x, y¼ 0.14, 0.08). However, in typical blue phosphores-

cent complexes, such as iridium (III) bis(4,6-difluorophenylpyridinato)picolinate

(FIrpic) [40], iridium (III) bis(4,6-difluorophenylpyridinato)tetrakis(1-pyrazolyl)

borate (FIr6) [41], and iridium (III) bis(4,6-di-fluorophenylpyridinato)-5-(pyri-

dine-2-yl)-1H-tetrazolate (FIrN4) [42], the sum of the x, y coordinates is more

than 0.3, and the color is called sky blue. The second difficulty is insufficient

emission efficiency (Fig. 11.7). A blue phosphorescent complex has a higher

emission state (3MLCT, metal-to-ligand charge-transfer) than other color com-

plexes, due to the large transition energy. This enables thermal activation to the

metal-centered excited state (d*), which promotes nonradiative deactivation. For

example, fac-Ir(ppz)3 has strong blue phosphorescence (ΦPL¼ 1.0) at 77 K, but has

almost no emission at 298 K (ΦPL¼ 0.001) [24]. This is explained by thermal

excitation to the upper 3d* state, which is responsible for nonradiative deactivation

from the phosphorescent 3MLCT* state at 298 K [43]. In addition, the development

of host and carrier transport materials for blue phosphorescent materials is also very

important, because the high triplet excitation energy of blue phosphorescent mate-

rials is becoming difficult to confine [40]. This accompanies tuning of the HOMO–

LUMO level of the host and carrier transport materials, and causes a decrease of the

carrier transport efficiency, which has an influence on device lifetime. For example,

a device composed of FIrpic produced a large amount of defluorinated product

(detected by mass spectrometry (MS)) after application of voltage–current at 10 V,

100 mA/cm2 for 24 h [44]. Substitution with the strong electron-withdrawing

difluoro group on the phenyl ring is an effective method to decrease the x + y

value, and has thus been one of the main methods. However, there may be a shift

toward the development of fluorine-free materials [45].

Computational investigation of fac-Ir(ppy)3 revealed that the HOMO is mainly

localized at the iridium d-orbital and phenyl moiety, and the LUMO is localized at

the pyridyl moiety. Therefore, control of the HOMO–LUMO energy gap has been

attempted by the modification of green phosphorescent fac-Ir(ppy)3 using the

following three strategies.

(1) Stabilization of HOMO by the introduction of electron withdrawing groups

(EWGs) on a phenyl ring: Thompson and co-workers reported an OLED device

Fig. 11.7 Typical blue phosphorescent Ir (III) complexes
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doped with fac-Ir(ppy)3 in 1999, and thereafter reported several homoleptic

complexes. A typical preparation is conducted through a μ-Cl dimer complex;

however, there are difficulties involved. Thompson and co-workers also

reported the synthesis and use of a diketonate complex through a dimer

complex in 2001 [46]. These diketonate complexes have equivalent or slightly

lower emission efficiency than the homoleptic complexes; however, they are

easily synthesized. Many green and red phosphorescent diketonate complexes

have also been reported [47]. Iridium (III) bis(4,6-difluorophenylpyridinato)

acetylacetonate (FIr(acac)) and FIrpic were reported in 2001 (Fig. 11.8) [40].

Both complexes exhibited very high efficiency emission; λmax for FIr(acac) is

blue-shifted 40 nm compared with that for iridium (III) bis(2-phenylpyridinato)

acetylacetonate (Ir(ppy)2(acac)), and λmax for FIrpic is also blue-shifted 20 nm

compared with that for FIr(acac). These results indicate that the introduction of

fluoro groups on the phenyl stabilizes the HOMO, because the HOMO is partly

localized at the phenyl moiety. In addition, changing the ancillary ligand to the

EWG picolinate also stabilized the HOMO partly localized at the d-orbital of

the metal center.

Thompson and co-workers also reported fac-Ir(F2ppy)3 in 2003 [24]; how-

ever, λmax for this complex was the same as FIrpic (468 nm). In 2006, De Cola

and co-workers reported a complex with trifluoro groups introduced on the

phenyl rings of Ir(ppy)3, fac-iridium (III) tris(3,4,6-trifluorophenylpyridinate)

( fac-Ir(F3ppy)3), in addition to a complex with tetrafluoro groups, fac-iridium
(III) tris(3,4,5,6-tetrafluorophenylpyridinate) ( fac-Ir(F4ppy)3). These com-

plexes had λmax at 459 and 468 nm, respectively [48]. Interestingly, the

increased number of F substitution, from three to four, resulted in red-shift

of λmax (decrease of the HOMO–LUMO energy gap). In the same year,

Yamashita and co-workers reported trifluoromethyl substituted FIrpic, iridium
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(III) bis(2,4-difluoro-3-(trifluoromethyl)phenylpyridinato)picolinate (Ir

(F2CF3pRpy)2pic), and iridium (III) bis(2,4-difluoro-3-(trifluoromethyl)phe-

nyl-4- methylpyridinato)picolinate, which had λmax at 457 and 454 nm, respec-

tively [49]. Che and co-workers reported λmax for iridium (III) bis(3,5-bis

(trifluoromethyl)phenylpyridinato)- picolinate (Ir([CF3]2ppy)2(pic)) as

471 nm in 2008 [50]. These attempts demonstrate the effectiveness and limi-

tations of design for blue phosphorescent Ir complexes by tuning of the HOMO

energy level.

(2) Using strong EWG ancillary ligands: Many types of ancillary ligands have been

added to the complexes after FIrpic exhibited a shorter λmax than FIracac. In

2003, Thompson and co-workers reported FIr6 with borate as a ancillary ligand,

and this complex had λmax at 457 nm [41]. In 2004, De Cola and co-workers

reported iridium (III) bis(4,6-difluorophenylpyridinato)pyridyltriazole with

λmax at 461 nm (ΦPL¼ 0.27) [51]. At this stage, pyridyl-azole type ligands

became popular. Chi and co-workers reported in 2005 that iridium (III)

bis(4,6-difluorophenylpyridinato)-3-(trifluoromethyl)-5-(pyridine-2-yl)-1,2,4-

triazolate and FIrN4 had λmax at 460 and 459 nm, respectively (Fig. 11.9)

[46]. Then in 2007, iridium (III) bis(2-pyridyl-3-trifluoromethylpyrazolato)-

4,6-difluorophenylpyridinate, which has pyridyltrifluoromethylpyrazole as

main ligands, had λmax at 450 nm (ΦPL¼ 0.50) [52]. Chi and co-workers

reported a phosphine type ligand in 2009 [53]; iridium (III) bis(4,6-difluoro-

phenylpyridinato)-(2,4-difluorobenzyl)diphenylphosphinate had λmax at

457 nm (ΦPL¼ 0.19) [54].

(3) Breakaway from phenyl pyridinato complexes, using phenylheterocycles:

Complexes with many types of ancillary ligands have been synthesized; how-

ever, the shift of λmax was only 10 nm, and color clarity of the blue was less than

satisfactory. Further blue-shift is very difficult using difluorophenylpyridine as

a ligand; therefore, an approach to tune the resonance stabilization energy by

changing the pyridyl group to other heterocycles was attempted. In 2003,

complexes with phenyl pyrazole type ligand were reported [24]. fac-Ir(ppz)3
and the 4,6-difluorophenyl derivatives fac-Ir(F2ppz)3 exhibited phosphores-

cence at 77 K with λmax at 414 and 390 nm, respectively. This was a significant

blue-shift compared to phenyl pyridine based complexes such as fac-Ir(F2ppy)3
(λmax¼ 450 nm). However, these complexes in solution were poorly phospho-

rescent at room temperature (ΦPL< 0.001). Thompson and co-workers
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proposed that this was due to the bond weakness between iridium and the ligand

nitrogen atoms, and they therefore synthesized a complex with a carbene type

ligand [43]. In 2010, we examined the substituent effect of the tris(1-phenyl-3-

methylbenzimidazolin-2-ylidene) iridium (III) (Ir(pmb)3). fac-Ir(CF3pmb)3 and

fac-Ir(CH3Opmb)3 exhibited deep blue phosphorescence with λmax at 396 and

403 nm (ΦPL¼ 0.84 and 0.76), respectively (Fig. 11.10) [15]. fac-Ir(pmb)3 had

poor solubility, which was improved to some extent using N-butyl substitution.
However, there are no appropriate host and charge carrier materials for such

large band gap complexes; therefore, the external quantum efficiency of the

OLED device was only 2.6 % [55].

Samuel and co-workers reported a series of phenyl triazole type complexes

in 2006 [56]. The fac-iridium (III) tris(1-methyl-5-phenyl-3-propyl-[1,2 4]

triazolate) (Ir(pptz)3 in Fig. 11.10), fac-iridium (III) tris(1-methyl-3-propyl-5-

(4-fluorophenyl)-1H-[1,2,4]triazolate) (Ir(Fpptz)3), and fac-iridium (III) tris

(1-methyl-3-propyl-5-(4,6-difluorophenyl)-1H-[1,2,4]triazolate) (Ir(F2pptz)3)

complexes had λmax at 449 (ΦPL¼ 0.66), 428 (ΦPL¼ 0.27), and 425 nm

(ΦPL¼ 0.03), respectively. ΦPL decreased by the increase of the number of

substituted fluorine atoms; however, it is interesting that the chromaticity

coordinate of Ir(pptz)3 (0.16, 0.20) was deeper than the device composed of

FIr6 (0.16, 0.26).

In 2009, Kang and co-workers reported that the phenyl ring of phenyl-

pyridine was also converted to a heterocycle. fac-tris(20,60-difluoro-2,30-
bipyridinato-N,C40) iridium(III) ( fac-Ir(F2pypy)3) exhibited λmax at 438 nm

(ΦPL¼ 0.71) [57].

Research on blue phosphorescent iridium complexes is currently performed

based on approaches (1)–(3). Complex that have generally high efficiency have

long emission lifetimes that are inadequate for device fabrication [45], and com-

plexes with λmax shorter than 450 nm have very small quantum efficiency (for

example complex Ir(F2pptz)3).

There have been reports of complexes having phenylpyrazole and phenyltriazole

type ligands; however, only a few reports of phenylimidazole derivatives. In 2009,

Grätzel and co-workers reported a diketonate complex, iridium (III) bis(1-methyl-

2-phenylimidazolato)acetylacetonate (N966) [58], which gives a broad emission

between 440 and 800 nm that is applicable to a single molecular white

lighting OLED.
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Grätzel and co-workers also reported continuous substituents and ancillary

ligand effects for N966 in 2011 [59]. They examined the effect of methyl and

phenyl groups as N-substituents, and also examined chloro substitution on a phenyl

ring. For example, iridium (III) bis(4,5-dimethyl- 1,2-diphenylimidazolato)-4-

(dimethylamino)picolinate (Ir(Ph2pim)2dmapic) has λmax at 539 nm (ΦPL¼ 0.22)

and iridium (III) bis(4-methyl-1,2,5-triphenylimidazolato)- acetylacetonate

(Ir(pmppim)2acac) has λmax at 551 nm with an efficiency of ΦPL¼ 0.95. The aim of

this researchwas also to achievewhite phosphorescence. In the same year, Perumal and

co-workers also reported substituent and solvent effects on the emission of diketonate

complexes [60]. For example, iridium(III) bis(4,5-dimethyl-1-(3,5-dimethylphenyl)-2-

fluorophenylimidazolato)acetylacetonate (Ir(pmdmpim)2acac) had a green emission of

λmax at 514 nm (ΦPL¼ 0.56). Both reports of phenylimidazolinato complexes do

not deal with the blue phosphor, and there is no report of homoleptic complexes.

However, there are some patents of phenylimidazolinato complexes [61–66], such

as that applied by Konica–Minolta in 2006 [61].

Phenylimidazolinato complexes are one of the important candidates for blue

phosphorescent materials. In particular, we have synthesized phenylimidazolinato

complexes with various substituents introduced on the phenyl ring (Fig. 11.11), and

examined their effects on the photophysical properties and frontier orbitals (HOMO

and LUMO).

MO analysis of fac-Ir(ppy)3 indicated that the HOMO is mainly localized in the

d-orbital of iridium atom (46.4–56.0 %) and phenyl moiety (30.7–39.8 %) [56] as

shown in Table 11.4. Similar behavior has been observed in fac-Ir(ppz)3[67]. On
the other hand, detailed analysis of the MOs of fac-Ir(CF3pim)3, fac-Ir(OCF3pim)3,

and fac-Ir(Fpim)3 revealed the HOMO contribution of the phenyl moiety was 30.7–

32.8 % [16], which is smaller than that of fac-Ir(ppy)3 (38.9 %). Accordingly, the

contribution of the imidazole ring part (13.3–15.0 %) is higher than that of the

pyridine part (8.2 %) in fac-Ir(ppy)3.
The LUMO localized on the ligand (nearly 100 %) is the same result as that

for fac-Ir(ppy)3 [56] and fac-Ir(ppz)3 [67]. These results strongly indicate a
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HOMO–LUMO transition with MLCT character. Details of the LUMO in the

phenyl (Ph) moieties (53.6–64.1 %) of homoleptic fac-Ir(CF3pim)3, fac-Ir
(OCF3pim)3, and fac-Ir(Fpim)3 have higher contribution than those of the

imidazolyl (Im) parts (35.5–45.8 %) [16]; therefore, these populations are quite

different from the LUMO of fac-Ir(ppy)3 [56] with 73.5 % pyridyl (Py) and 25.9 %

phenyl moieties.

The calculated results indicate that the HOMO of iridium phenylimidazolinate

complexes have similar or slightly smaller contributions at the phenyl moiety, as

with fac-Ir(ppy)3; however, much larger localization of the LUMO at the phenyl

moiety. Therefore, substitution of the phenyl group by EWGs affects not only the

HOMO, but also the LUMO [16]. This type of HOMO–LUMO relation has also

been reported for iridium phenyltriazolinate complexes [56].

The contributions of phenyl ring and heterocyclic ring parts of diketonate

complexes were similar to those of fac-Ir(ppy)3; however, the contribution of the

iridium d-orbital had smaller values 46–48 % and these decreases appeared as

increase of acetylacetone parts (4.6–5.8 %). Therefore, in fac-Ir(CF3pim)3, fac-Ir
(OCF3pim)3, and fac-Ir(Fpim)3, the substitution of EWGs on the phenyl ring is less

effective to stabilize the HOMO than in the case of fac-Ir(ppy)3 (Table 11.5) [16].
The LUMO of diketonate complexes also has a higher coefficient at the phenyl

moiety (51.2–62.3 %) than at the imidazole moiety (35.7–46.3 %), similar to the

homoleptic complexes. However, there are two exceptions, Ir(OCH3pim)2acac and

Ir(pim)2acac, where the LUMO is localized at acetylacetone (93.6 and 83.8 %,

respectively). In addition to these two extreme cases, other diketonate complexes

have a LUMO+1 (MHacac and Ir(Fpim)2acac) or LUMO+2 (Ir(CF3pim)2acac and

Ir(OCF3pim)2acac) localized at acetylacetone. Complexes with trifluoromethyl

substituents, fac-Ir(CF3pim)3 and Ir(CF3pim)2acac, have LUMO highly localized

at the phenyl moiety with 64.1 and 62.3 %, respectively.

Substitution of the acetylacetonate complex has a significant effect on the

emission quantum efficiency. This can be explained from the energy difference

(ΔE) between the LUMO andMO localized on the acetylacetone moiety. Table 11.5

Table 11.4 Calculated contribution of iridium metal (Ir), phenyl (Ph), and heterocyclic (Hetero)

moieties to HOMO and LUMO

HOMO LUMO

Ir Ph Heteroa Ir Ph Heteroa

fac-Ir(ppy)3 [56] 52.8 38.9 8.2 0.2 25.9 73.5

fac-Ir(pmb)3 [43] 30.2 47.7 22.1 2.5 2.5 95

fac-Ir(CF3pmb)3 [15] 40.3 38.5 21.2 3.2 19.7 77.1

fac-Ir(pptz)3 [56] 56.6 31.8 10.7 0 49.2 46.7

fac-Ir(CF3pptz)3 [56] 58.6 30.8 9.7 0.1 56.1 36.8

fac-Ir(Fpim)3 [16] 52.4 32.8 14.8 0.6 53.6 45.8

fac-Ir(CF3pim)3 [16] 56 30.7 13.3 0.4 64.1 35.5

fac-Ir(OCF3pim)3[16] 53.2 31.8 15 0.5 57 42.5
aHetero means heterocyclic moiety, thus, pyridyl, benzoimidazolyl, triazolyl, or imidazolyl group

including alkyl substituents on it
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shows the percentage MO (LUMO to LUMO+2) contribution of iridium metal (Ir),

phenyl (Ph), imidazolyl (Im), and acetylacetonate (acac) moieties, and the MO

energy levels (E) calculated by the DFT method. For example, in the case of

CF3acac, ΔE is 0.49 eV (ELUMO–ELUMO+2¼ 1.54–1.05), and for OCF3acac, ΔE is

0.22 eV (ELUMO–ELUMO+2¼ 1.25–1.03). This indicates that a larger ΔE gives a

larger ΦPL; therefore, simple MO energy levels calculated for optimized structure

are useful to understand nonradiative deactivation processes through the ancillary

ligand. The weak and broad emission of Ir(CF3pim)2acac and Ir(OCF3pim)2acac at

298 K is caused by the quenching of excitation energy by the acetylacetone part.

The inefficiencies of other diketonated complexes at 298 K are due to thermal

activation to the upper excited state responsible for nonradiative deactivation.

Therefore, these thermal activations are prohibited at 77 K. The smallest ΦPL of

Ir(OCH3pim)2acac and Ir(pim)3acac among the diketonate complexes at 77 K is

explained by the LUMO being localized on acetylacetone [16].

In contrast, the homoleptic complexes showed efficient emission, not only at

77 K, but also at 298 K (ΦPL¼ 0.40–0.60). No significant difference of kr between
the homoleptic and diketonate complexes was evident, whereas knr become smaller

for the homoleptic complexes than for the diketonate complexes. For example, in

the case of fac-Ir(Fpim)3 and Ir(Fpim)2acac, kr is almost the same (1.1 and

1.7� 105 s�1); however, knr decreased by almost 1/300.

Table 11.5 Calculated energy levels of the HOMO, LUMO, LUMO+1, and LUMO+2 and

contribution of iridium metal (Ir), phenyl (Ph), imidazolyl (Im), and acetylacetonate (acac)

moieties [16]

Ir Ph Im acac E (eV)

Ir(Fpim)2acac LUMO+2 3.6 42.3 39.7 14.4 0.74

LUMO+1 1.4 7.5 7.4 83.7 0.87

LUMO 2.1 51.9 45.6 0.4 0.88

HOMO 46.4 38.4 10.2 5.0 4.86

Ir(CF3pim)2acac LUMO+2 2.2 1.2 1.0 95.6 1.05

LUMO+1 2.8 60.3 34.3 2.6 1.41

LUMO 1.6 62.3 35.7 0.4 1.54

HOMO 48.8 36.8 8.6 5.8 5.16

Ir(OCF3pim)2acac LUMO+2 2.8 10.5 8.8 77.9 1.03

LUMO+1 2.2 43.0 34.5 20.3 1.15

LUMO 1.9 55.4 42.3 0.4 1.25

HOMO 47.6 37.0 9.9 5.5 5.16

Ir(OCH3pim)2acac LUMO+2 3.0 46.4 46.2 4.4 0.31

LUMO+1 2.0 50.9 46.8 0.3 0.43

LUMO 1.6 2.2 2.6 93.6 0.54

HOMO 46.4 38.9 10.0 4.6 4.43

Ir(pim)2acac LUMO+2 3.6 42.2 39.8 14.4 0.50

LUMO+1 2.1 51.7 45.8 0.4 0.64

LUMO 1.4 7.4 7.4 83.8 0.64

HOMO 47.0 39.8 8.4 4.8 4.48
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OLED devices were fabricated for fac-Ir(OCF3pim)3, which showed efficient

luminescence in 2MeTHF, and FIrpic was used as a reference. Device was

composed of ITO/PEDOT: PSS/mB-4Cz/BCP/CsF/Al. The wet-processable

m-terphenyl derivative, 3,300,5,500-tetra(9H-carbazol-9-yl)-1,10:30,100-terphenyl
(mB-4Cz), was synthesized and used as a host material [17, 68]. The performance

of the fabricated devices were determined from plots of current density

(J: mA/cm2), luminance (L: cd/m2), and current efficiency (η: cd/A) versus applied
voltage (V: V).

EL spectra of both devices were red-shifted by 2–3 nm and had smaller 0–0

bands than the 0–1 band, compared with the spectra measured in 2MeTHF. There-

fore, the CIE coordinates (x and y) were slightly increased; the coordinate of FIrpic

is more blue than fac-Ir(OCF3pim)3; however, there was no significant difference

observed by visual check.

The maximum luminance for fac-Ir(OCF3pim)3 and FIrpic was 889 and

3,490 cd/m2, respectively. The lower luminance of fac-Ir(OCF3pim)3 is explained

by inefficient carrier injection into the emitting layer. This is supported by both the

inefficient current density and larger driving voltage. The HOMO–LUMO energy

levels of fac-Ir(OCF3pim)3 were shifted by approximately 0.7 eV to higher energy

than those for FIrpic.

From the energy diagram, the HOMO–LUMO level of fac-Ir(OCF3pim)3 is

moved by 0.7 V almost parallel to those of FIrpic in the anodic direction. Therefore,

charge injection from the charge conducting layer to the emitting layer became

difficult in the case of fac-Ir(OCF3pim)3. The HOMO level of fac-Ir(OCF3pim)3 is

higher than that of PEDOT:PSS. The HOMO–LUMO energy levels of imidazole

have been reported to take high values among some nitrogen-containing cyclic

compounds, according to ab initio calculations [69].

The FIrpic device has the same configuration with the mB-4Cz host materials.

A hole only device (device fabricated without a PEDOT: PSS layer) and an electron

only device (device fabricated with no BCP layer) were fabricated and the J-V
characteristics were measured. The hole and electron only devices showed current

densities of 237 and 64 mA/cm2, respectively, at an applied voltage of 10 V [68].

Therefore, the high hole and low electron transferability of mB-4Cz is partly

responsible for the moderate performance of these devices.

11.4 Wet Processable Host Materials
for Phosphorescent OLED

Importance of the materials for PHOLED is directly affected to the performance of

the devices, as I already mentioned in earlier section. In addition, host materials and

device fabrication process has been caught attentions. Because of their high quan-

tum efficiency and low-cost processing, considerable research has been made on

solution processable materials for PHOLED during the last decade [70–78].
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However, most of these solution processable materials for PHOLED are based on

the polymer materials, which have an inherent number of problems, including

lower carrier mobility of host materials, shorter lifetime of EL devices, especially

their difficult syntheses and purifications [78, 79]. Recently, soluble small

molecule-based PHOLEDs have been reported [78–85], which can be overcoming

above problems of polymer hosts. On the other hand, because of their high triplet

energy gap and bipolar nature of carrier transport, carbazole units frequently have

been used in phosphorescence host materials. For example, 4,40-bis(9-carbazolyl)-
2,20-biphenyl (CBP), 1,4-di(9H-carbazolyl)benzene (CCP) [86], 4,40-N-N0-
dicarbazoleterphenyl (CTP) [87], 1,3-bis(9-carbazolyl)benzene (mCP) [88], and

2,20- di(9H-carbazole-9-yl)biphenyl (o-CBP) [89]. These small-molecule hosts

could be great host materials in vacuum deposited device, however not be obtained

approving EL performance in solution processed device. This is because these

small-molecule hosts possess the lower glass transition temperature (Tg), lead to

the occurrence of crystallization upon drying of emitting layer, thus cannot form a

uniform amorphous thin film [80]. Therefore, to obtain better performance of EL

device great needs to increase the Tg for small-molecular hosts in solution

processed device.

It is conceivable that above carbazole-based hosts can be easily used to solution

process through the relatively simple molecular design. Along this respect, in this

paper, we report two small-molecule host materials for solution processing

PHOLED, 1,4-bis(3,6-di([1,10:30,100:300,1000:3000,10000-quinquephenyl]-500-yl)-9H-
carbazol-9-yl)benzene (P-mPCCP) and 1,4-bis(3,6-bis(4,400-di-tert-butyl-[1,10:30,1-
00-terphenyl]-50-yl)-9H-carbazol-9-yl) benzene (T-mPCCP) (Fig. 11.12). We have
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Fig. 11.12 Molecular structures (above) and (a) PL spectra of CCP, (b) P-mPCCP, and (c)
T-mPCCP at room temperature (solid line) and 77 K in Me-THF (dotted line)
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chosen the CCP as the molecular core because of its good solubility and high triplet

energy relative to order carbazol-based hosts, such as well-known CBP. In order to

advance thermal stability of host materials, the m-terphenyl group attached to the

CCP molecule. Since possessing of high ET and high carrier mobility, m-terphenyl
group has been successfully applied to phosphorescent host designing [78, 90, 91].

However, combining with m-terphenyl group generally molecules become very

rigid and difficult to dissolve in common organic solvents. Actually, host material,

1,4-bis(3,6-bis([1,10:30,100-terphenyl]-50-yl)-9H-carbazol-9-yl)benzene (mPCCP)

synthesized in this study was also insoluble in any solvent used. To improve the

solubility, the both approach of increasing of molecular free volume and introduc-

tion of tert-butyl group was adopted to synthesized P-mPCCP and T-mPCCP,

respectively [17].

P-mPCCP and T-mPCCP were prepared as described below. First, compound

500-bromo-1,10:30,100:300,1000:3000,10000-quinquephenyl was prepared from

3-biphenylboronic acid and 1,3,5-tribromobenzene by Pd(PPh3)4 in THF, which

then converted to the arylboronic ester of 2-([1,10:30,100:300,1000:3000,100-
00-quinquephenyl]-500-yl)-4,4,5,5-tetramethyl-1,3,2-dioxaborolane (M1). The same

procedure for compound M2 was applied to give compound 2-(4,400-di-tert-butyl-
[1,10:30,100-terphenyl]-50-yl)-4,4,5,5-tetramethyl-1,3,2-dioxaborolane (M2). Next,

the Suzuki cross-coupling reaction of compound M1 and compound M2 with

1,4-bis(3,6-diiodo-9H- carbazolyl)benzene [92] led to P-mPCCP and T-mPCCP,

respectively. The model compound mPCCP was synthesized from CCP and

m-terphenyl group. The chemical structures were characterized by 1H NMR, 13C

NMR and elemental analysis.

mPCCP showed poor solubility and not soluble in any solvents. Contrast to

mPCCP, P-mPCCP and T-mPCCP can readily dissolve in common organic sol-

vents, such as chloroform, 1,2-dichloroethane, toluene, chlorobenzene. For

P-mPCCP molecule, although without alkyl group also showed good solubility

due to increasing of molecular free volume through additional aromatic ring.

The thermal properties of both compared are evaluated by differential scanning

calorimetry (DSC, SII, extar 600). P-mPCCP and T-mPCCP possess high Tg of

161 and 185 �C, respectively, which is significantly higher than the commonly used

host materials of CBP (66 �C) and mCP (60 �C). The morphologies of P-mPCCP

and T-mPCCP were characterized by AFM (SII, SPA-400). For P-mPCCP and

T-mPCCP films doped with 6 wt% Ir(ppy)3, the root-mean square (RMS) values are

0.57 and 0.48 nm, respectively. This indicates that allowing both form morpholog-

ically stable and uniform amorphous films in solution process.

P-mPCCP and T-mPCCP have a similar absorption and emission spectra in

chloroform and film state, the maximum absorption and emission peak at around

260 and 395 nm, respectively. The absorption band gap was 3.40 eV from the onset

of optical absorption in both compounds, which is 0.1 eV lower than that of CCP.

The emission spectrum at 77 K is also measured for estimation of the triplet energy

(Fig. 11.12). The spectra show the first phosphorescence peak at 452 nm in

P-mPCCP and T-mPCCP, corresponding to a triplet energy of 2.70 eV, which is

higher than the triplet energy of fac-Ir(ppy)3, ET¼ 2.41 eV [93]. This indicates that
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allowing P-mPCCP and T-mPCCP to serve as appropriate host for Ir(ppy)3.

The triplet energy of CCP is calculated to be 3.0 eV, which is 0.3 eV higher than

that of P-mPCCP and T-mPCCP. This is because the addition of aromatic ring at

3 or 6 position of carbazole will significantly reduced the triplet energy by

expanded the π-electrons of delocalization [94]. The performance of photophysical

properties are summarized in Table 11.6.

The electrochemical oxidation potentials of P-mPCCP and T-mPCCP were

measured at 0.76 and 0.71 V vs ferrocene/ferricinium ion in CH2Cl2; thus, using

ferrocene ionization potential of �4.8 eV led to HOMO energy levels of P-mPCCP

and T-mPCCP to be�5.56 and�5.51 eV, respectively. We can be deduced that the

favorable hole injection from the PEDOT: PSS layer to the emitting layer in EL

device. The LUMO energy levels were calculated from HOMO levels and optical

band gaps obtained from their absorption spectra to be �2.16 and �2.11 eV,

respectively.

To investigate the OLED properties of P-mPCCP and T-mPCCP composing

devices, EL device with a structure of ITO/PEDOT:PSS (40 nm)/hosts + 6 wt% Ir

(ppy)3 (50 nm)/BCP (20 nm)/CsF (2 nm)/Al (100 nm) was fabricated (Fig. 11.13).

As shown in Fig. 11.14a, the EL spectra of both devices are almost similar and

showed a maximum emission peak at 510 nm, with the emission of Ir(ppy)3,

Table 11.6 Physical properties of hosts molecules

Compounds Tg (
�C) UV–vis/nm PLλmax/nm HOMOa/eV LUMOb/eV ΔEc/eV ET

d/eV

CCP – 293 378 �5.46 �1.94 3.52 3

P-mPCCP 161 254 397 �5.56 �2.16 3.4 2.7

T-mPCCP 185 260 395 �5.51 �2.11 3.4 2.7

aHOMO is derived from electrochemical oxidation potentials
bLUMO¼HOMO+ΔE
cΔE is obtained from the absorption band gap
dET values estimated from phosphorescence 0,0 band in Fig. 11.12
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without trace of host emission at around 400 nm. The PL spectra of doped Ir(ppy)3
in P-mPCCP and T-mPCCP were similar to their EL spectra and intensities at their

maxima had no significant difference. This indicated that an efficient energy

transfer occurred from both host to guest Ir(ppy)3. The properties of these devices

are compared to that of CCP composing device. The current–voltage (I-V) and
luminance-voltage (L-V) characteristics are showed Fig. 11.14b, c, respectively.

The performance of P-mPCCP and T-mPCCP composing device were much higher

than that of CCP composing device. The turn-on voltage of P-mPCCP and

T-mPCCP composing device was 4.0 and 7.0 eV (corresponding to 1 cd/m2) and

showed a Lmax of 21,100 and 3,290 cd/m
2 and a maximum luminance efficiency, η c,

max of 15.0 and 7.6 cd/A, respectively. In contrast, the CCP composing device was

turned on at 10.0 V and showed a Lmax of only 771 cd/m
2 and a η c, max of 5.1 cd/A.

This is indicated that introducing m-terphenyl derivatives of molecular design is

very successful for improve the device performance in solution processed device.

The device composed of CCP showed very low performance probably because of

insufficient smoothness by the spin coating and poor thermal stability of the

emitting layer. The device coated with CCP, crystallization phenomenon was

found in the next day.

Although both hosts have a same triplet energy, HOMO and LUMO levels, but

the P-mPCCP composing device possessed much higher device performance than

that of T-mPCCP composing device, which was maximum luminance of sixfold

and maximum luminance efficiency of twofold higher than that of T-mPCCP

composing device. We attributed to reducing of carrier mobility by introducing a

t-butyl alkyl in T-mPCCP based on emitting layer. We fabricated the hole transport

only device (ITO/PEDOT: PSS/emitting layer/Al) and electron transport only

device (ITO/emitting layer/TPBI/LiF/Al) to investigate the conductivity of emit-

ting layer. As a result, P-mPCCP composing device showed higher the current

density of hole and electron, especially electron current density was tenfold higher

than that of T-mPCCP.

We also fabricated OLED devices by similar method using FIrpic as phospho-

rescent dopant, however, those devices performance was poor. Considering triplet
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energy of FIrpic (ET¼ 2.62 eV [77]), those devices satisfied triplet energy require-

ment, however, there is other factors to be solved. One possible factor is that

HOMO–LUMO energy levels of FIrpic are 5.72 and 3.07 eV, respectively. There-

fore, HOMO energy level of FIrpic is much higher than those of host materials

examined. Selection of materials such as dopant and host molecules is somehow

requires tailor-made manner.
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Chapter 12

DNA Electronics and Photonics

Norihisa Kobayashi and Kazuki Nakamura

12.1 Structure and Properties of DNA Functional
Molecule Complexes

DNA is one of the oldest naturally occurring polymers and its history goes back to

the origins of the most primitive life forms. The structure of the DNA molecule was

famously described as a double helical structure by Watson, Crick, and Wilkinson

in Nature in 1953 [1]. The ‘monomer’ unit of DNA consists of a base, which is

covalently bonded to a sugar molecule, which is then covalently bonded to a

phosphate group that makes up the backbone of the DNA ‘polymer.’ A schematic

representation of this structure is shown in Fig. 12.1a. Four different base molecules

make up the DNA: Adenine (A), Thymine (T), Guanine (G), and Cytosine (C).

Each base has a conjugated ring structure, as shown in Fig. 12.1b.

The Watson–Crick model (Fig. 12.2a) was the first to describe double-stranded

DNA, which consists of two single-stranded DNA molecules arranged in a double

helix and connected by hydrogen bonding between bases, known as base pairs

[1, 2]. Because of the complex geometry of double-stranded DNA molecules, bases

can only hydrogen bond to form base pairs of Adenine-Thymine and Guanine-

Cytosine. This can be seen in Fig. 12.1b, which shows that Adenine and Guanine

are both double-ringed structures, and Thymine and Cytosine are single-ringed.

Having two double-ringed bases would not allow the DNA to form the low energy

configuration of a double helix. The hydrogen bonding is shown in Fig. 12.2b.

Recently, the application of DNA as a biomacromolecule has been attracting

additional attention from researchers in diverse areas of science [3–7]. As a result,

DNA is regarded as an ideal macromolecule for creating new functional materials,

such as optical amplifiers [8], conductive and semiconductive nanowires [9],
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transistors [10, 11], and biosensors [12]. Many experimental reports have been

published in the last two decades, expanding the research field and making it

attractive enough to obtain more attention from scientists. The DNA molecule

possesses three unique features for creating functional complexes by interacting

with other materials: being a polyelectrolyte for electrostatic connection, having

selective affinity for small molecules by intercalation, and binding specific mole-

cules into its grooves (Fig. 12.3).

The electrostatic property of DNA as a highly charged polyelectrolyte

is important for functional complex creation, and it has been widely used for

exploring various DNA-based applications. A DNA molecule consists of two

Fig. 12.1 Chemical structure of (a) DNA backbone, and (b) DNA bases

Fig. 12.2 (a) Schematic illustrations of DNA double helix, and (b) base pair structures
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polynucleotide strands coiled around each other in a helical structure, with a

diameter of approximately 2 nm. Moreover, the double helix chains of DNA are

negatively charged by the phosphate groups that are regularly arranged in the two

backbones. Therefore, DNA can be an ideal template to fabricate highly ordered

nanostructures by binding cationic agents such as metal ions, cationic surfactants,

and polycationic agents through electrostatic interactions.

The second feature of DNA is its selective incorporation properties for small

molecules. The most common DNA structure is the B-DNA type, in which the

stacked bases are regularly spaced at 0.34-nm intervals. Some small planar mole-

cules can intercalate into the spaces between the stacked bases, but the interaction

patterns are highly selective regarding the structure of the small molecules.

The third feature of DNA is its groove-binding property. The helical structure of

DNA possesses a wide, major groove and a narrow, minor groove of approximately

the same depth, enabling binding of specific small or large molecules into the

grooves between the two backbones. By these special affinities, DNA can be used

as an environmental material for selective detection of certain molecules and

removal of toxic pollutants, or as a framework to arrange functional molecules.

Currently, various designed DNA sequences can be synthesized by automated

synthesis systems and amplified by polymerase chain reaction (PCR). However,

synthetic DNA is still expensive and not easy to produce in large quantities. Therefore,

laboratories usually use it at microgram or milligram levels. This makes it difficult to

apply the synthetic DNA for uses requiring much larger quantities. On the other hand,

another type of DNA that is extracted from natural products, referred to as natural

DNA, has substantial potential for mass-production. A typical case is salmon milt in

fisheries, which is often used for livestock feedstuff. The salmon milt contains over

10%dryweightDNA, and it is very easy tomanufacture. Because salmonfishing is an

expanding industry with a worldwide supply exceeding 2.4 million tons per year, it is

estimated that about 3,000 t of salmon DNA are available per year. Other resources

include herring milt, scallop testis, and even artificial microorganisms produced by

biological methods. Not only is this material bio-organic, but it is also biodegradable.

Since it comes from waste material, it is inherently cost effective. Undoubtedly, such

Fig. 12.3 Schematic illustrations of the interaction between DNA and functional materials
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simple and renewable resources will effectively promote further DNA research by a

variety of scientific fields.

In this chapter, recent research by our group regarding the use of

DNA-functional materials for organic thin film transistors (BiOTFT) and organic

light emitting diodes (BiOLED) are described.

12.2 BiOTFT Memory with DNA Complex
as Gate Dielectric

12.2.1 OTFT Using Bio-Related Materials
and DNA-Surfactant Complexes

Printing processes are attractive for the fabrication of electronic devices such as

radio-frequency identification (RFID) tags [13], sensors [14], and active matrix

displays [15] on a plastic substrate. Since organic compounds can be dissolved in a

solvent, electric materials are promising candidates for use as inks in the printing

process [16–18]. Further, functional molecules can be oriented along the highly

ordered structure of biopolymers, such as DNA, proteins, and polysaccharides. On

this basis, biopolymers have also attracted attention for their possible use in the

fabrication of electronic devices; such device fabrication using the ordered structure

of DNA has been reported, as mentioned above.

Printable non-volatile memories also have high applicability to electronic

devices, but there has been little research on promising materials using a

low-temperature process. Since an organic thin film transistor (OTFT) was fabri-

cated using ferroelectric material as a gate dielectric and exhibited storage proper-

ties, the development of new ferroelectric material has great significance for the

potential fabrication of all printing devices.

Polyvinylidene fluoride and its derivatives are typical ferroelectric materials

used as dielectric layers in OTFT memories because of their high ferroelectricity

[19, 20]. It has also been reported that an OTFT memory was fabricated using

biopolymers, and we reported the fabrication of a printable OTFT memory using

a-helical poly(g-methyl-L-glutamate) (PMLG) as a ferroelectric layer in a previous

study [21]. PMLG exhibited ferroelectric properties without any special treatment,

such as poling, annealing, and stretching, possibly because of its rod-like, a-helical

structure. DNA also has a rod-like secondary structure. Hence, OTFTs fabricated

using DNA are also expected to exhibit novel storage properties. However, an

OTFT memory typically has a low on/off ratio and short memory retention time.

We reported that the BiOTFT memory device prepared by natural DNA as the

gate dielectric shows poor device performance, such as high OFF current because

the presence of sodium ions probably contributed to ion conduction [11]. Okahata

et al. reported preparation of the DNA-cetyltrimethylammonium (CTMA) com-

plex, which is soluble in organic solvents and was effective for reducing the
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mobility of counter ions [22]. CTMA is a quaternary ammonium compound that

results in a positive charge on the nitrogen (cation) due to the delocalization of the

lone pair of electrons, with chlorine as the counter anion. The negatively charged

phosphate groups in the DNA backbone and corresponding sodium cations in the

aqueous solution form electrostatic charge pairs. The positive charge on the nitro-

gen of the CTMA replaces the sodium cation and ionically binds to the DNA

molecule. The displaced sodium cation then ionically binds with the chlorine

anion of CTMA, forming NaCl as the byproduct, as schematically shown in

Fig. 12.4.

The cationic surfactant complexation of DNA with CTMA in the laboratory

setting is a simple processing step. Since both materials are water soluble, they are

dissolved in deionized water, and the CTMA solution is titrated into the DNA

solution. The DNA-CTMA material is precipitated out, while the NaCl byproduct

remains in solution. The mixture is filtered to obtain the DNA-CTMA, which is

thoroughly washed with water to rinse out any unreacted CTMA and remaining

NaCl. DNA-CTMA is water-insoluble, but is soluble in organic solvents such as

methanol, ethanol, isopropyl alcohol, and butanol. This lends the material to use in

solvent fabrication techniques for thin films such as casting, dip coating, and spin

coating. After this novel finding, in order to exclude the influence of DNA sodium

ions and to prepare high-quality thin films, researchers utilized DNA-surfactants for

application of electronic devices, including OTFT.

In this section, in order to investigate the influence of surfactant structure on

BiOTFT device performance, the physicochemical properties of various

DNA-surfactant complexes in solution and film state have been studied. Further,

BiOTFT device performance, as inferred by aspects such as transfer properties, has

also been examined, and the possible explanation of device performance is

discussed.

Fig. 12.4 Schematic illustration of DNA-CTMA complex
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12.2.2 Photo-Electrical Properties of DNA-Surfactant
Complexes

DNA-surfactant complexes were prepared by adding 10 mmol/L of DNA (the

concentration of the phosphate group) aqueous solution into 10 mmol/L of the

surfactant (CTMA, OTMA, Lau, Fig. 12.5) aqueous solution, and then the precip-

itate was filtered, washed with ultrapure water, and dried in vacuo. The

DNA-surfactant complexes were obtained as a white powder, and the yield was

over 95 %. Then, in order to obtain DNA-surfactant films, the 100 mmol/L

DNA-surfactant solution was spin coated on ITO glass substrates. The thicknesses

of the DNA and DNA-surfactant complex films were approximately 6 and 2 μm,

respectively.

The photophysical property of UV absorption by DNA is an important property

for determining whether π–π stacking of nucleobases occurs. The DNA double

helix in aqueous solution had a specific absorption band from 220 to 300 nm, with a

λmax at 260 nm [23]. In order to compare the effect of different DNA molecular

weights with different cationic surfactants on structural regularity, the UV-visible

spectra were measured. Figures 12.6 and 12.7 show the UV-visible spectra of

DNA-Lau, DNA-OTMA, and DNA-CTMA in butanol solutions. It was clear that

both high (10 kbps) and low (100 bps) molecular weights of different DNA

complexes have the same peak absorption wavelength at 260 nm, which was

assigned as the characteristic absorption of DNA nucleobases. The molecular

Fig. 12.5 Chemical structures of (a) Lau, (b) OTMA, (c) CTMA
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weight had no relationship with the UV spectra. The π–π stacking of DNA

nucleobases did not change when the molecular weight was altered, indicating

that both the high and low DNA molecule weights retained the double helix

structure after an ion exchange reaction in the butanol solution.

Circular dichroic (CD) analysis is one of the most useful techniques for probing

the conformation of DNA complexes in many kinds of solutions, including gels,

films, and fibers [24]. In order to compare different DNA molecular weights with

different surfactants and to analyze its effect on the double helix structure, both the

solution and film have been investigated. Figures 12.8, 12.9, and 12.10 show CD

spectra of the solution and film. All of the complexes in either butanol solution or

film state showed positive and negative CD signals. In the case of the solution, a

positive Cotton effect at about 280 nm and a negative Cotton effect at about 225 and

245 nm have been observed, which is similar in shape to natural DNA. Meanwhile,

the A form of the DNA complexes in the butanol solution appeared to transform

into the B form in the film state. Additionally, with the alkyl chain increase, the CD

signal decreased. This indicates the decrease of structure regularity, which would
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be caused by the hydrophobic properties of the alkyl chain and steric hindrance

between the long alkyl chains.

We also evaluated DNA complex resistivity because it plays an important role in

the BiOTFT memory when used as the insulator layer. For comparison, the current

(I)-voltage (V) characteristics of DNA alone with different chain lengths are also

shown in Fig. 12.11. Figures 12.12 and 12.13 show that DNA complex resistivity

increased significantly compared to DNA alone (Fig. 12.11) with either long or

short chain lengths. This is caused by the DNA, which is one of the poly-anions that

could interact with cationic surfactants through the ion-exchange reaction, leading

to the decrease of movable ions, such as sodium ions, and improved resistivity.

Additionally, Figures 12.12 and 12.13 also show that the resistivity increased as the

alkyl chain length increased, because the longer alkyl chains provided a higher

proportion of the insulative alkyl chains in the DNA complex film, which would

improve the insulating properties.

Fig. 12.9 CD spectra

of DNA complex solution

with low molecular weight

Fig. 12.10 CD spectra

of DNA complexes in

film formation
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Furthermore, compared to the high-molecular weight DNA, low-molecular

weight DNA showed better resistivity when the same surfactants were applied.

This was due to the decrease of the carrier conductive pathway along the DNA

chains when the DNA chain length was short. In conclusion, the kinds of surfactant
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and DNA chain length have substantial effects on film resistivity. The resistivity of

the low molecular weights of DNA-Lau, DNA-CTMA, and DNA-OTMA were

1.41� 1013Ω∙cm, 8.2� 1013Ω∙cm, and 1.51� 1014Ω∙cm, respectively. Thus, it is

reasonable to use them as dielectric material in the OTFT memory.

In general, thin film surface roughness and structure play crucial roles in the use

of any insulating dielectric film for OTFT memory. This stems from the fact that

charge transport takes place at the interface between dielectric and semiconductor

films [25]. Figure 12.14 shows the 2� 2 μm surface morphology of different DNA

complexes with high and low molecular weights. The RMS of the high molecular

weight DNA complex was estimated to be 0.8–1.0 nm. In contrast, the RMS of the

low-molecular weight DNA complex was lower, at about 0.3 nm. Additionally, in

comparison with the morphology of the low molecular weight DNA complex, some

bump structures were found in the higher molecular weight DNA complex. It is

possible that this occurred because the longer chain length would lead to entangle-

ment of the DNA complex. Therefore, smoothness and film formability of the

shorter DNA complex were substantially higher than that of the longer DNA

complex. This indicates that low-molecular weight DNA is favorable for use in

the dielectric layer of the OTFT memory.

Fig. 12.14 AFM topographical images of (a)(d)DNA-Lau, (b)(e)DNA-CTMA, and (c)(f)DNA-
OTMA films
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12.2.3 Fabrication of BiOTFT Devices Using
DNA-Surfactant Complexes

Next, we fabricated the OTFT memories using the following method. On the

prepared ITO/DNA or ITO/DNA complex films, a pentacene layer (film

thickness¼ 50 nm) was an active layer at a pressure of 2� 10�3 Pa and an

evaporation rate of 0.2–0.4 Ås�1. The Au layer was the source and drain electrodes

(W/L¼ 5 mm/20 μm) were deposited by vacuum evaporation on the pentacene

film. The BiOTFT structure using a top contact and gate bottom geometry is

schematically depicted in Fig. 12.15.

Figure 12.16 shows the transfer characteristics, which represent the transistor

current Ids, plotted as a function of the gate voltage at constant Vd of the BiOTFTs

fabricated by using DNA-OTMA, DNA-CTMA, and DNA–Lau films as a gate

dielectric layer. Figure 12.17 also shows the transfer characteristics when the DNA

film was used as the dielectric layer.

In all of these BiOTFTs, hysteresis behaviors were observed, indicating that both

the DNA and DNA complex films work as memory layers. Because of the poor

resistivity of the DNA film, the OFF current, which equals 3.8� 10�7 A, was too

high to use as the insulator in the OTFT memory. In contrast, when the DNA

complex was applied as the dielectric layer, the OFF current decreased remarkably

Fig. 12.15 Schematic illustrations of the BiOTFT memory device configuration
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to about 10�9 A because of the resistivity improvement. At the same time, hyster-

esis of the BiOTFT memory with the DNA complex significantly increased, and the

ON/OFF current ratio at VG¼ 0 V was as high as 104.

Moreover, compared to DNA-OTMA and DNA-CTMA, when the DNA-Lau

was used as the dielectric layer, the higher ON current and restrain of the OFF

current were observed. This improvement of device performance might be effected

by varying the composition and structure of the DNA complex, because the

DNA-Lau film roughness was the lowest and had the best structure regularity

when compared to the DNA-CTMA and DNA-OTMA complex films.

The appearance of hysteresis in the DNA-based BiOTFT was thought to be due

to the accumulation of mobile ions at the interface. However, more hysteresis was

observed in the DNA complex, indicating that the accumulation of mobile ions is

not the dominant factor, but instead, ferroelectricity of DNA complex and/or the

interface are thought to be possible explanations. Research is now underway to

provide a better understanding of this memory performance.

12.2.4 Summary

To summarize this section, DNA and various DNA complex films were used as gate

dielectric materials of the BiOTFT memories. In order to exclude the influence of

sodium ions and other impurities, it is necessary to make the DNA complex with

cationic surfactant through the ion-exchange reaction. At the same time, the

molecular weight of DNA also plays an important role in the DNA complex film

resistivity and morphology. In this study, the most favorable surfactant for prepar-

ing the BiOTFT is DNA-Lau, as compared to DNA-OTMA and DNA-CTMA. The

ON current and restrain of the OFF current have been improved extensively by

using DNA-Lau as the gate dielectric.

Fig. 12.17 Transfer

characteristics of BiOTFTs

with DNA film as the gate

dielectric
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12.3 BiOLED with DNA Complexes

12.3.1 Application of DNA Complexes as Charge
Conductive Material

In the previous section, we described the application of DNA-functional molecule

complexes to organic electronics, such as BiOTFT memory. The DNA-surfactant

complexes acted as ferroelectric materials in the OTFT devices. On the other hand,

DNA has sparked interest as a functional material since the stacked aromatic bases

of DNA may act as a “π-way” for efficient charge transfer [26]. This is possibly

because of application to novel electronic devices, such as highly integrated circuits

with nano-structures.

The electron transfer and conductivity of DNA have been extensively debated.

While the actual magnitude of these conductive properties is unclear because of

different measurement conditions and apparati [27–30], attempts to improve DNA

conductivity have been carried out by modifying DNA with other functional

materials [31–33]. In this section, we demonstrate opt-electronic application of

DNA complexes, which contain conductive polymers and luminescent metal com-

plexes in the structure.

Conducting polymers such as poly(acetylene) have been gaining interest regard-

ing applicability for electronic devices. These polymers are generally prepared by

oxidative polymerization. If conducting polymers are prepared by the photoinduced

electron-transfer process, which enables vectorial electron transfer (redox reaction)

between photocatalysts and other molecules by illumination, patterning with

conducting polymers is possible at any place and on any geometry. This process

would allow the possibility of fabricating molecular electronic and/or optical

devices, and for microprocessing. On the basis of this information, photopoly-

merization of pyrrole using tris(2,2-bipyridyl)ruthenium (Ru(bpy)3
2+) as a

photocatalyst has already been performed, resulting in conductive polypyrrole.

We have already reported photopolymerization of dimeric aniline by the photo-

induced electron transfer between Ru(bpy)3
2+ and methylviologen (MV2+) [34–36],

because polyaniline (PAn) is one of the most promising conductive polymers due to

its high environmental stability in air. We also demonstrated its application in

imaging and micropatterning [37, 38]. However, for the development of electronic

devices, the obtained PAn does not seem to be sufficient in its conjugation length,

because the PAn photopolymerized in homogeneous systems involves a branched

and/or “compact coil” structure. The use of a polyelectrolyte as a polymerization

template has been reported for the polymerization of aniline by an enzyme in the

presence of hydrogen peroxide in order to minimize branching [39]. We also

carried out polymerization in the presence of clay minerals [40] and micelles

[41], in order to utilize its specific structure as a template and to improve physico-

chemical properties of the photopolymerized PAn. Since template polymerization

is expected to result in a characteristic structure reflecting template structure,

template variations are advantageous for different applications.
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In this section, structurally ordered DNA was employed as a template to prepare

the DNA/PAn complex. The relevance of polymerization and its structure for

electronic material have been discussed because DNA works as a rigid, straight-

forward template, due to its rod-like and double helical structure. Further, the

DNA/PAn complex should include Ru(bpy)3
2+ in its matrix even after purification,

because Ru(bpy)3
2+ could be electrostatically bound on the free anionic sites of the

DNA and remained after complexation with PAn.

Ru(bpy)3
2+ works as a light-emitting molecule as well as photosensitizer. In the

complex, PAn should be p-type conductor. If materials such as Ru(bpy)3
2+ showed

electronic conduction, the DNA/PAn complex containing Ru(bpy)3
2+ was expected

to be a photovoltaic and light-emitting molecular system, where electrons and holes

were injected from electrodes through DNA and PAn, respectively, and combined

at Ru(bpy)3
2+ to emit red-light. We therefore analyzed the light-emitting properties

of the device, which was fabricated from a novel, processable, and water-soluble

DNA/photopolymerized PAn complex containing Ru(bpy)3
2+. Further, a green-

light-emitting Alq3 complex layer was deposited on the DNA/PAn complex. The

device showed voltage-controlled emission color tenability. The mechanism of

multi-emission was also investigated.

12.3.2 Structure of Template Photopolymerized
PAn/DNA Complex

We first analyzed the structure of DNA associated with phenylenediamine (PPD,

dimeric aniline) and Ru(bpy)3
2+ (photocatalyst) in order to obtain a highly ordered

complex. The kinds of structures that can be obtained by the association of DNA

with these chemicals are important for template photopolymerization. The

DNA-based functional complex binding the PAn chain in its groove, DNA/PAn,

was prepared as follows. The aerated hydrochloric acid (HCl) aqueous solution

(pH 3.0–6.5) containing 6� 10�5 M Ru(bpy)3
2+, 1.0 mM PPD, and a given

concentration of DNA (the concentration of phosphate group) was illuminated

with a 500 W xenon lamp through a 420–600 nm filter. The light intensity was

adjusted to 15 mW cm�2 at 450 nm.

Then, we investigated the interaction between the Ru(bpy)3
2+ photocatalyst and

DNA in aqueous solution by analyzing the emission behavior of Ru(bpy)3
2+. Since

the polymerization of aniline derivatives is commonly carried out in acidic aqueous

solutions, we used aqueous solutions with pH 3.1. The emission behavior of Ru

(bpy)3
2+ is different in a polyanionic environment compared to solutions without

polyanions.

The emission intensity at about 600 nm from excited Ru(bpy)3
2+ (6.0� 10�5 M)

increased with DNA concentration, and then reached constant emission intensity at

a DNA concentration of 1� 10�3 M. Further, the increase in DNA melting tem-

perature was also observed in the solution at pH 3.1 in the presence of Ru(bpy)3
2+.
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pH-titration measurements indicated that the pKa of the DNA was ca. 4–4.5. We

suggest that electrostatic interaction between Ru(bpy)3
2+ and DNAminimally takes

place at pH 3.1. Rather, Ru(bpy)3
2+ is associated with duplex DNA by specific

interaction, such as by intercalation at pH 3.1.

The absorption of PPD ca. 280 nm in HCl aqueous solution (pH 3.1) containing

DNA underwent a slight red shift and exhibited 25 % hypochromicity by increasing

the concentration of DNA from 7.5� 10�5 M to 1.25� 10�4 M. Further, increase in

the melting temperature of DNA was also observed in the solution at pH 3.1 in the

presence of PPD, as shown in Fig. 12.18a. However, the absorption of PPD at pH

6.5 did not show hypochromicity. These results suggest that PPD, protonated by the

primary amino group at pH 3.0 (pKa1¼�0.1, pKa2¼ 5.72), is associated with

duplex DNA by intercalation and/or electrostatic interaction. Considering the

above-mentioned results, DNA is associated with PPD and the Ru(bpy)3
2+

photocatalyst, with a structure as schematically represented in Fig. 12.18b. This

kind of architecture, a so-called supramolecular polymer, can be easily obtained by

dissolving only DNA, PPD, and Ru(bpy)3
2+ in the aqueous solution.

When an aqueous solution (pH 6.5) containing 6� 10�5 M Ru(bpy)3
2+,

1.0� 10�3 M PPD, and 1.0� 10�3 M DNA was illuminated with a xenon lamp

through a 420–600 nm filter, absorption peaks ca. 400 and 800 nm emerged, which

are assignable to the polaron band of PAn [42]. The mechanism of photocatalytic

polymerization has already been discussed [35]: protonated PPD is oxidized by

excited Ru(bpy)3
2+, and the formed Ru(bpy)3

+ is oxidized back to Ru(bpy)3
2+ by an

acceptor (e.g., oxygen in an aerated solution). Polymerization proceeds with the

reaction of the protonated form of doubly-oxidized PPD with unoxidized PPD,

followed by the successive reaction at the end of the chain via photoinduced

electron transfer. When polymerization was carried out at pH 6.5 in the absence

of DNA, the absorption peaks were observed ca. 300 and 600 nm, which are
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Fig. 12.18 (a) The helix melting curves of 1.0� 10�5 M DNA in the presence and absence of

1.0� 10�5 M PPD (pH 3.1). (b) Schematic representation of the structure of DNA associated with

PPD and Ru(bpy)3
2+
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assignable to π–π* transition of the benzenoid ring and exciton absorption of the

PAn quinoid ring, respectively [13, 14]. These results strongly suggest that the

photopolymerized PAn is acid-doped (i.e., protonated) by DNA, and that DNA

phosphate groups provide a local, lower pH environment.

Figure 12.19 shows change in the absorption spectra of the HCl aqueous solution

containing 6� 10�5 M Ru(bpy)3
2+, 1.0� 10�3 M PPD, and 1.0� 10�3 M DNA at

(a) pH 3.0 and (b) pH 4.0 upon visible light illumination. The polaron absorption

also emerged at 600–800 nm at pH 3.0 in the absence of DNA. Its absorption

maxima (λmax), however, significantly shifted to the longer wavelength side (i.e.,

ca. 200 nm), in the presence of DNA. The longer-wavelength shift indicates the

formation of PAn with a longer π-electron conjugation. MacDiarmid et al. reported

that the shift is attributable to the delocalization of electrons in the polaron band of

PAn due to conformational change of PAn from “compact coil” to “expanded coil.”

The shift, therefore, is also explained by the “expanded coil” formation of PAn

photopolymerized at pH 3.0 in the presence of DNA.

When polymerization was carried out at pH 3.0 in the presence of DNA, a larger

amount of PPD electrostatically interacted with DNA than at pH 6.5 because of

PPD protonation. In other words, while DNA at pH 6.5 provides the local, lower-pH

environment required for photopolymerization, the template effect of DNA on

polymerization was insufficient. Differential CD spectra of the solution containing

DNA and PPD and that containing only DNA at pH 3.0 showed a negative CD band

at 280 nm assignable to π–π* PPD transition. However, the negative CD band was

not found at pH 6.5.

It is well known that the helical structure of DNA is deeply affected by the pH of

aqueous solutions, and these results indicate that PPD in the DNA solution at pH 3.0

is aligned along the main chain of DNA through intercalation and/or electrostatic

interaction, leading to the formation of an “expanded-coil” PAn structure in the

PAn/DNA complex. DNA studied in these experiments was about 60 % unwounded

at pH 3.0. We carried out the same experiments at pH 4.0, where more than 90 % of

Fig. 12.19 Change in absorption spectra of the aqueous solution containing 1 mM PPD,

6.0� 10�5 M Ru(bpy)3
2+, and 1 mM DNA at (a) pH 3.0 and at (b) pH 4.0 upon visible light

illumination. Figure 12.16 Transfer characteristics of BiOTFTs with DNA complexes
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the helical structure remained. As can be seen in Fig. 12.19b, a similar absorption

spectral change was obtained at pH 4.0. This indicates that DNA works well at pH

4.0 as a template for the PAn photopolymerization.

Figure 12.20 shows CD spectra of the PAn/DNA complex in an aqueous solution

at pH 4.0. CD signal emerged after photopolymerization at around 440 and

1,100 nm, which were assignable to the absorption bands of PAn in the PAn/DNA

complex. However, PAn in the absence of DNA did not show a CD signal between

350 and 1,100 nm. Similar spectra were obtained in the solution at pH 3.0, but the

intensity of the CD signal at pH 4.0 was larger than that at pH 3.0 (θ ¼ ca. 3 mdeg at

440 nm and ca. 2 mdeg at 1,100 nm). This is due to a higher double helical structure

content of DNA at pH 4.0. This clearly indicates that PAn was associated with

DNA, and PAn in the complex had a helical structure along the DNA main chain

[6]. Taking the above results into account, schematic representation of the structure

of the PAn/DNA complex is depicted in Fig. 12.21. PAn was associated with DNA

and wound around the duplex DNA, just like a triple helix. The complex contains

Fig. 12.20 UV–vis and CD spectra of the aqueous solution (pH 4.0) containing DNA and PPD

and Ru(bpy)3
2+ before and after photopolymerization

Fig. 12.21 Schematic representation (left) and calculated structure using the molecular dynamics

method (right) of the PAn/DNA complex
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photocatalysts even after purification. Therefore, the resulting so-called triple

complex is a highly ordered structure composed of DNA, PAn, and the

photocatalyst, Ru(bpy)3
2+. DNA as a template plays an important role to form the

PAn/DNA complex.

12.3.3 EL Properties of Ru(bpy)3
2+-Based DNA BiOLED

As mentioned in the Introduction, the DNA/PAn complex included Ru(bpy)3
2+ in

its matrix even after purification, because Ru(bpy)3
2+ could be electrostatically

bound on the free anionic sites of DNA, remaining after complexation with PAn.

Ru(bpy)3
2+ works as a light-emitting molecule as well as photocatalyst (photosen-

sitizer). In this complex, PAn should be a p-type conductor. If materials such as

Ru(bpy)3
2+ regularly binding to the PAn/DNA complex enabled electronic

conduction, the PAn/DNA complex containing Ru(bpy)3
2+ would be expected to

be a photovoltaic and light-emitting molecular system, where electrons and holes

were injected from electrodes through DNA and PAn, respectively, and combined

at Ru(bpy)3
2+ to emit red-light, as schematically shown in Fig. 12.22.

The DNA/PAn complex was prepared by template photopolymerization of

dimeric aniline, as mentioned above, and was purified by reprecipitation with

acetone. Since Ru(bpy)3
2+ should work as an emitter and the concentration of Ru

(bpy)3
2+ on the DNA/PAn complex was not enough to fabricate an organic light

emitting diode (OLED), a solution containing 4.2� 10�3 g/mL of DNA/PAn

complex and 3.2� 10�4 g/mL of Ru(bpy)3
2+ was prepared by adding an appropri-

ate amount of Ru(bpy)3
2+ to the solution. An indium-tin oxide (ITO)-coated glass

electrode was dipped in the solution to prepare the DNA/PAn complex containing

Ru(bpy)3
2+ on the electrode. The film thickness was estimated to be 30–50 nm.

Fig. 12.22 Schematic representation of the PAn/DNA light-emitting molecular system structure
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The precipitate and crystal corresponding to Ru(bpy)3
2+ itself were not found in

the film micrograph, indicating that the incorporated Ru(bpy)3
2+ was homoge-

neously dispersed in the film, possibly due to electrostatic interaction between the

DNA phosphoric group and Ru(bpy)3
2+. The Al top electrode was finally deposited

at 4.0� 10�6 Torr with a thickness of 100 nm. The emitting area was 0.2� 0.2 cm2.

We then analyzed the light-emitting properties of the cell, which was fabricated

from a novel, processable, and water-soluble DNA/photopolymerized PAn com-

plex containing Ru(bpy)3
2+. The Al electrode DNA/PAn complex/ITO cell with a

DNA/PAn thickness of 30–50 nm was fabricated and the voltage was applied as

schematically shown in Fig. 12.23 [43].

The cell I-V curve is shown in Fig. 12.24a. The current abruptly increased above

a bias voltage of 7 V, and a large current of 1,600 mA/cm was obtained at 11 V. The

current over 7 V seems to obey the space-charge-limited current (SCLC) mecha-

nism. The current at 11 V is relatively higher than that of devices commonly

fabricated by vacuum evaporation of low-molar mass organic molecules. This is

due to the employment of conductive PAn in the complex. With regard to the I-V

characteristics, light was emitted from the cell above the bias voltage of 7 V, and the

luminance of the device increased with bias voltage as shown in Fig. 12.24b.

A maximum luminance of 1,500 cd/m2 was observed at 11 V. As can be seen by

comparison between Fig. 12.24a, b, the luminance seems to increase linearly with

injected charges. Turn-on response of the cell luminance was very fast for our

device. Although we could not measure its quantitative response time, we do not

doubt that the turn-on response was much faster than 1 s. We confirmed flicker due

to emission-on and -off from the cell when an AC bias voltage of 9 V was applied to

Fig. 12.23 Schematic

representation of the cell

structure of PAn/DNA-

based OLED
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the cell at a frequency of 30 Hz. This indicates that the turn-on and -off response

should be faster than 30 ms. We fabricated a cell composed of DNA/Ru(bpy)3
2+

without PAn, and the emission-time response of the cell was measured with a

photomultimeter by applying 0–10 V of rectangular wave to the cell at 10 Hz [44].

The luminance increased rapidly just after turning on the bias and reached a

constant value within ca. 70 mse. This behavior seems to be different from that of

previously reported Ru complex-based devices. This indicates that the emitting

mechanism is not electrochemical, but is commonly observed in an electrolumi-

nescence (EL) device fabricated by vacuum-evaporation of organic molecules.

The EL spectrum of the cell and photoluminescence (PL) spectrum of Ru(bpy)3
2+

are shown in Fig. 12.25 (left), and the photo images of the emission from the cell are

shown in Fig. 12.25 (right). The PL spectrum was measured for Ru(bpy)3
2+ in an

aqueous solution. The EL spectrumwas found to be almost identical to PL spectrum,

indicating that the red-light was emitted from Ru(bpy)3
2+ in the DNA/PAn matrix.

However, the emission peaks were found to red-shift from 610 nm for PL in the

solution to 620 nm for the OLED cell, and the EL spectrumwas slightly broader than

the PL spectrum. This is due to the electronic interaction between Ru(bpy)3
2+

molecules, which increases as the separation between Ru(bpy)3
2+ molecules

decreases.

As described above, the role of DNA in this cell is interesting to examine.

Whether or not DNA is an electronic conductor is unclear, because we do not

have any quantitative evidence that electrons or holes pass through DNA chains.

Taking into account the presence of electroactive Ru(bpy)3
2+ in the complex and

the very low conductivity (<10�10 S/cm) of DNA film, electron transfer through Ru

(bpy)3
2+ from the cathode is plausible in the EL cell.

Fig. 12.24 (a) Current–voltage characteristics and (b) luminance-voltage characteristics of a

device fabricated with DNA/PAn complex containing Ru(bpy)3
2+. Those figures were reused

from Kobayashi et al. [43]. Copyright 2001, The Royal Society of Chemistry 2001
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When poly(aniline sulfonic acid) (SPAn) was employed instead of the

DNA/PAn complex to fabricate the EL device, no emission was observed from

the device, even at the bias voltage of 11 V. This is due to the increase of ineffective

current for emission, resulting in the decrease of recombination probability between

holes and electrons at Ru(bpy)3
2+ in the complex by employing more conductive

SPAn as a matrix.

When poly(vinyl sulfate) (PVS) was employed instead of DNA, the PVS/PAn

complex was also obtained by the template photopolymerization of PPD. A similar

solution to the PAn/DNA complex containing Ru(bpy)3
2+ was prepared for the

PVS/PAn complex for EL device fabrication. The ITO glass electrode, however,

shed the solution differently from the DNA/PAn complex solution, and it was

difficult for us to prepare a thin, smooth, and homogeneous complex film on the

electrode. The film surface was qualitatively confirmed by the AFM technique,

indicating that the DNA/PAn complex film on the ITO glass electrode was smooth

and homogeneous.

Further, when DNA/Ru(bpy)3
2+ without PAn was employed to fabricate the

Al/DNA/Ru(bpy)3
2+/ITO-based cell, a maximum luminance of 50 cd/m2 was

observed at the bias voltage of 15 V20. The cell also showed fast turn-on response,

as mentioned above. In this experiment, a brand new cell was prepared in each

measurement to avoid potential formation from previous electrochemical reactions.

These results clearly suggest that DNA plays an important role for at least OLED

cell fabrication.
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Fig. 12.25 PL spectrum of Ru(bpy)3
2+ in an aqueous solution and EL spectrum of the cell (left),

and digital camera images of cell emission (right). This figure was reused from Kobayashi

et al. [43]. Copyright 2001, The Royal Society of Chemistry 2001
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12.3.4 Color Tunable OLED Based on the DNA/Pan/Ru
(bpy)3

2+ Complex

OLEDs have a wide spectral range, require low driving voltage, and are lightweight.

Therefore, they are suitable for use in portable display devices such as full-color flat

panel displays, as described above. Color tunable OLEDs are of particular interest

because they would enable control of picture elements in large screen displays

and improve resolution and color quality. These devices can generate two or more

colors depending on device parameters such as driving voltage, current, and local

temperature [45, 46]. Voltage-controlled multicolor OLEDs are widely used in the

fabrication of color-variable devices. These OLEDs are classified into several types

based on their components: a dye-dispersed polymer emissive layer, a single

quantum-well layer inserted in the emissive layer, two emissive layers separated

by a carrier blocking layer, or two emissive parts stacked on a transparent electrode.

In this section, the color tunability of a DNA-based OLED was successfully

demonstrated for the first time. The OLED consists of a DNA/PAn/Ru(bpy)3
2+

complex layer (hole transport layer, red-light-emitting material) and a Tris

(8-hydroxyquinolinato) aluminum layer (Alq3, electron transport layer, green-

light-emitting material). Owing to this structure, the OLED exhibited multicolor

emission—ranging from green to yellow to red—upon application of different

voltages.

We first prepared the DNA/PAn complex with a simple complexation procedure

as follows. Five mmol/L of the DNA/PAn complex solution ([DNA]/[PAn]¼ 10/1)

was prepared by mixing suitable amounts of a DNA aqueous solution, PAn/NMP

solution, and dilute HCl (pH 3.8). This solution was purified by reprecipitation with

acetone to remove NMP, and the precipitated DNA/PAn complex was obtained by

filtering the solution. The vis-NIR absorption spectra of the DNA/PAn complex

measured in aqueous solution are shown in Fig. 12.26.

A large absorption band was observed around 750 nm, which was assignable to

the localized polaron structure of PAn [47]. While PAn cannot dissolve in water by

itself, the DNA/PAn complex can. This result indicates that the doped PAn
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absorption spectrum of the

DNA/PAn complex in an

aqueous solution
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interacted with the DNA phosphate group in the aqueous solution. Further, a CD

signal corresponding to the absorption band of PAn was observed at a wavelength

of around 600–800 nm, suggesting formation of the DNA/PAn complex. The

absorption peak wavelength was different from that of the above-mentioned

photopolymerized PAn/DNA complex (Figs. 12.19 and 12.20). This is possibly

due to difference in the interaction between DNA and PAn.

We subsequently synthesized the DNA/PAn/Ru(bpy)3
2+ complex by adding

5 mmol/L of Ru(bpy)3Cl2 aqueous solution to 50 mmol/L of DNA/PAn aqueous

solution. The interaction between Ru(bpy)3
2+ and the DNA/PAn complex was also

studied by measuring their emission spectra. The luminescence spectra of Ru(bpy)3
2+

varied with DNA concentration in the DNA/PAn/Ru(bpy)3
2+ complex. The emission

intensity of Ru(bpy)3
2+ increased in conjunction with increasing DNA concentration.

This enhancement in emission intensity indicates formation of the DNA/PAn/Ru

(bpy)3
2+ complex, because the complexation of DNA and Ru(bpy)3

2+ suppressed the

vibrational deactivation of the excited states of Ru(bpy)3
2+ [48]. The detailed DNA

complex structure and properties will be published in another paper in the near future.

We then fabricated the electroluminescent devices consisting of the DNA/PAn/

Ru(bpy)3
2+ complex as follows. A thin layer (thickness: 30–40 nm) of the

DNA/PAn/Ru(bpy)3
2+ complex was obtained directly on the sufficiently washed

ITO glass electrode by spin coating (1,000 rpm, 30 s), and the layer was dried at

50 �C for 12 h in vacuo. Subsequently, a thin layer of Alq3 (thickness: 50 nm) was

formed by vacuum deposition under reduced pressure (<4.0� 10�4 Pa). For the top

electrode, an active diode area of 0.09 cm2 was formed by sequentially depositing an

aluminum layer (thickness: 110 nm) in vacuo through a shadow mask on top of the

Alq3 thin layer without breaking the vacuum. For spectral measurements of EL, the

device was then encapsulated in a glass cover and sealed with UV-cured epoxy glue.

The current density-voltage characteristics of the ITO/(DNA/PAn/Ru(bpy)3
2+)/

Alq3/Al OLED are shown in Fig. 12.27. The thickness of the DNA/PAn/Ru(bpy)3
2+

and Alq3 layers were 30 and 50 nm, respectively. The current density increased

Fig. 12.27 I-V

characteristics and

photographs of OLED (the

inset shows a schematic of

the OLED and digital

camera images of the

emission). This figure was

reused from Nakamura

et al. [50]. Copyright 2010,

American Institute of

Physics
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abruptly above a bias voltage of 5 V, and at 18 V, a current density of 300 mA/cm2

was obtained. The current above 5 V obeyed Child’s law for SCLC. Upon reflection

of the I-V characteristics, green luminescence was observed from the device above

a bias voltage of 5 V. Interestingly, the emission color of the device changed with

increasing applied voltage, from green to yellow (14 V) to orange (16 V) and finally

to red (18 V), as shown in the inset photo of Fig. 12.27. The maximum luminance of

the OLED was 10 cd/m2, which was lower than that of the previously reported

DNA-based OLED [43, 44].

These results are of the result of insufficient amounts of PAn in the DNA

complex compared with previous studies [31, 43, 44]. In a previous report, the

DNA/PAn/Ru(bpy)3
2+ complex was prepared by photopolymerization of the ani-

line dimer in the presence of DNA and Ru(bpy)3
2+. Additionally, concentration of

the PAn monomer was equal to that of the DNA phosphate group. On the other

hand, the [DNA]/[PAn] ratio was 10/1 in this study. The present method facilitates a

very easy way to introduce PAn into DNA, but it is difficult to increase the

concentration of PAn in DNA. As the result, low concentration of PAn is respon-

sible for luminance decrease.

To confirm multicolor emission from the device, we measured its EL spectra at

various voltages (Fig. 12.28). At a bias voltage of 10 V, a green emission band was

observed around 540 nm. This band was found to be similar to that observed in the

PL spectrum of the Alq3 layer [49], suggesting that the green emission originated

from this layer. In addition, a red emission band with a maximum at 610 nm

appeared above a bias voltage of 14 V. This band was found to be almost identical

to that observed in the PL spectrum of the Ru(bpy)3
2+ solution, indicating that the

red emission originates from the Ru(bpy)3
2+ layer. The height of the green emission

band of Alq3 decreased gradually when the applied voltage exceeded 14 V, and it

decreased to almost zero at a bias voltage of 18 V. In contrast, the red emission band

Fig. 12.28 EL spectra

of OLED at various bias

voltages (the inset shows
changes in the CIE emission

coordinates of the OLED

for various bias voltages).

This figure was reused from

Nakamura

et al. [50]. Copyright 2010,

American Institute of

Physics
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of Ru(bpy)3
2+ (610 nm) increased when the applied voltage exceeded 14 V.

The inset in Fig. 12.28 shows changes in the collisional ionization equilibrium

(CIE) emission coordinates of the device at various applied voltages; the coordi-

nates changed from (0.39, 0.51) at 10 V to (0.61, 0.37) at 18 V. In this manner, the

applied voltage dependence of the Alq3 emission intensity was found to be different

from that of Ru(bpy)3
2+, and multicolor emission from one device was confirmed.

To discuss the multicolor emission mechanism, OLEDs with configurations dif-

ferent from the one mentioned above were used [50]. The current density-voltage

characteristics of an OLED modified by increasing the thickness of the Alq3 layer

(130 nm, previous: 50 nm) was measured. A comparison with I-V characteristics of

the original OLED structure (50 nm) revealed that green emission occurred from the

Alq3 layer at a bias voltage of 10 V, and its intensity increased above 10 V. However,

no red emission was observed from the Ru(bpy)3
2+ layer in the entire range of applied

voltages. This result suggests that recombination of holes and electrons occurred in the

Alq3 layer, because the thickness increase of the Alq3 layer caused degradation of its

electron transporting ability. We also analyzed the current–voltage characteristics of

another modified OLED, in which the PAn component (hole transport layer) was

removed from theDNAcomplex layer. As a result, only red emission fromRu(bpy)3
2+

was observed, and its intensity increased above a bias voltage of 11V. The removal of

PAn resulted in a decrease in hole mobility; therefore, carrier recombination occurred

only in the DNA/Ru(bpy)3
2+ layer.

Next, carrier mobility of the DNA complex was measured by the time of flight

(TOF) technique. Fig. 12.29 shows the dependence of hole mobility on the applied

electric field for a 1:5 mixture of the DNA/PAn complex and native DNA. The hole

mobility of this mixture layer was found to be 1.0� 10�6–4.0� 10�6 cm2/Vs,

and it showed negative field dependence. The negative-electric-field dependence

of hole mobility in semiconductive or molecularly doped polymers has been

previously reported [51, 52]. This negative dependence has been attributed to the

diffusion of charge carriers against the direction of the applied electric field as the

result of a large positional disorder. In the case of our device, the negative depen-

dence was a result of the one-dimensional structure of the DNA/PAn complex.
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Fig. 12.29 Applied-

electric-field dependence of

hole mobility for a 1:5

mixture layer of the

DNA/PAn complex and

native DNA (reproduced

from Nakamura
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American Institute of
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In the spin-coated DNA complex layer, the main chains of the DNA complex were

expected to lie on the substrate, resulting in the formation of detour-routes perpen-

dicular to the electric field (Fig. 12.30).

In contrast, the electron mobility of the Alq3 layer is known to show positive

field dependence over a wide range of electric fields [53]. Based on these differ-

ences in the electric-field dependence of carriers, the recombination distribution of

the OLED studied herein can be explained as follows. At low voltage, since hole

mobility of the DNA complex layer was superior to electron mobility of the Alq3
layer, recombination occurred mainly in the Alq3 layer. As the voltage was

increased, the electron mobility of the Alq3 layer increased rapidly with the electric

field, and the electrons could move through the interface and recombine with the

holes in the DNA complex layer. This resulted in a continuous shift of the

recombination region from the Alq3 layer to the DNA/PAn/Ru(bpy)3
2+ complex

layer, as studied theoretically in previous literature [54].

Thus, the multicolor emission mechanism of the OLED studied herein can be

summarized as follows. At a bias voltage of 5–10 V, green emission was observed

to occur from the Alq3 layer because carrier recombination occurred in this layer.

As the applied voltage increased, the carrier recombination region shifted from the

Alq3 layer to the DNA/PAn/Ru(bpy)3
2+ complex layer, and recombination occurred

in both the Alq3 and DNA/PAn/Ru(bpy)3
2+ complex layers. As a result, both green

emission from Alq3 and red emission from Ru(bpy)3
2+ were observed. Finally, only

red emission from Ru(bpy)3
2+ was observed above applied voltages of 18 V.

12.3.5 Summary

A PAn/DNA complex was successfully prepared by the template photopoly-

merization of dimeric aniline (PPD) via photocatalytic reaction of Ru(bpy)3
2+ in

the presence of DNA. PPD, Ru(bpy)3
2+, and DNA were first dissolved in the

Fig. 12.30 Suggested

mechanism of charge

transporting in DNA/PAn/

Ru(bpy)3
2+
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aqueous solution to analyze the structure of the resulting complex and to carry out

photopolymerization. PPD and Ru(bpy)3
2+ were bound to duplex DNA regularly in

the solution through the electrostatic and/or hydrophobic interaction with DNA.

Photopolymerization was carried out by illuminating the solution containing

DNA/PPD/Ru(bpy)3
2+ with visible light. The photopolymerization reaction

occurred even in solutions at pH 3.0–6.0, owing to the specific local, “lower-pH”

environment provided by DNA. The absorption and CD spectra indicate that the

PAn/DNA complex has an ordered structure in which PAn is associated with DNA

and winds around the duplex DNA, just like a triple helix. It was revealed that DNA

works as the template for photopolymerization of PPD with Ru(bpy)3
2+ to prepare a

highly ordered, novel PAn/DNA complex. The complex contains the photocatalyst,

Ru(bpy)3
2+, even after purification. Ru(bpy)3

2+ also works as emitting material.

An Al/DNA/PAn containing Ru(bpy)3
2+/ITO-based OLED cell was fabricated

to analyze EL properties. It was revealed that the novel, processable, and water-

soluble PAn/DNA complex works as material for a Ru(bpy)3
2+ complex-based

red-emitting diode with a fast turn-on response. Further, we demonstrated green-

to-red color tunable emission from an OLED consisting of a DNA/PAn/Ru(bpy)3
2+

complex (hole transport layer) and Alq3 (electron transport layer). The DNA/PAn/

Ru(bpy)3
2+ complex was prepared with a simple complexation procedure between

DNA and PAn, which is different from the template photopolymerization method.

The emission colors of the Alq3-stacked OLED could be tuned by varying the

applied voltage. The color tunability of this emission was principally a result of

shifts in the carrier recombination region that are attributable to increasing applied

voltage.

Work is in progress to improve the luminance and the stability of the OLED. We

expect that the results of our research will contribute to the development of organic

electronic devices, such as BiOLED, using biomaterials characterized by

DNA-hybrid materials.
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Part III

Theoretical Study



Chapter 13

Theory of Photoelectron Spectroscopy

Takashi Fujikawa and Kaori Niki

13.1 What Is Special in Theory of Photoelectron Emission
from Organic Solids?

Detailed analyses of photoemission spectra from inorganic solids provide useful

information on electronic and geometric structures. In particular angle-resolved

photoemission spectroscopy (ARPES) from valence levels gives us useful and

important information on band dispersion for various crystalline systems [1].

Most of their valence bands are well described in terms of one-electron orbitals.

In contrast organic solids have strongly anisotropic characters showing specific

behaviors of one- and two-dimensional solids. In some organic solids a giant Kohn

anomaly is found in the dispersion relation of longitudinal acoustic phonons already

at room temperature. Electron–phonon interaction have considerable influence on

their properties revealed by UPS analyses [2]. So far most of ARPES spectra have

been analyzed on the basis of one-electron tight-binding model, where weak inter-

molecular interaction is taken into account by use of resonant (or transfer) integrals.

Of course this theoretical framework cannot describe those inter-molecular inter-

action caused by dynamic polarization and electron–phonon interaction. We thus

may have a question: Do ARPES analyses simply give us band dispersion εnðqÞ (n;
band index, q; crystal momentum in a Brillouin zone) even for such weakly

interacting organic molecular solids? As discussed in Sect. 13.3.1, from ARPES

analyses we obtain information on ελ þ Σλ (λ¼ (n,q)), where Σλ is the electron

self-energy influenced by electron-electron and electron–phonon interaction.
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Electron–phonon interaction has usually been studied in the framework of

adiabatic (Born–Oppenheimer) approximation. In this framework the electron–

phonon interaction is related to vibronic effects [3]. It is not so obvious, however,

to relate that approximation to the widely used interaction Hamiltonian

Hep ¼
X
q,G

MðqþGÞρðqþGÞðaλ þ a{�λÞ,

where ρ(q) is the Fourier component of the electron density,M(q) is given by use of

the Fourier component of the unscreened electron-atom interaction potential vei and
phonon polarization vector eðλÞ

MðqÞ ¼ �i
q � eðλÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2NMωλ

p veiðqÞ:

In the above equation, the reciprocal lattice vector G is used, which implies the

crystal lattice periodicity. Quantum field theory provides us with natural language

to discuss the electron–phonon interaction, which is incorporated in the electron

self-energy ΣðωÞ in addition to the electron-electron interaction. The above simple

model can have sound theoretical basis referring to the field theoretical framework.

In this short review, we discuss some specific problems in theoretical analyses of

UPS and XPS spectra excited from organic solids.

13.2 Basic Theory

A sophisticated many-body one-step quantum theory has been developed on the

basis of many-body scattering theory as proposed by Hedin et al. [4–6]. This

theoretical approach is practically useful to describe the photoemission processes

in terms of the damping photoelectron wave function under the influence of the

optical potential.

First principle formal photoemission theories based on Keldysh Green’s func-

tions were first developed by Caroli et al. [7], and further refined by Almbladh [8].

These theories give formally exact perturbation expansion of the photoemission

intensity within nonrelativistic theoretical framework, however, no practical for-

mulas to analyze photoemission spectra. Great advantages of this theoretical

framework are feasibility of temperature effects [7, 9], radiation field effects

[10, 11], and also relativistic effects [12]. Here brief description on both of the

theories are given for later discussion.
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13.2.1 Photoemission Intensities Derived from Many-Body
Scattering Theory

The basic formula to describe the photoemission intensity measuring photoelec-

trons with momentum k and energy εkð¼ k22Þ is given in the golden rule approx-

imation for the excitation from the ground target state jΨ 0 >

IðkÞ ¼ 2π
X
n

j < Ψ�
nkjHepjΨ 0 > j2δðE0 þ ω� E∗

n � εkÞ ð13:1Þ

where Hep is the electron–photon interaction operator written in terms of electron

field operators ψ{(x) and ψ(x),

Hep ¼
R
dxψ{ðxÞΔðxÞψðxÞ,

x ¼ ðr, σÞ: ð13:2Þ

The photoelectron state jΨ�
nk > asymptotically approaches to the direct product of

the hole state j n∗> and the photoelectron state jϕk
�> , jn∗ > jϕ�

k >¼ c{kjn∗ > far

from the target. The photoelectron wave function jϕ�
k > should satisfy “out-going”

boundary condition. For the practical purpose, we choose jϕ�
k > as a solution of

one-electron equation

½Teþ < n∗jVesjn∗ >�jϕk
�
>¼ εkjϕk

�
> ð13:3Þ

where Te is the one-electron kinetic energy operator of electrons, and Ves is the

photoelectron-solid interaction. Except the threshold excitation, the state jΨ�
nk > is

related to jn∗ > jϕ�
k > as [5]

jΨ nk
� >¼ jn∗ > jϕk

� > þ 1

E� H � iη
Vnjn∗ > jϕ�

k > ,

E ¼ E∗
n þ εk, ðη ! þ0Þ,

ð13:4Þ

where Vn is the fluctuation potential

Vn ¼ Ves� < n∗jVesjn∗ > ð13:5Þ

for the target state j n∗>which is responsible for inelastic scatterings inside solids.

The second term of Eq. (13.4) describes the interaction between the photoelectrons

and the target in the hole state j n∗> .

The amplitude in Eq. (13.1) is thus rewritten in terms of Dyson orbital

gnðxÞ ¼< n∗jψðxÞjΨ 0 >, and the damping photoelectron wave function ψ�
k under

the influence of the non-Hermitian optical potentials [4]
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< Ψ nk
�jHepjΨ 0 >¼< ψ�

k jΔjgn > þ
X
mð6¼nÞ

< ψ�
k j < n∗jVesjm∗

> gðεk � E∗
m þ E∗

n ÞΔjgm > þ� � � : ð13:6Þ

In the above equation, gðεÞ is the damping one-electron Green’s function with the

optical potential ΣmðEÞ, which includes important many-body effects responsible

for the photoelectron wave damping. The Hermitian part also has important role for

photoelectron elastic scatterings. It satisfies an important relation [13]

ΣmðEÞ ¼ Σ0ðE� Em þ E0Þ: ð13:7Þ

Owing to this relation it is sufficient to calculate the optical potential for the ground

state with and without hole: We can obtain the optical potential even for some

excited states by shifting the energy. Dyson orbital gn(x) is written in terms of, for

example, Hartree-Fock basis {ϕi(x)} and the associated annihilation operators {ci},

gnðxÞ ¼
X
i

ϕiðxÞSni ,
Sni ¼< n∗jcij0 > :

ð13:8Þ

The amplitude Si
n is the intrinsic (shake-up) amplitude. In the second

term< n∗ jVes jm∗> in Eq. (13.6) is the extrinsic loss amplitude during the prop-

agation of photoelectrons, and the Green’s function gðεk � E∗
m þ E∗

n Þ describes the
damping photoelectron propagation before the loss. The above theoretical approach

is direct and transparent, whereas the extension to the photoemission from finite

temperature systems is rather hard. For those purposes Keldysh Green’s function

approach is appropriate, even though the formulation is quite complicated.

13.2.2 Photoemission Intensities Derived from Keldysh
Green’s Functions

In quantum mechanics one-electron current density j is given in terms of

one-electron wave function ψ and momentum operator p¼�i∇

j ðr, tÞ ¼ 1

2
½ψ∗ðr, tÞpψðr, tÞ þ ðpψðr, tÞ:∗ψðr, tÞ:

¼ i

2
ð ∂
∂r0 �

∂
∂r

:ψ∗ðr, tÞψðr0
, tÞjr0 ¼ r ð13:9Þ

where we take r¼ r
0
after the differential operation.
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In the field theory to describe the photoelectron current from many-electron

systems, the total photoelectron current j(r, t) induced by the X-ray field is given at
a detection position r and spin σ (x¼ (r, σ)) and time t referring to Eq. (13.9)

j ðr, tÞ ¼ i

2
ð ∂
∂r0 �

∂
∂r

: < ψ{ðx, tÞψðx0
, tÞ > j

x0 ¼x

¼ 1

2
ð ∂
∂r0 �

∂
∂r

:g<ðx0
t, xtÞj

x0 ¼x
, ð13:10Þ

ig<ðx0
t
0
, xtÞ ¼ � < ψ{ðxtÞψðx0

t
0 Þ > : ð13:11Þ

The basic difficulty in the nonequilibrium field theory is to keep track of which

operators are negatively (+) or positively (�) time ordered, i.e., on what contour

they lie (see Fig. 13.1). One way to keep track of this is to artificially distinguish the

external perturbation V(�) which takes the system forward in time from V(+) which

takes the system backward in time. To obtain physically meaningful results we

must set V(�)(t)¼V(+)(t)¼V (t) at an appropriate point in the calculation [14]. We

now consider the time-dependent electron–photon interaction M instead of Hep

defined by Eq. (13.2)

Mðx, tÞ ¼ ψ{ðxÞΔðxÞψðxÞe�iωt: ð13:12Þ

The above time-dependent perturbation forces us to use the Keldysh Green’s

function approach to the calculation of the lesser Green’s function g< in

Eq. (13.10) because we study the time-dependent (nonequilibrium) processes.

We look for a direct photoelectron current applying alternating field as shown by

Eq. (13.12). We thus deal with quadratic response theory because in linear response

the output electron current oscillates with the same frequency ω. We thus have to

calculate g< at least to second order in the X-ray field M [7]. The simplest second

order term contributing to the current j in regard to M is given byZ
c

d1d2½Gðxt, 1ÞMð1ÞGð1,2ÞM{ð2ÞGð2,xtÞ�<:

where 1¼ (x1, t1) and the integral along the closed path (Keldysh path) c from �1
to1 and back to�1 R

cdt is used. The Keldysh Green’s function G(1, 2) is defined

by use of path ordering operator on the contour c shown in Fig. 13.1

iGð1, 2Þ ¼< Tc½ψð1Þψ{ð2Þ� > :

Fig. 13.1 Keldysh contour
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For the practical calculations, we should change the integral
R
c

dt to the

conventional integral
R1

�1
dt. For that purpose it is useful to apply the Langreth

rule [15] which yields

Z1
�1

d1d2½g<ðxt, 1ÞMð1Þgað1, 2ÞM{ð2Þgað2, xtÞ

þgrðxt, 1ÞMð1Þg<ð1, 2ÞM{ð2Þgað2, xtÞ þ grðxt, 1ÞMð1Þgrð1, 2ÞM{ð2Þg<ð2, xtÞ:
ð13:13Þ

where gr, ga are the retarded and advanced Green’s functions. Now the integral in

Eq. (13.13) is taken from �1 to 1, and then the Fourier transform of Eq. (13.13),R1
�1

dt½� � � �expðiεtÞ yields a simple formula

g<ðεÞΔgaðε� ωÞΔ∗gaðεÞ þ grðεÞΔg<ðε� ωÞΔ∗gaðεÞ þ � � � ,

where the integrals over spin-coordinates are not shown for simplicity.

The dressed one-electron Green’s functions g< , gr, ga have spectral

representations

g<ðx, x0
; εÞ ¼ 2πi

X
n

gnðxÞg∗n ðx
0 Þδðε� εnÞ, ð13:14Þ

ðεn ¼ E0 � E∗
n Þ

grðx, x0
; εÞ ¼

X
q

f qðxÞf∗q ðx
0 Þ

ε� εq þ iη
þ
X
n

gnðxÞg∗n ðx
0 Þ

ε� εn þ iη
,

ð13:15Þ

gaðx, x0
; εÞ ¼

X
q

f qðxÞf∗q ðx
0 Þ

ε� εq � iη
þ
X
n

gnðxÞg∗n ðx
0 Þ

ε� εn � iη
: ð13:16Þ

We have defined the particle Dyson orbitals fq’s,

f qðxÞ ¼< 0jψðxÞjq,N þ 1 > , εq ¼ EqðN þ 1Þ � E0: ð13:17Þ

The Dyson orbitals fq and gn are dressed one-electron functions which include

complicated many-body effects. They are reduced to unoccupied and occupied

orbitals in the Hartree-Fock approximation. From a bound state j q,N + 1> the

quasiparticle state fq(x) decays exponentially outside the target which has no

contribution to the photoelectron current given by Eq. (13.10). In contrast the

photoelectron quasiparticle state

f�p ðxÞ ¼< 0jψðxÞjΨ�
0pðN þ 1Þ >
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satisfies the outgoing (�) boundary condition and approaches to the plane wave at

the detection point far from the target. In solids it propagates under the influence of

the non-Hermitian optical potential [16]. We thus obtain a basic formula for the

photoelectron current density measuring photoelectrons with momentum k and

kinetic energy εk from the second term of Eq. (13.13).

j ðk, εkÞ¼� ik
ð2πÞ2 < f k

�jΔg<ðεk � ωÞΔ∗jf k
�
>

¼ k
2π

X
n

j < f k
�jΔjgn > j2δðεk � εn � ωÞ:

ð13:18Þ

The final expression is obtained by use of the spectral representation (13.14) of g< ,

which describes the photoemission from the dressed one-electron state gn to the

dressed photoelectron state f�k . From the above equation, the photoemission

intensity I(k) is given by

Iðk Þ ¼ Im < f�k jΔg<ðεk � ωÞΔ∗jf�k >

¼ 2π
X
n

j < f�k jΔjgn > j2δðεk � εn � ωÞ: ð13:19Þ

This is quite similar to the one-electron expression where f�k and gn are replaced by
simple one-electron functions.

In order to discuss loss and resonant effects, we have to take higher-order terms

in regard to the electron-electron interaction [9, 10]. The amplitude < f�k jΔjgn >
corresponds to < ψ�

k jΔjgn > in Eq. (13.6). In order to discuss the extrinsic loss

effects described by the second term of Eq. (13.6), we have to consider the higher

order terms [9]. From now on we use the present theoretical framework in order to

discuss the phonon effects on photoemission spectra.

13.2.3 Phonon Effects: Debye–Waller Factor,
Electron–Phonon Interaction

Phonon effects on photoemission spectra have been observed both in UPS and XPS

spectra. High-energy XPS spectra probe more accurately bulk rather than surface

electronic structures, but some questions are raised in regard to the possibility of

band mapping. Osterwalder et al. report the angular distribution from Al valence

band excited at ω¼ 1,254 eV which presents strong maxima at main crystallo-

graphic directions resembling closely to the angular distribution of photoelectrons

from the 2s core level [17].
For the study of phonon effects on XPS and UPS spectra, Debye–Waller

(DW) and Franck–Condon (FC) factors have extensively been discussed from

theoretical sides. On the other hand systematic first principle theory has rarely

been proposed to study the influence of electron–phonon interaction on
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photoemission spectra. Recent progress in theoretical treatment of these phonon

effects are found in some literatures [18] which are built on the basis of Keldysh

Green’s function theory [9] and the Baym–Hedin approach to the electron–phonon

interaction [19, 20].

In order to study interference effects such as X-ray diffraction, extended X-ray

absorption fine structure (EXAFS) and photoemission spectra, the Debye–Waller

factors play an important role, which destroy the interference and suppress the

structures associated with the interference. Later detailed discussion will be given

on high-energy photoemission from extended levels. There the two center terms

describes the interference processes of photoelectron waves excited from different

atomic sites, which include the factor like

exp½iQ � ðRα � RβÞ�, Q ¼ k�K

where k and K are wave vectors of the photoelectrons and the incident X-rays, Rα

and Rβ position vectors of atoms α and β. They are written as

Rα ¼ R0
α þ uα

whereR0
α and uα are the equilibrium position and the displacement of the αth atom.

Within the harmonic vibration approximation, we can apply the Mermin’s theorem

[21] because the displacements uα and uβ are both linear in phonon operators. We

thus obtain the thermal average

< exp½iQ � ðuα � uβÞ� >¼ expð�Q2Δ2
αβ2Þ, Δ2

αβ ¼< ½bQ � ðuα � uβÞ�2 > : ð13:20Þ

This damping factors are quite important in high-energy region, whereas not so

important in the UPS spectra.

As shown below (Sect. 13.3.1) the photoemission intensity formula includes the

retarded Green’s function and the photoelectron function f�k ; the former is

influenced by the electron self-energyΣr. In low energy region the electron–phonon

interaction has finite contribution to Σr in addition to electron-electron interaction.

The Baym–Hedin theory allows us to write the total screened Coulomb interaction

W [19, 20]

Wð1, 2Þ ¼ Weð1, 2Þ þWphð1, 2Þ, 1 ¼ ðx1, t1Þ: ð13:21Þ

The electron screened Coulomb interaction We is given in terms of bare Coulomb

interaction v, inverse dielectric function ε�1
e and irreducible polarization Pe due to

electron-electron interaction:

We ¼ ε�1
e v ¼ ð1� vPeÞ�1v:
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The phonon part of the screened Coulomb interaction Wph is given by use We and

the phonon Green’s function D

Wph ¼ WeDWe:

Corresponding to the sum W¼We + Wph, the electron self-energy Σ and electron

Green’s function Ge can be written

Σ ¼ Σe þ Σph,

Ge ¼ G0 þ G0ΣeGe:
ð13:22Þ

For example, in the lowest order approximation, GW approximation, they are

explicitly given

Σeð1, 2Þ � �ip1Geð1, 2ÞWeð2, 1þÞ,
Σphð1, 2Þ � �ip1Geð1, 2ÞWphð2, 1þÞ, ð13:23Þ

where p1¼ 1 when t1 is on the + leg and � 1 on the � leg (see Fig. 13.1). These

formulas can be applied to metals and also insulating systems (polaron). Experi-

ments dealing with electron–phonon coupling at metal surface are reviewed by

Kröger [22]: Kohn anomalies, Peierls distortions, superconductivity are discussed

referring to ARPES analyses.

13.3 Photoemission from Valence Levels

For the photoemission from organic solids, we have paid much attention to the

excitation from extended valence levels. The derivation is quite straightforward and

simple in the many-body scattering theory, however the Keldysh Green’s function

approach has some great advantages to handle the phonon effects in the photoemis-

sion processes as discussed below. UPS and XPS spectra provide quite different

information even though we discuss the valence excitations from the same levels.

Arai et al. have briefly discussed the electron–phonon interaction on X-ray absorp-

tion and UPS spectra based on Keldysh theory [23].

13.3.1 Angle-Resolved Photoelectron Spectroscopy Excited
with Low Energy Photons

Recent experimental results from angle-resolved UPS spectra have suggested the

several specific phonon modes may be of relevance to pairling in high-temperature

superconductors. A simple theoretical model has been proposed for the analyses of

their ARPES to study electron–phonon interactions [24]. A sophisticated theory is
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proposed on the basis of Keldysh theory [25]. We can rewrite the first expression of

Eq. (13.19) in terms of the retarded Green’s function gr,

Iðk Þ / �2f ðεk � ωÞIm < f k
�jΔgrðεk � ωÞΔ∗jf k� > ð13:24Þ

where f(ω) is the Fermi distribution function. In the Keldysh theory, the retarded

function gr(ω) satisfies a closed Dyson equation in energy space together with the

retarded electron self-energy ΣrðωÞ,

grðωÞ ¼ gr0ðωÞ þ gr0ðωÞΣrðωÞgrðωÞ: ð13:25Þ

Keeping diagonal elements of the electron self-energy ΣrðωÞ in regard to band

states λ¼ ( j,q) where j is the band index, q is the crystal momentum, we obtain a

convenient formula for the UPS analyses excited from normal states [25]

Iðk Þ / f ðεk � ωÞ
X
λ

j < f k
�jΔjϕλ > j2Γλ

ðεk � ω� ελ � ΔλÞ2 þ Γ2
λ

, ð13:26Þ

Here we have defined Δλ and Γλ ð> 0Þ by

< λjΣrðεk � ωÞjλ >¼ Δλ � iΓλ: ð13:27Þ

From ARPES analyses we obtain information on ελ þ Δλ and Γλ as suggested

from Eq. (13.26). In case of photoemission from near Fermi level, the electron–

phonon mediated electron self-energy Σr
ph plays an important role: Direct informa-

tion on the electron–phonon interaction can be provided by UPS analyses: They

have observed prominent band bending near Fermi level caused by the electron–

phonon interaction [24].

In order to calculate the amplitude< f�k jΔjϕλ >, the initial one-electron state ϕλ

is assumed to be written as linear combination of atomic orbitals (tight-binding

approximation):

ϕλðrÞ ¼
X
α

cλαχαðr� RαÞ

where χα is αth atomic orbital centered on the site Rα, cλα is the expansion coeffi-

cient. For the practical calculations, one can use Bloch function for fk
� [26].

We rather prefer to using real space expression to extend the applicability even to

disordered systems.

When the potential is given as the sum of nonoverlapping atomic potentials,

V ¼
X
α

vα, we have an expression for the total T-matrix expanded in terms of the

site T-matrix tα and damping free propagator g0

g0ðεÞ ¼
1

ε� Te þ iΓ
, ð13:28Þ
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T ¼ V þ Vg0V þ Vg0Vg0V þ . . .

¼
X
α

ðvα þ vαg0vα þ . . .Þ

þ
X
α6¼β

ðvβ þ vβg0vβ þ . . .Þg0ðvα þ vαg0vα þ . . .Þ þ . . .

¼
X
α

tα þ
X
β 6¼α

tβg0tα þ . . .

ð13:29Þ

In Eq. (13.28) Γ is the imaginary part of the optical potential and is usually approxi-

mated by a positive constant. Here we have defined the site T-matrix tα at site α

tα ¼ vα þ vαg0vα þ . . . ¼ vα þ vαg0tα:

The photoemission amplitude Mλ(k) is thus given by

MλðkÞ ¼< f k
�jΔjϕλ >¼

X
α

cλα < f�k jΔjχα >¼
X
α

cλα½ < ϕα�
k jΔjχα

> þ
X
βð6¼αÞ

< ϕ0
kjtβg0tαΔjχα > þ

X
γ 6¼βð6¼αÞ

< ϕ0
kjtγg0tβg0tαΔjχα > þ . . . :: ð13:30Þ

We have used the photoelectron wave functionϕα�
k only for the atomic potential vα,

which is related to the plane wave ϕ0
k

< ϕα�
k j ¼< ϕ0

kjð1þ tαg0Þ:

The first term in the large parenthesis of Eq. (13.30) describes the direct photo-

emission amplitude without suffering elastic scatterings from neighboring atoms,

the second term describes the single elastic scatterings from surrounding atoms, and

so on. In the UPS region the electron scatterings from surrounding atoms are strong

enough, so that infinite sum over the multiple scatterings is inevitable. For simplic-

ity muffin-tin potentials will be used, but the extension to the full potential is

straightforward [27]. For the linear polarization parallel to z-axis, the renormalized

multiple scattering formula for the amplitude Mλ(k) is now given by [28]

Mλðk Þ ¼
X
αβ

cλαexpð�ik � RβÞ
X
LL

0
YL

0 ðbkÞ½ð1� XÞ�1:
βα

L
0
L

MLLα , ð13:31Þ

Xαα
0

LL
0 ¼ tαl ðkÞGLL

0 ðkRα � kRα0 Þð1� δαα
0 Þ: ð13:32Þ

where the angular momentum representation of the site T-matrix tα is given by use

of the phase shifts δαl at the site α with orbital angular momentum l

tαl ðkÞ ¼ �
exp½2i δ

α

l
ðkÞ� � 1

2ik
:
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The phase shifts δαl ’s are sensitive to the electronic structure on the atom α in

particular in low energy region, and the propagator GLL
0 ðkRα � kRβÞ reflects the

atomic arrangement. The square matrix X is labeled by a set of atomic sites

(α, β, . . .) and angular momentum L¼ (l,m) whose matrix dimension is

Nðlmax þ 1Þ2 for the cluster of N atoms and maximum angular momentum lmax. In
UPS region lmax is only 3–5, so that the full multiple scattering calculations are

practical even for quite large clusters. The full multiple scattering is taken into

account by use of the inverse matrix (1 � X)�1¼ 1 + X + X2 + X3 + . . .. In the

electric dipole approximation, the photoexcitation matrix element MLLα excited by

linearly polarized light parallel to the z-axis is given by

MLLα ¼
ffiffiffi
2

π

r
i�lexpðiδ

α

l
ÞρðlÞαGðLα10jLÞ,

ρðlÞα ¼
R
RlðkrÞRlαðrÞr3dr,

ð13:33Þ

where Rl(kr) and RlαðrÞ describe the radial part of the photoelectron wave function

and composite occupied atomic orbital χαðrÞ ¼ RlαðrÞYLαðbrÞ. The Gaunt’s integral
GðLL0 jL0 0 Þ is defined and calculated by use of Clebsch–Gordan coefficients,

GðLL0 jL0 0 Þ ¼ R
Y
∗

L
0 0
ðbrÞYL

0 ðbrÞYLðbrÞdbr
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2lþ 1Þð2l0 þ 1Þ

4πð2l0 0 þ 1Þ

s
< l0l

0
0jl0 0 >< LL

0 jL0 0
> :

Shang et al. have applied the above formulas to the angular dependence of UPS

spectra excited from the highest occupied molecular orbitals (HOMO) of NiPc and

CoPc (Pc ¼ phthalocyanine) [29]. The HOMO’s (a1u) are in-plane orbitals domi-

nated by carbon 2p atomic orbitals in Pc ligands. Figure 13.2 shows the calculated

angular distribution of photoelectrons excited from the HOMO’s of NiPc and CoPc

Fig. 13.2 Theoretical and

observed photoemission

angular distribution from

HOMO’s of NiPc and CoPc

[29]. (Copyright

permission)
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compared with experimental angle resolved UPS spectra. All of the data shown

here have been normalized at the maximum. As we can see the maximum intensity

locates at around 40∘ for both of the calculated and experimental results of NiPc and

CoPc. The observed and calculated angular distribution are in good agreement

except for satellites locating in the range 0∘< θ< 30∘. This result demonstrates the

success of the multiple scattering calculations for these complicated systems. The

Debye–Waller factor which should have influence on the angular distribution can

be neglected in UPS spectra as shown by Eq. (13.20).

13.3.2 High-Energy Photoelectron Emission

In these days high-energy XPS measurements have been employed to study bulk

electronic structures [30, 31]. High-energy XPS spectra provide new information,

however, they raise some questions about recoil effects and breakdown of the

electric dipole approximation. The former phenomena will be discussed later.

The latter problem has been studied in photoemission from free atoms such as

Ne, Ar and Kr from experimental [32, 33] and theoretical sides [34]. A general

discussion is given for condensed systems [35].

In principle the multiple scattering formula (13.31) can be applied to high-

energy XPS analyses. We however, use an alternative approach because of the

two reasons. First in high-energy region, lmax amounts to about 50. For a cluster

composed of 100 atoms, the dimension of the multiple scattering matrix (1 � X)�1

is about 250,000. This matrix inversion is too time consuming. Second reason is the

strong suppression of the interference due to the Debye–Waller factor. As shown by

Eq. (13.20) it is quite small in the high-energy region. Furthermore the ejected

photoelectrons are weakly scattered from surrounding atoms in particular from light

elements as H, C, N and O. We thus have a reasonable approximation to pick up

only a few terms in the expansion shown in Eq. (13.30). The lowest order

approximation

Mλðk Þ �
X
α

cλα < ϕk

α�jΔjχα >¼
X
α

cλαexpðiQ � RαÞ
X
L

YLðbkÞMLLα ð13:34Þ

is sometimes called “the independent atom approximation”, which gives a formula

to describe the high-energy photoemission intensity

IλðkÞ / jMλðkÞj2 � I1λðkÞ þ I2λðkÞ: ð13:35Þ

In the above formula, I1λðkÞ and I2λðkÞ are the one- and two-center terms: The former

describes the photoemission processes excited from the same atomic sites, whereas

the latter describes the interference excited from the different sites because the initial

states are delocalized over the systems. The explicit formulas are shown by [35]
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I1λðk Þ ¼ Re
X
αα0

c∗λαcλα0
X
LL

0
Y∗
L ðbkÞYL

0 ðbkÞM∗
LLα

ML
0
L
α
0

24 35, ð13:36Þ

I2λðk Þ ¼ 2Re½X
α 6¼β

c∗λαcλβexp½iQ � ðRα � RβÞ�

�
X
LL

0
Y∗
L ðbkÞYL

0 ðbkÞM∗
LLα

ML
0
Lβ

i
: ð13:37Þ

The atomic orbitals χα and χα0 are on the same atomic site α in Eq. (13.36), whereas

χα and χβ are on the different sites. The one-center term is not influenced by the

nuclear vibrations, whereas the two-center term is strongly influenced by the

vibrations, which gives rise to the Debye–Waller factors. With aid of the procedure

discussed in Sect. 13.2.3, the two-center term I2λðkÞ should be replaced by

I2λðk Þ ¼ 2Re½X
α6¼β

c∗λαcλβexp½iQ � ðR0
α � R0

βÞ�exp½�Q2Δ2
αβ2�

�
X
LL

0
Y∗
L ðbkÞYL

0 ðbkÞM∗
LLα

ML
0
Lβ

i
:

ð13:38Þ

whereR0
α is now the equilibrium position of the αth atom. The thermal factor Δ2

αβ is

the same as those used in the EXAFS analyses [see Eq. (13.20)]. In the high-energy

region the thermal damping factor exp½�Q2Δ2
αβ2� is typically small enough, which

allows us to neglect the two-center term. The one-center term is well approximated

by the well-known Gelius formula [35, 36]

I1λðk Þ ¼
X
α

jcλαj2σα,

σα ¼ 1ffiffiffiffiffi
4π

p
X
L

jMLLα j2,
ð13:39Þ

where σα is proportional to the photoionization cross section of the αth atomic

orbital. The Gelius formula provides us with useful information about the electronic

structure. The ARPES analyses in UPS region give us information on ελ þ Δλ and

Γλ as functions of crystal momentum q. On the other hand XPS analyses based on

the Gelius formula (13.39) give us the information about the net charge jcλαj2 on the
αth atomic orbital in λth crystal orbital ( jth band with crystal momentum q). The
turnover from the ARPES region to the X-ray photoelectron diffraction (XPD)

region is expected with increase of photon energy [25].

The one-center term is not influenced by the Debye–Waller factor, but the recoil

effects have some finite contribution. In Eq. (13.34) we notice that Rα ¼ R0
α þ uα.

We should carefully treat uα for the thermal average; uα is q-number. This

298 T. Fujikawa and K. Niki



extension allows us to discuss recoil effects in high-energy photoemission from

deep core levels [37–39] and from extended levels [39]. In the approximation where

the Franck–Condon effect is neglected, the Gelius formula is changed to include the

recoil effects which give rise to the temperature independent recoil shift δεα and the
temperature dependent broadening Fα; both are dependent on the recoil atom α. It is
explicitly shown

I1λðÞ ¼
X
p�α

σpjcλpj2gαð � ελ � Δλ � δεαÞ, ð13:40Þ

gαðεÞ ¼
ffiffiffiffiffiffi
2π

Fα

r
expð � ε2

2Fα

�
: ð13:41Þ

δεα ¼ �Q22Mα: ð13:42Þ

The recoil shift of αth atom δεα is of course dependent on the mass Mα: Heavy

atoms are not influenced by the recoil. We should note that isotope effects can be

incorporates with aid of the recoil effects in photoemission spectra.

Suga et al. have measured valence and core photoemission spectra from V3Si

and observed prominent recoil shifts [40]. There the formula (13.40) is successfully

applied. Organic solids are composed of mainly light elements like C and H. Thus

we can expect recoil effects even in soft X-ray region. Shang et al have applied the

formula (13.40) to valence band photoemission from some organic molecular solids

to study the recoil effects [41, 42]. XPS spectra for the valence bands are calculated

for abb-trifluorostylene [42]. Figure 13.3 shows the calculated XPS spectra with

and without the recoil effects for soft and hard X-rays, which are normalized to the

maximum height. Prominent recoil shifts are observed for hard X-rays. Recoil

spectra enhances the light composite atoms, which gives further check for the net

population on those atoms [40]. Furthermore with aid of the recoil shifts, for

example, contribution by 1s of H and D to each band could be separated out in

high-resolution soft-Xray region XPS spectra.

13.4 Concluding Remarks

Two different theoretical approaches are shown in this article, many-body scatter-

ing theory and quantum field theory by use of nonequilibrium Green’s functions.

Both have their merits and demerits, and yield quite similar theoretical formula to

describe the photoemission processes. In order to discuss phonon effects at finite

temperature the latter approaches have some advantages: We can naturally include

polaron effects on UPS spectra. It is important to notice that we measure electron

self-energy < λjΣjλ > in addition to the band energy spectra ελ from ARPES

analyses. Some experimental works have succeeded in measuring Δλ ¼ Re < λjΣj
λ > caused by the electron–phonon interaction near Fermi levels [22, 24].
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Phenom. 162, 146 (2008)

40. S. Suga, S. Itoda, A. Sekiyama, H. Fujiwara, S. Komori, S. Imada, M. Yabashi, K. Tamasaka,

A. Higashiyama, T. Ishikawa, M. Shang, T. Fujikawa, Phys. Rev. B86, 035146 (2012)

41. M. Shang, T. Fujikawa, N. Ueno, e-J. Surf. Sci. Nanotech. 10, 128 (2012)

42. M. Shang, T. Fujikawa, N. Ueno, Anal. Chem. 85, 3739 (2013)

13 Theory of Photoelectron Spectroscopy 301



Chapter 14

Theory of Metal-Atom Diffusion in Organic
Systems

Yoko Tomita and Takashi Nakayama

14.1 Introduction

Organic semiconductors are promising materials for future optical and electronic

devices, such as light emitting device (LED), solar cells, and field effect transistor

(FET) due to their fascinating characters like light-mass, softness, and flexible

design of electronic structures by molecular replacement. During ordinary gas or

liquid phase growth of organic solids using coupling reactions, various impurity

atoms, such as N, O, Pd, Pt, and Ni atoms, are often incorporated into semicon-

ductor films from source and catalytic materials (For example, [1]). On the other

hand, in device structures, metal atoms in electrodes, such as Al and Au atoms,

easily diffuse from electrode interfaces into semiconductor films [2, 3]. These

impurity atoms are believed to move easily in semiconductors under heating and

voltage applications, which changes semiconducting properties and finally pro-

motes the degradation of device performance [4]. In case of inorganic semicon-

ductors like Si, the behavior of atomic impurities is well understood [5]. However,

in cases of organic systems, our knowledge is still limited. In this article, based on

our recent theoretical calculations [6–8], we explain basic properties of metal-atom

thermal diffusion in π-conjugated organic systems. There exist millions of organic

semiconducting systems and each system has unique crystal structure and fascinat-

ing physical properties. Here, we focus on common features among these systems

because various impurity atoms show similar diffusion properties, as shown below,
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even in quite different carbonic systems; in graphene sheets (two-dimensional

metal), polyacetylene bundles (one-dimensional small-gap semiconductor), and in

oligoacene molecular solids (naphthalene and pentacene, zero-dimensional

semiconductors). We hope that the present results help us to develop reliable

organic devices.

14.2 Atomic Impurity States in Organic Solid

Before considering the metal-atom diffusion, we briefly explain electronic struc-

tures of metal atoms in organic systems [7, 9]. Figure 14.1a shows the schematic

energy levels of various atomic impurities around the band gap of the model

organic solid [9, 10], which were calculated by the first-principles calculation

based on the density functional theory. The model solid is made of naphthalene

molecules with similar thin-film crystal structure to pentacene film [7], as shown in

Fig. 14.1b. Impurity atoms are assumed incorporated into the model solid as

interstitial atoms, especially around the edge of naphthalene molecule, which is

basically different from the cases of inorganic semiconductors with substitutional

impurities. This difference occurs because most of organic systems are made of

strong covalent carbon skeletons and condense by a weak van der Waals interac-

tion, while inorganic systems condense by a strong covalent bonding.

As shown in Fig. 14.1a, the impurity states are roughly classified into four

groups, A to D. (A): Cation metal atoms having small electronegativity, such as

Al, In, and Mg, bond to a host molecule by an ionic-like interaction and produce

donor-like states. This is because the HOMO (highest occupied molecular orbital)

states of metal atoms, e.g., Al-p states, appear above the LUMO (lowest unoccupied

molecular orbital) states of host molecules, i.e., C π* states, and the electron transfer
occurs, as shown in Fig. 14.2a, from a metal atom to host molecules, thus metal

atoms being partially ionized. (B): d-orbital metal atoms, such as Au, Pt, Ni, Ti,

and W, produce s and d-orbital deep-level states around the center of HOMO–

LUMO gap of molecules and bound to host molecules with a hybridization-induced

weak covalent-like bond. Figure 14.2b shows the electron density near Au, where

the weak covalent bond can be seen.

(C): Anion atoms such as N and P produce covalent bonds with molecules.

However, since the number of valence electrons is odd, there appear localized half-

occupied acceptor-like states within the HOMO–LUMO gap. (D): Anion atoms

having large negativity, such as O and S, produce strong covalent bonds with

molecules. Reflecting large negativity, bonding states are located far below the

HOMO state, thus there appearing no impurity states within the HOMO–

LUMO gap.

It is interesting to note that group-A and C atoms work as donors and acceptors,

quite contrary to the case of inorganic Si. Such difference originates from the

location of impurity atoms; substitutional vs. interstitial, and the large electroneg-

ativity of carbon atom.
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Fig. 14.1 (a) Schematic picture of energy-level positions of various doped impurity atoms

around the HOMO–LUMO gap of model oligoacene solid, obtained by the first-principles

calculations. Main orbital characters of energy levels are shown in italic, while solid dots
indicate the electron occupation, e.g., p-orbital electrons of Al and In are transferred to the

LUMO states of host molecule. (b) Side and top views of oligoacene model solid used in the

present first-principles calculations. Yellow (large) and blue (small) balls indicate carbon and

hydrogen atoms, respectively, while blue solid ball (largest) is a doped metal atom. The diffusion

paths along and perpendicular to molecular axis are schematically indicated by blue and red
arrows, respectively
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14.3 Adiabatic Potential and Atom Diffusion

In this section, we explain the theoretical background of adiabatic diffusion poten-

tial [11]. We consider the system with Nn nuclei and Ne electrons. Atomic

nucleus, A, has the mass MA, the charge ZA, and the coordinate RA, while electrons

have the coordinates, r1, . . .. In this case, the Hamiltonian is written as follows;

H ¼ �
X
A

ℏ2

2MA

∇2
A �

X
i

ℏ2

2m
∇2

i �
X
i, A

ZAe
2

ri � RAj j þ
X
i<j

e2

ri � rj
�� ��

þ
X
A<B

ZAZBe
2

RA � RBj j :
ð14:1Þ

Assuming that all nuclei are stationary, the Hamiltonian of electron system is

simply written as

He ¼ �
X
i

ℏ2

2m
∇2

i �
X
i, A

ZAe
2

ri � RAj j þ
X
i<j

e2

ri � rj
�� ��þX

A<B

ZAZBe
2

RA � RBj j : ð14:2Þ

So the Schrödinger equation of the electron system can be written as follows;

HeΦμ RA; � � �; r1; � � �ð Þ ¼ Wμ RA; � � �ð ÞΦμ RA; � � �; r1; � � �ð Þ: ð14:3Þ

It should be noticed that both the eigenvalue and the eigen wavefunction have

the quantum number μ, and depend on RA, � � � as parameters. Since the electron

Fig. 14.2 (a): Electron-transfer map (side view) when Al is located between molecules. Electron

increases in red regions, while it decreases in a blue region. It is clearly seen that electrons are

transferred from Al to the surrounding molecules. (b) and (c): Total electron density (top view)
when Au atom is located (b) around the molecule edge and (c) between molecules. Hybridization-

induced Au–C bond seen in (b) is broken in (c). Reproduced with permission from Tomita and

Nakayama [7] (Copyright © 2012, Elsevier)
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wave-functions Φ μ produce the complete set, the total wave function of nuclei and

electrons is generally written as

Ψ RA; � � �; r1; � � �ð Þ ¼
X
μ
Fμ RA; � � �ð ÞΦμ RA; � � �; r1; � � �ð Þ; ð14:4Þ

where Fμ(RA, � � �) corresponds to the expansion coefficient. Inserting this equation

into Schrödinger equation, HΨ ¼EΨ , and adopting the Born–Oppenheimer adia-

batic approximation: |∇AFμ|� |∇AΦμ|, we obtain the equation of Fμ for each μ
independently as

�
X
A

ℏ2

2MA

∇2
A þWμ RA; � � �ð Þ

" #
Fμ RA; � � �ð Þ ¼ EFμ RA; � � �ð Þ: ð14:5Þ

The above approximation is often justified because the mass of an atomic

nucleus is 104–105 times heavier than that of an electron and thus the wavefunction

of electron is more extended than that of nucleus. (In case of light nucleus like H

and He or in case when more than two adiabatic potentials approach each other, this

approximation does not work and we have to consider non-adiabatic (diabatic)

processes.) Since Wμ(RA, � � �) acts as some effective potential for the movement of

nuclei in Eq. (14.5) and this potential reflects a single electronic state μ
corresponding to a single electron occupation with a constant entropy, Wμ(RA, � � �)
is called an adiabatic potential. Moreover, when we consider the nuclear motion

around room temperature, the ground state (μ¼ g) is sufficient, which is the

situation in the following sections. (Even in case of metallic systems having

continuous electronic states, μs, one can often define an effective single adiabatic

potential.)

In case of uniform solids, Wμ(RA, � � �) gives the coherent motion of nuclei, i.e.,

the phonon. In case of diffusion motion of impurity atom, on the other hand, one can

obtain the adiabatic diffusion potential of impurity atom Wg(R) as a function of

only a coordinate of impurity atom, R, by calculating the total energy of electronic

ground state with relaxing all the positions of atoms around the impurity atom.

Figure 14.3 shows the schematic illustration of the adiabatic potential for the

diffusion process of an impurity atom from R0 to R2, where an impurity atom is

denoted by a solid circle in a lower panel. The diffusion path with minimum

potential barriers is searched by various numerical methods.

The adiabatic potential for an impurity atom is difficult to be observed directly in

experiments. However, an impurity atom, which is weakly bounded to other host

atoms, can move its position in the potential by receiving the thermal random forces

caused by phonons etc. This movement is detected experimentally as the atom

diffusion in solids. The diffusion is normally divided by a series of atom move-

ments and each movement is described by the transition probability between stable

atom positions as the Arrhenius formula [12], so far as the concentration of

impurities is low. Next, we derive this formula.
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We consider the atom diffusion between stable positions, fromR0 toR2, over the

potential barrier as shown in Fig. 14.3 [11]. Since the potential has local minima

around R0 and R2 and thus the existence probabilities around these points are large

in the thermal equilibrium, the impurity atom stays for a certain amount of time

around these points. On the other hand, since the de Broglie wave length of an atom

(nucleus) is extremely small compared to the typical length of adiabatic potential

variation, we can replace the quantum equation of impurity-atom motion in

Eq. (14.5) as the classical equation. Moreover, we can assume that the diffusion

occurs in one-dimensional direction along the leading lowest-energy path over a

saddle point of potential. (In case of the diffusion in three-dimensional systems,

there always exist saddle points between nearest potential-minimum points.)

In thermal equilibrium, the number of atoms, f (P, R)dPdR, which are located

within the volume dR near the position R and have the momentum P ~P + dP, is

given by the Boltzmann distribution as

f P, Rð Þ ¼ α exp �β
P2

2M

� �
þW Rð Þ

� �� �
; ð14:6Þ

where α represents the normalization constant, M the mass of an impurity atom, and

β¼ 1/kBT. When we define dN/dt as the number of atoms that are moving from the

valley point R0 to the other one R2 over the potential barrier at R1, this dN/dt is

given by summing up impurity atoms with positive momentum as

dN

dt

� �
¼

Z1
0

dP
P

M

� �
f P, R1ð Þ ¼ α

β
exp �βW R1ð Þð Þ: ð14:7Þ

Fig. 14.3 Upper panel:
Schematic illustration of

adiabatic potential for

metal-atom diffusion from a

minimum point R0 to

another minimum point R2.

The potential has a barrier

at the saddle point R1.

Lower panel: Lowest
energy diffusion path of

metal atom in crystal. Solid
circle and open ellipses
indicate metal atom and

host molecules, respectively
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On the other hand, assuming that the adiabatic potential Wg(R) could be

approximately rewritten around the valley R0 with one-dimensional variable R as

W Rð Þ ¼ W R0ð Þ þ Mω2

2
R� R0ð Þ2, the total number of impurity atoms N0 that is

located around the valley R0 can be written as

N0 ¼
Z1
�1

ZR0þd

R0�d

dPdR f P, R1ð Þ ’ 2πα
βω

exp �βW R0ð Þð Þ ð14:8Þ

where d is the width of the valley, R0. Since the integrand in this equation rapidly

reaches to zero when the position R leaves away from the center of the valley R0, d

was replaced by the infinity, 1, to obtain the last equation.

Eliminating α with the use of Eqs. (14.7) and (14.8), we obtain the Arrhenius

formula;

1

N0

dN

dt

� �
’ ω

2π
exp �β W R1ð Þ �W R0ð Þf g½ � ð14:9Þ

This Arrhenius formula can physically understood as follows; the impurity atom in

the valley R0 attacks the barrier with the frequency, ω/2π, per unit of time, and it

gets over the barrier with the probability of Boltzmann factor related to the barrier

height, W(R1)–W(R0).

When one writes the transition probability per unit time in Eq. (14.9) as k and the

distance between R0 and R2 as L, the diffusion constant D between R0 and R2 is

given by the Einstein relation as D’ kL2. In this way, the behavior of atom

diffusion can be characterized by the diffusion constant, which can be measured

in experiments, and is theoretically understood by studying the variation of adia-

batic potentials.

14.4 Diffusion between/on Graphene Sheets

Then, we consider the metal-atom diffusion between/on graphene sheets [6].

Figure 14.4a, b show the calculated diffusion potentials for Al and Au, respectively,

while atom positions are displayed in Fig. 14.4c. We first consider the case of AA

stacking of graphene sheets and the sheet separation of c¼ 7.52Å
´
. It is seen that Al

atoms are stable at the center of hexagonal carbon ring and prefer to diffuse across

the C–C bonds as shown in Fig. 14.4c with a potential barrier around 0.4 eV. On the

other hand, Au atom stabilizes on the carbon ring, i.e., at the A and E points, and

prefers to move along the C–C bonds as shown in Fig. 14.4c with a small barrier

around 0.05 eV. Similar results are obtained, for example, when we consider K and

Pt metal atoms instead of Al and Au, respectively.
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It is well known that, when alkali-metal atoms like K and Li are intercalated into

graphite, the stacking changes from AB to AA and the metal atoms are located at

the center of hexagonal carbon ring and produce the superstructures along the

graphene layer such as 2� 2 for C8K [13]. On the other hand, when Pt atoms

are deposited on the graphite surface, they are located stable on the carbon atoms

[8, 14]. The stable positions of Al and Au discussed above are in good agreement

with these observations of K and Pt, respectively.

The reason why the stable position and diffusion behavior are quite different

between Al and Au is clarified by examining the electronic structures. As explained

in Sect. 14.2, since Al p-orbital states are located above the Fermi energy of

graphene, i.e., the Dirac point, electron transfer occurs from Al atom to π*-states
of graphene sheets. Figure 14.5a shows the change of electron density, which is

calculated as the difference of electron density between Al + graphene system and

the sum of Al and graphene systems. It is clearly seen that the electron density

decreases around Al atom, while it increases around the inner boundary of hexag-

onal carbon ring where π*-states are located. This electron transfer produces the

ionic coupling between Al and graphene sheets and thus stabilizes Al atom at the

center of carbon ring. When Al atom is located on the carbon bond, the electron

transfer from Al to graphene sheets decreases, indicating that the diffusion barrier is

created by the breakdown of such ionic coupling.

Fig. 14.4 Calculated

diffusion potentials between

graphene sheets for (a) Al
and (b) Au atoms, for

various interlayer distances,

c, and stackings, AA (solid
lines) and AB (dashed line).
The energies of the most

stable points are taken to be

zero. (c) Atom positions

between graphene sheets

(dots) and diffusion paths of
Al and Au atoms (arrows).
Reproduced with

permission from Tomita

and Nakayama [6]

(Copyright (2010) The

Japan Society of Applied

Physics)
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In case of Au, little electron transfer occurs between Au and graphene sheets

because Au has larger electronegativity than Al, thus the Fermi energy being pinned

to the original Dirac point. However, due to the hybridization between Au s + d and

C π-bonding orbital states, a weak covalent-like bonding emerges, which is con-

firmed in the increase of electron density between Au and C atoms as shown in

Fig. 14.5b. This is the reason why the Au atom is stable on the carbon ring and

indicates that the breakdown of such bonding induces the potential barrier.

Next, we consider how the diffusion changes when the interlayer distance and

the stacking of graphene sheets changes, which is also shown in Fig. 14.4a, b. When

the interlayer distance increases to c¼ 8.94Å
´
, corresponding to isolated graphene

sheet, since metal atoms are bounded to a single graphene sheet, the barrier

decreases to about half of the case of c¼ 7.52Å
´
, around 0.2 eV for Al. When the

distance decreases to c¼ 6.52Å
´
, the barrier increases to around 0.8 eV for Al, while

the stable position changes into inner points of carbon ring for Au. These changes

occur due to the elastic energy loss by the approach of metal atoms to carbon atoms.

On the other hand, when the graphene sheets become AB stacking (dashed lines),

i.e., the staggered stacking, the diffusion potentials become almost flat with barriers

around 0.1 eV. This is because metal atoms are bounded to graphene sheets on both

sides, and thus the potential variation between the center and boundary of the

carbon ring is averaged.

Fig. 14.5 (a) Electron
density change when Al

atom is located at the center

of hexagonal carbon ring.

Density increases/decreases

in red/blue regions. (b)
Total valence electron

distribution around Au

between graphene sheets.

Dashed lines in both insets
show the positions of

displaying planes.

Reproduced with

permission from Tomita

and Nakayama [6]

(Copyright (2010) The

Japan Society of Applied

Physics)
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14.5 Diffusion in Polyacetylene Bundles

In this section, we consider the diffusion near the polyacetylene chain [6].

Figure 14.6a shows the calculated diffusion potentials of Al and Au, while

Fig. 14.6b schematically displays their diffusion paths. Note that, although the

Peierls transition is broken near metal atoms, A and C atom positions are not

equivalent because metal atoms prefer to move on one side of zigzag chain and

the other chain in the unit cell is located near the C point. It is seen that Al atom

diffuses across the C–C bonds with a barrier around 0.60 eV, while Au atom moves

along the C–C bonds with a barrier around 0.25 eV. We also found by the

electronic-structure analysis that the origins of diffusion potentials are basically

the same as the cases of graphene sheets.

Comparing the results in Sects. 14.4 and 14.5, we can conclude that the metal-

atom diffusion near the π-conjugated C–C bonds has the common feature, not

depending on the geometry of carbon skeletons such as ring or chain, but on the

electronegativity of metal atoms.

14.6 Diffusion in Oligoacene Model Solid

Finally, we consider the metal-atom diffusion in the oligoacene model solid shown

in Fig. 14.1b [7]. There exist two directions of the metal-atom diffusion; the

diffusion along the molecule axis and the diffusion perpendicular to the molecule

axis. Figure 14.7a shows the calculated diffusion potentials for Al and Au atoms as

a function of atom positions along the molecular axis, i.e., the c-axis direction.

Here, the energy of the most stable position, which is realized at the molecule edge,

is set to zero and the c-axis coordinate of atom position is displayed in Fig. 14.7b.

Fig. 14.6 (a) Calculated
diffusion potentials near

polyacetylene chain for Al

and Au atoms. (b)
Schematic view of atom

positions and diffusion

paths of Al and

Au. Reproduced with

permission from Tomita

and Nakayama [6]

(Copyright (2010) The

Japan Society of Applied

Physics)
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First, we consider the diffusion within the molecule; the intra-molecule diffu-

sion. As seen in Fig. 14.7a, Al atom has the minimum energy at the molecule edge

and the local minimum with higher energy around the center of molecule. On the

other hand, Au atom has the almost flat potential height within the molecule and has

the minimum energy only at the molecule edge. These features are explained by

considering the diffusion paths, which is schematically shown in Fig. 14.7b. Both

metal atoms avoid the center line of molecule and move along the right edge line of

the molecule. This occurs because the wing of neighboring molecule approaches to

the center line of the molecule and the space for metal atoms to diffuse remarkably

reduces. It is also interesting to note that Al atom diffuses across the C–C bond in

the right edge of molecule, while Au atom diffuses along the C–C bond in the same

edge. Such difference comes from the difference of bonding character between Al

and Au; the ionic bonding for Al and the covalent bonding for Au, similar to cases

of graphene-sheet and polyacetylene-bundle systems.

Second, we explain why metal atoms prefer to locate at the molecule edge. The

Al and Au atoms are located with smaller heights from the molecular plane, around

0.16 and 0.19 Å
´
, respectively, at the molecule edges, compared to those at other

inter-molecule positions, around 0.20 and 0.23 Å
´
. This occurs because the atomic

radius of H (0.4 Å
´
) is smaller than that of C (0.77 Å

´
) and thus the metal atom can

approach to the molecule without receiving the repulsion from the molecule atoms.

Reflecting such difference of atomic height, the attractive interaction between metal

atom and molecule becomes largest around the molecule edge.

Fig. 14.7 (a) Calculated adiabatic potentials for Al and Au atoms along the molecule axis, c, as a

function of the metal-atom position. The c-axis coordinate of metal-atom position is displayed in

(b). (b) Schematic illustration of diffusion paths for Al and Au atoms. The closest molecule is

tilted to the displaying plane and is located in the left half side shown by a gradated square, which
right edge corresponds to the edge of the closest molecule. Reproduced with permission from

Tomita and Nakayama [7] (Copyright © 2012, Elsevier)
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Third, we consider the diffusion between molecules; i.e., the inter-molecule

diffusion. It is seen in Fig. 14.7a that Al has a large potential barrier around

0.9 eV, while Au has a barrier of about 0.3 eV. The origins of such barriers between

molecules are again basically the same as those observed in cases of graphene

sheets and polyacetylene bundles. Namely, even when Al is located between

molecules, Al supplies its valence electrons to the surrounding molecules and

realizes the ionization as Al+, as shown in Fig. 14.2a. Since this ionization induces

the ionic attractive Coulomb interaction between Al and molecules, the potential

becomes large between molecules where the distance between Al and molecule is

large, compared to the molecule edge. In case of Au, on the other hand, the Au-C

weak covalent bond is produced as shown in Fig. 14.2b when Au is located around

the molecule edge. However, when Au moves between molecules, such bond is

broken as shown in Fig. 14.2c. In this way, the breaking of Au-C bond is the origin

of barrier between molecules. Reflecting the difference of character between ionic

and covalent bondings, the barrier of Al is larger than that of Au.

Next, we consider the metal-atom diffusion perpendicular to the molecular

axis. Figure 14.8a shows the calculated adiabatic potentials for Al and Au atoms

as a function of metal-atom position, while Fig. 14.8b schematically shows their

diffusion paths viewed from the top c direction. Both metal atoms, Al and Au,

show potential barriers around 0.6 eV at the positions, 2 and 6. On the other hand,

the potentials have lower energies at 1 and 4 points because these points have

large inter-molecule space to locate metal atoms and possess little repulsive strain

energy from neighboring molecules. It is noted that Al and Au have almost the

same potential variation, indicating that the repulsive interaction with neighbor-

ing molecules manifests the diffusion perpendicular to molecule axis in the

present solid.

Fig. 14.8 (a): Calculated adiabatic potentials for Al and Au atoms, as a function of metal-atom

position perpendicular to the molecular axis. Atomic positions, 1 to 6, are displayed in (b). (b):
Schematic top view of diffusion path for Al and Au atoms. Both atoms have almost the same path.

Dots indicate the most stable positions at each b-axis coordinate. Molecules are displayed at

positions when there exist no metal atoms. Reproduced with permission from Tomita and

Nakayama [7] (Copyright © 2012, Elsevier)
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Comparing the potential barrier between intra and inter-molecule diffusions, we

can conclude that the inter-molecule diffusion becomes the limiting process for Al,

thus the diffusion being sensitive to the inter-molecule distance and expected to

change largely under some pressures. In case of Au, on the other hand, the barrier is

small and both the intra and inter-molecule barrier contributes to the diffusion

equally. Considering both the results of diffusions along and perpendicular to the

molecule axis, moreover, it is expected around the room temperature [6, 7, 11] that

Au atom prefers to diffuse along the molecule axis and shows the large anisotropy,

while Al atom prefers to locate around the molecule edges and is difficult to diffuse

along any directions.

Finally, we shortly comment on the magnitude of diffusion coefficient. By using

calculated potential barriers and simply applying the Ahrenius formulas derived in

Sect. 14.3, the diffusion coefficients of Al and Au atoms in the present various

organic systems are respectively estimated ranging as 10�17–10�14 and 10�12–

10�8 cm2/s at room temperature. The former value is comparable to recently

observed values, for example, for fast non-reacted diffusion of Al in PTCDA [15].

14.7 Concluding Remarks

In this article, we explained the fundamental properties of metal-atom diffusion in

characteristic carbonic systems, i.e., graphene sheets, polyacetylene bundles, and

oligoacene model solid, and demonstrated that most of π-conjugated organic

molecular systems have common features for metal-atom diffusion, which are

quite different from inorganic systems. Namely, the small negativity atoms such

as Al partially supply electrons to C–C π∗-antibonding states, are bounded to

carbon systems with the ionic interaction, and diffuse across the C–C bonds with

large barriers around 0.4–0.8 eV. On the other hand, the large negativity atoms like

Au produce weak covalent-like bonds with π-orbitals of carbon, and prefer to move

along the C–C bonds with small barriers less than 0.2 eV. The potential barrier is

made of two factors; one is the breaking of such atomic bonding between metal

atom and molecule. The other is the elastic repulsion caused by the condensed

molecule configuration. In addition, we have shown that the diffused Al atoms

become donors, while Au atoms produce deep levels that can capture electron and

hole carriers (carrier traps).

One of the subjects that should be next studied is how the diffusion promotes the

distribution and the clustering of impurity atoms. This is because such properties

often induce leakage currents and charged defects in organic devices. To elucidate

these properties, one has first to study the interaction between impurity metal atoms.

Figure 14.9 shows the interaction energy between Al (Au) atoms on graphene

sheet as a function of inter-atomic distance (T. Park and T. Nakayama, unpublished;

[16]). Al atoms have a long-range repulsive interaction caused by the ionization of

Al on carbonic supports, which is the origin of superstructures observed when

low-negativity metal atoms are adsorbed with low coverage on graphene-like
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systems. On the other hand, Au atoms have a short-range attractive interaction,

which appears due to the metallic bonding between neighboring Au atoms. From

this result, one can expect that Au atoms prefer to produce a cluster in carbonic

systems, while Al atoms not. These fundamental studies are indispensable to

develop reliable organic devices.

Acknowledgements This work is partially supported by Grants-in-Aid for Scientific Research

from the Ministry of Education, Culture, Sports, Science and Technology, Japan, and the Global

COE Program of Chiba University. We also acknowledge the supercomputing center of the

Institute for Solid State Physics for the use of facilities.

References

1. K. Tamao, K. Sumitani, M. Kumada, J. Am. Chem. Soc. 94, 4374 (1972)

2. K. Suemori, M. Yokoyama, H. Hiramoto, J. Appl. Phys. 99, 036109 (2006)

3. T. Sawabw, K. Okamura, T. Sueyoshi, T. Miyamoto, K. Kudo, N. Ueno, M. Nakamura, Appl.

Phys. A 95, 225 (2009)

4. S.T. Lee, Z.Q. Gao, L.S. Hung, Appl. Phys. Lett. 75, 1404 (1999)

5. S.M. Sze, Physics of Semiconductor Devices (Wiley, New York, 1981)

6. Y. Tomita, T. Nakayama, Appl. Phys. Express 3, 091601 (2010)

7. Y. Tomita, T. Nakayama, Org. Electron. 13, 1487 (2012)

8. T. Park, Y. Tomita, T. Nakayama, Surf. Sci. 621, 7 (2014)

9. Y. Tomita, T. Nakayama, in 31st International Conference on the Physics of Semiconductors,
Zurich Switzerland (2012), Tu-133

10. Y. Tomita, T. Nakayama, in 2012 International Conference on Solid State Devices and
Materials, Kyoto Japan (2012), M-4-4

11. Y. Tomita, First-principles Study of Metal-atom Diffusion in Organic Semiconductor Systems,

Ph.D. thesis, Chiba University, (2011)

12. P. Hanggi, P. Talkner, M. Borkovec, Rev. Mod. Phys. 62, 251 (1990)

Fig. 14.9 Interaction

energies between two Al

atoms (red) on graphene

sheet as a function of inter-

atomic distance, and those

between two Au atoms

(blue). Inset shows the
adsorption positions of Al

(red) and Au (blue) atoms.

One atom is located at the

left-below point without the

number, while the other

atom is located at the

numbered point

316 Y. Tomita and T. Nakayama
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Chapter 15

Numerical Approach to Charge Transport
Problems on Organic Molecular Crystals

Hiroyuki Ishii

15.1 Problems in Charge Transport of Organic
Semiconductors

Organic semiconductors have the potential to be used in future electronic devices

requiring structural flexibility and large-area coverage that can be fabricated by

low-cost printing processes. Charge mobilities in organic materials were first

measured by the time-of-flight technique by Kepler [1] and LeBlanc [2]. Friedman

investigated the electrical transport properties of organic crystals using the

Boltzmann-equation treatment of narrow-band limit in the case of small polaron

band motion [3]. Sumi discussed the change from the band-type mobility of large

polarons to the hopping-type of small polarons, using the Kubo formula with the

adiabatic treatment of lattice vibrations in the single-site approximation [4].

In the field of organic electronics, Kudo et al. reported the first field-effect

mobilities of merocyanine dye films in 1984 [5]. Then, Koezuka et al. fabricated

the first actual field-effect transistors (FETs) made of polythiophene in 1987 [6].

A major industrial breakthrough occurred in the application to electroluminescent

devices: Tang and VanSlyke reported the first electroluminescent device based on a

π-conjugated molecular material [7]. After that, typical applications spread to

light-emitting diodes (LEDs), [8, 9], solar cells, [10–12] and high-mobility

FETs [13–18].

As an example, we summarize some common issues concerning these devices,

referring to the structure of FETs shown in Fig. 15.1. The energy level alignment at

the metal-organic semiconductor interface is a crucial issue concerning unknown
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charge injection processes and the origin of contact resistance. In addition, a very

high gate voltage of 10–100 eV is required to inject charges into organic semi-

conductors. After charge injection, the charges drift in the semiconductors under

the influence of the static electric field generated by the bias voltage. The charge

carriers are frequently scattered by dynamical disorder induced by molecular

vibrations and by static disorder such as lattice defects and charged impurities.

Furthermore, since the organic semiconductor is formed on the dielectric film for

any type of FET, it is believed that the surface structural roughness or the local

dipoles in the film affect the transport properties. To create organic devices with

higher performance, we must systematically understand the carrier scattering

mechanisms from the atomistic viewpoint. In this chapter, we focus on the intrinsic

transport property of organic semiconductors and investigate it by a numerical

approach.

Unlike inorganic materials such as silicon semiconductors, organic materials are

formed with very weak van der Waals interactions between molecules. For typical

organic semiconductors, the intermolecular bonding energies, called transfer inte-

grals, are small, in the range of 10 � 102meV [19, 20], which is comparable to the

depth of carrier-trap potentials due to the static structural disorder, impurities, and

grain boundaries [21]. Thus, the charge carriers are strongly scattered and localized

in a molecule, creating a quasi-particle state called a polaron as a result of the strong

interaction with intramolecular vibrations of the local lattice environment. The

polaronic state should affect the transport properties of organic materials because

the binding energy of a polaron (reorganization energy) is the same in the order of

magnitude as transfer integrals [19] and thermal excitation energy kBT’ 25meV at

room temperature. In fact, the incoherent molecule-to-molecule hopping of a

polaron, which is a slow-moving electron coupled with lattice distortion, has been

observed in experiments as a thermally activated behavior of temperature-dependent

h

h

h
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Organic semiconductor
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Fig. 15.1 Schematic image summarizing various transport problems of organic electronic devices
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mobility, where the carrier mobility is generally below 0.1 cm2/Vs at around room

temperature [14]. In such a low-mobility regime, the charge-transport properties

have been investigated theoretically using the following Marcus equation [22, 23],

adopting polaron effects described by the Holstein model [24].

μ ¼ 2π

ℏ
ea2

kBT

γ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT

p exp �ðλ4Þ � γ

kBT

� �
ð15:1Þ

Equation (15.1) describes the strong coupling between the intramolecular vibration

and the electron. Here, ℏ, a, T, γ, and λ represent the Planck’s constant, the distance
between molecules, temperature, transfer energy, and reorganization energy,

respectively.

15.1.1 Recent Experimental Studies

The recent rapid progress in technology enables us to fabricate single-crystal

organic thin films and to construct flexible thin-film transistor (TFT) devices with

high carrier mobility of up to� 40 cm2/Vs [25], which exceeds the mobility of

amorphous silicon [14]. This indicates that structural disorder is almost removed

from the organic TFTs. The temperature dependence of mobility is considerably

different from those of strongly disordered materials. In recent organic single

crystals, the mobility decreases with increasing temperature according to μ/ T�n.

Such power-law dependence is a typical characteristic of coherent band transport

due to delocalized carriers and originates from the coupling between carriers and

the intermolecular vibrations, i.e., the lattice phonons, in the scattering processes. In

fact, Ueno et al. detected the clear electronic-band dispersion by angle-resolved

photoemission spectroscopy (ARPES) [26–28]. Moreover, recent experimental

measurements of Hall effects on organic TFTs [18, 29, 30] have provided us with

evidence of the possibility of coherent charge transport in single-crystal organic

materials.

On the other hand, a difficult problem arises in the coherent band-transport

picture. That is, the estimated mean free path is comparable to or shorter than the

distance between adjacent molecules [31], which implies a breakdown of coherent

band transport. Actually, pentacene single-crystal transistors exhibit sharp electron

spin resonance (ESR) signals, which indicates carrier localization in about 10 mol-

ecules [32, 33]. The temperature dependence of the ESR linewidth implies the

motional narrowing effect with increasing temperature. This feature is highly

consistent with the thermally activated multiple trap-and-release transport with an

activation energy on the order of 10meV [34], but the origin of trap potentials is

still unknown. To clarify the characteristics of trap potentials, Kalb et al. estimated

the trap states of pentacene from the transport characteristics of FETs [21]. Ohashi

et al. measured the potential fluctuation in the channel of pentacene thin-film
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transistors by atomic-force-microscope potentiometry [35]. Recently, Yogev et al.

reported on the direct determination of the hole density of states in amorphous

organic films by Kelvin probe force microscopy with high lateral resolution and

high energy resolution [36].

15.1.2 Recent Theoretical Studies

Recent theoretical studies have been aimed at the above-mentioned transport

problems on single-crystal organic materials with high mobility, employing quan-

tum mechanical theory from an atomistic viewpoint.

Troisi and Orlandi solved the time-dependent Schrödinger equation of electrons

coupled with the classical equation of molecular motion taking account of the

polaron effects by means of the Peierls model, which describes the strong coupling

between the intermolecular vibration and an electron [37, 38]. They showed that

large thermal fluctuations of molecular motion are sufficient to destroy the transla-

tional symmetry of the molecular lattice, and the carrier state alternates between

delocalized bandlike and strongly localized. Fratini and Ciuchi also employed the

Peierls model and found the simultaneous presence of band carriers and incoherent

localized states [39]. Ciuchi, Fratini, and Mayou analyzed the optical conductivity

observed in experiments using the Kubo formula with the Peierls model and found

an incipient electron localization caused by large dynamical lattice disor-

der [40]. Böhlin, Linares, and Stafstöm investigated the polaron dynamics in a

molecular lattice subjected to an electric field with a finite magnitude within the

Peierls model and found a change in the transport process from an adiabatic polaron

drift process to a combination of sequences of adiabatic drift and nonadiabatic

hopping events [41]. Brédas suggested that the thermal bandwidth narrowing of

organic semiconductors observed in ARPES experiments [42] is caused by the

reduction of transfer energies induced by the thermal expansion of the lattice [43].

Although these approaches focus on the intermolecular coupling in the Peierls

(large polaron) model, the intramolecular coupling described by the Holstein (small

polaron) model cannot be ignored when accounting for the transport properties of

single-crystal organic materials because the Holstein-type polaron has a large

binding energy and describes the charge transport in the localized hopping regime

owing to static disorder, which inevitably exists in molecular crys-

tals [21]. Hannewald and Ortmann have analytically evaluated mobility by the

method of canonical transformation of the Holstein model [44–47]. They explained

the bandwidth-narrowing effect within the polaron picture, and studied the contri-

butions of both coherent and incoherent scattering events to the transport properties.

However, they assumed the transport to be bandlike, i.e., that the phase coherence is

maintained and that scattering by phonons is infrequent. In general, this assumption

is valid at temperature much lower than room temperature.
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15.2 Fundamental Theory of Transport Phenomena
in Crystals

Understanding the unknown electron transport properties in organic molecular crys-

tals is the key not only to the progress of basic material science but also to realizing

flexible and printed device applications such as organic transistors [13, 25, 48],

organic LEDs [8], and organic solar cells [10]. We start this section with some basic

concepts of electron transport phenomena from the viewpoint of solid-state physics.

When a bias voltage V is applied to an organic thin film, we can observe the electric

current I between source and drain electrodes. It is well known that the conductance

G (� I∕V) of a thin film is directly proportional to its width W and inversely propor-

tional to its length L:

G ¼ σ
W

L
, ð15:2Þ

where the conductivity σ is a material property of the thin film. Although the

conductivity is a “macroscopic” physical quantity, its value is determined by

the “microscopic” characteristics of the material. It is very important to investigate

the relationships of macroscopic transport properties with the intermolecular elec-

tronic coupling, molecular vibration, and molecular packing structure, because the

molecular design of novel organic materials is essential for obtaining organic

devices with improved performance.

15.2.1 Electronic States of Molecular Crystals

15.2.1.1 Tight-Binding Approximation

The electrons in an isolated single molecule form localized eigenstates known as

molecular orbitals with discrete energy levels. They naturally retain this strong

localization when the molecule participates in the formation of molecular crystals,

because the molecular crystals are formed with very weak van der Waals interac-

tions between molecules. Therefore, an obvious approach to describe the crystal

electron is a linear combination of molecular orbitals. The valence band states of

crystal jΨ ⟩ can be described using the highest occupied molecular orbitals

(HOMOs) jΦn⟩ of the nth single molecule as follows:

jΨ ⟩ ¼
Xþ1

n¼�1
CnjΦn⟩, ð15:3Þ

where Cn represents the probability amplitude. As an example, we show the HOMO

of an isolated pentacene molecule in Fig. 15.2a. The crystal electrons must be
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described as quantum particles, and the calculation of electronic states requires that

we solve the time-independent Schrödinger equation for the molecular crystal,

Ĥ jΨ ⟩ ¼ EjΨ ⟩, where the crystal Hamiltonian is represented by Ĥ . We assume

that the molecular orbital basis set fjΦn⟩g satisfies the conditions of a complete

orthonormal system, i.e., ⟨ΦnjΦm⟩ ¼ δnm and
X
n

jΦn⟩⟨Φnj ¼ 1. Using these condi-

tions, the Schrödinger equation is rewritten as
X
n

Ĥ jΦn⟩Cn ¼ E
X
n

jΦn⟩Cn. Then,

applying ⟨Φmj to this equation, we obtain the matrix form of the Schrödinger

equation: X
n

⟨ΦmjĤ jΦn⟩Cn ¼ ECm: ð15:4Þ

Here, the diagonal elements of the Hamiltonian matrix ⟨ΦnjĤ jΦn⟩ are approxi-

mately equal to the HOMO level of the nth isolated single molecule, while the

off-diagonal elements ⟨ΦmjĤ jΦn⟩ represent the transfer energies γnm between

the HOMO of the nth molecule and that of the mth molecule and directly affect

the transport properties of the material.

As a simple example, we consider a one-dimensional molecular crystal of

pentacene with intermolecular distance a and the HOMO overlap included only

up to nearest neighbor molecules, i.e., ⟨Φn�1jĤ jΦn⟩ ¼ γ and the others are zero,

since the molecular orbital is localized mainly in a single molecule. A schematic

picture of the model is shown in Fig. 15.2b. We obtain the following Schrödinger

equation with a sparse Hamiltonian matrix,

a

γγ

nn-1 n+1

HOMO
a b

Φn

Fig. 15.2 (a) HOMO of single pentacene molecule. (b) Simple model of one-dimensional

molecular crystal with intermolecular distance a. The transfer energy between the nearest neighbor
HOMOs is represented by γ
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⋱ ⋱ ⋱ ⋱ ⋱
⋱ 0 γ 0 ⋱
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⋱ ⋱ ⋱ ⋱ ⋱

0BBBB@
1CCCCA

⋮
Cn�1

Cn

Cnþ1

⋮

0BBBB@
1CCCCA ¼ E

⋮
Cn�1

Cn

Cnþ1

⋮

0BBBB@
1CCCCA: ð15:5Þ

We can evaluate the eigenstates {Cn} and their eigenenergies E by the numerical

diagonalization of the Hamiltonian matrix. The use of the molecular basis set has

advantages in real-space representation, for instance, the local electron density on

the nth molecule is easily expressed by jCn j 2.

15.2.1.2 Electronic Band Structure, Carrier Velocity

and Effective Mass

In contrast to the real-space representation, the reciprocal-space representation is

also useful for understanding the electron state in a crystal with periodic potentials.

Mathematically, the extended electron states jΦk⟩ with wave vector k can be

transformed from the localized molecular orbitals jΦn⟩ by the Fourier transform

jΦk⟩ ¼ Ck

Xþ1

n¼�1
eikRn jΦn⟩, ð15:6Þ

where Rn(� na) is the position vector of the nth molecule and Ck is the normaliza-

tion constant resulting in ⟨ΦkjΦk⟩ ¼ 1. The eigenenergy of the extended state with

wave vector k corresponds to the electronic band structure, as shown below.

EðkÞ � ⟨ΦkjĤ jΦk⟩

¼ Ck

X
n

eikRn⟨ΦkjĤ jΦn⟩

¼ Ck

X
n

γ eikðRn�1þaÞ⟨ΦkjΦn�1⟩þ eikðRnþ1�aÞ⟨ΦkjΦnþ1⟩
� �

¼ γ eika⟨ΦkjΦk⟩þ eikð�aÞ⟨ΦkjΦk⟩
� �

¼ 2γ cos ðkaÞ

ð15:7Þ

The velocity of a crystal electron is given by the group velocity defined as

vðkÞ � 1

ℏ
dEðkÞ
dk

: ð15:8Þ
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A crystal electron with charge q in the presence of an external electric field ℰ gains

additional energy dE in an infinitesimal time dt, i.e., dE ¼ qℰ � vðkÞdt. Then using

Eq. (15.8), we obtain ðdE=dkÞdk ¼ qℰðdE=ℏdkÞdt, resulting in

dk

dt
¼ qℰ

ℏ
: ð15:9Þ

From Eqs. (15.8) and (15.9), it follows that the rate of change of the group velocity is

dvðkÞ
dt

¼ 1

ℏ
d2EðkÞ
dkdt

,

¼ 1

ℏ
d2EðkÞ
dk2

dk

dt
,

¼ 1

ℏ2
d2EðkÞ
dk2

qℰ:

ð15:10Þ

This equation is analogous to the classical equation of motion dv=dt ¼ qℰ=m for a

point charge q in an electric field ℰ if the mass m is replaced by the effective mass

m∗ defined as

1

m∗
¼ 1

ℏ2
d2EðkÞ
dk2

: ð15:11Þ

The effective mass is simply given by the curvature of the electronic band E(k).
In the case of the valence band of the one-dimensional molecular crystal

discussed above, the group velocity and effective mass are given as vðkÞ ¼ �2γa
sin ðkaÞ=ℏ andm∗ ¼ �ℏ2=2γa2 cos ðkaÞ. To increase the group velocity and reduce
the effective mass, we must synthesize molecular crystals with higher transfer

energies γ and longer lattice constants a.

15.2.2 Electric Conductivity, Mobility and Mean Free Path
of Crystals

In about 1900, Drude described conductivity using the assumption of an ideal

electron gas in a metal. For an ideal electron gas in an external electric field ℰ,
the classical equation of motion for electrons with velocity v is described as

m
dv

dt
¼ � m

τm
vþ qℰ, ð15:12Þ
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where the friction term is given by the first term on the right-hand side and τm has

the meaning of a momentum relaxation time. For a steady-state current, we have

v ¼ ðqτm=mÞ � ℰ. The electron mobility characterizes how quickly an electron can

move through a material in an applied electric field ℰ and is defined as

μ � v

ℰ
¼ qτm

m
, ð15:13Þ

which is always specified in units of cm2/Vs. The current density J along an external
electric field is given by the product of the charge density qn and its velocity v, i.e.,

J ¼ qnv ¼ ðq2nτm=mÞℰ; therefore, the conductivity is written as

σ ¼ J

ℰ
¼ q2nτm

m
: ð15:14Þ

For FETs using a gate insulator with capacitance C, we obtain the relationships

among the conductivity, mobility, and gate voltage from Eqs. (15.13) and (15.14) as

σ ¼ nqμ ¼ μCðVG � VthÞ, ð15:15Þ

since the carrier density is evaluated by nq¼C(VG � Vth), where the applied gate

voltage and threshold voltage are represented by VG and Vth, respectively. In

experimental observations, the mobility is obtained from the rate of increase of σ
with increasing VG. Improving the current-amplification factor of FETs requires

higher-mobility materials, because the ratio of output current to bias voltage is

proportional to the conductivity.

The mean free path ‘m is one of the fundamental quantities in understanding the

charge transport mechanism and is defined as the distance that an electron travels

before its initial momentum is destroyed.

‘m ¼ v � τm ð15:16Þ

It varies widely from one material to another and is also strongly affected by

temperature and the existence of static disorder. When the mean free path becomes

smaller than the lattice constant a in a strongly disordered system, the concept of the

mean free path breaks down. In this case, the carriers are localized spatially in the

strong disorder potential, thus the localization length Lξ becomes the meaningful

quantity instead of the mean free path ‘m.

15.2.3 Kubo Formula Based on Quantum Theory

In the previous subsection, we extracted the conductivity within the classical

theory. However, to evaluate the transport properties from the atomistic viewpoint,
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we should obtain the conductivity σ by adopting quantum-mechanical theory using

the Kubo formula [49–52],

σ ¼ q2

Ω

Zþ1

�1
dE � df ðEÞ

dE

� � Zþ1

0

dtTr δðE� bHeÞbvxðtÞbvxð0Þh i
, ð15:17Þ

where the volume of material is represented byΩ, the Fermi distribution function is

f(E), the velocity operator along x axis of charge is written as bvxðtÞ � bU{ðtÞbvx bUðtÞ
in the Heisenberg picture, and bUðtÞ is the time-evolution operator. Since the

velocity-correlation function bvxðtÞbvxð0Þ satisfies the following relation,

Zþ1

0

dt⟨bvxðtÞbvxð0Þ⟩ ¼ lim
t!þ1

1

2t

Zt
0

Zt
0

dsds
0
⟨bvxðsÞbvxðs0 Þ⟩ ð15:18Þ

¼ lim
t!þ1

1

2t
⟨ bxðtÞ � bxð0Þð Þ bxðtÞ � bxð0Þð Þ⟩, ð15:19Þ

we can rewrite the expression of conductivity as follows,

σ ¼ lim
t!þ1

Zþ1

�1
dE � df ðEÞ

dE

� �
q2Tr

δðE� bHeÞ
Ω

� bxðtÞ � bxð0Þf g2
t

" #
: ð15:20Þ

Here the position operator of charge is written as bx.
From Eq. (15.15), the mobility of a carrier with elementary charge q is written as

the conductivity given by Eq. (15.20) divided by the charge density, μ¼ σ∕qn. The
charge density is defined as qn¼ q

R
d E f(E)ν(E), where ν(E) is the density of

states (DOS) given by Tr½δðE� bHeÞ=Ω�.
The diffusion coefficient D is evaluated as the long-time limit of the time-

dependent diffusion coefficient,

D � lim
t!þ1DðtÞ

¼ lim
t!þ1

⟨ bxðtÞ � bxð0Þf g2⟩
t

,
ð15:21Þ

where ⟨� � � ⟩ � R
dEf ðEÞTr½δðE� bHeÞ� � � �

R
dEf ðEÞTr½δðE� bHeÞ�. When we

approximate the Fermi distribution function as f ðEÞ ’ exp�E=kBT, since we

consider the low carrier states of the semiconductor in the present study, we can

extract the well-known Einstein relation as follows [53, 54],
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D ’ lim
t!þ1

1

t

R
dEe

�E
kBTTr½δðE� bHeÞ bxðtÞ � bxð0Þf g2�R

dEe
�E
kBTTr½δðE� bHeÞ�

,

’ kBT

lim
t!þ1

R
dE

1

kBT
e
�E
kBTq2Tr

δðE� Ĥ eÞ
Ω

bxðtÞ � bxð0Þf g2
t

" #

q2
R
dEe

�E
kBTTr

δðE� Ĥ eÞ
Ω

� � ,

’ kBT
σ

q2n
,

’ kBT

q
μ:

ð15:22Þ

The definitions of the DOS ν and the diffusion coefficient D are applied to

Eq. (15.20); then we obtain another well-known equation, σ ’ q2νD.
To clarify the transport properties in detail, the mean free path ‘m and momen-

tum relaxation time τm are thoroughly discussed. Because the diffusion coefficient

satisfies D ¼ v2τm in the diffusive band-transport limit, the mean free path and

relaxation time can be obtained using the diffusion coefficient as ‘m¼D∕v and

τm¼D∕v2, respectively, where v is the carrier velocity defined by lim
t!0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
DðtÞ=tp

[51, 52].

15.2.4 Inter- and Intramolecular Vibration Effects

To clarify the charge transport properties of organic semiconductors from an

atomistic viewpoint, we adopt a semiclassical approach for molecular vibrations

(phonons), assuming that the nuclear motion of the lattice is treated classically,

whereas the charge carrier dynamics is evaluated purely on the basis of the quantum

mechanical approach. Note that this assumption has been frequently adopted in

studies of conductive polymers [55, 56]. We employ the mixed Holstein–Peierls

model for the carriers interacting tightly with both the intramolecular distortions

and intermolecular vibrations.

15.2.4.1 Holstein Model

The Holstein model [24] is based on local electron–phonon coupling, which is

purely intramolecular, i.e., it acts at a single molecule ionized by the charge of the

carrier. Figure 15.3a shows the potential energy surfaces of the neutral state and

charged state of a molecule as a function of the intramolecular displacement Δu.
When a neutral molecule is charged by a carrier, the total energy increases from
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En(0) to Ec(0). Then the charged molecule takes the lowest total energy Ec(Δ u) with
the intramolecular deformation Δ u. The reorganization energy λ corresponds to the
energy difference between Ec(0) and Ec(Δ u). When we employ the harmonic-

potential approximation for the intramolecular deformation energy, the Hamilto-

nian of the Holstein model is given by

ĤH ¼
X
n

~εnðΔunÞf gĉ{nĉn þ
X
n

1

2
KH Δunf g2, ð15:23Þ

where the elastic constant of intramolecular deformation is represented by KH and

~ε n is the on-site energy of the nth molecule defined as a function of the intramo-

lecular deformation Δ u,

~ε nðΔunÞ ¼ εn þ αH � Δun: ð15:24Þ

The Holstein-type electron–phonon coupling constant is represented by αH. The

operators, ĉn and ĉ{n, are annihilation and creation operators of a hole (electron)

at the HOMO (the lowest unoccupied molecular orbital (LUMO)) with on-site

energy εn.
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Fig. 15.3 (a) (Upper) Schematic picture of intramolecular displacement Δ u of a single molecule.

(Lower) Potential energy surface of neutral state and charged state of a molecule as a function of Δ
u. (b) (Upper) Intermolecular distance Rnm between nth and mth molecules. (Lower) Schematic

picture of the transfer energy γrm and total energy of a dimer Edim as a function of intermolecular

distance Rnm. The bond length at the equilibrium position is represented by R0
nm
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15.2.4.2 Peierls Model

The intermolecular vibration influences the time dependence of transfer energies

between adjacent molecules. For organic semiconductors, even small molecular

displacements induced by the intermolecular vibrations lead to significant changes

in the transfer energies. The resulting nonlocal coupling leads to the Peierls model,

such as the Su-Schrieffer-Heeger model [55, 56]. We show schematic pictures of

the Peierls model in Fig. 15.3b. When the change in bond length between the nth
and mth molecules is written as ΔRnm, the change in transfer energy is well

expressed by αP �ΔRnm around the equilibrium position, where the Peierls-type

electron–phonon coupling constant is denoted by αP. Therefore, the Hamiltonian of

the Peierls model can be written as

ĤP ¼
X
n,m

~γ nm ðΔRnmðtÞÞ ĉ{nĉm þ bc{mĉn� �þX
n

1

2
M

dΔRnðtÞ
dt

	 
2

þ
X
n,m

1

2
KP ΔRnmðtÞf g2, ð15:25Þ

where the transfer energy~γ nm coupled with the intermolecular vibrations is defined by

~γ nmðΔRnmÞ ¼ γnm þ αP � ΔRnm: ð15:26Þ

Here, γnm is the bare transfer energy between the nth and mth molecules. The

second and third terms of Eq. (15.25) correspond to the kinetic energy of a molecule

with mass M and the potential energy of intermolecular vibrations, respectively.

The displacement of the center of mass of the nth molecule is written as ΔRn. The

elastic constant KP between adjacent molecules can be evaluated from the change in

the total energy of a dimer, Edim, as a function of Rnm, i.e., as shown in Fig. 15.3b,

and KP is obtained from the fitting to the analytic expressionEdim ¼ ð1=2ÞKPΔRnm
2

around the equilibrium position.

15.2.4.3 Holstein–Peierls Model

As mentioned above, the Holstein model or Peierls model has been employed so far

in theoretical studies of the transport properties of organic semiconductors. How-

ever, it seems that the charge carriers in organic semiconductors are strongly

coupled with both the intra- and intermolecular vibrations. Therefore, for organic

semiconductors, we should employ the mixed Holstein–Peierls model [44, 45]. The

Hamiltonian of the mixed Holstein–Peierls model is obtained as the sum of those of

Holstein model and Peierls model, that is to say,Ĥ tot ¼ bHH þ bHP. The electron part

of the total Hamiltonian is written as
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Ĥ e ¼
X
n,m

~γnmðΔRnmÞf g ĉ{nĉm þ bc{mĉn� �þX
n

~εnðΔunÞf gĉ{nĉn, ð15:27Þ

where the transfer energy ~γ nm and orbital energy ~ε n are coupled with the

intermolecular vibrations and the intramolecular deformation. For the intramolec-

ular deformations and intermolecular vibrations, we obtain the following

Hamiltonian:

Ĥ v ¼
X
n

1

2
M

dΔRnðtÞ
dt

	 
2

þ
X
n,m

1

2
KP ΔRnmðtÞf g2 þ

X
n

1

2
KH ΔunðtÞf g2: ð15:28Þ

We can write the total Hamiltonian asĤ tot � bHe þ bHv. Using this Hamiltonian, we

can investigate the transport properties of charge coupled with both the intramo-

lecular deformations and intermolecular vibrations of organic molecular crystals.

15.3 Methodology of Charge Transport Calculations
for Organic Semiconductors

To investigate the transport properties at around room temperature, we have

developed a new methodology based on the time-dependent wave-packet diffusion

(TD-WPD) method that can be used with the mixed Holstein–Peierls model [57]. In

our approach, we can evaluate the carrier mobilities, mean free paths, and diffusion

coefficients, including both the Holstein-type and Peierls-type polaronic states, on

the same footing, with the use of the Kubo formula based on the quantum-

mechanical calculations of electron wave-packet dynamics combined with a clas-

sical molecular-dynamics simulation.

15.3.1 TD-WPD Methodology for Organic Semiconductors

In the TD-WPD method, the electron motion in a material with thermally excited

lattice vibrations is described directly by combining the quantum-mechanical time-

evolution calculation of an electron wave packet with a classical molecular lattice

dynamics simulation [51, 52]. In our previous studies, we applied the TD-WPD

method to carbon nanotubes formed by covalent bonding [58, 59]. The molecules in

organic materials, on the other hand, are coupled to each other by weak van der

Waals interactions, making these materials much more flexible than covalently

bonded materials. The carrier motion in organic materials is strongly affected by the

lattice distortions that form the so-called polaron state, that is, a quasi-particle state

coupled with electron and molecular vibrations. Therefore the charge-carrier trans-

port must be described using models different from those for covalently bonded
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semiconductors. We newly introduce the polaron effect into the TD-WPD

methodology [57].

We show the schematic flowchart for the mixed Holstein–Peierls model in

Fig. 15.4.

(0) First of all, we set the initial conditions at t¼ 0 for the electron wave packet

jΨðt ¼ 0Þ⟩, intermolecular configurations fΔRnðt ¼ 0Þg, and intramolecular

configurations fΔunðt ¼ 0Þg.
(1) Then, we determine the Hamiltonian Ĥeðt ¼ 0Þ for the given inter- and

intramolecular configurations.

(2) The time-evolution operator of an electron defined byexpf�iĤeðt ¼ 0ÞΔt=ℏg is
created from the Hamiltonian, and we evaluate the time evolution of the wave

packet from t¼ 0 to t¼Δt.
(3) Then, we obtain the inter- and intramolecular configurations at the next time

step, fRnðt ¼ ΔtÞg and fΔunðt ¼ ΔtÞg, using the canonical equation of motion,

including the effect of not only the thermally excited molecular vibration but

also the polaronic lattice distortions.

(1)’ After returning to process (1), we extract the Hamiltonian at the next time step,

Ĥ eðt ¼ ΔtÞ, from the renewed inter- and intramolecular configurations.

(3). Molecular dynamics from t to t+Δt

(1). Create Hamiltonian from molecular arrangement 

(2). Wave-packet dynamics from t to t+Δt

(4). Evaluation of transport properties

ΔR(t+Δt)ΔR(t)

Δu(t+Δt)Δu(t)
dE

tot
({ρ},{ΔR},{Δu})

dt2

d2ΔR
M = 

dΔR

Equation of motion

(0). Input of initial conditions at t=0

{ΔR(0)} {Δu(0)}Ψ(0)

= H
e
(t) Σ

n,m
γnm 

(ΔR
nm

) (c
n
c

m
+c

m
c

n
)~
+ Σ

n

εn
(Δu

n
) c

n
c

n
~

Ψ(t)Ψ(t+Δt) = exp
h

H
e
(t)

i Δt

Time evolution of wave packet
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To next 
time step

{ΔR}
{Δu}

{x(t)-x(0)}2

dE e2

dE
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Ω
δ(E-H
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t
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t   +

+

-

Tr

Fig. 15.4 Flowchart of numerical computation according to the TD-WPD methodology in the

case of the Holstein–Peierls model
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(4) Repeating the above processes, we take into account the complicated trajectory

of electron motion in its induced time-dependent lattice distortion, and evaluate

the conductivity σ using Eq. (15.29).

15.3.1.1 Conductivity of Electron Coupled with Molecular Vibrations

To evaluate the electron conductivity σ of materials with volume Ω from the time

evolution of the initial electron wave packet jΨ nð0Þ⟩, we employ the time-

dependent form of the Kubo formula [49–52],

σ ¼ lim
t!þ1

Zþ1

�1
dE � df ðEÞ

dE

� �
q2

Ω

� N

Nw

XNw

n¼1

⟨Ψ nð0ÞjδðE� cHeÞ bxðtÞ � bxð0Þf g2jΨ nð0Þ⟩
t

, ð15:29Þ

where the Fermi distribution function is represented by f(E). N and Nw represent

the number of molecules and the number of initial wave packets, respectively.

The position operator of charge is written as bxðtÞ � bU{ðtÞbx bUðtÞ in the

Heisenberg picture. The time-evolution operator is defined asbUðt ¼ NtΔtÞ � ΠNt�1
n¼0 expfiĤ eðnΔtÞΔt=ℏg. We can evaluate the electron wave

packet at time t by solving the time-dependent Schrödinger equation

jΨðtÞ⟩ ¼ bUðtÞjΨ ð0Þ⟩. The dynamical change in electronic states owing to the

inter- and intramolecular vibrations is included in the time-dependent electron

Hamiltonian Ĥ eðtÞ.

15.3.1.2 Motion of Molecules Coupled with Electrons

Using real-time classical molecular dynamics simulations, we describe the dynam-

ical lattice distortions due to both the thermal fluctuation and the reorganization

upon ionization by charge carriers.

When we employ the generalized coordinate system {Q} to describe the lattice

distortion, the equation of motion for the nth site with mass M is derived from the

canonical equation M � d2Qn=dt
2 ¼ �∂Etot=∂Qn, where the total energy Etot is

defined as the sum of the electron energy and molecular vibration energy. Here, for

instance, Qn represents the displacement of the nth molecular position ΔRn and the

intramolecular distortion Δun. In general, the total energy is divided into four terms,

Etot ¼ EeðfρgÞ þ Epot
v ðfQgÞ þ Ekin

v ðf _QgÞ þ Eevðfρ �QgÞ, where Ee, E
pot
v , Ekin

v , and

Eev represent the electron energy, the elastic potential energy, the kinetic energy

of molecular vibration, and the electron–phonon coupling energy, respectively.
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Here, the electron density matrix is written as fρg. We obtain the following

equation of motion for the lattice vibration and polaronic distortion:

M
d2Qn

dt2
¼ �∂Epot

v ðfQgÞ
∂Qn

� ∂Eevðfρ �QgÞ
∂Qn

, ð15:30Þ

where the first term on the right-hand side corresponds to the elastic force and the

second term induces the lattice distortion due to polaron formation. The tempera-

ture T is fixed by normalizing the kinetic energy of lattice vibration at each time

step under the condition of
XN
n¼1

M _Q
2

n=2 ¼ dNkBT=2 in d-dimensional systems.

Solutions of the coupled Eqs. (15.29) and (15.30) allow us to describe the motion

of an electron that is strongly coupled with both the thermal fluctuating lattice and

the distortion due to polaron formation.

The total Hamiltonian of the mixed Holstein–Peierls model is given by

Ĥ totðtÞ � bHeðtÞ þ bHvðtÞ, and we can obtain the total energy as

Etot ¼
Z

dE f ðE� EFÞTr δðE� bHeÞĤ tot

h i
¼

X
n,m

~γ nmðΔRnmÞ � ρnmðtÞ þ ρmnðtÞf g þ
X
n

~ε nðΔunÞ � ρnnðtÞ

þ
X
n

1

2
M

dΔRnðtÞ
dt

	 
2

þ
X
n,m

1

2
KP ΔRnmðtÞf g2

þ
X
n

1

2
KH ΔunðtÞf g2, ð15:31Þ

where ρnm � R
dEf ðE� EFÞTr½δðE� bHeÞĉnĉ{m� is the density matrix element.

• Canonical equation of motion for intermolecular vibrations Electronic

intermolecular interactions in molecular crystals with transfer integrals

γ’ 100meV should give rise to the formation of mesoscopically extended

Bloch electrons on a time scale of τe ¼ ℏ=γ ’ 10 fs. Intermolecular vibrations

on a slower time scale of τinter > 100 fs lead to dynamic fluctuations of the

transfer integrals [60]. Replacing Qn by ΔRn in Eq. (15.30), we can derive the

equation of motion for the intermolecular vibrations as

M � d2ΔRn=dt
2 ¼ �∂Etot=∂ΔRn.

• Canonical equation of motion for intramolecular vibrations The intramolecular

vibration occurs on a time scale comparable to that for charge delocalization

τintra� τe and should result in Holstein-type polaronic relaxation. Therefore,

for the intramolecular distortions, we determine Δ un by the variational

principle for the minimum total energy, ∂ Etot∕∂ Δ un¼ 0, resulting in

ΔunðtÞ ¼ ðαH=KHÞ � fρnnðtÞ=
X
m

ρmmðtÞg.
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15.3.1.3 Parameters of Organic Semiconductors

Since van der Waals force originates from a temporary fluctuating dipoles of a

molecule, a rigorous treatment of van der Waals interaction within a simple tight-

binding approximation is very difficult. Therefore, we employ a semi-empirical

approach for the van der Waals interactions. When we extract the physical quan-

tities of molecular semiconductors such as transfer energy and elastic constant

between molecules, we employ the DFT-D approach, which consists in adding a

semi-empirical dispersion potential to the conventional Kohn–Sham DFT

energy [61]. The obtained quantities are in good agreement with some experimental

observations [62]. Although various two-dimensional organic thin films can be

treated with the present approach, we consider, for simplicity, a one-dimensional

stack of 1,600 pentacene molecules here. This is justified since the transport

properties of organic semiconductors are strongly anisotropic in real space.

We obtain the bare transfer integrals between adjacent molecules, γ¼�75meV,

by fitting the bandwidth of the three-dimensional pentacene crystal computed by DFT

calculations (see Hummer and Ambrosch-Draxl [63] for details) with the bandwidth

4γ of the one-dimensional model used here. The Peierls-type electron–phonon

coupling is estimated as αP� d γ∕d Δ R at the equilibrium molecular position,

where the bond-length-dependent γ is calculated by the dimer-splitting

approach [20, 64] at the DFT-D/B3LYP-D3/6-31G(d) level. For these quantities, we

use αP¼ 104meV/Å [65]. The Peierls-type elastic constant can be estimated as

KP¼ 2. 19 eV/Å2 by fitting the computed bond-length-dependent total energy U(Δ R)
with the parabolic form U¼KP(Δ R)2∕2 around the equilibrium molecular posi-

tion [62]. These results are in good agreement with previously reported values

(αP¼ 86� 174meV/Å and KP¼ 1. 50 eV/Å2) [37, 38]. The intermolecular vibration

has a continuous phonon-band structure, ℏωPðqÞ ¼ ℏ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2KPð1� cos qaÞ=Mp

with the

bandwidth of 3.8meV, where the bond length a¼ 5. 16Å and the mass of a pentacene

moleculeM is 4. 151� 10�24 kg. This phonon dispersion is in good agreement with an

acoustic phonon branch of oligoacene crystals [66]. By coupling the wave packet

dynamics with the classical molecular dynamics, we can use various phonon modes

from q¼ 0 to �π∕a, which are thermally excited at a finite temperature, to study the

realistic phonon-scattering effects on the charge-transport properties [51, 52].

The Holstein-type electron–phonon coupling and the elastic constant of

αH¼�93 and KH¼ 92meV, respectively, are taken from Lei and

Shimoi [67]. These quantities are also estimated using the DFT calculations at the

B3LYP/6-31G(d) level [68]. Here, we employ the dimensionless-effective-scalar

coordinate Δ un as the intramolecular distortion. We confirmed that when the

effective coordinate Δ u is equal to 1, the relaxation energy defined as KH � ðΔuÞ2=
2 and the binding energy of the Holstein-type polaron are in good agreement with

those obtained in other theoretical studies [20, 67].

For the numerical computation of the time evolution of wave packets combined

with the molecular dynamics within the TD-WPD methodology, we employ a time
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step Δ t of 2 � h∕(1 eV )’ 8. 272 fs for stacked pentacene molecules. We evaluate

Eq. (15.29) using 256 initial conditions for wave packets of localized random phase

states [69], distributions of static disorder, and Maxwell velocity distributions of

molecules.

15.4 Transport Properties of Carrier Coupled with
Inter- and Intramolecular Vibrations of Organic
Semiconductors

For typical organic semiconductors, the transfer energies of carriers are small in the

range of 10–102meV, which is comparable to the depth of carrier-trap potentials

due to static disorder, such as impurities and dipoles in the substrate [21, 70]. Fur-

thermore, the magnitude of transfer energies is similar to both the dynamical

disorder induced by thermal fluctuations of molecules and the polaron binding

energies. It is important for us to understand the carrier transport mechanism in

competition among the thermal fluctuations, the polaron formation, and the

static disorder, as shown in Fig. 15.5. Therefore, we take these into account and

investigate the temperature dependence of transport properties of organic

semiconductors.

15.4.1 Polaron-Formation Effect on Electronic States

First, we investigate the electron–phonon coupling effect on the polaron formation

of single-crystal organic semiconductors without both thermal fluctuation and static

disorder. The polaron state is achieved by self-consistent calculations to minimize

the total energy Etotwith respect to the intra- and intermolecular displacements, i.e.,

Δun and ΔRn, respectively, under the condition of keeping the length of the

molecular lattice fixed [41, 55, 56].

h

a c

h
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+
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+ - +
-

+
-
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h

Fig. 15.5 Schematic images of some major scattering factors in organic semiconductors. (a)
Creation of polaron, which is a quasi-particle state composed of a charge and its accompanying

lattice deformations. (b) Dynamical disorder on electronic states induced by thermally excited

molecular motion (lattice phonons). (c) Static disorder originating from structural disorder,

impurities, grain boundaries, and random dipoles in the substrate
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15.4.1.1 Binding Energy of Polaron State

The obtained spatial distribution of the polaron state is localized in the range of

50Å (� 10 molecules). We show the energy spectrum of the DOS of the HOMO

bands in Fig. 15.6. The spectrum shows van Hove singularities since we employ the

one-dimensional model. We can see a discrete polaron state in the energy spectrum

of the DOS located above the HOMO band. The binding energy EB is evaluated to

be 14.3meV, which is of the same order as the transfer energy γ and thermal

excitation energy kBT at around room temperature. This implies that the Holstein–

Peierls-type electron–phonon coupling affects the carrier transport properties

through polaron formation.

In Table 15.1, we present the calculated polaron binding energies for three

different models. One is the mixed Holstein–Peierls model discussed above, and

the others are the Peierls model where αP 6¼ 0 and αH¼ 0, and the Holstein model

where αP¼ 0 and αH 6¼ 0. We observe significant differences among these models.

We see that the Holstein–Peierls model gives rise to a much larger binding energy

than the Holstein and Peierls models. These calculated results indicate that we must

take into account both the Holstein-type and Peierls-type electron–phonon cou-

plings simultaneously when we study the transport properties of organic

semiconductors.
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-4.5

-4.4

En
er

gy
 (e
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EB

Polaron state

DOS [arb. unit]

HOMO band state

Fig. 15.6 Density of states (DOS) for the HOMO band of one-dimensional pentacene crystal. A

discrete energy level of the polaron state is created above the HOMO band, as indicated by the

arrow. The binding energy EB is defined as the energy difference between the polaron level and the

top of the HOMO band. (Reproduced, with permission, from Ishii et al. [57])

Table 15.1 Polaron binding energies calculated by the Holstein, Peierls, and Holstein–Peierls

models for pentacene single crystal. (Reproduced, with permission, from Ishii et al. [57])

Holstein Peierls Holstein–Peierls

Binding energy EB (meV) 7.5 1.3 14.3
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15.4.1.2 Thermal-Fluctuation and Polaron-Formation Effects
on Transfer Energy

Next, we investigate the electron–phonon coupling effects on the transfer energies,

because the charge transport properties strongly depend on the transfer energies.

In the above discussion, we obtained the polaron state by self-consistent calcula-

tions to minimize the total energy Etot with respect to Δ un and ΔRn. Here, we

consider the low-temperature limit (T! 0) to exclude the thermal fluctuation

effects in the molecular dynamics simulations. The transfer energies are enhanced

from � 75 to �79meV by the shrinkage of the molecular bond length, resulting in

the formation of the polaron state.

Since the organic semiconductor devices are operated at room temperature, it is

essential to consider how the thermal fluctuations of molecular motion, as well as

the polaron formation, affect the transfer energies. Figure 15.7a shows the time-

dependent transfer energies for several bonds at 300K. For comparison, the transfer

energy without any distortion, ΔRnm¼ 0, is shown by the red broken line. The

thermal lattice vibrations give rise to a large amount of dynamic disorder in the

transfer energies, whereas the polaron formation slightly contributes to the change

in transfer energy. The amplitude of the thermally fluctuating transfer energies

reaches about 80meV, which is comparable to the magnitude of the long-time-

averaged transfer energies. This large dynamic disorder in the transfer energy is one

of the significant characteristics of organic semiconductors. For comparison with

covalently bonded materials, we show the time-dependent transfer energies for
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Fig. 15.7 (a) Some time-dependent transfer energies induced by the intermolecular vibrations at

T¼ 300K. The transfer energy without electron–phonon coupling (αH¼ αP¼ 0) is presented by

the red broken line, and the maximum value of transfer integrals enhanced by polaronic distortion

is shown by the solid red straight line. (b) For a comparison, the time-dependent transfer energy

between π-orbitals of neighboring carbon atoms in a carbon nanotube at T¼ 300K is shown
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carbon nanotubes in Fig. 15.7b, where the transfer energy is defined as the coupling

between π-orbitals of carbon atoms. We see that the ratio of the amplitude of

fluctuation to the long-time averaged transfer energy is very small compared with

that of organic semiconductors.

The dynamic disorder of transfer energies in the organic semiconductors is

comparable to the thermal excitation energy kBT, and the Holstein–Peierls-type

polaron binding energy EB. These calculated results indicate that the charge-

transport properties of organic semiconductors are determined within a subtle

balance among the energies of the thermal fluctuation of molecular motion, thermal

excitation, and polaron formation.

15.4.2 Inter- and Intramolecular-Vibration Effects
on Intrinsic Charge-Transport Properties

We study the intrinsic charge-transport properties of single-crystal organic semi-

conductors, excluding static disorder. This provides the possible maximum value of

mobility. The main plot in Fig. 15.8 shows the calculated carrier mobility μ as a

function of temperature T. The mobility decreases monotonically with increasing

T in accordance with the power-law dependence, which is apparent evidence of

bandlike transport [71]. Similar power-law temperature dependence of mobility has

been reported in recent theoretical works [37–39]. The present calculated results

show that the intrinsic mobility reaches approximately 100 cm2/Vs at around room

temperature and increases to 300 cm2/Vs with decreasing temperature to 100K.

100 200 300 400 500
50

100

200

300

400

500

T [K]

μ 
[c

m
2 /V

s]
100 200 300 400

40

60

80

100

l m
 [
Å

]

5

10

15

l m
/a

T [K]

Fig. 15.8 Intrinsic carrier mobility μ as a function of temperature T in the case of no static

disorder. μ decreases monotonically with increasing T and reaches about 100 cm2/Vs at around

room temperature. (Inset) Mean free path ‘m as a function of temperature T. The ratio of ‘m to the

lattice constant a is also shown along the right axis. (Reproduced, with permission, from Ishii

et al. [57])
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The mean free path ‘m is important in understanding the transport mechanism. If

‘m is equivalent to or shorter than the lattice constant a (distance between adjacent

molecules), ‘m< a, then the carrier assumes the hopping transport, whereas

bandlike transport is assumed when ‘m is much longer than a, ‘m	 a. In the inset

of Fig. 15.8, we show the mean free path ‘m and its T-dependence. The carrier

scattering is included in the changes in the time-dependent transfer energies, and is

induced by the thermal fluctuation of molecular motion through Peierls-type

electron–phonon coupling. The mean free path decreases monotonically as the

temperature increases as ‘m ¼ vτ / v=ðΔRnmÞ2 / v=ðkBTÞ [39]. For reference, the
ratio of ‘m to a is plotted along the right axis. We see that the mean free path is

10 times longer than the lattice constant around at around room temperature,

supporting the possibility of bandlike behavior in intrinsic transport when static

disorder is absent.

15.4.3 Static Disorder Effects on Charge Transport

Next, we consider the effect of static disorder, which inevitably exists in molecular

crystals in forms such as impurities and dipoles in the substrate [21, 70]. We

introduce the Anderson-type disorder potentials Wn, which modulate the on-site

orbital energies randomly within the energy width [�W∕2, +W∕2] [58, 59], then

investigate how the transport properties are affected by static disorder. Several

experimental evaluations show that the potential depth of static disorder in high-

mobility organic FETs is about 50meV [21]. Thus we change W from 50 to

200meV. We note that this static disorder is comparable to the HOMO bandwidth

of the present organic semiconductors. In fact, the ratioW∕γ ranges from 0.67 to 2.67.

Therefore, the charge-transport properties are expected to be strongly disturbed by

the effects of the presence of static disorder in the various temperature regimes.

15.4.3.1 Temperature Dependence of Carrier Mobility and Mean

Free Path

Figure 15.9a shows a logarithmic plot of the carrier mobility μ as a function of the

temperature T for several strengths of static disorder, W ¼ 50, 100, and 200meV.

The existence of static disorder decreases the carrier mobility significantly from

100 (no static disorder) to 2 cm2/Vs (W¼ 200meV) at around 300K, and more

importantly, the temperature dependence of mobility is changed completely.

In the case ofW¼ 50meV, the magnitude of μ becomes larger than 50 cm2/Vs at

around room temperature, and d μ∕dT takes negative values in the entire temperature

regime studied here, indicating that μ increases monotonically with decreasing T.
The T-dependence of μ above 200K is close to the power-law dependence seen in

Fig. 15.9a. On the other hand, the slope of the increase in μ becomes gentle in the
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low-T regime since scattering by static disorder independent of temperature

becomes dominant in carrier motion. Figure 15.9b, in which the mean free path

‘m is presented as a function of T, shows ‘m to be 4 � 6 times longer than the lattice

constant a in the case of W¼ 50meV.

When the disorderW increases to 100meV, d μ∕dT changes its sign below 300K,

as shown in Fig. 15.9a, that is to say, μ changes its behavior from bandlike in the

high-T regime to thermally activated in the low-T regime. In this situation, we

expect the carrier to be localized by the static disorder, which induces intramolec-

ular distortions, resulting in low-mobility polaron formation. From the comparison

with the calculated mobility taking only Peierls-type coupling into account, we find

that the presence of Holstein-type coupling, which describes the interaction

between a hole and the intramolecular distortion, decreases the mobility from

11.4 to 6.4 cm2/Vs at 50K and from 15.0 to 14.5 cm2/Vs at 100K, as shown by

white circles in Fig. 15.9a. At temperatures exceeding 150K, the mobility reduction

due to polaron formation becomes negligible, and the mobility reaches its maxi-

mum value of 19 cm2/Vs at 300K. Then μ decreases again with increasing T. Note
that such T-dependence of μ has been observed in several recent experiments using

organic TFTs [13, 48]. Let us investigate the T-dependence of ‘m. From Fig. 15.9b,

we can see that ‘m is comparable to the lattice constant a, which is in good

agreement with experimental observations [31]. The polaronic localization state

is destroyed with increasing T because thermal excitation energy exceeding the

polaron binding energy is given to the carrier.

When the static disorder becomes more significant and is increased to

W¼ 200meV, the magnitude of μ takes a much lower value of about 1 cm2/Vs in

comparisonwith those forW¼ 50 and 100meV. The sign of d μ∕dT becomes positive

in the whole temperature regime, as shown in Fig. 15.9a. In this situation, because
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Fig. 15.9 (a) Logarithmic plot of carrier mobility μ as a function of temperature T for static
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temperature changes from nearly power-law dependence to thermally activated behavior. (b)
Temperature dependence of the mean free path ‘m for W¼ 50, 100, and 200meV. The ratios of

‘m to a are also shown along the right axis. (Reproduced, with permission, from Ishii et al. [57])
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the carrier is trapped tightly by the static disorder, the calculated ‘m in Fig. 15.9b is

less than the lattice constant a. The evaluated mean free path of the carrier is shorter

than the molecule-to-molecule distance, which renders the concept of bandlike

transport meaningless. The carrier transport properties are very close to typical

thermally activated behaviors observed for organic TFTs with low quality [14].

15.4.3.2 Time-Scale of Electron Propagation in Organic

Semiconductors

Finally, we study the time dependence of carrier motion in organic semiconductors.

Figure 15.10a shows the propagation length of carriers as a function of time, defined

asLðtÞ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðtÞ � t

p
. We also plot the ideal time-dependent behaviors of L(t) by thin

solid lines in the limit of the ballistic (L/ t), diffusive (L / ffiffi
t

p
), and localized (time-

independent) characteristics. When the time exceeds t’ 30 fs, the carrier begins to

be scattered both by the electron–phonon coupling and by the static disorder, and its

time dependence deviates gradually from that of ballistic behavior. The localized

nature of carriers is enhanced in the presence of static disorder. We find that the

estimated localization length Lξ is about 10Å in the case ofW¼ 200meV. Note that

the crystal structure of organic molecular systems is considered to be quasi-one-

dimensional owing to its highly anisotropic character. For a purely one-dimensional

model, the localization effect acts more efficiently; therefore, the above estimation

should be an upper bound of the localization length. As T increases orW decreases,

the carrier begins to move and its motion changes from thermally activated hopping

transport due to the localized carrier to diffusive transport, as shown in Fig. 15.10b.
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15.5 Summary

We introduced some recent topics addressed in studies of the charge transport of

organic semiconductors and presented the fundamental transport theories from an

atomistic viewpoint. Then we presented our theoretical study on charge transport

using the time-dependent wave-packet diffusion (TD-WPD) method, taking the

polaron effects into account. By this method, we carried out quantum-mechanical

time-evolution calculations of wave packets and classical molecular dynamics

simulations simultaneously, including the inter- and intramolecular vibrations and

static disorder on an equal footing without any perturbative treatment. Using this

method, we studied the carrier mobilities and mean free paths of single-crystal

pentacene organic semiconductors, focusing on their temperature dependencies in

competition with the thermal fluctuation of molecular motion, polaron formation,

and static disorder.

When the static disorder is absent, the intrinsic carrier mobility follows the

power-law temperature dependence. This is mainly due to the transfer-energy

modulation originating from the thermal fluctuation of molecular motion, whereas

the polaron formation slightly contributes to the transport properties. As the static

disorder increases, the carrier becomes localized and coupled with the intramolec-

ular distortions, forming the polaron state. Therefore, the magnitude of mobility is

dramatically decreased and its temperature dependence changes from bandlike

power-law dependence to thermally activated hopping transport behavior. These

calculated results indicate that competition among the thermal fluctuation, polaron

formation, and static disorder provides important clues to understanding the trans-

port mechanism of realistic organic semiconductors.

15.5.1 Forthcoming Challenges in Theoretical Studies

As far as we know, the theoretical studies on the charge transport of organic

semiconductors are divided into two approaches. One is the semiclassical approach,

including our present study, where the thermal fluctuations of molecular motion

determine the carrier scattering time and induce decreases in mobility with increas-

ing temperature in pure organic molecular crystals without static disorder. Here,

polaron formation slightly contributes to the temperature dependence of mobility.

In the full quantum approach, on the other hand, the concept of the polaron is

obtained from the canonical transformed Holstein–Peierls Hamiltonian. Unlike in

the semiclassical approach, the origin of the decreases in mobility with increasing

temperature can be understood as the polaron-band-narrowing effect. It is assumed

that the scattering time of the polaron is determined by the static disorder, because

the interaction between polarons and molecular vibrations is not taken into account

in this approach.
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The two approaches mentioned above give similar power-law temperature

dependencies of intrinsic mobility at around room temperature, but the physical

origins are considerably different from each other. Theoretical challenges regarding

this issue still remain, preventing deeper understanding of the intrinsic charge

transport in pure organic semiconductors. Furthermore, one of the main scientific

challenges is to clarify the microscopic origin of carrier traps that are inevitably

present in realistic organic semiconductors. The inclusion of trap potentials is

crucial for understanding and improving the device performance of organic semi-

conductors. In our present study, we introduced Anderson-type disorder potentials

and treated the fluctuating energy width W as a parameter. To enable a detailed

understanding of the origin of trap potentials on a microscopic scale, further

experimental and theoretical investigations are required.
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Part IV

Bridging Different Fields: Challenges
for the Future



Chapter 16

Function of Conjugated π-Electronic Carbon
Walled Nanospaces Tuned by Molecular
Tiling

Toshihiko Fujimori, Fitri Khoerunnisa, Tomonori Ohba,
Suzana Gotovac-Atlagic, Hideki Tanaka, and Katsumi Kaneko

16.1 Introduction

Graphene has gathered an intensive interest in physical and chemical sciences [1–

4]. Graphene can be regarded as a giant molecule of polyaromatic hydrocarbons

(PAH), in which the number ratio of hydrogen against carbon is zero. Then

graphene is an ideally π-conjugated molecular system, being one of the popular

research targets in chemical science. The most striking point of graphene from

interface chemistry is that all carbon atoms are faced to the front and rear surfaces.

If we roll the graphene sheet, single-wall carbon nanotube (SWCNT) is obtained.

All carbon atoms in SWCNT are faced both two surfaces as well as graphene.

However, both surfaces of SWCNT can be distinguished from each other according

to the sign of the nanoscale curvature. Therefore, all carbon atoms of SWCNT are
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on the surfaces which can offer different surface function according to the nano-

scale curvature sign. Thus, SWCNT is an intriguing solid, which should be named

“an interfacial solid” or “a surface solid” [5]. One of the important subjects in

chemical science is catalysis. The catalyst requests high efficiency and selectivity

for a chemical reaction and hereby the surface area of the catalyst should be as large

as possible for the high efficiency in addition to a nanoscale structure. Then

SWCNT being “a surface solid” is the highest potential for catalyst application.

The geometrical surface area of SWCNT and graphene is 2,630 m2/g which

guarantees the high efficiency for chemical function [6]; SWCNT has a nanoscale

tubular space which can lead to an excellent selectivity for chemical functions.

However, the π-conjugated surface is highly inert, although recent study on the

reactivity of the π-conjugated carbon surface has shown a specific reactivity

[7]. Then, generally speaking, the graphene surface itself is not promising as

catalyst. It has been indicated recently that the edge carbon and defects in the

graphene structure exhibit unique chemical reactivities [8–10]. The π-conjugated
carbon structure consists of sp2 carbon atoms, whereas sp3 carbon atoms contribute

to the edge and defect structures. There should be a mixed valence state of sp2 and
sp3 carbon atoms around the edges and defects. SWCNT and the related carbons

can be converted into the excellent catalysts by introduction of the edge carbons and

defect carbons. From these characteristics it is clear that the SWCNT should be

studied from the view point of chemistry for contributing to the sustainable

technology.

Adsorption itself has a key role in concentration, storage, and separation of

substances, being inevitable to construct clean energy and energy-and space-saving

technologies. SWCNT has provided a model adsorbent system to develop adsorp-

tion science. Figure 16.1 shows the interaction potential profiles of SWCNT with a

CH4 molecule [11]. Here the tube diameter of SWCNT is 3.2 nm. The interaction

potential of the internal wall of SWCNT having a negative curvature is deeper than

that of the external one having a positive curvature, by 2.5 kJ/mol. The bisurface

nature of SWCNT of different nanoscale curvatures for molecules is quantitatively

described by their interaction potential profile [12, 13]. We can modify the chem-

ical function of SWCNT using the bundle structure; SWCNTs form the bundle

structure of hexagonal symmetry which gives the X-ray diffraction in the low

diffraction angle range [14, 15]. The SWCNT bundle has three adsorption sites of

the interstitial space, the internal tube spaces, and the groove surfaces. M, Ti, Di,

and G denote these different sites, as shown in Fig. 16.2a. Here M is the monolayer

site on the internal tube surface and molecules can occupy the internal tube space in

addition to the monolayer site with increase of the gas pressure. If the SWCNT is

bold, two kinds of interstitial sites of Ti and Di are available for molecular

adsorption. In the case of fine SWCNTs, molecules cannot access the Di site, but

only the Ti one; even Ti sites are not available for molecular adsorption for finer

SWCNTs. The groove surface is faced to the external surface and is surrounded by
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two tubes, which is denoted G. The external surface of the bundle is expressed by

the shadowed region in Fig. 16.2a. Figure 16.2b shows the interaction potential

profiles for an H2 molecule. Here the SWCNTs are considerably bold (3.2 nm in the

diameter) and the intertube distance is 0.70 nm. The interstitial space at Di has the

deepest interaction potential well and the M site at the internal tube surface gives a

relatively deep potential well. In this geometry, molecules are preferentially

adsorbed in the interstitial spaces around the Di sites. This interaction potential

profile varies sensitively with the tube diameter of SWCNT. If the tube diameter is

1 nm, Di site has no attractive interaction potential. On the contrary, Ti sites having

the deepest interaction potential well can accept small molecules such as H2,

because they are surrounded by three contacting SWCNTs even though these

three surfaces have the positive curvature. However, the interstitial space volume

(pore volume) is very small compared with other two adsorption sites. Interestingly,

even the groove site has a considerably deep interaction potential well because of

overlapping of the interaction potentials from two tubes. As the groove sites have

the best accessibility for molecules, except for the external surface, their application

to beneficial phenomena such as catalysis is promising.

There are several tuning routes of the adsorption sites of SWCNT bundles such

as control of the tube diameter and bundle size, intercalation in the interstitial sites,

and partial embracing of the internal tube spaces. Here molecular tiling with PAH

molecules using liquid phase adsorption is a powerful method for the intercalation

and embracing the internal tube space. Also the intercalation and embracing routes

with PAH molecules can tune the electronic properties of the SWCNT through

charge transfer interaction. In this chapter, unique and important functions of

tubular carbon nanospaces surrounded by highly π-conjugated walls are described

and the useful examples of the tuning routes with molecular tiling using PAH

molecules are shown.

Fig. 16.1 The interaction

potential profile of SWCNT

(diameter-3.2 nm) with a

CH4 molecule
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16.2 Single- and Double-Wall Nanocarbons

There are SWCNT and single wall nanohorn (SWCNH) in single wall nanocarbons.

SWCNT is produced by arc discharge method and laser ablation method from

graphite in the presence of metal catalysts such as Fe, Ni, and Co. Also SWCNT is

synthesized by the chemical vapor deposition (CVD) with the metal catalysts

[16]. Generally speaking, the discharge and laser ablation methods produce highly

crystalline SWCNT. On the other hand, the CVD method produces less-crystalline

SWCNT. When the catalyst metal nanoparticles are embedded in the substrate,

highly pure SWCNTs without bundle formation are obtained by the CVD method

[17]. The crystallinity of defective SWCNT can be improved by the heat-treatment

above 2,000 K in an inert gas. The metallic catalysts must be removed to elucidate

the intrinsic properties and functions of SWCNT. The perfect purification is not

necessarily easy. The post heating treatment after the dissolution of metallic

catalyst with mixed acid is efficient [16, 18, 19]. However, the purification proce-

dure often gives rise to defective structures. Figure 16.3 shows transmission

electron microscopic (TEM) images of SWCNTs by laser ablation (SWCNT-LA)

and CVD (SWCNT-CVD). SWCNT-LA has the bundle structure of an ordered

hexagonal symmetry.

The internal tube space of SWCNT is closed by the caps at the ends. The caps

can be removed by selective oxidation treatment and thereby the internal tube

spaces are available for molecular adsorption and reaction. On the other hand,

SWCNT-CVD has almost no bundle structure and each SWCNT has many

defects. This SWCNT-CVD is unique and other SWCNT prepared by CVD method

has a less ordered bundle structure. This difference can be clearly observed in the

Fig. 16.2 The SWCNT bundle model (a) and the interaction potential profile of SWCNT with an

H2 molecule (b) along the axis illustrated in Fig. 16.2 a with a solid line. Here the tube diameter

and intertube distance are 3.2 and 0.70 nm, respectively. The external surface area of the bundle is

illustrated with a shadowed region
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X-ray diffraction patterns. Figure 16.4 shows the XRD patterns of both SWCNTs

using synchrotron X-ray source (λ¼ 0.100 nm). SWCNT-LA has clear peaks due to

the ordered bundle structure, whereas SWCNT-CVD has no peak. Here the

observed Bragg peaks of SWCNT-LA are assigned to the 10, 11, 20, 21, 30, 22,

and 31 reflections, respectively, of the super lattices of the ordered bundle structure,

which are influenced sensitively by the above-mentioned tuning treatment. XRD is

an effective method to understand the modified structure of the SWCNT bundles

with the molecular tiling method.

Single-wall carbon nanohorn (SWCNH) is one of single-wall nanocarbons.

SWCNH is produced by CO2 laser ablation of graphite under Ar atmosphere

[20]. SWCNH has an assembly structure of horn-shaped particles whose tube

Fig. 16.3 TEM images of (a) SWCNT prepared by laser ablation (SWCNT-LA) and (b) SWCNT

prepared by CVD (SWCNT-CVD)

Fig. 16.4 XRD patterns of

SWCNT prepared by laser

ablation (SWCNT-LA) and

SWCNT prepared by CVD

(SWCNT-CVD)
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diameter is in the range of 2–5 nm. As SWCNH is more defective than SWCNT,

detailed feature of SWCNH is described in the next section: Sect. 16.3.

Double wall carbon nanotube (DWCNT) has a bundle structure similar to

SWCNT [21]. Figure 16.5 shows TEM image of DWCNT prepared by CVD

technique. We can see well-grown double wall structure and well-ordered bundle

structure, although the DWCNT is prepared by the CVD method. In this case, we

can observe considerably sharp X-ray diffraction peaks coming from the ordered

bundles of the hexagonal symmetry [22]. The interstitial pores of DWCNT have

deeper interaction potential wells even for H2 than those of SWCNT, because the

double-wall structure has the deeper interaction potential well than the single-wall

one. Figure 16.6 shows the H2 adsorption isotherms of DWCNT and SWCNT at

Fig. 16.5 TEM image

of DWCNT prepared

by CVD technique

Fig. 16.6 H2 adsorption

isotherms of DWCNT

and SWCNT at 77 K
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77 K. The adsorption amount of H2 on DWCNT is larger than that on SWCNT even

in terms of adsorption amount per unit weight of nanotube samples, because the

interstitial pores of this DWCNT have an attractive interaction potential large

enough to adsorb H2 molecules. As the critical temperature of H2 is 35 K, the

above result explicitly indicates the importance of the enhanced interaction of

DWCNT for H2.

16.3 Morphological Defect Structure

SWCNT consists of rolled graphene and cap structures, as described above. The

graphene has a carbon hexagon network, being planar due to a perfect aromaticity.

The addition of pentagon or heptagon in the flat graphene brings about positively

and negatively curved structures, respectively, as shown in Fig. 16.7. These penta-

gons and heptagons play an essential role in a dynamical change of carbon nanotube

structure. The hemispherical cap part of SWCNT has several pentagons.

The pentagon and heptagon can supply a quasi-free electron and hole, respectively,

and thereby these defects are strongly associated with electronic properties of

SWCNT. Figure 16.8 shows a high resolution TEM (HR-TEM) image of SWCNHs.

SWCNH consists of tube and tip parts; the tube diameter distributes from 2 to

5 nm. SWCNH has many defects such as pentagons and heptagons [23, 24]. The

electrical conductivity responses of SWCNH on CO2 and O2 adsorption indicate an

n-type semiconductor of SWCNH; adsorption of CO2 as an electron donor

increases the electrical conductivity, while adsorption of O2 as an electron acceptor

decreases it. Generally speaking, carbon materials including carbon nanotube

exhibit p-type semiconductivity and thereby the electronic property of SWCNH is

quite unique, being ascribed to predominant presence of pentagons. These mor-

phological defects are slightly unstable compared with the hexagon structure;

oxidation of single-wall nanocarbons begins from these morphological defects,

Fig. 16.7 Pentagnal (positive curvature) and heptagonal (negative curvature) carbon rings incor-

porated in the hexagonal lattice of a SWCNT
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inducing the selective removal of the cap structures with the oxidation treatment. If

we need to use the internal spaces of single-wall nanocarbons, the caps must be

removed by the oxidation in advance. Thus, morphological defects are essentially

important in chemical reactivity of single-wall nanocarbons.

It is noteworthy to describe the importance of Stone-Thrower-Wales (STW)

defects in the structural dynamics of single wall nanocarbons [23]. The formation

model of the STWdefect in the carbon hexagon network is illustrated in Fig. 16.9. The

STW defect can maintain the planar structure of considerable stability. However, the

STW defect can work as the trigger of the structure change of the graphene structure.

We need a highly sensitive characterization method of these defects to unveil the

stability and dynamic nature of the single-wall nanocarbons. Suenaga et al. showed

explicitly the STW structure of SWCNTwith high resolution TEM [25]. However, the

defects are irradiated by electrons in vacuo during the TEM observation. If we have

another methodology which is available in any atmosphere and gives less damages to

single wall nanocarbons than TEM, it should be applicable to study the role of the

defects in the surface reactivity of single wall nanocarbons. Fujimori et al. applied the

surface-enhanced Raman scattering (SERS) with the DFT calculation to characterize

these defects [23, 26, 27]. Figure 16.10 shows the SERS spectrumof SWCNH together

with ordinary Raman spectrum under ambient atmosphere. The SERS gives several

new peaks which are not observed in the ordinary Raman spectrum. Some of these

peaks can be assigned to the characteristics jelly fish vibrations which are evaluated

Fig. 16.8 A TEM image

of SWCNHs

Fig. 16.9 A schematic

of formation of Stone-

Thrower-Wales (STW)

defect from carbon hexagon

network
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with the DFT calculation. Therefore, the SERS is applicable to study surface process

around the defects on the single-wall nanocarbons. In particular, characterization of

PAH molecules adsorbed on single wall nanocarbons tuned with molecular tiling

method using SERS is promising in future.

16.4 In-Pore Super High Pressure Effect

Thermodynamics tells the pressure difference between the concave and convex

sides of the curved surface according to Laplace’s formula as given by Eq. (16.1),

for a simple cavity shown in Fig. 16.11 [28]. Here, the surface is assumed to be a

Fig. 16.10 SERS spectrum

and ordinary Raman

spectrum of SWCNH. Here

a broad SERS spectrum is

deconvoluted into various

peaks

Fig. 16.11 A schematic of

the internal pressure P00 and
the external pressure P0 in a

spherical cavity; σ and r are
the surface tension of the

wall and radius of the

cavity, respectively
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graphene-like wall which has a spherical structure having radius of 1 nm. P0 and P00

are the mutually opposite pressures working against the external and internal

surfaces of the cavity. When the surface tension, σ, of graphite (150� 30 mJ/m2)

and the cavity is stable [29], the pressure difference △p is 0.3 GPa.

ΔP ¼ P
00 � P

0 ¼ 2σ
r

ð16:1Þ

Hence the internal nanoscale cavity wall should be exposed to the high compression

pressure. When the adsorbed layer is formed on the internal cavity wall, the

adsorbed layer may be compressed in a similar way. Also we can estimate very

briefly the plausible pressure for molecules adsorbed on the pore walls using the

molecule-pore interaction potential profile; the effective pressure for a molecule be

evaluated from the slope of the interaction potential per the cross-sectional area of

the molecule. This simple estimation also predicts the high pressure application for

molecules in micropores.

Kaneko et al. showed perfect dimerization of NO in the slit-shaped micropores

of activated carbon fiber [30, 31] and cylindrical micropores of zeolite [32] at 303 K

with an aid of magnetic susceptibility measurements. The NO dimers are found in

the liquid state of NO below boiling temperature (121 K) and then the observed NO

dimerization in the pores of ACF at 303 K is unusual. We can determine the

dimerization of NO molecules using the magnetic susceptibility measurement,

because the NO monomer and dimer are paramagnetic and diamagnetic, respec-

tively, giving greatly different magnetic susceptibilities.

The dimerization reaction given by Eq. (16.2) at 303 K in the bulk phase and

ambient pressure does not proceed (<less than 1 mol%).

2NO gð Þ⇆ NOð Þ2 gð Þ ð16:2Þ

Hence, this fact indicates that NO molecules in the micropores are effectively

compressed by high pressure. Later the complete dimerization of NO in the tube

spaces of SWCNT was also evidenced by Byl et al. using the FT-IR measurement

[33]. Molecular simulation supported the enhanced NO dimerization in carbon

micropores [34]. Also the disproportionation reaction of the NO dimers into NO2

and N2O can be accelerated in the slit-shaped carbon pores below 0.1 MPa at 303 K

[35, 36], although the reaction in the bulk phase requests the highly compressed NO

gas above 20 MPa [37]. Also CO2 reduction of a representative high pressure

electrochemical reaction proceeds in the micropores of activated carbon fiber

without application of the high pressure requested in the bulk phase reaction

[38]. Carbon micropores are appropriate to clarify the high pressure effect, because

the π-conjugated pore walls are stable and uniform and the interaction with mole-

cules is quite strong per unit weight. Carbon micropores have no specific interaction

sites as observed in zeolite. As the cylindrical tube spaces have much deeper
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interaction potential well than the slit-shaped ones, a more prominent high pressure

effect can be evidenced in the carbon nanotube.

Urita et al. [39] showed evidently the formation of KI of high pressure phase in

the tube spaces of SWCNH even below ambient pressure using the high resolution

TEM and synchrotron X-ray diffraction. The bulk KI crystals transform from

ambient pressure phase of B1 structure to the high pressure phase of B2 structure

at 1.9 GPa [40]. KI was deposited in the tube spaces of SWCNH at 1073 K below

0.1 MPa. Figure 16.12 shows HR-TEM images of the KI crystallite grown in the

SWCNH tube spaces. Here the KI crystallite image in the tube space at the open

entrance is also shown. We can see the lattice structure which is attributed to the

ordered structure of iodine atoms. The structure can be assigned to the slightly

distorted high pressure phase of KI. Synchrotron X-ray diffraction of KI formed in

the tube spaces was measured; there were many peaks coming from the lattices of

distorted high pressure phase. Accordingly, the effective compression pressure in

the tube spaces of the SWCNH of 2.5 nm in the average diameter is explicitly

shown to be more than 1.9 GPa.

Furthermore, more intriguing evidence on the high pressure compression effect

was observed in sulfur. Well-known solid sulfur consists of eight member rings of

sulfur atoms (S8), being a typical insulator. However, compression of the solid

sulfur with ~90 GPa dissociates the S8 ring structure to form a two-dimensional

atomic layer showing metallic property [41]. Also theoretical study predicts that

atomically one dimensional (1D) structures of linear and zigzag forms exhibit

metallic nature [42–44]. Fujimori et al. [45] succeeded to prepare a completely

1D sulfur chain of high crystallinity in the tube spaces of well-crystalline SWCNT

and DWCNT. Sulfur was introduced in the tube spaces at 873 K. Figures 16.13 and

16.14 show TEM image and synchrotron X-ray diffraction patterns of 1D sulfur

chains inside a SWCNT and a DWCNT. Zigzag and linear chain structures of sulfur

atoms inside broader and narrower tube spaces are clearly shown. Surprisingly, X-ray

diffraction patterns of these 1D sulfur chains are observed, as given in Fig. 16.14.

Fig. 16.12 (a) A TEM image of KI inside SWCNH, (b) model of KI in carbon tube, and

(c) simulated TEM image of the model KI in carbon nanotube
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The peak positions correspond to S-S and S-S-S distances in the linear and zigzag

chains, respectively; the zigzag chain is formed in the wider tube space of 0.68 nm in

the diameter, whereas the linear one is formed in the narrower tube space of 0.60 nm

in the diameter. The X-ray peak shape analysis provides that the lengths of the sulfur

chains inside SWCNT and DWCNT are 40 and 100 nm in average, respectively. The

direct-current (DC) electrical conductivity of carbon nanotubes (SWCNT and

Fig. 16.13 TEM images

of sulfur chains inside

(a) SWCNT and (b)–(c)
DWCNT. (Reproduced

from Fujimori et al. [44])

Fig. 16.14 XRD patterns

of (a) SWCNT and (b)
DWCNT with and without

1D sulfur chains. Arrows
indicate the Bragg peaks of

1D sulfur chains. Solid and

dotted lines correspond to

XRD patterns with and

without 1D sulfur chains,

respectively (Reproduced

from T. Fujimori et al. [44])
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DWCNT) and sulfur-encapsulated carbon nanotubes was measured from 2 to 300 K

using the buckypaper form which is prepared by filtration of the dispersed carbon

nanotubes. The formation of the sulfur chains inside SWCNT and DWCNT enhanced

the electrical conductivity evidently. Therefore, these atomically 1D-sulfur chains

should be metallic. The dimensions of the variable hopping conduction for sulfur-

encapsulated carbon nanotubes and pure carbon nanotubes are three and two, respec-

tively, indicating that the 1D sulfur chain has an inherent high conductivity. In this

case, confinement of sulfur in the carbon nanotube spaces of about 1 nm order

induces the super high pressure reaction for the formation of the metallic sulfur

without application of the high pressure.

The in-pore high pressure effect of carbon nanospaces comes from graphene-like

walls of the highly dense carbon hexagon structure bonded by the conjugated

π-electrons. Recently statistical mechanical studies on the in-pore high pressure

effect have been carried out for the slit-shaped pores by Gubbins et al., indicating

the importance of the horizontal pressure effect [46, 47].

16.5 Adsorption-Aided Tuning of Electronic
and Interfacial Properties of SWCNT

As the SWCNT bundles of well-crystalline SWCNTs have three kinds of strong

adsorption sites for atoms and molecules on modifier molecules, we can modify

electronic properties of SWCNT through charge transfer interaction with adsorp-

tion of molecules on the different sites. The most prominent and stable tuning of the

SWCNT properties should stem from the adsorption of the modifier atoms or

molecules in the interstitial spaces, which guarantees the strongest interaction

between the modifiers and SWCNT. This tuning can be called “intercalation” as

the analogy of the intercalated graphite in which the intercalants are inserted

between the stacked graphene layers, varying the electronic properties [48]. If we

can encapsulate the modifier atoms or molecules only in the internal tube spaces of

SWCNT, unique tuning of the electronic properties of SWCNT should be possible,

because the modifier atoms or molecules can interact with the concave conjugated

π-electron structure in the different way from the convex one of the external

surface. Tuning using adsorption of modifier atoms or molecules on the groove

sites or on the external surface is another route. Generally speaking, this tuning

route is less efficient in comparison with the preceding routes.

We need to introduce an electronic interaction between the modifier molecule

and SWCNT to tune the electronic properties of SWCNT. One of the key interac-

tions is charge transfer interaction. If we choose the electron donor and acceptor

modifier molecules from π-electronically conjugated molecules, a systematic

tuning should be attained.
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16.5.1 Charge Transfer Interaction

The charge transfer interaction between an aromatic modifier molecule and

SWCNT can be approximately described by the Mulliken’s resonance theory for

a weak donor-acceptor complex [49, 50]. The weak charge transfer interaction

between an electron donor molecule (D) and an electron acceptor molecule (A) can

be described in terms of the following wave function, ΨN (Eq. (16.3)).

ΨN ADð Þ ¼ aΨ 0 A;Dð Þ þ bΨ 1 A� � Dþð Þ ð16:3Þ

Here Ψ 0 has been termed by Mulliken the “non-bonding” wave function. This

bonding corresponds to the dispersion interaction for neutral D and A molecules.

The wave function Ψ 1 has been termed the “dative” wave function. This function

expresses the complete transfer of an electron from the donor to the acceptor. Here a

and b are constants. Therefore, the weak charge transfer interaction is described in

terms of the resonance concept between the non-bonding contact state and electron-

transfer one.

The ground state energy (WN) for weak interactions is given by sum of the

energy W0 of the separated D and A, the non-bonding energy, and the resonance

energy X0. The sum of W0 and the non-bonding energy expresses the energy of D

and A molecules without the charge transfer interaction. The WN is approximated

by the second-order perturbation theory, as given by Eq. (16.4).

WN �
ð
ΨNHΨNdτ � W0 � H01 � S01W0ð Þ

W1 �W0ð Þ
2

ð16:4Þ

where W0¼
Ð
Ψ 0HΨ 0dτ and W1¼

Ð
Ψ 1HΨ 1dτ. W1 is the energy of the dative

structure A�D+.H01¼
Ð
Ψ 0HΨ 1dτ, S01¼

Ð
Ψ 0Ψ 1dτ, and H is the exact Hamiltonian

for the charge transfer complex. Hence the resonance energy X0 depends effectively

on the energy difference (W1 - W0) and the overlap integral S01, because H01 is

governed by S01. The coefficient ratio of b/a is given by the second-order pertur-

bation theory (Eq. (16.5)).

b=a � H01 � S01W0ð Þ= W1 �W0ð Þ ð16:5Þ

The large (b/a) indicates a greater contribution of the electron transfer state in the

A・D complex. Here an electron jumps from an occupied molecular orbital in D,

φD, to an unoccupied molecular orbital in φA, on the charge transfer interaction

between A and D. Then S01 can be approximately expressed by the overlap integral

between φA and φD, as given by Eq. (16.6).

S01 �
ffiffiffi
2

p
SAD 1þ S2AD

� �1=2 ð16:6Þ
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where SAD¼
Ð
φAφBdτ As SAD is much smaller than 1, S01 is proportional to SAD.

Also H01 almost varies linearly with SAD for small SAD values. Consequently the

electron donor and electron acceptor moieties tend to orientate themselves to give

the maximum overlap integral SAD. (W1 - W0) can be expressed by the ionization

energy of the donor, ID, electron affinity of the acceptor, EA, the non-bonding

energy of A・D contact (G0) and the Coulombic attractive energy of the A�,D+

ions (G1) as given by Eq. (16.7),

W1 �W0 ¼ ID � EA � G1 � G0ð Þ ð16:7Þ

(ID�EA) is more molecular structure sensitive than (G1�G0) and thereby both of

ID and EA are key factors in charge transfer interaction. Therefore, a series of

modifier molecules having different ID and EA are recommended to use for tuning

the electronic properties of SWCNT. Also, the above classical charge transfer

theory is effective for understanding the interaction between modifier atoms or

molecules and SWCNT, although it is qualitative.

It is well-known that graphitic structured carbon materials can work as electron

donor and acceptor depending on the interacting molecules and atoms. This is

because graphite has a unique density of state structure; the band gap is almost zero.

Therefore, the graphitic carbon can work as a donor and an acceptor, depending on

the interacting atoms or molecules. On the other hand, SWCNT can be obtained as

the mixture of metallic and semiconducting SWCNTs. The work function of

metallic SWCNT is used for description of the electronic state, whereas the electron

affinity and ionization potential can be used to describe the electronic properties of

semiconducting SWCNT. Accordingly we need to use several modifier molecules

having different electron affinity values to tune the electronic properties of SWCNT

through the charge transfer interaction. Here we chose polycyclic aromatic hydro-

carbons (PAHs) of a planar structure which can interact strongly with the SWCNT

wall through the π-π charge transfer interaction [51–53].

16.5.2 C60-Intercalated SWCNT

AC60molecule of conjugated π electrons has a spherical shape of 1 nm in the external

diameter [54, 55]. Therefore, C60 molecules are one of optimum intercalants for the

SWCNT bundle with preservation of conjugated π-electron system. Intercalation of

C60 in the SWCNT (SWCNT-LA) bundle can be easily attained by ultrasonication of a

C60 toluene solution in the presence of SWCNT [56]. The TEM image is taken on

the cross-section of the bundle as shown in Fig. 16.15. The considerably ordered

bundle structure is still preserved even after the intercalation treatment with sonica-

tion. We can observe local structures of tetragonal symmetry in addition to the

distorted hexagonal structure. The interlayer distances of the bundle of hexagonal

and tetragonal superlattices of the C60 –intercalated SWCNT bundle are 2.03 and
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1.92 nm, respectively, from the geometrical evaluation, being close to the interlayer

distances of the distorted hexagonal and tetragonal lattices observed by TEM

(Fig. 16.15). Figure 16.16 shows X-ray diffraction patterns of SWCNT and C60 –

intercalated SWCNT. The SWCNT bundle has a clear peak due to the superlattice of

the bundle of the hexagonal symmetry at 2θ¼ 2.81� (interlayer distance¼ 1.44 nm).

After intercalation, a very broad peak appears around 2θ¼ 2.0�, corresponding to the
interlayer distance of 2.0 nm, which is close to the value observed by TEM.

Consequently, X-ray diffraction gives an evidence on the intercalation formation

between SWCNT bundle and C60 molecules. Also Raman spectroscopic study

shown in Fig. 16.17 supports the intercalation of C60 molecules. The Raman

spectrum of the C60-intercalated SWCNT has no strong peak of C60 vibration.

Fig. 16.15 TEM images of distorted (a) hexagonal and (b) tetragonal bundle structures having

C60

Fig. 16.16 XRD patterns

of SWCNT with and

without doped C60
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The information from Raman spectroscopy is limited to the surface layers of the

samples and thereby C60 molecules are inside the SWCNT bundles. However, the

G-band shift on the intercalation of C60 is tiny, suggesting no intensive charge

transfer interaction between C60 and SWCNT.

16.5.3 Polycyclic Aromatic Hydrocarbon Intercalated
SWCNT

When PAH molecules are adsorbed on graphene, the adsorbed PAH structure is

commensurate or incommensurate to the graphene structure [52, 57], as shown in

Fig. 16.18a. However, SWCNT has a nanoscale curved surface and so that the

SWCNT surface cannot offer the best contact for PAH molecules. In particular, a

Fig. 16.17 Raman spectra

of C60-intercalated SWCNT

(doped amount¼ 3.6 g/g),

SWCNT, and C60

Fig. 16.18 Possible commensurate / incommensurate configurations of anthracene molecules on

graphene (a) and SWCNT (b)
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considerably stable commensurate structure having the best π–π contact is very

limited in the case of fine SWCNT. Figure 16.18b shows possible commensurate

structures of an anthracenemolecule on the external surface of SWCNT. Anthracene

molecules prefer the molecular orientation parallel to the tube axis than perpendic-

ular to the tube axis. The commensurate structure depends on the PAH molecular

structure, the coverage of the surface with PAH molecules, and the chirality of the

SWCNT. If SWCNT has a highly defective surface, the π-π interaction is not

necessarily predominant and thereby the adsorption of PAH also depends on the

surface roughness of SWCNT. Gotovac et al. measured adsorption isotherms of

naphthalene, anthracene, phenanthrene, tetracene, and pentacene on well-crystalline

and less-crystalline SWCNTswith the liquid phase adsorption [58–60]. Figure 16.19

shows the chemical structure of these PAH molecules and the relative dimension of

SWCNTs against tetracene. The well-crystalline SWCNT (w-SWCNT) is produced

by laser ablation method, while less-crystalline SWCNT (l- SWCNT) is HiPco

SWCNT purified with HNO3 and HCl. w -and l-SWCNTs have the surface areas

of 380 and 545 m2/g, respectively. Here HiPco SWCNT is a popular SWCNT, being

produced with high-pressure CO (“HiPco” comes from high-pressure CO). Conse-

quently, most of SWCNT samples have caps on both ends. The tube diameters from

the RBM bands are 1.35 and 1.50 nm for w-SWCNT and 0.85 and 1.32 nm for

l-SWCNT. Accordingly almost PAH molecules cannot be adsorbed in the internal

tube spaces. The crystallinity difference of two SWCNT samples is evident through

the G/D band ratio of Raman spectra (w-SWCNT : 55,: l-SWCNT 12).

Tetracene and pentacene are more preferentially adsorbed on w-SWCNT,

whereas phenanthrene is more adsorbed on l-SWCNT. Here the molecular width

of both tetracene and pentacene in the short axis is 0.74 nm, while that of

Fig. 16.19 Chemical structures of PAH molecules (a) and relative size of a tetracene molecule to

SWCNT of different tube diameters (b)
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phenanthrene is 0.81 nm. Also the RBM of Raman spectrum of w-SWCNT induces

a clear high frequency shift on adsorption of tetracene, while adsorption of

tetracene does not change the RBM of l-SWCNT as shown in Fig. 16.20. Conse-

quently tetracene interacts strongly with w-SWCNT surface through π-π interac-

tion. However, tetracene does not interact with the conjugated π-electrons of

l-SWCNT, but with local surface functional groups. Then a linear PAH molecule

should prefer the commensurate structure in which the molecular long axis is

parallel to the SWCNT tube axis, as shown in Fig. 16.18b.

Naphthalene with the molecular length being shorter than anthracene and

tetracene can more strongly interact with w-SWCNT on liquid phase adsorption,

although naphthalene crystals have the extremely low sublimation temperature and

the high vapor pressure at ambient temperature. The naphthalene-adsorption treated

w-SWCNT shows very interesting property. Here the w-SWCNT was filtrated after

adsorption of naphthalene in the liquid phase to obtain the buckypaper form. The

naphthalene-treated SWCNT was evacuated by the ultrahigh vacuum system to

study the electronic structure with ultraviolet photoelectron spectroscopy (UPS)

and meta-stable atom electron spectroscopy. The spectroscopic study clarified that

naphthalene molecules are not on the external surface of the SWCNT bundle and

there is a new peak in the density of state near the Fermi level. Accordingly, the

naphthalene-adsorbed SWCNT should be metallic, which stems from the strong

interaction of naphthalene molecules with SWCNT. It was ascertained that even

pentacene molecules were not stably adsorbed on the external surface of the

SWCNT bundle. Also an intensive evacuation at 673 K in ultrahigh vacuum is

required to desorb naphthalene completely, indicating physical interaction of naph-

thalene in the interstitial spaces of the SWCNT bundle. The direct evidence on the

intercalation of naphthalene was obtained by the appearance of the new peak at the

intertubular spacing of 2.20 nm which increased from 1.43 nm of the intertubular

Fig. 16.20 RBM spectra of w-SWCNT (a) and l-SWCNT (b) having different amounts of

adsorbed tetracene
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spacing of non-adsorbed SWCNT bundles; the difference of 0.77 nm corresponds to

the bilayer thickness of the naphthalene molecule. Accordingly, naphthalene mol-

ecules are adsorbed on each SWCNT of the bundle form in the monolayer. Then,

the naphthalene-SWCNT interaction is strong enough to induce metallicity

[60]. Although we have no evidence on the intercalation of anthracene, tetracene,

and pentacene molecules in the SWCNT bundle, these PAH molecules also may

form the intercalation structure with SWCNT.

16.5.4 Naphthalene-Derivatives Intercalated SWCNT

As naphthalene molecules interact intensively with SWCNT, systematic study on

tuning electronic properties of SWCNT using naphthalene derivatives is necessary.

We used naphthalene derivatives (NDs) of which moieties are hydroxyl (�OH),

amine (�NH2), methyl (�CH3) and nitro (�NO2) of different electron donor and

acceptor properties; the chemical formulas of the NDs are 1,5-dyhydroxynaptalene

(C10H8O2; DHN), 1,5-diaminonaphthalene (C10H10O2; DAN), 1,5 dimethyl naph-

thalene (C12H12; DMN), and 1,5-dinitronaphalene (C10H6N2O4; DNN) [61]. The

intercalation treatment is carried out with liquid phase adsorption of the ND

molecules at 298 K under sonication. The surface coverage of SWCNT with ND

molecules is regulated to be 0.30� 0.05. The ND-adsorption treatment of purified

SWCNT having caps brings about unraveling of the SWCNT bundle, as shown in

the field emission scanning electron microscope (SEM) images in Fig. 16.21. The

SWCNT bundles have typical entangled structure. However the adsorption treat-

ment with DHN and DNN gives thinner bundles, showing partial debundling. The

other ND-adsorption treatments also give similar SEM images. As the SWCNT

bundles have a well-ordered two dimensional hexagonal lattice structure, we can

observe the 10, 11, 20, and 21 diffraction peaks of the hexagonal lattice at 2.72�,
4.40�, 7.06�, and 9.56�, respectively, as shown in Fig. 16.22. The ND-adsorption

treatment induces a lower angle shift, depression, and broadening of the 10 peak. In

particular, naphthalene-adsorption reduces markedly the 10 diffraction peak. These

results indicate the partial collapse of the ordered bundle structure and insertion of

ND molecules in the SWCNT bundles, although we cannot succeed to show it

Fig. 16.21 SEM images of non-treated SWCNT (a), DHN-adsorption treated SWCNT (b) and
DNN-adsorption treated SWCNT (c)
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directly with TEM observation yet. The lower angle shift of the 10 peak corre-

sponds to the inter-SWCNT layer spacing of about 0.8 nm, being larger than the

short molecular-width of the ND molecules. Then, ND molecules can occupy the

expanded interstitial spaces, which blocks the interstitial pores. The porosity

measurement using N2 adsorption at 77 K supports this mechanism; the micropore

volume decreases from 0.14 mL/g for SWCNT to 0.06 mL/g for DNN-treated

SWCNT. Preliminary molecular simulation suggests the plausible configuration

of DNN molecules in SWCNT bundle, as shown in Fig. 16.23. DNN molecules can

occupy the interstitial space of two SWCNTs in the parallel arrangement to the

SWCNT walls. Thus, DNN molecules can interact strongly with SWCNTs to tune

the electronic properties of SWCNT. The DC electrical conductivity is enhanced by

the ND-adsorption treatment, as shown in Fig. 16.24. The conductivity at room

temperature increases with elevation of the compression pressure of the SWCNT

disk samples in vacuo. The enhancement of the electrical conductivity indicates the

charge transfer interaction between the naphthalene derivative molecules and

Fig. 16.22 The X-ray

diffraction patterns of

SWCNT and ND-adsorbed

SWCNT: SWCNT,

DMN-SWCNT,

DHN-SWCNT,

DAN-SWCNT, and

DNN-SWCNT

Fig. 16.23 The plausible

configuration of DNN

molecules in SWCNT

bundle from molecular

simulation
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SWCNT; the charge transfer should be associated with the debundling behavior

observed by SEM. DNN-adsorption is especially efficient for the enhancement.

This electrical conductivity increase should stem from the charge transfer interac-

tion between ND molecules and SWCNT [62].

16.5.5 TCNQ-Adsorbed SWCNT

7,7,8,8-tetracyanoquinodimethane (TCNQ) and 2,3-dichloro-5,6-dicyano-p-benzo-

quinone (DDQ) are representative electron acceptor molecules. TCNQ and DDQ

were adsorbed on SWCNT at 298 K with the liquid phase adsorption. A charge

transfer between those electron acceptor molecules and SWCNT was evidenced by

a higher frequency shift of the Raman G band, agreeing with preceding study

[63]. DC electrical conductivity of SWCNT decreased to less than a half value of

the SWCNT without adsorption of these molecules for both of TCNQ and DDQ at

298 K, although the adsorption treatment of SWCNT with TCNQ and DDQ is

expected to induce the electrical conductivity increase [64]. There is a possibility

that TCNQ and DDQ molecules are too large to form the stable intercalation

structure with the stable SWCNT bundle. Consequently, the adsorption treatment

of SWCNT with TCNQ and DDQ may unravel the ordered bundle structure

irregularly, increasing the contact resistance between SWCNTs.

16.5.6 Methylene Blue-Encapsulated SWCNT

When we use open-SWCNT without caps, modifier molecules can occupy the

internal tube spaces. Even in this case, the modifier molecules can work as the

intercalants in the SWCNT bundle. When the size of the modifier molecule is

Fig. 16.24 Compression

pressure dependence of

electrical conductivity of

naphthalene derivative-

adsorbed SWCNTs at room

temperature in vacuo
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smaller than the internal tube diameter, but larger than the interstitial space size, the

modifier molecules favor the internal tube spaces without marked distortion of the

super lattice structure of the SWCNT bundle. Both of TEM observation and X-ray

diffraction studies can provide an evidence on the encapsulation of modifier

molecules in the internal tube spaces.

Methylene blue (MB) being a kind of basic dyes with the planar structure

(1.432 nm� 0.665 nm� 0.407 nm) belongs to the phenothiazine compounds, as

shown in Fig. 16.25. The molecular structure of MB is close to polycyclic aromatic

hydrocarbon. Entrapment of the dye molecules in the internal tube spaces can

donate new optical properties to SWCNT. We encapsulated MB molecules using

liquid phase adsorption technique, although the encapsulation of dye molecules is

carried out with the desorption in the gas phase [65, 66]. The saturated adsorption

amount of MB is 110 mg/g, being 0.18 of the functional filling in the internal tube

spaces; the MB adsorption amount can be expressed by (SWCNT) 0.996 (MB) 0.004.

Then, the content of MB molecules is just in the impurity level. Surprisingly, the

encapsulation of small amount of MB molecules tunes the electronic property of

SWCNT, as described later [15].

Figure 16.26 shows TEM images of SWCNT and MB-adsorbed SWCNT. Both

of SWCNT and MB-adsorbed SWCNT have a highly ordered and uniform bundle

Fig. 16.25 Molecular

structure of methylene blue

(C16H18N3SCl)

Fig. 16.26 TEM images of SWCNT (a) and MB-adsorbed SWCNT (b)
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structure and the intertube distance does not vary on adsorption of MB molecules.

The TEM observation cannot clearly indicate both the intercalation of MB mole-

cules in the bundles and encapsulation in the tube spaces. The X-ray diffraction

supports the encapsulation. The peaks from the super lattice structure of the bundles

almost disappear, as shown in Fig. 16.27, although the ordered bundle structure is

preserved even after adsorption treatment according to the TEM observation. If MB

molecules are randomly distributed in the internal tube spaces, SWCNTs cannot

form the regular lattice structure, giving rise to decrease in the X-ray diffraction

peaks of the super lattices of the bundles.

The MB adsorption induces the notable shifts and hyperchromic effect in both

metallic and semiconducting optical absorption transitions of SWCNT due to a

perturbation in the extended π-network of nanotubes, supporting modification of

electronic structure of SWCNT by the charge transfer interaction. MB adsorption

increases the electrical conductivity of SWCNT, indicating the charge transfer

interaction between SWCNT and MB molecules; the dc electrical conductivity

increases from 4.6� 10�3 to 9.7� 10�3 Scm�1 for the 0.18 filling ratio of pore

spaces with MB. As major carriers of SWCNT are holes, the dc electrical

conductivity-increase suggests the charge transfer from SWCNT to MB mole-

cules. Then, the SWCNT walls should be positively charged. The effect of the

positively charged walls can be supported by CO2 adsorption. This is because

adsorption of CO2 having a large quadrupole moment is sensitive to the surface

electrical field coming from the pore wall charges. The encapsulation of MB

clearly increases the CO2 adsorption capacity at 283 K by more than 10 %,

indicating the presence of an enhanced interaction between CO2 molecules and

the charged pore walls.

Fig. 16.27 XRD patterns

of SWCNT and

MB-adsorbed SWCNT
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Conclusions

This article shows the importance of weak electronic interaction between

adsorbed PAH molecules and carbon nanotube walls of highly conjugated π
electron network in tuning the physical and chemical properties of carbon

nanotubes. As SWCNT and DWCNT have efficient pore spaces which induce

distinguished in-pore high pressure effect, SWCNT and DWCNT tuned by

the molecular tiling with PAH molecules should induce unusually efficient

functions for nanomaterials and separation technologies. Also we can pro-

duce easily highly conductive, transparent, and flexible films using the naph-

thalene derivative-tiled SWCNT because of high electrical conductivity and

dispersibility, which can be applied to various electronic technologies. Fur-

thermore, this molecular tiling method can contribute to develop dispersion

technology which accelerates to produce light and strong materials due to

hybridization between the dispersed carbon nanotube and polymer materials.

We need to elucidate and design interfacial functions of carbon nanotubes for

construction of better sustainable society.
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45. Y. Long, J.C. Palmer, B. Coasne, M. Śliwinska-Bartkowiak, K.E. Gubbins, Pressure enhance-

ment in carbon nanopores: a major confinement effect. Phys. Chem. Chem. Phys. 13,
17163–17170 (2011)
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Chapter 17

Understanding of Unique Thermal Phase
Behavior of Room Temperature Ionic
Liquids: 1-Butyl-3-Methylimdiazolium
Hexafluorophosphate as a Great Example

Takatsugu Endo and Keiko Nishikawa

17.1 Introduction

17.1.1 What are Room Temperature Ionic Liquids?

Room temperature ionic liquids (RTILs), or sometimes simply called ionic liquids,

are salts that are liquid around room temperature. The definition is a little contro-

versy, but the melting point below 373 K seems to be widely accepted [1]. Since the

definition is on the physical property but molecular structure, every kind of ions and

their combinations can be RTILs. However, there are some preferable forms for

ions in a salt to achieve low melting point such as imidazolium, pyridinium,

pyrrolidinium, piperidinium and ammonium as cations, and halides,

tetrafluoroborate, hexafluorophosphate and bis(trifluoromethylsulfonyl)imide as

anions. Since cations for RTILs are generally organic ions, it is feasible to modify

their structure and subsequent physical properties. Besides, there are a vast number

of combinations of cations and anions to form RTILs. With this property, RTILs

deserve “tunable” or “tailor-made” solvents.

Because they are composed of ions solely, which are totally different from

ordinary molecular liquids or electrolyte solution, they show some outstanding

properties as liquids. Practically RTILs do not show vapor pressure and flamma-

bility. They have high thermal/chemical/electrochemical stability. Some of

them show unique solubility, that is, do not mix with water even though they are

salts. These properties let many people realize that RTILs are potentially useful
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for electrolytes, green solvents, lubricants, extraction solvents and so forth

[2–6]. RTILs even cover electronics field [7–9]. Nowadays, many researchers

consider RTILs as “solvents for the future”.

17.1.2 Importance of Understanding of Thermal Phase
Behavior of RTILs

Here we focus on thermal phase behavior of RTILs, i.e., melting, freezing, solid-

solid phase transition and glass transition for fundamentally understanding of this

type of material. Melting point is probably the most important property for RTILs

because the definition depends on it. Why RTILs have melting point so low would

be the most basic question for them. Qualitatively, it has been answered based on

large size of ions, asymmetric structure, flexibility in functional groups, existence

of a variety of stable conformers [10–12]. These factors decrease or increase the

lattice energy or entropy in the liquid state, respectively, which results in lowering

melting point. However, it would be still open to debate quantitatively. To answer

the question, it will be required to investigate melting and freezing phenomena as

well as ionic structure and dynamics and their change through thermal phase

changes in detail. Besides, RTILs sometimes show unique thermal phase behavior,

i.e., premelting phenomenon, wide temperature range of supercooled liquid state

and subsequently tendency to form glassy state, large thermal hysteresis and

complex solid–solid phase transitions. These characteristic features are worth

investigating. To reveal the thermal phase behavior is significantly important for

some applications, such as solid electrolytes. Some RTILs possess high ion con-

ductivity even in the solid state [13–16]. This would be strongly related with the ion

structure and dynamics in such states.

17.1.3 1-Butyl-3-Methylimidazolium Hexafluorophosphate

1-Butyl-3-methylimidazolium hexafluorophosphate ([C4mim]PF6, Fig. 17.1) is a

RTIL of interest here. The melting point is ca. 285 K [17], which well falls within

the definition. The material is simply prepared with two steps [17], and is one of

the most representative RTILs. However, despite of the relatively simple chem-

ical structure, it shows a complicated thermal phase behavior. Two groups

reported the thermal phase behavior of [C4mim]PF6 with differential scanning

calorimetry (DSC) at different scanning rates, 10 and 5 K min�1, in 2003 and

2005 [18, 19]. Their results are similar. Namely, nothing happened in cooling

process from the liquid to glassy state (ca. 196 K). When temperature increased

from the glassy state, the crystallization occurred (cold crystallization) in the

range of temperatures 257 to 233 K. Then, the RTIL melted through one
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endothermic peak (a solid-solid phase change). Choudhury et al. also observed

another exothermic peak (ca. 280 K) right before melting [19], which is consistent

with the data obtained by Troncoso et al. in 2006 [20]. Triolo et al. performed

DSC and X-ray diffraction measurements and found two crystalline phases [21],

but the DSC traces looked different from the others, which suggested there were

more than two crystalline phases. All the data previously reported were consistent

with the fact that there were at least two different crystals existing in [C4mim]PF6,

nevertheless, the DSC traces looked differently each other more or less. At that

time, only one crystal structure, which could be attributed to one of the crystals

appeared in the DSC traces, was determined [19, 22], but there was no more

structural information for the other phases in detail. Additionally, the fusion

enthalpy, which is the heat absorbed during melting, showed large diversity

ranging from 9.21 kJ mol�1 to 19.91 kJ mol�1 [18, 20, 23–25].

In the following sections, we addressed the complex thermal phase behavior of

[C4mim]PF6. Our goal is to give a conclusion for this confusing thermal phase

behavior and determine ion structures in each phase. We also performed nuclear

magnetic resonance (NMR) spectroscopy to obtain dynamical aspect of this

material.

17.2 Thermal Phase Behavior and Molecular Structure
of [C4mim]PF6

17.2.1 Development of Simultaneous Measurement
Apparatus

The issues on the [C4mim]PF6 DSC measurements seem to come from the large

thermal hysteresis and overlapping of several phase transition peaks. To solve these

problems, it would require two criteria for calorimetric measurements. First, a

spectroscopic technique must be carried out simultaneously with calorimetry.

This approach enables us to observe molecular structural changes in situ. Second,

slow scanning rates of calorimeter that separate overlapping peaks must be adopted.

Slow scanning rates require high temperature stability of calorimetric traces.

Also, high sensitivity is necessary for the apparatus because such slow rates reduce

peak intensity.

For this purpose, we constructed an apparatus that enables simultaneous mea-

surements of Raman spectroscopy and calorimetry as shown in Fig. 17.2 [26].

Fig. 17.1 Chemical

structure of [C4mim]PF6
and numbering system
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The Raman spectrometer is a conventionally available one (HoloLab 5000, Kaiser

Optical Systems). This spectrometer is equipped with an optical fiber and a GaAlAs

diode laser (wavelength: 785 nm). A spectrum ranging 100–3450 cm�1 is simulta-

neously measurable with resolution of 4 cm�1 by adopting a multiplex grating

backed up by a CCD camera.

A lab-built calorimetric part is a key for this apparatus. Commercially available

calorimeters usually adopt a temperature sensor such as a thermopile made of

multijunction thermocouples composed of chromel-alumel. On the other hand, we

use a thermoelectric module (TM) as a heat flux sensor, which makes it possible to

attain higher sensitivity and to downsize the calorimeter [27–29]. Heat flow from a

sample is measured with TM1 (9500/018/012, Ferro Tec), which is made of

18 semiconducting thermoelectric elements of BiTe connected in series. The output

voltage of the TM is about 8 mV K�1. The calorimeter is miniaturized since TM1 is

small (6.05� 7.62� 2.64 mm3). The height and diameter of the inner cylindrical

copper cap of the calorimeter are 18.8 and 21.8 mm, respectively. The sample

vessel is set on TM1. The cell of the calorimeter is composed of triple covers of

inner and outer cylindrical copper caps and an adiabator. These covers have a hole

in the center to allow optical access. The temperature is controlled by means of heat

pump TM2 (6320/157/085, Ferro Tec) and a chiller (TMA-SCUC08, Shinyei

Kaisha) backed up by a PID circuit with a Pt resistance thermometer, Pt2

(EL-700-U, Teijin Engineering). The measurement can be performed in the tem-

perature range approximately between 120 and 420 K. It is possible to carry out

with very slow heating and cooling rates of a minimum value of 0.5 mK s�1

(0.030 K min�1). The temperature of the sample is measured with Pt1, which is

placed near TM1. The temperature and the heat flux are measured by digital

Fig. 17.2 Schematic

diagram of the calorimeter

combined with the Raman

spectrometer
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multimeters (2000 multimeter, Keithley Instruments) and the data are stored in a

computer. Original design of the calorimeter (DSC) has baseline and temperature

stabilities of �3 nW and �0.1 mK, respectively [29]. These values would be a

couple of hundred times greater than ones commercially available at that time. The

calorimeter used here is a much simpler type one and even lacking a reference

stage. The stabilities of the baseline and the temperature of the present calorimeter

were estimated to be �5 μW and �1 mK, respectively (Fig. 17.3). Although these

values are poor in comparison to the original one, they are still great enough to

detect phase change peaks of materials. Besides, needless to say, the calorimetric

measurements can be performed simultaneously with Raman spectroscopy, which

is the greatest advantage of this apparatus.

17.2.2 Thermal Phase Behavior of [C4mim]PF6 Investigated
with Calorimetry

Figure 17.4 shows the calorimetric traces of [C4mim]PF6 using the calorimeter

mentioned above. The result is similar to the previous ones [18, 19], nevertheless,

the phase change peaks are well separated because of slower scanning rate,

1.2 K min�1, with high baseline stability. The RTIL does not crystallize in cooling

from the liquid state and finally form the glassy state. The cold crystallization was

observed at 233 K, and the sample melts at 286 K with further heating through two

endothermic peaks, at 255 and 276 K, respectively. We call these crystalline phases

α, β and β0 phases in the order from lower temperature. The three phases were

observed with a normal cooling and heating cycle. However, we found one more

crystalline phase, called γ phase, with re-cooling and re-heating from the β phase

(Fig. 17.5). When the β phase is cooled down below 200 K, no phase change occurs.

With subsequent heating a very wide exothermic peak is observed around 255 K,

Fig. 17.3 Temperature and baseline stabilities of the calorimeter shown in Fig. 17.2
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which is assigned to the phase change from the β to γ phases. The γ phase melts at

285 K, which is fairly close to the melting point of the β phase. The assignments of

these phases were performed simultaneous Raman spectroscopic measurements,

the detail of which will be described later.

Exotherm in heating means that the phase change is not a phase transition but an

irreversible change. Showing a basic thermodynamical equation would be helpful

to understand these terms as;

G ¼ H � TS ð17:1Þ

Fig. 17.4 Calorimetric

curves for [C4mim]PF6 at a

scan rate of 1.2 K min�1.

The trace was initiated from

the liquid state near room

temperature. The inset is an
enlargement of the tiny

endothermic peak just

below the melting point.

Reprinted with permission

from Endo and Nishikawa

[30]. Copyright 2013

Elsevier

Fig. 17.5 Calorimetric curves with different thermal histories from that shown in Fig. 17.4. The

trace was initiated from the glassy state at 194 K. The inset corresponds to that in Fig. 17.4. The

small fluctuations in the heat flow observed in the inset may be ascribed to the melting of a little

amount of water originating from the atmospheric moisture. Reprinted with permission from Endo

and Nishikawa [30]. Copyright 2013 Elsevier
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where G is the Gibbs free energy, H is the enthalpy, T is the temperature and S is the
entropy. Gibbs free energy of two phases is equal at temperature where the phase

transition occurs. Then, the following equation is derived from Eq. (17.1),

T
trans

¼ ΔtransH

ΔtransS
ð17:2Þ

where Ttrans is the phase transition temperature, ΔtransH and ΔtransS are the difference
of enthalpy and entropy, respectively. Materials usually absorb heat in the heating to

get higher enthalpic and entropic state while their G values are same at the phase

change temperature, which is defined as phase transition. In the case observed, since

the peak is exotherm, G of the γ phase is thermodynamically more stable than that of

the β phase at lease around the phase change temperature. The reason why the stable γ
phase does not appear in the normal calorimetric measurement cycle would be

explained in terms of kinetics. Although the γ phase is thermodynamically more

stable than the β phase, forming that phase from α (or the melt) would be kinetically

unfavored, that means, it requires higher activation energy to overcome than from the

β phase. Even though such an irreversible phase change can occur at any temperature,

the temperature 255 K seems to be preferred because this phase change was observed

reproducibly around this temperature. This would be explained by nucleation and

subsequent its growth. In some materials, preferred temperature for nucleation and its

growth in a phase change is significantly different. The temperature where both

phenomena effectively occur can be the phase change point.

The phase change temperature from β to γ is almost the same as that from α to β.
Besides, as was already mentioned, the melting point of the β and γ phases (286 and
285 K, respectively) is fairly close. These features cause confusion and let us make

a misassignment in the early paper [17] because the phase changes sometimes occur

at the same time accidentally, namely, the γ phase was obtained from the α phase

directly. In our first paper on the thermal phase change of [C4mim]PF6 in 2010 [17],

we mistakenly assigned the β0 phase as the γ phase. Actually this confusing phase

change was already observed in the previous papers [18, 19]. In the papers, the

calorimetric data showed the existence of a peak that possesses both endothermic

and exothermic features. However, probably because of its complex appearance,

the authors did not mention about it and would not recognize the existence of two

phase change peaks.

From Eq. (17.2) fusion enthalpy (ΔfusH ) and entropy (ΔfusS) can be derived for

the β and γ phases, and the values are listed in Table 17.1. While their melting

points are close to identical, there is a significant difference in ΔfusH and ΔfusS. On
the both parameters the γ phase shows higher values, which is consistent with the

fact that γ is thermodynamically more stable than β. As was already indicated

above, these values for [C4mim]PF6 was reported in a wide range. To our knowl-

edge, the reported ΔfusH values so far are 13.2 [23], 9.21 [18], 19.60 [24], 19.91

[20], and 12 kJ mol�1 [25]. The reason why the reported ΔfusH has a large diversity

can be attributed to the crystal polymorphism of the RTIL. Namely, the lower and

higher values are assigned to the ΔfusH of the β and γ phases, respectively. It should
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be noted that there are also some other factors that affect ΔfusH, such as purity of

sample, types of method and analysis to determine the value.

Finally, it would be possible to depict the thermodynamic relationship between

these polymorphic crystals. Figure 17.6 is a schematic phase diagram of [C4mim]

PF6. The phase β’ is not present in the figure because the thermodynamical and

structural natures are still unclear (see the following section). The Gibbs free energy

of the β phase is always higher and steeper than that of the γ phase due to the higher
enthalpy and entropy, respectively. The phase change from α to β is considered as a
phase transition in the figure because it occurs endothermically in the heating

process around the same temperature even with a different scanning rate

(0.6 K min�1, data is not shown). However, it is noted that we cannot exclude the

possibility that this phase change is irreversible because the phase change from β to
α was not observed in the cooling.

17.2.3 Determination of Ion Structure

Since the thermal phase behavior of [C4mim]PF6 has been understood, next question

would be how they are different, that is, difference in ion structure. Because the

thermal phase behavior does not always provide the same result, we performed

Raman spectroscopy with simultaneously monitoring calorimetric traces. Raman

spectra of each phase are shown in Fig. 17.7. Prominent difference was observed in

the range of 580–640 cm�1 as well as 300–350 cm�1, and the former is known to

reflect the cation conformation difference of [C4mim]+ [32, 33]. This result suggests

that observed crystalline phases except the β0 phase possess different cation confor-

mation. Also the Raman spectra indicate that cation conformers observed in the

crystalline state coexist in the liquid state because the liquid state spectrum seems to

be the sum of the crystalline state spectra [32, 33]. Density functional theory (DFT)

calculations (B3LYP/6-311 +G(d,p)) were carried out to predict possible cation

conformations in the gas phase and their Raman spectrum with Gaussian 03 program

package [34]. The calculated cation conformations with energy difference and

Raman spectrum are summarized in Table 17.2 and Fig. 17.8, respectively. Ten

stable conformations were observed for this cation, which agrees with the previous

data with different calculation level [35]. It is known that the calculated Raman

spectra in the gas phase well correspond to the observed one in both liquid and

crystalline states even without scaling factor [33, 36, 37].

Table 17.1 Melting points (Tm), fusion enthalpies (ΔfusH ), and entropies (ΔfusS) of the β and γ
crystals. Values are taken from the peak top. Experiments were performed three times with

different weights of the sample to estimate standard deviations

Tm/K ΔfusH/kJ mol�1 ΔfusS/J K
�1 mol�1

β 285.8� 0.7 13.1� 0.7 45.9� 2.6

γ 285.3� 0.7 22.6� 1.6 79.1� 5.6

Reprinted with permission from Endo and Nishikawa [30]. Copyright 2013 Elsevier
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Comparing the frequency region of 580–640 cm�1 between the observed and

calculated Raman spectra, the cation conformation in crystal β could be TG, TT, TG’
or pTT (see Table 17.2 for the abbreviations) because of the characteristic Raman

band at 623 cm�1. The other six conformations are the candidate for both the α and γ
phases. There were many papers that determined crystal structure of RTILs includ-

ing [C4mim]+ [10, 19, 22, 38–41], and most of them were concentrated to the three

conformers, namely, G’T, TT and GT. Since the calculation results indicate that

these three conformers are energetically the most stable ones (see Table 17.2), it

would be reasonable to adopt only these conformers for the assignment. Namely, TT

conformer is for the β phase while G’T or GT is for the α or γ phase. Taking a closer

Fig. 17.6 Schematic phase

change diagram for

[C4mim]PF6. Reprinted

with permission from Endo

and Nishikawa

[30]. Copyright 2013

Elsevier

Fig. 17.7 Raman spectra of [C4mim]PF6. Colors correspond to the following phases: black: liquid
(302 K), red: crystal α (229 K), blue: β (254 K), and green: γ (280 K). The spectrum of the β’
phase, which is almost the same as that of the β phase, is not shown here. Two peaks are observed
in the Raman spectra of the α phase ranging 300–350 cm�1. The larger peak is assigned to the GT

conformer, while the smaller peak is assigned to other minor conformers. The GT conformer

becomes dominant with decreasing temperature [17, 31]. Reprinted with permission from Endo

and Nishikawa [30]. Copyright 2013 Elsevier
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look at the observed Raman spectral region of 300–350 cm�1, a peak of G’T in the

region is slightly higher than that of GT. Comparing to the calculated spectra in

Fig. 17.8, this assesses that the former and the latter are the cation conformation for

the α and γ phases, respectively. This could be consistent with the crystal structure

determined by X-ray single crystal analyses. Only one crystal structure of [C4mim]

PF6 was report by two different groups at that time [19, 22], the cation conformation

of which is G’T. Our calorimetric measurements indicated that the γ phase was

thermodynamically most stable, thereby it is possible to consider that that phase was

obtained as single crystal. Figure 17.7 also shows that in the α phase the peak in the

range of 300–350 cm�1 has a shoulder peak at lower frequency side, the intensity

of which decreases with decreasing temperature. This indicates that there is a

Table 17.2 Dihedral angle of the butyl group in the cation and energy difference (TT is set to be

0.0 kJ mol�1) for the calculated stable [C4mim]+ conformers at the B3LYP/6-311 +G(d,p) level

Conformer Energy difference/kJ mol�1

Dihedral angle/degree

C(2)-N-C(α)
-C(β)

N-C(α)-C(β)
-C(γ)

C(α)-C(β)-C(γ)
-C(δ)

GG 5.66 �80.2 �64.5 �65.0

GT 2.45 �83.1 �65.1 �176.6

GG’ 11.67 �62.1 �70.4 77.2

TG 3.12 �104.4 �178.7 �66.0

TT 0.00 �104.3 179.9 179.8

TG’ 3.13 �104.1 178.1 65.8

G’G 10.06 �117.0 70.8 �78.6

G’T 0.67 �106.1 64.6 177.1

G’G’ 4.07 �108.1 63.8 65.1

pTT 2.90 �0.7 179.9 �180.0

Fig. 17.8 Calculated

Raman spectra with a

certain linewidth for ten

stable conformers of

[C4mim]+
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minor component for the α phase, which would consist of G’T conformers, while

GT would be still dominant in the phase.

Our conformational assignment for the three polymorphic crystals in

[C4mim]PF6 based on Raman spectroscopy has been fully confirmed by

Saouane et al. in 2013 [31]. They performed X-ray single crystal analyses

for both α and β phases changing temperature or pressure, and determined their

structure. It was found that there was G’T conformer in the α phase as a minor

component (25 %) at 193 K as we predicted. The authors also discovered two

minor components for the β phase, TG and TE’, where TE’ stands for a

conformation between TG and TT and is not obtained in the gas phase as a

stable structure.

The detailed structure of the β’ phase is still unclear because there is almost

no distinguishable difference in Raman spectrum between the β and β’ phases.
This was confirmed by the simultaneous measurement of the Raman spectrum

and the calorimetry for this peak. The Raman spectrum is that of the contin-

uous phase change of β to a phase that is partially mixed with a liquid

component as the temperature increases (data is not shown). Therefore, the

endothermic peak does not accompany a clear conformational change of the

cation or a displacement of the relative position of the ions, both of which

should significantly affect the Raman spectra of RTILs [33, 36, 42, 43]. Taking

into account the fact that both the cation and anion tend to be disordered in the

β crystal [31], this peak might possibly be related to further displacements of

the ions.

The three main conformers of the cation, GT, TT and G’T with some minor

components would coexist in the liquid state. Their stability explained as

enthalpy differences can be obtained by comparing the intensities of Raman

bands at different temperatures [36, 44]. If enthalpy difference trends are

similar for the liquid, supercooled liquid, and glassy states, the differences

can be estimated from the results shown in Fig. 17.9. Figure 17.9b and c

compare the Raman spectra in the ranges of 300–350 cm�1 and 530–

670 cm�1, respectively. Only one peak is observed in the 300–350 cm�1

range, and it slightly shifts to lower frequency with increasing temperature.

Assuming that the three conformers of GT, TT and G’T only exist in the liquid

state, this peak overlaps the bands of those conformations, and the GT band is

observed at higher frequency as shown in Fig. 17.7. This finding suggests that

the contribution of the GT conformer is larger at lower temperature and thus

has lower energy than the average of the TT and G’T conformations. As shown

in Fig. 17.9c, the Raman band intensity at 624 cm�1 attributed to the TT

conformation increases with increasing temperature. This shows that the aver-

age energy of the GT and G’T conformations is lower than that of the TT

conformation. These findings lead to an enthalpy order of GT<TT in these

states. This result contradicts to the one in the gas phase but not in the

crystalline states in low temperature region.
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17.3 Molecular Dynamics of [C4mim]PF6 in the Solid State

It has been demonstrated that the thermal phase change of [C4mim]PF6 is strongly

linked to the conformational change of the cation. Although it was already reported

about cation conformation-driven crystal polymorphism for imidazolium-based

RTILs [10, 39], [C4mim]PF6 would be the most representative RITL that proves

the importance of conformational flexibility in the thermal phase change. Molecular

dynamics would be a key to understand this characteristic phenomenon of the RTIL

more. Therefore, we carried out NMR spectroscopy, particularly second moment

(M2) analyses and spin–lattice relaxation time (T1) measurements, to investigate

both the cation (1H NMR) and anion (31P NMR) dynamics in the crystalline states.

M2 is a variant, and roughly corresponds to linewidth of a NMR peak. This enables

us to assess the type of motion occurring in the solid state. T1 is the time constant for

relaxation of nucleus from excited to thermal equilibrium states. This time constant

is sensitive for picosecond to nanosecond rotational dynamics. It should be noted

Fig. 17.9 Raman spectra in the liquid (302 K), supercooled (244 K), and glassy states (183 K) in

the range of (a) 200–1,000 cm�1, (b) 300–350 cm�1, and (c) 530–670 cm�1. Asterisks indicate the
anion bands. Reprinted with permission from Endo et al. [17]. Copyright 2010 American Chemical

Society
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that NMR experiments were not conducted on the β’ phase because it only exist in

the narrow temperature region (ca. 10 K). Also the phase is not stable and eventu-

ally turns into the γ phase.

17.3.1 Cation Dynamics

First, theoretical M2 values of 1H NMR were calculated using the Van Vleck

equation [45] and listed in Table 17.3. The structural parameters required for the

calculation were taken from the crystal structure of the γ phase [19] except C-H

bond lengths in the cation. Since they were underestimated in X-ray measurements,

the bond lengths in the calculated gas phase structure were used. We obtained the

M2 value of 22.0 Gauss2 for the rigid lattice structure. When the 3-CH3 rotation as

the fastest motion in the cation occurs [46], M2 is reduced to 18.5 Gauss2 by 3.5

Gauss2. The rotation of the additional methyl group (δ-CH3) reduces M2 to 14.4

Gauss2. If the rapid isotropic rotation of the cation exists in the crystal, M2 is

drastically reduced to 1.7 Gauss2 with no contributions from intra- and intercations

having a proton distance less than 3.5 Å.
Figure 17.10 shows the temperature dependent observed M2 values for the α, β

and γ phases. A dashed line in the figure explains the theoretical value when 3-CH3

and δ-CH3 rapid rotations occur (14.4 Gauss
2). The figure indicates three important

insight into rotational dynamics of [C4mim]PF6 in the crystalline states. First,

almost every plot is below the dashed line, which demonstrates that the both methyl

groups in the [C4mim]+ rotate rapidly in the crystalline states. Second, the fact that

all the plots are below the line verifies the existence of certain rotational motions in

addition to the two methyl group rotations. This is also confirmed by the fact that all

the M2 curves decrease with increasing temperature. If no rotation would occur in

addition to the methyl group rotations in the crystalline states, the values should be

constant, i.e. temperature independence. It is reasonable to consider that the addi-

tional motions are reorientational motions of the butyl group in the cation due to its

high flexibility compared to the imidazolium ring. Finally, it can be found from the

figure that the M2 values follow the trend crystal γ> crystal β� crystal α, which
means the mobility of the segmental motions follows this trend with the reverse

Table 17.3 Theoretical 1H second moment (M2) values (in Gauss2) for [C4mim]PF6 in the

crystalline states

Intra-cation

Inter-cation

Total<3.5 Å >3.5 Å

Rigid lattice 17.7 2.6 1.7 22.0

3-CH3 rotation 14.1 2.6 1.7 18.5

3-CH3 + δ-CH3 rotations 10.8 1.9 1.7 14.4

Isotropic rotation of cation 0.0 0.0 1.7 1.7

Reprinted with permission from Endo et al. [46]. Copyright 2012 American Chemical Society
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order. The latter two findings have been explained well by the later results of single

crystal analyses [31]. They found the presence of minor conformations in each

crystal, the population of which changes by temperature or pressure. This means

that conformational changes of the cation that can reduce M2 of
1H NMR spectra

occur in the crystalline states. Crystal α and β has 25 % and 50 %minor components

at 193 K, respectively, while the minor component of crystal γ is only 8 % at 263 K.

This difference implies slower conformational change in γ than in α and β.
The observed 1H T1 plots are depicted in Fig. 17.11. The figure also contains

theoretical fitting curves derived from Bloembergen-Purcell-Pound theory [47]

assuming that magnetic dipole–dipole interactions are dominant mechanism of

the 1H relaxation. The fitting reveals that there are two components in the T1
plots of all the crystals, which are referred to the fast and slow rotational motions.

Fig. 17.10 Temperature dependence of the second moment M2 of
1H NMR for crystal α (red),

crystal β (blue), and crystal γ (green). The gray dashed line is the theoretical value when both

3-CH3 and δ-CH3 rotations occur (14.4 Gauss2). Reprinted with permission from Endo

et al. [46]. Copyright 2012 American Chemical Society

Fig. 17.11 Theoretical fitting for the observed T1 plots: (a) crystal α, (b) crystal β, and (c) crystal
γ. The simulation of 1H T1 data is represented by the dark shade, and the individual simulation

components for the low and high temperature dynamical components are indicated by the light
shade. Reprinted with permission from Endo et al. [46]. Copyright 2012 American Chemical

Society

392 T. Endo and K. Nishikawa



The parameters obtained from the T1 fitting, ΔM2, Ea and τ0, are summarized in

Table 17.4.ΔM2 is a part of the second moment averaged by the considered motion.

Ea and τ0 are rotational activation energy and rotational correlation time at infinite

temperature for the motions. TheoreticalM2 analyses indicated that the rotations of

3-CH3 and δ-CH3 decreased in M2 by 3.5 Gauss2 and 4.1 Gauss2, respectively (see

Table 17.3). The fast rotational motion for the three crystals derived from T1 fittings
is estimated to be ca. 3 Gauss2 in ΔM2 and has similar Ea values as 12.5–

15.1 kJ mol�1. Based on these findings, the fast motion can be assigned to the

rotation of either 3-CH3 or δ-CH3. The rotational activation energy of 3-CH3 and

δ-CH3 in the gas phase were estimated to be 1.9 kJ mol�1 and 11.9 kJ mol�1,

respectively [46]. Therefore, the fast motion observed in the T1 plots of all three
crystals can be attributed to δ-CH3 rotation. This assignment is reasonable, because

the calculated Ea for 3-CH3 rotation 1.9 kJ mol�1 is also in good agreement with the

Ea estimated from the neutron scattering measurement, 1.28 kJ mol�1 [48].

There is diversity of ΔM2 and Ea for the slow motion among the three crystalline

phases. The relatively large ΔM2 values in crystals α and γ indicate that their slow
motions would be a certain segmental motion of the butyl group, whose presence

was demonstrated in the previous section as well as in Saouane et al. (2013)

[31]. Their ΔM2 values are distinguishable, which indicates that they have different

segmental motions. The smaller ΔM2 value in crystal γ (1.8 Gauss2) than in crystal

α (3.6 Gauss2) indicates the slower or smaller segmental motion of the butyl group

in crystal γ. This is consistent with the result of observedM2 shown in Fig. 17.10 as

well as X-ray single crystal analysis data [31]. The ΔM2 value in crystal β (0.4

Gauss2) is small to be considered as similar segmental motions of the butyl group

as observed in the crystal α or γ. The slow motion in crystal β would be attributed

to either segmental motions of the butyl group that have very small rotational

angle or occurs only in a small portion of the cations, or a certain rotational motion

of the anion.

Rotational correlation times τc were derived from 1H T1 fitting. Figure 17.12

shows temperature dependence of τc of the fast (i.e. δ-CH3 rotation) and slow

rotational motions, respectively. The τc values for the slow motions are ca. 102

larger than that for δ-CH3 rotations. The conspicuous diversity of τc values was

observed in the slow motions of the three crystalline phases while τc for δ-CH3

rotations depend on the crystal phase slightly. The diversity arises from the obser-

vation of the different type of motion for the slow motion. The orders of the

Table 17.4 Parameters ΔM2, Ea and τ0 derived from fitting the 1H T1 data

Crystal α Crystal β Crystal γ
Fast Slow Fast Slow Fast Slow

ΔM2 (Gauss
2) 3.3 3.6 2.8 0.4 2.8 1.8

Ea (kJ mol�1) 12.5� 1.4 20.1� 1.0 14.6� 10.9 16.7� 9.7 15.1� 0.4 26.8� 0.6

τ0 (fs) 269 260 51 235 73 27

Reprinted with permission from Endo et al. [46]. Copyright 2012 American Chemical Society
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correlation time for the fast and slow motions are both crystal β< crystal

α< crystal γ. The fact that the crystal γ shows slowest rotational dynamics coin-

cides with the calorimetric results. In addition, the mobility of the segmental

motions is likely to change with the conformation of the butyl group.

17.3.2 Anion Dynamics

We also performed 31P NMR to investigate the PF6
� anion rotational dynamics

in the crystalline states as well as in the glassy state with the same strategy used

above [49]. The theoretical 31P M2 values for the anion are listed in Table 17.5.

Figure 17.13 shows temperature dependence of the experimental 31P M2 values in

all crystalline polymorphs obtained from the spin echo measurements. All 31P M2

values are below 1.42 Gauss2 suggesting that the contribution toM2 from the intra-

anionic 31P–19 F dipolar interactions is negligible and only small inter-ionic contri-

butions remain. The negligible contribution from intra-anionic 31P–19 F dipolar

interactions indicates that the PF6
� anion undergoes rapid isotropic rotation in all

crystalline polymorphs. Rapid axial rotation of the anion with C3 symmetry could

also lead to such effects but would be unlikely since there are no plausible strong

interactions in the crystal that would allow for preferential rotation about the C3

axis. The fact that all the experimental 31P M2 values are below 1.42 Gauss2 and

they decrease slightly with increasing temperature are consistent with the findings

that there are rotational motions in the cation that exist in all three crystalline states

which decrease the 31P–1H dipolar interactions [46]. It is probable that the differ-

ences in the 31PM2 values originate from the differences in the crystal structures of

the three polymorphs that change the 31P–1H dipolar interactions.

Fig. 17.12 Rotational correlation times τc derived from 1H T1 fitting for (a) the fast rotational

motion that is assigned to δ-CH3 rotation and for (b) the slow rotational motion. Red: crystal α,
blue: crystal β, and green: crystal γ. Reprinted with permission from Endo et al. [46]. Copyright

2012 American Chemical Society
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Figure 17.14 shows the temperature dependence of the 31P T1 for the three

crystalline polymorphs and the liquid of [C4mim]PF6, displayed with theroretical

fitting curves. The data in all cases seem to have a minimum that is located below

170 K. In addition a rather shallow minimum in 31P T1 is observed for the β phase
and the liquid that are located near 250 and 330 K, respectively. The dominant

dynamical process would be the isotropic rotational motion of the anion. The

cation dynamics that contributes 31P–1H interaction can also exist and was

attributed to T1 process with the shallow minimum observed in the β phase and

liquid state. The resultant fitting parameters τ0, Ea and ΔM2 are listed in

Table 17.6. The temperature dependence of the τc values for all the states are

shown in Fig. 17.15.

The results presented above, when taken together, clearly demonstrate that

RTILs are unique materials that enable comparison of ionic dynamics in salts

Table 17.5 Theoretical 31P second moment M2 (Gauss
2) for [C4mim]PF6 in the crystalline state

Intra
31P–19 F

Inter 31P–19 F Inter 31P–1H Inter 31P–31P

Total<6 Å 6 Å< <6 Å 6 Å< <6 Å 6 Å<

Rigid lattice 51.45 0.10 0.05 1.40 0.15 0.005 0.004 53.16

3-CH3 and δ-CH3 free

rotations

51.45 0.10 0.05 1.13 0.15 0.005 0.004 52.90

PF6
�

rotation

C4 25.73 0.08 0.05 1.13 0.15 0.005 0.004 27.16

PF6
�

rotation

C2 6.43 0.07 0.05 1.13 0.15 0.005 0.004 7.85

PF6
�

rotation

C3 0.00 0.07 0.05 1.13 0.15 0.005 0.004 1.42

PF6
�

rotation

Isotropic 0.00 0.07 0.05 1.13 0.15 0.005 0.004 1.42

Reprinted with permission from Endo et al. [49]. Copyright 2013 American Chemical Society

Fig. 17.13 Temperature dependence of the second moment M2 of
31P NMR spectra. Red, blue,

and green symbols represent data for the [C4mim]PF6 crystalline polymorphs α, β, and γ,
respectively. The gray dashed line is the theoretical limit of M2 of 1.42 Gauss2 for isotropic

rotation of PF6
� anions (see Table 17.5). Reprinted with permission from Endo

et al. [49]. Copyright 2013 American Chemical Society
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between crystalline and liquid states. As can be seen in Fig. 17.15, the timescale τc
for the rotational dynamics of the PF6

� anion in all phases is on the order of

picoseconds and is the slowest in the γ phase and the fastest in the β phase. The α
phase and the liquid are comparable in their behavior and are characterized by

timescales intermediate between those characteristic of the β and γ phases. It was

shown in our previous study [50] that the τc of PF6
� rotation in the supercooled

[C4mim]PF6 liquid increases only slightly with decreasing temperature to several

tens of picoseconds even below its glass transition (192 K) indicating that this

dynamics is not related to the viscous slowdown and is strongly decoupled from the

structural relaxation process. The cation-anion Coulombic interaction should be

weaker in the liquid state compared to that in solid state due to the increase in

molar volume by ~10� 15 % [51, 52] that typically accompany melting. There-

fore, one may expect faster ionic dynamics in liquid state. However, the present

results show that τc of PF6
� rotation in the liquid state is comparable to that in the

Fig. 17.14 Theoretical fits

(solid lines) to the measured
31P T1 data (symbols): (a) α
phase; (b) β phase; (c) γ
phase; (d) the liquid. The
individual simulation

components in parts b and

d are indicated by dashed
lines. Reprinted with

permission from Endo

et al. [49]. Copyright 2013

American Chemical Society

Table 17.6 Parameters ΔM2, Ea and τ0 derived from fitting the 31P T1 data

Interaction

Crystal α Crystal β Crystal γ Liquid

P–F P–F P–H P–F P–F P–H

ΔM2/

Gauss2
51.5

(fixed)

51.5

(fixed)

1.0� 0.0 51.5

(fixed)

51.5

(fixed)

1.6� 0.0

Ea/

kJ mol�1
9.7� 0.1 14.4� 0.6 17.2� 1.6 13.9� 0.2 11.1� 0.3 20.2� 0.9

τ0/fs 92� 6 2� 1 311� 241 35� 4 38� 6 572� 186

Motional

assignment

PF6
� iso-

tropic

rotation

PF6
� iso-

tropic

rotation

Rotational

motion in the

cation

PF6
� iso-

tropic

rotation

PF6
� iso-

tropic

rotation

Rotational

motion in the

cation

Reprinted with permission from Endo et al. [49]. Copyright 2013 American Chemical Society
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α phase and is slower than the β phase. Such behavior may be related to the fact

that the PF6
� rotational dynamics is governed by the local structure and/or local

interactions rather than the average Columbic interaction between the cations and

the anions.

It is worth comparing the anion dynamics to that of the cation in the [C4mim]

PF6 crystals. Fig. 17.15 also includes the τc of the δ-CH3 rotational motion in the

cation [46]. Interestingly, the trend of the τc for the rotational motion is the same

for both cation and anion. The PF6
� rotational motion in the three crystal phases is

all faster than the δ-CH3 rotation in cations. Previous results indicated that δ-CH3

rotation was slower than the rotation of the methyl group attached the

imidazolium ring (3-CH3) but faster than the segmental motion of the butyl

group [46, 48]. Hence, the order of the τc for the rotational motion in the

[C4mim]PF6 crystals would be 3-CH3< PF6
�< δ-CH3< butyl group segmental

motion. The presence of multiple timescales may suggest the presence of a

dynamical hierarchy in these materials. A similar comparison between the cation

and anion rotational dynamics can also be made in the case of the [C4mim]PF6
liquid for which previous studies investigated the cation dynamics [53–56]. The τc
of PF6

� rotation in the liquid state as obtained in this study is 3.3 ps at 300 K

whereas for the cation at the same temperature in the liquid state τc was found in

previous studies to range between 700 and 900 ps for the three carbons in the

imidazolium ring, 26 ps for 3-CH3, 510/220/120 ps or 168/103/60 ps for the three

carbons in the methylene group of the butyl chain and 26 or 13 ps for the rotation

of δ-CH3 [53, 55, 56]. Therefore, it is clear that all local motions in the cation have

slower rotational timescale compared to that for PF6
�. It should be noted that

reported 3-CH3 and δ-CH3 rotational motions in the liquid state would not be the

threefold axis rotation as observed in the crystalline state. This conclusion is also

true when the anion dynamics is compared to the rotational reorientation of the

whole cation as the latter is expectedly significantly slower with τc of ~3–4 ns near

Fig. 17.15 Rotational correlation times τc in [C4mim]PF6 derived from fits to the 31P T1 data.

Solid and dashed lines are for rotation of PF6
� and δ-CH3, respectively. Red crystal α, blue crystal

β, green crystal γ, black the liquid state. The data for δ-CH3 are taken from a previous report in the

literature [46]. Reprinted with permission from Endo et al. [49]. Copyright 2013 American

Chemical Society
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300 K [50, 57–59]. Previous NMR spectroscopy [60] and MD simulation [61, 62]

studies indicated that in contrast with the rotational dynamics the timescale of the

translational dynamics of the cation and the anion were comparable.

Finally, it is interesting to compare the timescale of the PF6
� rotational

dynamics in [C4mim]PF6 to that in “ordinary” salts such as alkali and ammonium

salt as significant data are available in the literature on the PF6
� rotational

dynamics in such salts [49]. Figure 17.16 compare the Ea, τc (if available) versus
ionic volume of the PF6

� anion in these salts. The DFT calculations carried out in

this study [63] yield the ionic volumes of [C4mim]+ and PF6
� ions to be 148.8 and

71.3 Å3, respectively. These values are comparable to the van der Waals volumes

of these ions that were reported in the literature to be 150 and 69 Å3 [64]. It is

intuitively expected and was suggested in a number of previous studies that the

ionic volume or radius is roughly correlated with PF6
� rotational dynamics [65–

68]. This is because larger ionic volume can decrease cation-anion interaction that

could result in faster PF6
� rotational dynamics. However, the data in Fig. 17.16

indicate almost no relationship between the ionic volume and the dynamical

parameters for the PF6
� rotational dynamics. This observation strongly suggests

that the PF6
� rotational dynamics is not significantly influenced by the averaged

cation-anion interaction. It is tempting to attribute this result to the high sphericity

of the octahedral PF6
� anions. It is well known that ions or molecules with

spherical symmetry are expected to have small activation barriers for rotational

jumps or diffusion [69–71], consistent with the activation energies of 10–

15 kJ mol�1 obtained in this study for the isotropic rotation of PF6
� anions in

the [C4mim]PF6 crystals and liquid. Such low activation energies have also been

observed for the rotational motion of these anions in a remarkably wide variety of

salts, as shown in Fig. 17.16.

Fig. 17.16 (a) Ea and (b) τc at 300 K for PF6
� rotation in salts in their crystalline states. Red,

yellow, blue, and green symbols represent data for salts with alkali cations, spherical nonalkali

cations, nonspherical cations, and for [C4mim]PF6, respectively. See Endo et al. [49] and refer-

ences therein for details. The τc values for some salts were obtained by minor extrapolation, as

their melting points are below 300 K. Reprinted with permission from Endo et al. [49]. Copyright

2013 American Chemical Society
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17.4 Summary and Perspective

Here we focused on the results of [C4mim]PF6, but there have been a large variety

of RTILs and their series investigated, such as researches on alkyl chain length

dependence and the methylation effect at the 2 position of the imidazolium ring [42,

72, 73]. Particularly on imidazolium-based RTILs that are the most well-known

series probably because of tendency to have low melting point, when taken

together, flexibility of an alkyl group attached to the ring plays an important role

in complicated thermal phase behavior of RTILs. Namely, low melting point, easy

formation of supercooling and subsequent glassy states, complex solid-solid phase

change and slow phase change can be somewhat explained with the flexibility. In

this sense, [C4mim]PF6 can be the most representative RTIL, which shows three

dominant cation conformations with some minor ones during the thermal phase

changes. Some pyrrolidinium-based and piperidinium-based RTILs show plastic

crystallinity that significantly enhances ion transportation property in the solid state

[13–16]. This is also the strong evidence that flexibility of ions drastically changes

physical properties of RTILs and proves the importance of high degree of freedom

in ions. It should be noted that 1,3-dimethylimidazolium hexafluorophosphate

([C1mim]PF6), which has no flexibility in the ions, shows two polymorphic crystals

[43]. Melting point difference between polymorphic crystals of imidazolium-based

RTIL is the largest in [C1mim]PF6, which is ca. 50 K. As can be already seen in the

presence of the β’ phase in [C4mim]PF6, there are some phase changes that do not

accompany with the conformational change of ions [30, 42, 43]. Obviously, many

factors, especially Columbic interactions that are characteristics of salts, should be

considered for understanding the nature of RTILs in detail. However, one will not

be able to underestimate the importance of flexibility in ions.

The work presented here would not directly contribute to any industrial appli-

cations such as electronic devices. However, considering the uniqueness and

outstanding properties of RTILs, we believe that our fundamental researches

somewhat paved the road of RTIL fields for the future.
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Chapter 18

Single Molecular Spintronics

Toyo Kazu Yamada

18.1 Introduction

Organic molecules have enabled the realization of cheap, flexible, and printed

electronic devices, which are nowadays widely used for organic solar cells [1],

organic electroluminescence devices [2], organic displays [3], and organic light-

emitting diodes [4]. So far, organic molecular films with a thickness of 10–100 nm

grown on a substrate have been used, and electron or hole transfer through molec-

ular junctions has determined the electronic properties of devices. Minimization of

the device size is an important challenge for near-future electronics to realize

low-cost device with low power consumption and high functionalities, which is

why studies on nano electronics and nano science have rapidly developed in the last

decade. Fundamental studies on nano molecules of size 1–10 nm have recently been

carried out and new electronic (spin) properties have been exhibited by single

molecules [5–11], single-molecular chains [12], and monolayer (ML) molecular

films [13, 14] on metal substrates. In particular, local density of states (LDOS) of

nano molecules varies greatly owing to their unique symmetry, i.e., surface or

interface effects mainly determine the nano device properties [15, 10].

Quantum spin states of single molecular magnets have been widely studied using

noble metal substrates [6–9, 11, 13, 14, 16, 17]. Electronic couplings from the noble

metal substrates have been considered not to affect strongly the quantum spin states

of the molecules. However, we have recently found that properties of Fe-based spin-

crossover molecules are affected by the electronic coupling from a Cu(001) sub-

strate [8]. We succeeded in detecting molecular low-spin and high-spin states of the

spin-crossover molecules by inserting a CuN layer between the substrate and the

molecules to cut the coupling from the substrate, which means that even with noble

metal electrodes, electronic or spin states of single molecules can be modified. Such
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a decoupling layer is required to observe intrinsicmolecular orbitals.MgO (2–3ML)

and NaCl (2ML) thin films have also been used as decoupling layers [18–21].

On the other hand, strong electronic couplings between substrates and molecules

can also be useful for new molecular spintronics. Strong hybridizations between 3d

spin-polarized LDOS and molecular π-orbitals result in a magnetoresistance effect

through a single molecule [5, 10], i.e., spin current through single molecules can be

controlled by switching the magnetization directions of magnetic electrodes.

One of the most effective techniques for precisely measuring electronic spin

properties of 1-nm-size molecules is tunneling spectroscopy with a scanning

tunneling microscopy (STM) setup, known as scanning tunneling spectroscopy

(STS). This technique measures the so-called I(V) curves or dI/dV curves, which

are the tunneling conductivity and differential tunneling conductivity as functions

of the sample bias voltage, respectively. The LDOS, minority and majority spin

states, is included in the dI/dV [15, 22–24].

In this work, we show experimental findings of giant magnetoresistance through

a π-conjugated single phthalocyanine (H2Pc) molecule by means of ultrahigh

vacuum spin-polarized STM setup at 4.6K.

18.2 Spin-Polarized STM

Spin-polarized scanning tunneling microscopy(STM) [25, 26] is one of the

most powerful tool to resolve surface quantum spin states of magnetic thinfilms

[24, 27, 28], single atoms [29], single molecules [5, 6, 10], and nanoclusters [15] by

measuring sample surface spin-polarized LDOS near the Fermi energy.

Figure 18.1 shows a simple sketch of an STM setup. A sample is set in an STM

stage and a bias typically μ-3V is applied. An STM tip is approached toward the

sample surface until the tip detects tunneling current. Typical tip-sample distance

Gain

STM imageEnlarged image

Sample

Tip

X Y

Z Piezo tube voltage control

Tunneling current

amplifier

Scan & z control

Fig. 18.1 A scanning

tunneling microscopy

(STM) setup
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during tunneling is 0.5–1.0 nm. Since STM detects tunneling current, usually

conductive samples and tips are used, i.e. metals or semiconductors. Since the

tunneling current depends exponentially on the tip-sample distance, pm scale

corrugation can be detected. Since atomic corrugation of the sample surface is

usually 1–50 pm, atomically resolved images can be obtained by STM.

The detected tunneling current (10�12–10�9 A) is 106� 1010 times amplified and

switched to a voltage signal via an I-V convertor. In a constant current mode, a

surface topographic image of the sample is obtained by keeping a constant current,

e.g., 100 pA. During a x-y scan, a feedback loop tries to keep the constant current by

controlling the tip-sample distance with a z piezo. A map of the applied voltage to

the z piezo at each pixel position on the sample surface corresponds to the STM

topographic image such as Fig. 18.1 where hexagonal lattice of carbon atoms are

observed.

We need a spectroscopy mode for magnetic imaging, i.e., not only the topology,

but also LDOS near the Fermi energy is required. So far spin-polarized STM

experiments have been performed at 0.3–300K in ultrahigh vacuum (UHV). Spec-

troscopy measurements were performed by opening the feedback loop of the

tunneling current, i.e., fixing the tip-sample separation (z). The tunneling current

was measured at each pixel by varying the sample voltage to obtain I(V) curves.
Differential conductivity (dI/dV) curves were obtained by numerical differentiation

of the I(V) curves. We could obtain a spectroscopy image by mapping the dI/dV
value at each pixel position. A lock-in amplifier was also used to obtain the

dI/dV map.

By the way, how we could know magnetic moment vectors by measuring LDOS

of nanomaterials? Electrons have not only charges but also angular momentum

vectors, and generate spin up α¼(1,0) and spin down β¼(0,1) states. Now we focus

LDOS near the Fermi energy. In non-magnetic materials numbers of spin up and

down electrons are equal, but in magnetic materials numbers of spin up and down

electrons are different (Stoner model). A magnetic moment vector can be described

as follows: μJ
!¼�gJμBJ

!
, where gJ denotes Lande’s g factor, μB Bohr magnetron, J

!

total angular momentum vector (J
!¼ L

! þS
!
, L
!
: orbital angular momentum vector, S

!
:

spin angular momentum vector). Spin up and down electrons can stay in minority or

majority LDOS (ρmin and ρmaj). When the densities are different, the difference

(ρmaj�ρmin) corresponds to an amplitude of a magnetic moment, e.g., bulk-Fe has a

magnetic moment of 2.2 μB. Also, an amplitude of spin polarization vector can be

defined as jP! j � ðρmaj � ρminÞ=ðρmaj þ ρminÞ, i.e., for magnetic materials, spin up

and down states are different near the Fermi energy (EF): ρmin 6¼ ρmaj, generating
magnetic moment. In this way, magnetic moment can be investigated by measuring

the sample LDOS. But, for that we need a magnetic tip.

Preparation of the magnetic tip is one of the most important and difficult issue

for success of spin-polarized STM measurements [30]. Although magnetic force

microscopy, atomic force microscopy with a magnetic cantilever, uses stray field

from the tip apex, such a stray field from the tip must be excluded for spin-polarized
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STM since tiny stray fields from the tip can change spin polarization vectors of the

nanomagnets easily. Magnetic thinfilm coated W tips have been widely used as a

spin-polarized STM tip. Tungsten (W) tips were electrochemically etched from W

wires (ϕ¼ 0. 3mm, purity 99.9%) in air using KOH aq.. Subsequently, the tip was

rinsed with hot water and acetone, then transferred into STM chamber. The apex of

the W tip was sputtered with Ar+ in UHV and annealed at temperatures of up to

2,000K to obtain a clean apex. Then, a magnetic film was deposited on the W apex

in UHV. So far, it has been reported that Fe-coated W tips have an in-plane spin-

polarization of about 33% [30] (Nagai, private communication) and Co-coated W

tips have an out-of-plane anisotropy [10].

Figure 18.2 shows spin transfer between magnetic tip and sample. Figure 18.2a

shows a case of parallel coupling between tip and sample magnetic moment

vectors. Minority and majority spin states are shown. Now the tip has spin up (α)
in the minority states and spin down (β) in the majority states. Here we use an ideal

tip with a 100% spin polarization. In the case of parallel coupling (Fig. 18.2a), the

sample has spin up (α) in the minority states and spin down (β) in the majority

states, similar to the tip.

In the case of anti-parallel coupling (Fig. 18.2b), the tip state does not change

while the sample magnetic moment changes, i.e., sample minority and majority

spin states reverse, thus now the sample has spin up (α) in the majority states and

spin down (β) in the minority states.

Since there is no spin flip during tunneling, spin up (down) electrons can transfer

only to the spin up (down) states, i.e., spin transmission probability is 3� 3þ 1� 0

¼ 9 for the parallel case and 3� 1þ 0� 3 ¼ 3 for the anti-parallel case.
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Fig. 18.2 Simple mechanism of spin-polarized tunneling between two magnets: a magnetic tip

and a magnetic sample surface. α and β denote spin up and spin down. EF the Fermi energy. Here

we assume a tip spin polarization of 100%, i.e. minority spin band has spin up only. Magnetic

moment vectors of the tip and the sample are (a) parallel and (b) anti-parallel. Since the sample

magnetic moment vector reverses between (a) and (b), minority and majority spin bands also

reverse. Electron spin transmission probability is 3� 3þ 0� 1 ¼ 9 for parallel and 3� 1þ 0

�3 ¼ 3 for anti-parallel
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Magnetoresistance of ð9� 3Þ=3 ¼ 200 % can be obtained, and the tip spin polari-

zation is ð3� 0Þ=ð3þ 0Þ ¼ 100%, the sample spin polarization is ð3� 1Þ=ð3þ 1Þ
¼ 50%.

Thus, number of tunneling electrons depends on the inner product of the tip and

the sample spin polarization vectors, which can be described as I / Ioð1þ Ps

! �Pt

!Þ
or dI=dV / dIo=dVð1þ Ps

! �Pt

!Þ ¼ dIo=dVð1þ jPs

! jjPt

! j cos θÞ, if Pt

!¼ Ptð0, 0, 1Þ
and Ps

!¼ Psð sin θ sinϕ, sin θ cosϕ, cos θÞ. Therefore, we can obtain the sample

spin polarization by measuring dI/dV or normalized ðdI=dVÞ=T curves1:

ðdI=dVÞ=TP ¼ ρmins ρmint þ ρmajs ρmajt

ðdI=dVÞ=TAP ¼ ρmins ρmajt þ ρmajs ρmint

AðdI=dVÞ=T ¼ ðdI=dVÞ=TP � ðdI=dVÞ=TAP

ðdI=dVÞ=TP þ ðdI=dVÞ=TAP

¼ ðρmins ρmint þ ρmajs ρmajt Þ � ðρmins ρmajt þ ρmajs ρmint Þ
ðρmins ρmint þ ρmajs ρmajt Þ þ ðρmins ρmajt þ ρmajs ρmint Þ

¼ ρmajs � ρmins

ρmajs þ ρmins

ρmajt � ρmint

ρmajt þ ρmint¼ PsamplePtip,

where ðdI=dVÞ=TP and ðdI=dVÞ=TAP denote normalized dI/dV curves by its fitted

tunneling probability function (T ) whenPs

!
andPt

!
are parallel and anti-parallel, ρs

maj

and ρs
min sample majority and minority LDOS, ρt

maj and ρt
min tip majority and

minority LDOS. Experimentally, jPt

! j have been studied to have a (maximum) spin

polarization near the Fermi energy of 40, 10, and 8% for Fe-coated W tips [30],

Cr-coated W tips (Nagai, private communication), and annealed Mn-coated W tips

[31], respectively.

1 During the spectroscopy mode, the feedback is off, i.e., the tip-sample separation is constant. The

distance was fixed by tunneling current and the sample bias, Vs. Frequently contrast in the dI/dV is

considered due to different spin polarizations, i.e., different minority or majority LDOS, at each

atoms, however, dI/dV can be also varied by the exponential background (T ). When you set the

bias Vs at the energy position of spin polarized LDOS, the distance can be varied when the tip and

the sample spin polarizations are parallel and anti-parallel, which affect dI/dV signals and

modifying the spin contrast. The reason is that dI/dV is proportional to L D O S � e x p(�2κ z),
i.e., the change in the tip-sample distance (z) varies T/ e x p(�2κ z) and dI/dV varies. One good

example was demonstrated on the Mn(001) surface [24], where the magnetic contrast as well as

asymmetry in dI/dV varies drastically by using different bias Vs for determining the tip-sample

separation, i.e., for quantitative spin polarization measurements normalization of the spin-

dependent tip-sample separation effect must be excluded, i.e., jPs

! jjPt

! j ¼ ððdI=dVÞ=TÞP�
ðdI=dVÞ=TAPÞ/ððdI=dVÞ=TP þ ðdI=dVÞ=TAPÞ.
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Figure 18.3 shows how STMmagnetic imaging is practically performed. Arrows

indicate directions of spin polarization vectors of surface atoms. We scan the

sample surface with a magnetic tip. To obtain the magnetic image, we need to get

not only STM topographic image but also a spectroscopy image simultaneously.

During the scanning, at each pixel position, first the z position is determined under

feedback is ON, next the feedback loop is opened and dI/dV curves are measured by

numerical differentiation of I(V) curves. This process is repeated at all pixel

positions. Typically it takes 5–30min to complete measurement. dI/dV curves are

obtained by numerical differentiation. Mappings of the obtained z and dI/dV value

at each pixel position are called topographic and spectroscopy images, respectively.

If there is contrast in the spectroscopy image, it may be caused by different spin

distribution on the sample surface. However, cares must be required since the

contrast can be caused by differences in (1) local work function (barrier height),

(2) LDOS, (3) chemical spieces, and (4) spin polarization vectors. You have to

exclude possibilities of (1), (2) and (3) to prove the obtained contrast in the

spectroscopy image has a magnetic origin. You can also use a lockin amplifier to

get dI/dV signal while in this case always the feedback is closed, thus more cares are
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Fig. 18.3 Magnetic imaging of spin-polarized STM. Electron spin transmission probability is

proportional to an inner product of tip (Pt

!
) and sample (Ps

!
) spin polarization vectors:

dIo=dVð1þ jPs

! jjPt

! j cos θÞ, where dIo/dV is non-magnetic component in dI/dV. Magnetic

image is obtained by mapping a dI/dV value at each pixel position. The magnetic contrast can

be proportional to Ps

! �Pt

!
. Arrows indicate spin polarization vectors of surface atoms
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required for understanding the meaning of contrast in the spectroscopy image since

the spin-dependent z effect is included.2

Since dI=dV ¼ dI=dV0ð1þ Ps

! �Pt

!Þ, sample areas where the coupling between

tip and sample spin polarization vectors is parallel (anti-parallel) have a higher

(lower) tunneling conductance. In the spectroscopy image areas with a higher and a

lower conductance are mapped brighter and darker, respectively (Fig. 18.3), thus

just by watching the color (so-called magnetic contrast) we can know distribution of

the spin polarization amplitudes or directions on the sample surface.3

Spin-polarized STM can study spin polarization vectors of magnetic materials,

however the studied region is limited only at surface. Due to breaking of bulk

symmetry even magnets in bulk can be non-magnetic at surface. Therefore, for

spin-polarized STM measurements magnetic samples with highly spin-polarized

surface states have been used. So far the following samples have known to have

spin-polarized surface states: e.g., Fe(110), Fe(001) [32], Mn(001) [24, 27],

Co(0001), Cr(001).

To perform real spin-polarized STM measurements much knowledge of vacuum

technology, surface science, and magnetism are required. We first need an atomi-

cally flat substrate. It is standard to use a surface with an atomic terrace width larger

than 100 nm, i.e., one atomic step (about 0.2 nm) per 100 nm, since atomic steps

have different symmetries which can quench the spin-polarized surface states [32].

Such a step effect occurs only near the step (0.5–1.0 nm). We adsorb magnetic

samples such as single atoms, single molecules, nano clusters, thinfilms on the

2 The spin polarization is defined as the difference between minority and majority spin states

divided by the sum of the minority and majority spin states. Since minority and majority spin states

varies in energy, spin polarization varies at each energy position. Therefore, magnetic contrast in

STM images is varied at each energy position, i.e., only I(V) or dI/dV obtained at bias voltages near

a highly spin polarized state shows contrast. Mostly highly spin polarized surface states exist near

the Fermi energy. If you set bias voltage too far from the Fermi energy the contrast disappear. To

exclude the spin dependent tip-sample distance effect to the dI/dV, it is better to choose the bias Vs

far from the Fermi energy (typically jVs j > 1. 5V).

3 Here we explain the relation between spin polarization P
!

and magnetic moment vectors μJ
!
.

Magnetic moment vector μJ
!

can be described as�gJμB J
!
, while the spin polarization vector P

!
can

be defined with spin function γ as P �< γj2J! jγ >. Now we assume the J
!

points an arbitrary

direction: (x, y, z)¼(sin θ cos ϕ, sin θ sin ϕ, cos θ). θ and ϕ denote angles from z and x axes,

respectively. γ ¼ ð cos θ
2
, sin θ

2
expðiϕÞÞ, i.e., ifθ ¼ π=2and ϕ¼ 0, γ ¼ 1

ffiffi

2
p αþ 1

ffiffi

2
p β, while α¼(1,0),

β¼(0,1). Now γ is substituted, Px ¼ 2 cos θ
2
sin θ

2

expðiϕÞþexpð�iϕÞ
2

¼ sin θ cosϕ,

Py ¼ �2i cos θ
2
sin θ

2

expðiϕÞ�expð�iϕÞ
2

¼ sin θ sinϕ, Pz ¼ cos 2 θ
2
� sin 2 θ

2
¼ cos θ, i.e., P

!
points

the same direction as J
!
. P
!

is parallel to J
!

and anti-parallel to μJ
!
. Since in bulk 3d magnetic

metals L
!

is negligibly small, J
!

is considered to be approximately equal to S
!

and therefore

magnetism in bulk 3d metals can be explained mainly by spin angular moment vectors. However,

nano magnets such as single atoms, L
!
becomes larger and cannot be ignored. It is better to use J

!
.
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atomically flat substrates. As a non-magnetic substrate, single crystal surfaces of W,

Mo, and noble metals have been used.

Furthermore, spin polarization vectors of small magnets can be unstable by

thermal fluctuations, which frequently decrease the Curie temperature much

lower than room temperature, therefore it is better to check the Curie temperature

before you perform experiment. So far 0.3, 4, 77, and 300K STM are commercially

available. For example, since 1-2 monolayers of Fe thinfilm on a W(110) substrate

and Co thinfilms on Cu(111) [10] have Curie temperature lower than room tem-

perature, spin-polarized STM experiments must be performed at 4K by cooling

with liquid He bath cryostat. It should be noted that spin-polarized STM measure-

ments still can perform at room temperature if we use a strong exchange coupling

between ferromagnet and antiferromagnet, which increase Curie temperature

higher than room temperature [24, 27, 28].

18.3 Magnetoresistance Through a Single Molecule

Spin-polarized STM can use for developments of nanospintronic devices. Magnets

(N–S poles) are nowadays used for storing information of our daily life. A harddisk

drive includes more than 1012 nanomagnets, where a giant magnetoresistance

(GMR) sensor detects stray field of each magnet and read alignments of N–S poles.

In this study we fabricated the smallest GMR sensor using spin-polarized STM

technique with a single organic molecule. Figure 18.4 shows how the GMR sensor

works in the harddisk drive. The sensor, consisting of two nanomagnets separated

by a spacer film, detects conductance through this [magnet1/spacer/magnet2]

junction. If the spacer is vacuum, this junction corresponds to the spin-polarized

STM. Therefore the conductance through this junction is proportional to P1

! �P2

!
.

When the two magnets are parallel (anti-parallel) the conductance becomes higher

(lower) and then the light is ON (OFF), which effect is called magnetoresistance,

i.e., we can control the conductance by switching spin polarization vectors. In

Fig. 18.4a, magnet 1 is pinned and the magnet 2 is free, so the N–S pole of the

magnet 2 is changed by stray field from each magnet on the harddisk. Thus, the

sensor detects the variation of the conductance during scanning on the array of the

nanomagnets, which correspond to binary signals (1 or 0) (reading information).

In a last decade, tunneling magnetoresistance and magnetic random access

memory devices have been developed. Magnetoresistance higher than 100% was

achieved using a Fe/MgO interface [33, 34]. Such spintronic devices have devel-

oped so far mainly by inorganic materials, i.e., Si-based semiconductor and metal

films. Our challenge is a use of a 1-nm-size single organic molecule for spintronics.

We use a single molecule as a spacer as shown in Fig. 18.4b. Scientific interesting is

whether the single organic molecule can pass spins and generate magnetoresistance

effect. However, since it is hard to fabricate such a small junction with top–down

techniques, we fabricate such a single molecular junction with the spin-polarized

410 T.K. Yamada



STM as shown in Fig. 18.4b, where we first prepared a nanomagnet on a substrate,

second deposited a single molecule on it, then gently approached the spin-polarized

STM magnetic tip toward the molecule, and finally the tip contacted with the

molecule. Thus, we succeeded to fabricate a [nanomagnet/single molecule/

nanomagnet] junction without breaking a single molecule, and simultaneously we

could measure the conductance through the single molecule. If the conductance is

changed by switching the coupling from parallel to anti-parallel (or vice versa), we

could prove that a single molecule can be used for magnetoresistance sensor.

All spin-polarized STM spectroscopy experiments were performed at 4.6K in

UHV. Phthalocyanine (H2Pc) molecules were used as a representative of π-conju-
gated organic molecules. Commercial H2Pc powder (Alfa Aesar, purity 95%) was

purified by sublimation at 653K and recrystallization at 473K in a pressure of 10�3

Pa (yield 30%). Nuclear magnetic resonance (NMR) and infrared spectra con-

firmed the absence of impurities after the purification. The clean H2Pc powder was

placed in a crucible, which was set in a molecular chamber and heated to 550K. The

H2Pc powder was deposited on a substrate at 300K by opening the shutter valve

between the preparation and molecular chambers. Figure 18.5a shows an STM

topographic image of H2Pc single molecules deposited on a substrate. Four benzene

rings in side groups have π-orbitals, appearing as four bright spots in the STM

image. An inset image in Fig. 18.5a also shows a H2Pc single molecule but with

higher resolution, where we could observe atoms constructing the molecule.
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Fig. 18.4 Magneto resistance (MR) sensor inside hard disk reads magnetic directions of nano

magnetics (¼ stored information). The sensor consists of two nano magnets. Magnet 1 is a fixed

magnet and magnet 2 is a detecting magnet. The detecting magnet follows stray field from nano

magnets on the hard disk. When the magnet 1 and 2 are parallel (anti-parallel), resistance through

the mag.1/spacer/mag.2 junction is low (high) and the ramp is on (off). Thus, the MR sensor can

read stored information. Sketches of (a) a magneto resistance sensor and (b) a spin-polarized

scanning tunneling microscopy setup. By contacting the magnetic STM tip with a single molecule

deposited on a nano magnet, we can measure magneto resistance through a single molecule
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Using this single molecule, we started to fabricate the single molecular junction.

Co-coated W tips were used as a ferromagnetic electrode. As another ferromagnetic

electrodes we used 10–20 nm size Co bilayer nanoislands grown on a clean Cu

(111), which are shown in Fig. 18.5b. The Co islands have a triangular shape

because they follow a substrate fcc-Cu(111) symmetry, which have perpendicular

magnetic anisotropy, and therefore N–S poles of the islands have two possibilities,

i.e., upward and downward.

We deposited single molecules on the Co nanoislands in UHV at 300K, then

subsequently bring to STM at 4.6K. The magnetoresistance measurements through

the single molecule with the spin-polarized STM setup were performed by follow-

ing the experimental scheme shown in Fig. 18.6a. The ferromagnetic Co/W tip first

gently contacts with the molecule adsorbed on the Co island with a spin polarization

vector pointing upward, and measure the conductance. Next, the same tip is

withdrawn from the molecule and moved to another molecule adsorbed on the Co

island with a spin polarization vector pointing downward, and measure the con-

ductance. We repeated this process many times. If we see differences in the

conductances between parallel and anti-parallel magnetic couplings of the tip and

the sample, it will prove that the single molecule has a magnetoresistance effect.

However, from the normal STM topographic image in Fig. 18.5b, spin polariza-

tion directions of the nanoislands are unknown. We checked the N–S poles of

each nanoisland by spin-polarized STM. Fig. 18.6b shows an STM topographic

image combined with magnetic contrast in the dI/dV map, in which one island

appears brighter and another one appears darker, indicating that the brighter and the

Fig. 18.5 (a) STM images of phthalocyanine (H2Pc) single molecules on Cu(111) substrate. An

inset shows an atomically resolved STM image of the single H2Pc molecule. (b) H2Pc single

molecules are deposited on a surface of 0.2ML Co on Cu(111). Triangulars denote bilayer Co

nano magnets
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darker islands couple parallel and anti-parallel, respectively, with the ferromagnetic

Co/W tip.4

By following Fig. 18.6a, we measured conductance as a function of the

tip-sample distance. Figure 18.7a shows an example of the conductance measure-

ment. We approached the STM tip toward the molecule from offset¼0 pm, simul-

taneously we measured the conductance. The conductance increases exponentially

by closing the tip to the surface until offset¼165 pm, which is under tunneling

regime. But, at 165 pm, the conductance suddenly increases almost one order of

magnitude and conductance becomes almost constant. The bias during the conduc-

tance measurement was set below 10mV to prevent phonon excitation of the

phthalocyanine molecule. Since such a jump occurred only when we approached

the tip at the side groups of the molecule, we considered that one of the side group

contacts with the tip and the opposite side contacts with the Co nanoisland. The

conductance when the tip contacted with the molecule includes two components,

i.e., tunneling conductance (Gtun): electron transfer from the tip to the Co

nanoisland and the conductance through the molecule (Gmol). Gmol was obtained

by subtracting Gtun from the obtained conductance.

TMR

GMR

Anti-parallelParallel

Co

nano-

dots

Co/W tipA

Contact

Move

Cu electrode

Contact

PcPc
Co nano-dot

Co nano-dot

Pc

Anti-parallelParallel
a b

Fig. 18.6 (a) Tunneling magneto-resistance and giant magneto-resistance measurements with

STM setup. Here, we used bilayer Co nano-islands grown on Cu(111) substrate, in which magnetic

anisotropy is perpendicular to surface. Black and white arrows indicate magnetic moments. Pc

denotes a single phthalocyanine molecule. (b) STM magnetic imaging of single H2Pc molecules

deposited on Co nano-islands with a triangular shape. Two islands are observed. One appears

brighter and the other appears darker, which means that the former has parallel spin to tip spin and

the latter has anti-parallel spin to tip spin

4We could obtain the tunnel magnetoresistance of the Co nanoislands by

ðdI=dVP � dI=dVAPÞ=dI=dVAP. TMR was 90% at �300mV, while it decreased to 5% near the

Fermi energy.
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Figure 18.7a shows the contact conductances in the cases of the parallel (orange

color) and the anti-parallel (blue color) couplings, where we could clearly see the

difference in the two curves, i.e. the parallel and the anti-parallel couplings show

0.26 G0 and 0.19 G0, respectively (GMR� 37%).5 We repeated the conductance

measurements and results are shown in Fig. 18.7b. A difficulty of conductance

measurements using the spin-polarized STM is that a contacting areal slightly

changes at each measurement, which varies conductance slightly. Also, in this

[Co/Pc/Co] junction case, more than two molecules are required to obtain the

parallel and anti-parallel couplings, i.e., we cannot measure the GMR through the

same single molecule. Figure 18.7b shows a histogram of the experimentally

obtained molecular conductances (parallel 381 and anti-parallel 366), where we

can clearly see two peaks (peak positions are 0.253 G0 and 0.158 G0) which gives us

GMR of about 60% [10]. Furthermore, it should be noted that the [Co/vacuum/Co]

junction show only TMR¼5% near the Fermi energy, but inserting the single

molecule enhances magnetoresistance almost 10 times. Another advantage of

using the single molecule is a low resistance of 52 kΩ, which is good for high-

frequency devices, as well as low resistance area product of 70 μΩμm2, good for

high density devices. In this study we succeeded to fabricate a single molecular

junction with spin-polarized STM and experimentally obtained GMR of 60% for

[Co/Pc/Co] junction.

After this first trial, we also fabricated a single phthalocyanine junction with

different magnetic materials. We deposited H2Pc single molecules on a layerwise

antiferromagnetic Mn(001) films [23, 24], and measured GMR by gently contacting

an Fe-coated W tips [24, 30], in which system magnetic anisotropy is in-plane
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Fig. 18.7 An STM tip contacts to H2Pc molecule. Gtun and Gmol denote tunneling conductance

and conductance through the single molecule, respectively. (a) Conductance measurements with

an increase in the offset from the original tip position. Tip contacts the molecule around offset of

165 pm, and the conductance drastically increases. “Parallel” and “antiparallel” indicate spin

configuration between tip and Co nano-islands [10]. Go denotes quantum conductance of

2e2=h � 1=ð12:9kΩÞ. (b) Histogram of spin-dependent conductance through single H2Pc mole-

cules [10]

5 No clear difference was not observed using non-magnetic W tips.
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(Co nanoislands and Co-coated W tips have an out-of-plane anisotropy). Markedly,

negative GMR of 50% was obtained.

Drastic changes in GMR between the [Co/Pc/Co] and the [Mn/Pc/Fe] junctions

is considered to be different electronic spin hybridizations, i.e., the molecular

LUMO orbital hybridizes with Co minority and Mn majority spin states. Therefore

understanding of the hybridized spin states at the interface between the single

molecule and the 3d magnets could be a key to develop the molecular spintronic

devices. So far we have been developed a normalization technique to recover the

LDOS of the nanomolecules from experimentally obtained dI/dV curves [35], and

performed a systematic study how LDOS near the Fermi energy is affected by

different substrates, i.e., MgO(001) ultrathin films (decoupling layers), noble metal

films, and 3d magnets, which tells us a complete change of original molecular states

by strong hybridization of 3d and π orbitals, causing a new spin structure at

molecule-3d metal interface, which will be the origin of the magnetoresistance

effect [19].
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Chapter 19

Vortex Lasers Twist Materials to Form
Chiral Nanostructures

Takashige Omatsu, Nobuyuki Aoki, and Katsuhiko Miyamoto

19.1 Introduction

We discovered that the angular momentum of the optical vortex can twist an

irradiated sample, so as to create twisted nanostructures (which we term chiral

nanostructures); and the twisted direction (chilarity) of these nanostructures can be

selectively controlled by changing the sign of the angular momentum.

Such chiral nanostructures fabricated by an optical vortex will enable us to open

up new materials science, such as chiral photonics and plasmonics. They might also

have potential to selectively identify chiral molecules and composites on the

nanoscale.

In this chapter, we review optical vortex materials processing, e.g., the formation

of chiral metal nanostructure as well as chiral organic reliefs.
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19.2 Optical Vortex Lasers

19.2.1 Optical Vortex [1–3]

An optical vortex with an annular intensity profile carries an orbital angular

momentum (‘‘�h) associated with a helical wavefront, owing to a phase singularity,

‘ϕ (where ‘ is an integer and ϕ is the azimuthal angle) in the transverse plane

(Fig. 19.1).

Circularly polarized light also exhibits a spin angular momentum owing to a helical

electric field. Consequently, a circularly polarized optical vortex, known as “twisted

light with spin”, carries a helicity, referred to as the total angular momentum ( j�h¼‘�h
+ s�h) (Fig. 19.1), defined by the resultant vector sum of the orbital and spin angular

momenta [4, 5]. The total angular momentum has been evidenced by causing acceler-

ation (or deceleration) of the orbital motion of submicron particles in optical tweezers.

The optical vortex has been potentially utilized in various technologies, includ-

ing optical tweezers [6], high-density plasma confinement [7], and super-resolution

microscopes [8, 9]. For instance, in optical tweezers, an optical vortex forces

submicron particles to rotate in the same direction as the orbital angular momen-

tum. Furthermore, a technique for optical trapping of submicron particles has been

demonstrated using multiple vortices with several phase singularities in the

wavefront. This technique allows us to control several independent optical traps

with individually specified characteristics by using one beam.

Super-resolution fluorescence microscopy, in which fluorescence depletion by

stimulated emission occurs in the spatially overlapping part of a Gaussian pump and

vortex erase lasers, so as to improve the spatial resolution of the fluorescence signal,

has also been successfully demonstrated.

Fig. 19.1 Optical vortex and its angular momenta
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The Laguerre–Gaussian mode, which is the most conventional optical vortex, is

an eigenmode of the paraxial electromagnetic equation in a cylindrical coordinate

system:

∂2

∂r2
þ 1

r

∂
∂r

� 1

r2
∂2

∂φ2
� 2jk

∂
∂z

 !
u r;φ; zð Þ ¼ 0; ð19:1Þ

where r is the radial coordinate, ϕ is the azimuthal angle, and z are the propagation
distance, respectively; u(r,ϕ,z) is the amplitude of the optical wave, and k is the

wave number.

The Laguerre–Gaussian beams, up,‘ (r,ϕ,0) at z¼ 0, are given by

up, ‘ r;φ; 0ð Þ / 1
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where L
j‘j
p are the generalized Laguerre polynomials, p is the radial index, ‘ is the

azimuthal index, termed the topological charge, and ω0 is the spot size of the optical

field, respectively.

19.2.2 How to Produce Optical Vortex Lasers

Several mode conversion techniques from a Gaussian beam to an optical vortex

beam by utilizing additional phase elements, such as spiral phase plates and static

(or dynamic) computer-generated holograms, have been proposed. In particular, a

dynamic computer-generated hologram based on the use of a spatial light modula-

tor, which is the most conventional method, enables us to create an arbitrary

wavefront, such as a 2-dimentional optical vortex array [10]. However, the damage

threshold and the diffraction loss of the spatial light modulator impact the power

handling ability of the system.

Direct production from a laser cavity, such as a side-pumped bounce laser with a

mode-size-dependent thermal lens [11, 12] is an alternative, which has been

successfully demonstrated to generate a vortex output of over 20 W. However, in

most vortex lasers, the wavefront helicity of the vortex output is randomly deter-

mined by the cavity alignment.

Recently, a stressed large-mode-area fiber amplifier in combination with a

master laser has produced more than a 20 W vortex output in picosecond and

nanosecond regimes, and it has also allowed the selective control of the wavefront

helicity of the vortex outputs [13, 14].

The fiber amplifier used was a large-mode-area Yb3+-doped double-clad fiber

(a length of 4 m, a core diameter of 30 μm, and a cladding diameter of 400 μm), and
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it was pumped by a 975 nm fiber-coupled laser diode. The fiber was also bent into a

loop with a radius of ~13 cm to prevent an undesired higher-order mode operation.

A collimated master laser output with a Gaussian profile was off-axially coupled

into a large-mode-area fiber; thereby forcing two orthogonal LP11 modes to lase at

high efficiency. The fiber was appropriately stressed by two clamps, so as to provide

90� or�90� out of phase to two orthogonal LP11 modes at the end of the fiber, and it

then produced a vortex output. The sign of the spiral wavefront of the output was

also controlled only by changing the stress onto the fiber.

Over 25 W of picosecond vortex output from a stressed Yb-doped fiber amplifier

system in combination with a continuous-wave mode-locked Nd:YVO4 master

laser has been achieved, corresponding to an optical-optical efficiency of 47.9 %.

Millijoule nanosecond vortex pulses have also been generated from the fiber

amplifier in combination with an actively Q-switched Nd:YVO4 master laser.

Spatial forms of the vortex output are summarized in Fig. 19.2.

19.3 Optical Vortex Laser Ablation

19.3.1 Nanostructure Fabrication [15, 16]

The commercial 1.06 μm Q-switched Nd:YAG laser used had a Gaussian spatial

output with a pulse duration of 30 ns; its output was converted into an optical vortex

with ‘¼ 1 ~ 2 by silica spiral phase plates (SPP), azimuthally divided into 16 parts

with a nπ/8 phase shift (where n is an integer between 0 and 15). To control the

polarization of the optical vortex (to provide spin angular momentum to the optical

vortex), a quarter-wave plate was also used.

The circularly polarized optical vortex was then loosely focused by the objective

lens (NA¼ 0.08) onto a target, a Ta plate, (complex dielectric constant of approx-

imately �2.54 + 10i at 1.06 μm) to a ϕ60 μm spot on the sample surface. The laser

energy used in the present experiments was fixed to be 2 mJ.

Fig. 19.2 Spatial forms of optical vortex with |‘|¼ 1. (Left) Intensity profile of the optical vortex.
Spherical referenced fringes with (middle) clockwise and (right) anti-clockwise directions
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All experiments were performed at atmospheric pressure and room temperature.

The morphology of the ablated target was observed using a confocal laser-scanning

microscope (LSM) with a spatial resolution of 20 nm in both depth and transverse

displacements.

After single-shot irradiation of an optical vortex pulse with j¼ 2, a bump

appeared at the core of the optical vortex. The height (length between the top and

bottom ends of the bump) was measured to be ~4.4 μm. After three j¼ 2 pulses

were fired at the same position, the bump was shaped to be a needle with a height

(from the target surface) of ~10 μm, and its tip diameter was measured to be less

than 0.2 μm (the value was limited by the spatial resolution of LSM) (Fig. 19.3).

A two-dimensional 5� 6 nanostructure array was further fabricated by translating

the target, resulting in uniformly well shaped nanostructures with an average length

and tip diameter of 11 and 0.5 μm, respectively.

The target ablated by using a circularly polarized Gaussian beam only with spin

angular momentum had no nanostructures, such as needles. This indicates that the

formation of the nanostructure requires the collection and confinement of the

melted metal to an on-axis dark core by the photon pressure.

19.3.2 Chiral Materials Processing [17, 18]

A technique used to twist material, such as metal on a nanoscale to create spiral

(chiral) nanostructures has not been established even by utilizing advanced chem-

ical techniques. In particular, the laser ablation process, in which a metal is broken

down into its constituent elements (melted or vaporized metal) by high-intensity

laser pulses, is unsuitable for recombining the constituent elements and structuring

spiral materials.

The angular momentum of the optical vortex, forcing orbital motion of submi-

cron compositional elements (a plasma of ions and electrons, and melted matter)

produced by the high intense laser pulses, might potentially provide new physical

insight to laser materials processing. However, the orbital angular momentum

effects on the light-matter interaction have never been studied.

As related above, the circularly polarized optical vortex carries a total angular

momentum ( j) defined as the sum of the orbital (‘) and spin (s) angular momenta.

Fig. 19.3 Laser-scanning

microscope image of the

metal surface ablated by

optical vortex pulses
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Namely, when the sign of the orbital angular momentum, m, is the same as

(or opposite to) that of the spin angular momentum, s (1 or �1), the total angular

momentum of the optical vortex is equal to be ‘ + 1 (or ‘-1).
We mention that the laser energy used in the present experiments was controlled

in the range of 0.075–0.3 mJ, which is less than one-sixth that (2 mJ) used in the

experiments mentioned in section 19.3.1. Above this energy level, the leading edge

of the optical vortex pulse produced dense plasma (vaporized material) so as to

shield the rest of the optical pulse, thereby yielding an insufficient transfer of the

angular momentum to the melted material. And thus, only low energy pulse

deposition enabled us to create chiral nanostructures.

The helicity of the optical vortex was reversed by inverting the spiral phase plate

and the quarter wave plate. Four vortex pulses with a ϕ� 65 μm annular spot onto

the target were fired on the same position of the target. The morphology of the

ablated target surface was observed by a scanning electron microscope (SEM) with

a spatial resolution of 8 nm at 3 kV.

Figure 19.4 show a SEM image of a target surface ablated by an optical vortex

with ‘¼�1. A needle was formed at the center of the ablated zone with a smooth

outline; its tip curvature and height were typically measured to be�70 and�10 μm,

respectively. The magnified needle had a conical surface twisted azimuthally in the

clockwise direction. In contrast, a twisted needle in the counter-clockwise direction

was fabricated by irradiation of an optical vortex with ‘¼ 1. The twisting direction

(chirality) of the twisted nanostructure (termed chiral nanostructures) is selectively

determined by the sign of the orbital angular momentum of the optical vortex. The

spiral frequency of the nanostructure (defined as the winding number per 1 μm
height) also increased as the magnitude of ‘ increased.

As shown in Fig. 19.5, the spiral frequency of the nanostructure as a function of

j of the pump laser is investigated. The spin angular momentum, s�h, can then

enhance (reduce) the spiral frequency of a nanostructure when the sign of ‘ is the
same as (opposite to) that of s.

We also notice that j determines the spiral frequency of the chiral nanostructure

instead of ‘. For example, linearly polarized second-order (‘¼ 2; s¼ 0) and

Fig. 19.4 SEM images of a chiral nanostructure fabricated by an optical vortex with j¼�1

(clockwise) and j¼ 1 (counter-clockwise). The focusing lens had an NA of 0.08
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circularly polarized first-order (‘¼ 1; s¼ 1) optical vortices created chiral

nanostructures with the same chirality and spiral frequency. Even if j¼ 0 (‘¼ 1;

s¼�1), optical vortices also created chiral nanostructures.

Additionally, the tip curvature of the chiral nanostructure was approximately

inversely proportional to the NA of the objective lens. At NA¼ 0.18, the tip

curvature and height of the nanostructure were measured to be ~36 nm (less than

1/25th of the laser wavelength) and 7.5 μm, respectively.

The electrical properties of the nanostructure were investigated by using two

50 μm diameter tungsten probes with an internal resistance of �1.0 Ω. One probe
was contacted onto the top of the nanostructure, while the other was tightly pressed

to the substrate surface so as to minimize the contact resistance.

The measured current between the nanostructure and the substrate was propor-

tional to the supplied voltage with a resistance of �50 mΩ, excluding the internal

resistance of the probe. The Energy-dispersive X-ray (EDX) spectrum of the

fabricated needle was mostly identical to that of the substrate surface. Thus, these

results indicate that the fabricated needle was perfectly metallic.

19.3.3 Angular Momentum Effects

The linear momentum density of the light, P, given by the time-averaged real part

of the Poynting vector, is written as [6, 19]

P / E� � Bþ E� B�ð Þh i ¼ iω0 u�∇u� u∇u�ð Þ þ 2ω0k uj j2z� ωs
∂ uj j2
∂r

φ

* +
;

ð19:3Þ
where ω0 is the frequency of the light, s is the spin angular momentum (1 or �1)

for clockwise or anti-clockwise circularly polarized light, and z and ϕ are unit

Fig. 19.5 (Top) Experimental plots of spiral frequency as a function of orbital angular

momentum, ‘, for various spin angular momenta s. (Bottom) Experimental plots of spiral fre-

quency as a function of the orbital angular momentum, j, for various orbital angular momenta, ‘
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vectors along the z- and azimuthal directions, respectively. The resulting angular

momentum, M, of the light is given by

M ¼ r� P; ð19:4Þ

where r is a unit vector along the radial direction.

By substituting Eqs. (19.2) and (19.3) into Eq. (19.4), the time averaged angular

momentum density, j‘,s, of a Laguerre–Gaussian mode is obtained.

The time averaged angular momentum density, j‘,s, of a circularly polarized

Laguerre–Gaussian mode with p¼ 0 is written by

j‘, s /
ω0

‘j j! ‘� ‘j jsþ s

ffiffiffi
2

p
r

ω0

� �2
 ! ffiffiffi

2
p

r

ω0

� �2 ‘j j
exp � 2r2

ω0
2

� �
: ð19:5Þ

We notice that the total angular momentum, j�h, defined as the integration of the

angular momentum density, j‘,s, over the whole beam aperture, is given by the sum

of the orbital, ‘�h, and spin, s�h, angular momenta per photon.

General relationships, written as j‘�1,0¼ j‘,�1 (|‘|� 2) and j‘,s¼� j�‘,�s, are

established. Thus, the relationship j2,0¼ j1,1 is valid, which indicates that two

optical vortices with j¼ 2 are degenerate so as to produce the same chiral nano-

structure; j1,�1 is also given by

j1,�1 / 2�
ffiffiffi
2

p
r

ω0

� �2
 ! ffiffiffi

2
p

r

ω0

� �2

exp � 2r2

ω0
2

� �
: ð19:6Þ

Even though the total angular momentum spatially averaged over the whole beam

aperture is zero, a nonzero total angular momentum near the dark core of the optical

vortex forces the melted metal to revolve to create a chiral nanostructure. These

experimental results suggest the following model. The melted metal caused by

irradiation of the optical vortex is collected in the ring of the optical vortex. The

melted metal then receives orbital angular momentum from the optical vortex,

revolving about the axial core of the optical vortex. The melted metal also receives

the optical scattering force to direct forwardly, and it is subsequently confined

within the core (where it does not experience efficiently a forward scattering force)

to form a chiral needle on the nanoscale.

19.4 Chiral Organic Materials

Surface relief formation [20–23] on the azo-polymer film, owing to mass transport

based on an optical gradient force, anisotropic photo-fluidity, and cis-trans photo-

isomerization, has received intense attention because it enables us to create unique

optical devices, such as photonic waveguides and circuits.

424 T. Omatsu et al.



The mass transport driving force induces the azo-polymer to direct from a bright

fringe toward a dark fringe along the polarization of the light. Thus, linearly or

circularly polarized light does not form a chiral surface relief in the azo-polymer

film. Until now, there are no reports on the chiral surface relief formation in

azo-polymer films. An optical vortex with angular momentum, owing to a helical

wavefront, will have a potential to twist the azo-polymer film to form a chiral

surface relief.

In this section, we present the first demonstration, to the best of our knowledge,

of a chiral surface relief with a micro-meter scale height and depth formed in an

azo-polymer film using a circularly polarized optical vortex. The azo-polymer used

in this study was a Poly-Orange Tom-1(POT) with the absorption band in the

wavelength range of 300–550 nm, and showed photo-isomerization behavior

upon the irradiation of a green laser.

A continuous-wave 532 nm green laser output was converted to be a circularly

polarized 1st order optical vortex with a total angular momentum of j¼ 2 by using a

polymer spiral phase plate (RPC photonics, VPP-1c) and a quarter-wave plate. The

sign of j was also reversed by inverting the spiral phase plate and the quarter-wave

plate. The green vortex output was focused to be a ϕ5 μm annular spot by an

objective lens (NA~ 0.65) onto a spin-coated azo-polymer film having a thickness

of ~4 μm. The exposure time and the laser intensity were then 12 s and ~4 kW/cm2,

respectively. The morphology of the azo-polymer surface was observed by an

atomic force microscope (AFM; SHIMADZU, SPM-9700).

As shown in Fig. 19.6, a clockwise chiral surface relief with a height of 1.3 μm, a

diameter of 4.5 μm, and a tip curvature of ~0.5 μm (we term this a ‘conch’-shaped

relief) was formed upon the irradiation of an optical vortex. When the sign of j was
inverted, a ‘conch’-shaped relief with a counter-clockwise direction was also

completed.

These experimental results can be understood by using the following model.

Trans-cis photo-isomerization of the azo-polymer occurs by irradiation of an

optical vortex. The cis (soft) azo-polymer then starts to revolve in a clockwise

(or counter-clockwise) direction due to the total angular momentum of the circu-

larly polarized optical vortex. The mass transport driving force also forces the

azo-polymer to direct toward the dark core of the optical vortex, and to form such

‘conch’-shaped structure.

The ‘conch’-shaped relief in the azo-polymer with a doping of impurities, such

as functional chemical composites (e.g., laser dyes) and metal (or semiconductor,

magnetic) nano-particles, will be promising to produce planar chiral photonic

devices, as well as high dimensional and hierarchic structures. The metal-coated

‘conch’-shaped relief can also act as chiral plasmonic materials.
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Conclusion

We discovered, for the first time, that the angular momentum of the optical

vortex transfers to a melted metal and a photo-isomerized polymer so as to

form chiral nanostructures (i.e. nanostructures and “coch’-shaped relief). The

chirality of the fabricated nanostructures can also be determined selectively

by the sign of the angular momentum of the optical vortex. Further, an array

of two-dimensional chiral nanostructures can also be fabricated by translating

the target, and then irradiating the optical vortex onto the target.

Chiral nanostructures will open up potentially new advanced technologies,

such as nanoimaging systems, energy-saving displays, and biomedical

nanoelectromechanical systems. They can also be potentially applied to the

selective identification of chirality in chemical reactions on plasmonic

nanostructures.
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Fig. 19.6 (a) Chemical structure of the azo-polymer, Poly-Orange Tom-1. (b) AFM images of

‘conch’-shaped surface reliefs by irradiation of the optical vortex with (left) j¼ 2 (‘¼ 1, s¼ 1) and

(right) j¼�2 (‘¼�1, s¼�1), respectively
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