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The Japanese Association for Evolutionary Economics (JAFEE) always has adhered
to its original aim of taking an explicit “integrated” approach. This path has been
followed steadfastly since the Association’s establishment in 1997 and, as well,
since the inauguration of our international journal in 2004. We have deployed an
agenda encompassing a contemporary array of subjects including but not limited to:
foundations of institutional and evolutionary economics, criticism of mainstream
views in the social sciences, knowledge and learning in socio-economic life, devel-
opment and innovation of technologies, transformation of industrial organizations
and economic systems, experimental studies in economics, agent-based modeling of
socio-economic systems, evolution of the governance structure of firms and other
organizations, comparison of dynamically changing institutions of the world, and
policy proposals in the transformational process of economic life. In short, our
starting point is an “integrative science” of evolutionary and institutional views.
Furthermore, we always endeavor to stay abreast of newly established methods such
as agent-based modeling, socio/econo-physics, and network analysis as part of our
integrative links.

More fundamentally, “evolution” in social science is interpreted as an essential
key word, i.e., an integrative and/or communicative link to understand and
re-domain various preceding dichotomies in the sciences: ontological or epistemo-
logical, subjective or objective, homogeneous or heterogeneous, natural or artificial,
selfish or altruistic, individualistic or collective, rational or irrational, axiomatic or
psychological-based, causal nexus or cyclic networked, optimal or adaptive, micro-
or macroscopic, deterministic or stochastic, historical or theoretical, mathematical or
computational, experimental or empirical, agent-based or socio/econo-physical,
institutional or evolutionary, regional or global, and so on. The conventional mean-
ings adhering to various traditional dichotomies may be more or less obsolete, to be
replaced with more current ones vis-a-vis contemporary academic trends. Thus we
are strongly encouraged to integrate some of the conventional dichotomies.

These attempts are not limited to the field of economic sciences, including
management sciences, but also include social science in general. In that way,
understanding the social profiles of complex science may then be within our reach.
In the meantime, contemporary society appears to be evolving into a newly emerg-
ing phase, chiefly characterized by an information and communication technology
(ICT) mode of production and a service network system replacing the earlier
established factory system with a new one that is suited to actual observations. In
the face of these changes we are urgently compelled to explore a set of new
properties for a new socio/economic system by implementing new ideas. We thus
are keen to look for “integrated principles” common to the above-mentioned dichot-
omies throughout our serial compilation of publications. We are also encouraged to
create a new, broader spectrum for establishing a specific method positively inte-
grated in our own original way.

More information about this series at http://www.springer.com/series/11930
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Preface

Evolutionary Economics and Social Complexity Science Series
Evolution of Industries and Firms — Capability Building and Demand Creation

Purpose of the Present Book

The purpose of this edited book is to explore the evolution of industries and firms
both theoretically and empirically. Theoretically, we will combine the theory of
manufacturing capability in management studies, the concept of product-process
architecture, classical (Ricardian and neo-Ricardian) trade theories, and a few other
theoretical concepts in business and economics, integrating them into an evolution-
ary economics framework. As the common element of industries and firms is the
so-called manufacturing site (genba in Japanese), i.e., the place where value-added
flows, we will adopt the site (genba) as the basic unit of our analysis.

In this regard, this book includes chapters that deal with the following theoretical
topics: evolutionary perspectives of capability architecture fit for industrial compar-
ative advantage, design-based view of manufacturing, evolution of manufacturing
capabilities, Ricardian comparative advantage with changing labor and material
input coefficients, comparative design costs and selection of design locations,
evolution of architectures within a product category, resource-based view of the
firm and its growth, evolution of product architectures across industries (particularly
in the open architecture environment), cumulative demand creation by means of
network externality among complementary goods in the digital industries with open
architecture platforms, evolution of product designs in the industrial lifecycle,
evolution or expansion of product variety for effective demand creation, interna-
tional division of labor that matches the distribution of knowledge, and simultaneous
pursuit by firms of productivity increase and effective demand creation (or stable
employment and markup ratio) at all levels, i.e., at the site-firm-industry-economy
level.



vi Preface

Empirical and Historical Background: Globalization
and Digitalization

Empirically, this book focuses primarily on industrial phenomena that occurred in
the late twentieth century and early twenty-first century, including the Cold War
period until the 1980s and the post—-Cold War period after the 1990s. Most of our
empirical research concentrates on the latter period (between the 1990s and the
2010s), during which global competition and digitalization emerged as main trends
that deserve in-depth academic investigation.

Indeed, it is a remarkable coincidence that the post—-Cold War global competition
and the Internet-driven digitalization started to happen almost simultaneously in the
1990s. The global cost competition among the firms and sites in higher-wage
advanced countries (e.g., the USA, Western Europe, and Japan) and those in
lower-wage emerging countries (e.g., China, India, and Eastern Europe) had a
major impact on the supply side of industries worldwide, so the firms and sites in
high-wage nations were forced to accelerate their efforts for capability building in
order to survive. The Internet-driven digitalization, on the other hand, brought about
cumulative demand creation among complementary goods and services connected
by industry-standard interfaces, rapid formation of open architecture platforms, and
fundamental changes not only in our life and society but also in the rules of the game
of industrial competition in this domain.

These two major aspects, capability building for global competition and demand
creation in platform-driven digital industries, have been analyzed using different
approaches and disciplines in the existing literature. For instance, the concept of lean
production in the field of industrial engineering and technology-operations manage-
ment has often been applied to the former, while the economic theories of network
externalities among complementary goods, or the concepts of platform formation
and leadership in strategic management, have been the core logic for investigating
the latter.

This separation in existing academic research seems to be caused partly by the
separation between the physical and digital layers of the industries themselves. That
is, the third industrial revolution, driven by electronic technologies, progressed
rapidly after the mid-twentieth century, but technological advancements in the
digital layers (e.g., IBM mainframe computers, personal computers, Internet, and
mobile phones) and in the physical layers (e.g., programmable automation, NC
machine tools and robots, and factory automation) evolved rather separately.
Although NC machines, factory automation, and automobiles in the physical layers
were also controlled, at least partially, by digital technologies, the controlling system
itself remained rather closed within a factory or a vehicle.

In the 2010s, however, the physical and digital layers became more tightly
connected, as more and more physical artifacts, such as machines, devices, and
vehicles, were equipped with sensors and transmitters that digitally linked these
physical objects to Ethernet, Internet, and other standard networks in the digital
layer. Using an analogy, we may say that this particular period is characterized by a
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trend toward integrating the high sky (i.e., the digital or cyber layer) with the ground
(i.e., the physical layer), possibly via the low sky (i.e., interface or cyber-physical
layer). Popular concepts of the 2010s, like connected factories, Internet of Things
(IoT), Industry 4.0, connected cars, and automatic driving, are all related to this trend
of digital-physical integration.

As the physical and digital layers are connected ever more tightly in the real
world, researchers may need to develop analytical frameworks that can explain the
total system of physical-digital industries in a reasonably consistent manner. Given
the rapid changes in both manufacturing capabilities and product-platform architec-
tures during the period in question, we think that an evolutionary economic approach
that incorporates both organizational capabilities in manufacturing and architectures
of products/components/processes/platforms may be a possible candidate for
explaining the performance of today’s industries and firms.

In sum, the present book proposes an evolutionary economic framework that
includes capability and architecture performance as its main components.

Preliminary Analysis of Globalization, Trade,
and Digitalization: A Brief History

Before tackling the main discussion, let us briefly introduce what we aim to analyze
in the present book. Global competition, intra-industrial trade, and digital platform
formation are the three main topics that we wish to shed light on.

The early part of the twenty-first century is the era of post—Cold War global
competition, when tradable goods and services tend to be imported and exported
worldwide, since international trade barriers, transportation costs, and information
transmission costs have decreased significantly. The 200-year-old theories of trade,
since the era of David Ricardo, tell us that the international division of labor, driven
by the principle of comparative advantage, tends to progress when freer trade
systems prevail.

It ought to be noted that today’s trade phenomena have increasingly been affected
by the design characteristics of tradable goods. This book tries to introduce design
and capability, and their evolution, into the existing theories of trade to explain the
reality of international trade in the early twenty-first century.

In the era of global competition, comparative advantage still remains one of the
key principles to analyze trade and industrial structures. Today’s international trans-
actions are also characterized by intra-industrial trade at the microscopic level, in
which, for instance, sheet steel for the inner door panels of an automobile is exported
from country A to country B whereas that for the outer panels is exported from B to
A. It may be difficult for existing trade theories to explain such phenomena with
sufficient accuracy. To tackle this issue, we start from the simple fact that firms’
selection of locations for designing products precedes that of locations for
manufacturing them, and a new product’s initial production location is usually the
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same as its design location. In other words, design matters in explaining today’s
trade phenomena. Thus, here we try to analyze product design and its evolution
within the context of the comparative advantage theory.

Besides, we now recognize more sharply that, in the middle of the post—-Cold War
global competition, relative productivities and wages change significantly over time
and across trading countries. In other words, Ricardo’s input coefficients must in fact
be treated as variables, which factories and firms try to improve through their
capability-building efforts. This book argues that the concept of Ricardo’s compar-
ative advantage must be reinterpreted in a more dynamic way, with changing labor
and material input coefficients driven by international capability-building competi-
tion among factories.

In the open architecture world of digital industries, on the other hand, a very
different type of industrial evolution is occurring, i.e., competition among platforms.
A small number of leading companies with core technologies (e.g., Intel, Microsoft,
Apple, Google, and Qualcomm) have adopted closed-inside-open-outside architec-
tural strategies and gained winners-take-it-all profits and revenues by making the
most of network externality effects among complementing goods. They provide
open standard interfaces and design information to other firms, so that the latter can
develop or produce complementary goods or services with open-modular architec-
tures, even if these firms have limited technological competences.

The lowering of technological barriers, caused by the platform-forming strategies
of the leading firms, has made it possible for lower-wage firms to enter these open
areas in the digital industries and, even without strong technological capabilities,
produce simple, open-modular digital products. As a result, for the manufacturing
firms and sites in high-wage countries, such as Japan, this open area has become a
sort of desert, an extremely unattractive sector in which only low-wage factories in
emerging countries are likely to survive during the period of post—-Cold War global
competition by relying on very scarce profits.

In this sense, the extremely adverse competitive environment for firms
manufacturing digital products in high-wage nations, like Japan, has been generated
by the combination of globalization and digitization, which simultaneously emerged
in the 1990s. As the research results in this book suggest, many Japanese
manufacturing firms and sites of physical goods have fought for survival by com-
bining capability building for drastic productivity improvements, demand creation
by increasing the variety of their products and businesses, and architectural strategies
to effectively connect their products to the domain of digital platforms. Many have
disappeared but just as many have survived, and, as of the 2010s, Japan is one of the
few large, advanced nations that still possess a fairly large manufacturing sector,
amounting to about 20% of its GDP.

To sum up, this book will try to explore the concepts of design, architecture,
organizational capability, productivity, as well as their interactions and evolutions.
We expect the dynamic fit between manufacturing sites’ capabilities and product-
process architectures to affect the locations of the design/production facilities and the
comparative advantages of the products in question.
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Structure of the Book

Part I: Overview and Framework In Part I, we present the theoretical framework
to investigate the evolution of industries and companies based on the concept of site
(manufacturing site, or genba in Japanese).

Chapter “A Design-Information-Flow View of Industries, Firms, and Sites
(Fujimoto)”: In this introductory chapter, we present the purpose, key concepts,
and analytical framework of this book, which discusses the evolution of industries
and firms, both theoretically and empirically, based on field studies of sites. Our
framework, called design-information-flow view, can help understand the concept of
site (manufacturing site, or genba in Japanese) as a place where value-added flows.
We also adopt the notions of organizational capability and product-process archi-
tecture to analyze the competitiveness and evolution of sites. We illustrate empirical
research about organizational capabilities and product architecture and then explain
site competitiveness through the dynamic fit of both.

Chapter “The Nature of International Competition Among Firms (Shiozawa and
Fujimoto)”: Capability building for productivity improvements is critical for
manufacturing firms and sites in high-wage countries that face intense global cost
competition vis-a-vis their rivals in low-wage emerging countries. We can regard
this as capability-building competition for higher physical productivities with inter-
national wage gaps as handicaps, which can be seen as a dynamic reinterpretation of
the Ricardian model of international values and comparative advantage. This chapter
shows that international values (a set of wage rates and prices) can be determined in
the general case of an N-commodity, M-country economy, where input goods are
freely traded across countries. There is no need to point out that the trade of input
goods cannot be explained by means of traditional theories, which is a major
shortcoming in the age of global supply chains. The new theory provides a frame-
work suited to exploring the situation in which global supply chains play a vital role
in the world economy.

This chapter also argues that Ricardo’s theory of values and specializations can be
mathematically reinterpreted as a microscopic model of comparative product costs at
the manufacturing site level, in which comparing international wage gaps and
physical productivity gaps is essential. Thus, the reinterpreted dynamic model of
the Ricardian trade theory may be effectively used to explain capability-building
competition by firms amid intense global cost competition.

Chapter “Product Variety for Effective Demand Creation (Shiozawa)”: For firms
pursuing survival, stability, and growth, capability building at their manufacturing
sites is often complementary to demand creation in the market. Therefore, here, we
introduce the theory of demand creation. The economic model illustrated in this
chapter shows that a firm’s additional product variety creates additional demand and
that there may exist a specific optimal product variety for a firm seeking long-term
profit maximization during the entire lifecycle of the products in question. An
economic model with expected coverage function is proposed to shed light on
these circumstances.
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Chapter “Capability Building and Demand Creation in Genba-Oriented Firms
(Fujimoto)”: Following on from chapter “Product Variety for Effective Demand
Creation”, we look at the concept of demand creation in conjunction with capability
building. We introduce a PXNW model and show that genba-oriented firms’
manufacturing capability building and demand creation are mutually complementary
for achieving target profit rates and stable employment at the same time. We then
present some brief case studies. Finally, we argue that genba-oriented firms, which
simultaneously build capabilities and create demand, tend to pursue grassroots
innovations, motivated by the will to stabilize their employment in response to
intense competitive environments.

Chapter “Evolution of Business Ecosystems (Tatsumoto)”: This chapter presents
newer approaches to explain the evolution of ecosystems in the digital industries
with open-modular (open) architecture, platforms, and products. To understand the
rapid demand creation in these digital industries with open architecture platforms
and industry-standard interfaces linking a variety of products, we need to incorporate
such economic concepts as complementary goods, network externality, and
modularization into our evolutionary framework.

Part II: Capability Building in Global Competition In Part II of this book, we
focus on empirical research about the multilayered capability building of
manufacturing firms, sites, and work groups, mostly within the context of intense
global competition between high-wage and low-wage countries.

Chapter “Evolution of Organizational Capabilities in Manufacturing — The Case
of the Toyota Motor Corporation (Fujimoto)”: In this chapter, we use the evolution-
ary theory to consider the process of capability building of sites. The subject of our
empirical research is the Toyota Production System (TPS), which comprises three
layers of organizational capabilities, i.e., routinized manufacturing capability, rou-
tinized learning capability, and evolutionary learning capability. In addition, we
emphasize the fact that these capabilities have been generated through multipath
system emergence in a consistent manner.

Chapter “The Nature of Surviving Japanese Factories in the Global Competition:
An Empirical Analysis of Electrical and Electronics Factories (Fukuzawa, Inamizu,
Shintaku, Yokozawa, and Suzuki)”: Here, we present an empirical study of the
organizational capabilities and competitive performance of electrical and electronics
factories. Interviews with 8 successful Japanese electrical and electronics companies
and a survey of 97 business units were conducted. Our findings show that, during the
period under investigation, Japanese electrical and electronics companies retained
competitive advantages at the shop-floor level, except for what concerns unit costs.
We also identify some common aspects of such companies in relation to both
demand creation and multifunctionality.

Chapter “The Effectiveness of Group Leaders in the Lean Production System:
Time Study and Agent-Based Model of Leaders’ Behavior (Inamizu and Fukuzawa):
This chapter sheds light on one of the main sources of organizational capability
within a manufacturing site — group leaders of shop-floor work organizations. It
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adopts a mixed approach that combines simulation modeling and field studies
conducted in a Japanese automobile assembly plant. The simulation results and
empirical results suggest that the group leaders’ behavior (e.g., help actions) may
improve the performance of the manufacturing sites in terms of task flows, but the
opposite may occur under certain condition of task uncertainty and problem
frequency.

Chapter “The Diversity and Reality of Kaizen in Toyota (Iwao)”: This chapter
clarifies how continuous capability building, or kaizen, works in the real settings of
better-performing factories. The empirical study carried out here observes continu-
ous improvement projects in an automobile factory in Japan for an extended period
of time. Based on these longitudinal observations, it describes seven case studies and
presents new findings about the nature of kaizen. Furthermore, it discusses the
important role of shop-floor engineers, who coordinate between shop floors and
engineering departments on the basis of the staff-in-line structure of organizations.

Chapter “Balancing Standardization and Integration in ICT Systems: An Archi
tectural Perspective (Park and Fujimoto)”: This chapter discusses what kind of
information systems supports the capability building of sites. Firstly, we look back
on the integrated manufacturing IT system (IMIS) that Japanese companies have
been building for a long time. Next, we describe the appearance of the so-called
GSIS (Global Standard IT System) which is, from example, the ICT system used by
Samsung and LG. Finally, we propose the adoption of a GIMIS (Global Integrated
Manufacturing IT System) as a new ICT system integrating IMIS and GSIS.

Part III: Architecture and Competitiveness In Part III, we empirically explore
capability building and demand creation in the open architecture environment.

Chapter “Creating New Demand: The Impact of Competition, the Formation of
Submarkets and Platforms (Ikuine)”: This chapter examines how firms effectively
create demand in digital industries with open architecture platforms. We present the
case of the home video game (console game) industry in Japan, where a completely
new market formed in the early 1980s. Based on a case study, we conclude that the
existence of platforms contributes to demand creation by bringing together different
elements of a fragmented market. Firms can create effective demand through the
power of platforms, which combine considerably different submarkets.

Chapter “Decline in Demand Creation: The Development Productivity Dilemma
and Its Consequences (Ikuine)”: Here, we look once again at the game software
business in Japan and consider the consequences of demand creation by companies.
The industry lifecycle model and the A-U model show that the power to spur
demand diminishes over time. This is why we concentrate on the mechanisms that
reduce the ability to drive demand in a certain market. The main mechanism is the
development productivity dilemma, which emerges during the firms’ product devel-
opment activities. Furthermore, we discuss where the lost demand might be
redirected when a certain industry enters its declining phase.
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Chapter “Investigating the Creation and Diffusion of Knowledge for Demand
Creation: The Case of the Telecommunications Industry (Wei, Yasumoto, and Shiu)”:
This analysis explores demand creation under the open architecture platform based
on an empirical study of the smartphone industry. As theoretically shown in chapter
“Evolution of Business Ecosystems”, when products adopt an open architecture,
barriers to entry become lower. Hence, many firms enter the market and develop
many new products through trial and error. As a result, products evolve rapidly,
customers can easily find items that meet their requirements, and demand creation is
accomplished. The smartphone industry is such a case, so we can clarify the
mechanisms that enable demand creation by studying this industry. We underline
the importance of technological foundations (i.e., system knowledge and relevant
technologies), including standard essential patents (SEPs). We also investigate the
influence of a specific firm (Qualcomm) that develops and diffuses technological
foundations throughout the industry.

Chapter “The Impact of Platform Providers” Knowledge on Interfirm Division of
Labor: The Case of the Mobile Phone Industry (Shiu and Yasumoto)”: Here, we
examine capability building under open architecture platforms based on an empirical
study of the mobile phone industry. Mobile phones, including smartphones, are
open-modular products whose development and manufacturing require collabora-
tion among three types of firms. These are the brand firms, which release the
products under their own brand; the contract manufactures, which undertake devel-
opment and manufacturing for brand firms; and the platform providers, which
provide technical information and core components to both. By analyzing the results
of a questionnaire survey, we show that both the brand firms and the contract
manufactures derive the necessary information from the platform provider and
utilize it to build their organizational capabilities.

Chapter “Conclusion (Fujimoto and Ikuine)”: This concluding chapter summa-
rizes the previous chapters and presents an augmented evolutionary framework of
capabilities and architectures based on our research results. Furthermore, we argue
that our framework and concepts may rather consistently explain both capability
evolution in response to global competition and architectural evolution in digitalized
industries, the two main industrial phenomena of the period in question.

Summary

To sum up, this book aims to present theoretical frameworks and empirical research
results on how Japanese (as well as Asian and Western) firms and sites have built
manufacturing capabilities and effectively created demand under the pressure of
intensifying global competition. It also looks at the cases of certain digital industries
in which the architectures of both products and platforms have changed significantly,
causing rapid and cumulative demand creation.
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Let us now proceed to the main discussion. Part I deals with our theoretical
frameworks and models; Part II is mainly about empirical research on capability
building at manufacturing sites in physical goods industries; and Part III primarily
addresses architectural evolution and platform formation in digital goods industries.
Note, however, that each chapter in Part II and Part III also includes some important
theoretical implications derived from our empirical studies.

Bunkyo-Ku, Tokyo, Japan Takahiro Fujimoto
Tsukuba, Ibaraki, Japan Fumihiko Ikuine
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Part I
Capability-Architecture Frameworks
to Explain Globalization and Digitalization

Part I of the present book discusses the theoretical frameworks and concepts adopted
here to analyze the evolution of industries and firms. We pay special attention to their
applicability to the main industrial trends of the late twentieth century and early
twenty-first century, such as global competition between advanced and emerging
countries and global digitalization of industries.

Chapter “A Design-Information-Flow View of Industries, Firms, and Sites” is
an introductory chapter that presents a capability-architecture-performance frame-
work to analyze the evolution of manufacturing industries and firms. Here,
manufacturing capability is a system of organizational routines governing the
flows of value-carrying design information to customers, and a manufacturing site
is the place where such flows exist. Product architecture indicates the correspon-
dence between a product’s functional and structural design elements. We predict that
the dynamic fit between a manufacturing site’s capability and a product’s architec-
ture will result in higher productive performance (theory of design-based compara-
tive advantage). This capability-architecture view of industrial performance is
expected to explain with reasonable accuracy the industrial phenomena studied in
this book, namely globalization and digitalization. When applying this framework to
empirical cases, the two main themes are (a) capability building of firms and sites for
productivity improvements in response to global competition, and (b) architectural
strategies for demand creation in the digital industries, which we discuss in Part II
and Part III respectively.

Chapter “The Nature of International Competition Among Firms”, focusing on
the issue of firms’ capability building, explores the modern Ricardian theory of
international values and comparative advantages and its application within the
dynamic setting of global competition. After clarifying that Ricardian international
values (relative prices) can be determined in certain N-commodity-M-county cases,
we regard the global cost competition of the post-Cold-War era as inter-site compe-
tition in terms of physical productivity (i.e., Ricardian labor input coefficient) with
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international wage rates as handicaps. The capability building efforts for drastic
productivity improvements made by many factories in Japan, the handicapped high-
wage country, are explained through this dynamic model of Ricardian comparative
advantage.

Chapter “Product Variety for Effective Demand Creation” turns to the design-
architecture side of our framework and discusses the issue of creating demand by
expanding product variety. Based on the past economic literature on the variety of
goods and services as a source of economic growth, this chapter argues that, in the
case of firms developing sets of functionally similar products, effective demand can
be generated by increasing the variety of product designs to a certain extent. By
proposing the concept of expected coverage function, we show how optimal variety
can be estimated for a set of firm products with similar designs throughout their
product cycle. We also explain that the cost of developing additional product
variations balances the estimated additional sales. Thus, additional product variety
creates demand, but firms aiming to maximize their long-term profits must be aware
that there is a limit, i.e., optimal variety.

Chapter ‘Capability Building and Demand Creation in “Genba-Oriented Firms™”’
focuses on firms that combine the two key elements of capability building and
demand creation. These are the so-called genba-oriented firms (or community-
oriented firms), which simultaneously pursue both target profit (mark-up) rates for
themselves through capability building and stable employment for the local com-
munities through demand creation. More specifically, when they face intense global
cost competition vis-a-vis their rivals in lower-wage countries, firms of this type in
higher-wage countries, like Japan, have to increase their physical labor productivity
to ensure their own survival and, at the same time, generate effective demand to
maintain adequate levels of employment. In order to explain the behavior of genba-
oriented firms, we propose an economic model that incorporates Ricardo’s cost
function, product differentiation, employment function, and full-cost principle, i.e.,
the PXNW model. This chapter also presents several actual cases of Japanese
manufacturing firms between the 1990s and the 2010s whose behavior is generally
consistent with what the PXNW model predicts.

Chapter “Evolution of Business Ecosystems” presents newer approaches for
explaining the dynamics of the industries with many network effects by using the
theoretical lens of business ecosystem, a special form of industrial cluster charac-
terized by diversity of firms, complex relationship among them and the presence of
platform firms. Such characteristics come from network effects. Firms often set up
open standards to trigger network effects that are advantageous for their business
models. Among them, platform firms, which strategically use the open standards and
exploit the network effects at most for their business models, play a special role in
the business ecosystem because their strategic behaviors contribute not only to the
increase in their market presence but also to the expansion of business ecosystem
with stimulating entries of newcomer firms.

Compared with the industrial models proposed in the previous chapters, “Evolu
tion of Business Ecosystems” illustrates a completely new pattern of industrial
dynamics. In a business ecosystem, products interact not only by competing with
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but also by complementing one another, as opposed to traditional product-to-product
competition. Many open standards, which are a source of network effects, allow
firms to collaborate in an autonomous, decentralized manner. Recent two phenom-
ena, digitalization and globalization, push forward the growth of business ecosys-
tems up to global scale.
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of Industries, Firms, and Sites st

Takahiro Fujimoto

Abstract This introductory chapter discusses the research scope, framework, and
key concepts of this book. Regarding the scope of our empirical research, we focus
on two main industrial phenomena occurring in the period between the 1990s and the
2010s, i.e., global competition and digitization, and apply certain evolutionary
frameworks and concepts to explain them.

As for the research framework to analyze the evolution of manufacturing indus-
tries and firms, we propose a capability-architecture-performance framework, which
is derived from our broad concept of manufacturing as managing flows of value-
carrying design information to customers, as well as that of manufacturing site
(genba, in Japanese) as the place where such flows exist. We adopt a genba-based
view of the economy, in which the most basic units of industrial-economic analysis
on the supply side are the manufacturing sites, where value flows exist, rather than
the firm, which is composed of the former.

In this context, manufacturing capability is a system of organizational routines
that governs and improves the flows of value-carrying design information to cus-
tomers. Product architecture, on the other hand, refers to the correspondence
between a product’s functional and structural design elements.

The concept of design-based comparative advantage derives from this frame-
work, which predicts that certain dynamic fits between a manufacturing site’s
capability and a product’s architecture result in higher productive performances
and lower unit design costs. For example, a country whose manufacturing sites
have higher coordination capabilities tends to have a design-based comparative
advantage in products with coordination-intensive design, i.e., those with relatively
integral architecture.
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1 Introduction

1.1 Purpose and Scope of This Book

This book is about the evolution of firms, industries, industrial sites, and products.
These are the foundations of national or global economies on their supply side. They
are all artifacts (designed things) which evolve overtime.

In this introductory chapter, we will discuss the purpose and scope of this book, as
well as a basic framework for concepts such as economy, industry, firm, product, and
site. Then, we will present a design-based view of manufacturing and industrial
competitiveness, whose main components include organizational capability and
product/process architecture. We will also provide a historical description of firms,
industries, and sites in postwar Japan, the main research field of the present book. In
the appendix, we will explore the possibility of adopting a dynamic and design-
based version of the Ricardian (i.e., classical economic) model of international trade
as its twenty-first-century reinterpretation.

As for the scope of this book, we will pay special attention to the period between
the 1990s and the 2010s, characterized by unusually rapid evolutionary changes in
industries, firms, sites, and products, when two major transformations of the world
economy, namely, globalization and digitization, occurred almost at the same time.

By globalization we mean post-Cold War integration of the Western and Eastern
bloc economies, which led to intense international cost competition between lower-
wage emerging countries (e.g., China, India) and higher-wage advanced countries
(e.g., USA, EU, Japan). By digitization we mean major industrial changes driven by
innovations in digital information and computer technologies, including the Internet,
mutually networked digital devices (e.g., personal computers and smartphones), and
software assets that are often complementary to one another.

This historical coincidence resulted in major shifts of digital products toward
open-modular architectures, massive location shifts of industrial sites toward
low-wage countries, uneven growth of national economies and industries, emer-
gence of large platform-leading firms, and increasing income inequalities. We will
focus on changes in the patterns of international industrial competition during this
period.

Geographically, we will look at an advanced country and its industries that were
significantly affected by the abovementioned globalization and digitization, i.e.,
Japan and its industries, firms, and sites. As we will discuss in this book, after the
end of the Cold War and China’s entrance into the global market, export industries
and their manufacturing sites in Japan—a neighboring country whose average wages
for factory workers were over 20 times those of China in the 1990s—faced difficult-
to-survive cost competition with the huge international wage handicap.

Japan is also endowed with coordination-rich manufacturing sites that tend to
have competitive advantages in coordination-intensive products, including fuel-
efficient automobiles, analog TV sets, and functional materials (Fujimoto 2007,
2014; Appendix). Thus, when digital technological innovations triggered a rapid
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growth in products and platforms with coordination-saving open-modular architec-
tures and open interfaces, many leading Japanese firms in the electronics industry
found it difficult to formulate appropriate strategies vis-a-vis the American platform-
leading firms (e.g., Intel, Microsoft, Apple, Google, Amazon). Besides, their
coordination-rich industrial sites lost much of their design-based competitive advan-
tage in unit costs in various digital products with coordination-saving open archi-
tectures vis-a-vis rival factories in low-wage emerging countries, such as China.

Thus, Japan’s economy, industries, firms, and manufacturing sites were signifi-
cantly and negatively affected by post-Cold War global cost competition and
industrial digitalization. As a result, the national economy suffered from extremely
low growth rates between the 1990s and the 2010s due partly to the aforementioned
globalization and digitization, as well as to the post-bubble financial crisis, chronic
deflation, and population aging. Japan’s industrial and trade structure also shifted
toward a higher share of fuel-efficient automobiles, high-performance industrial
machineries, functional chemicals, and other integral products, whereas digital
electronics products experienced a decline. Also, average profitability across the
country’s firms decreased during the same period.

In this situation, Japan’s domestic manufacturing sites struggled to survive both
global competition and digital transformation. Many of them disappeared, particu-
larly in the consumer appliances and digital devices/equipment industries, but many
survived in industries with relatively integral and complex products. As of the
mid-2010s, Japan’s manufacturing industries still accounted for roughly 20% of its
gross domestic products (GDP), a relatively high share for a larger advanced nation.'
Moreover, physical productivity increased significantly in many of the surviving
sites manufacturing tradable goods.

Based on the above observations, this book will focus mainly on the evolution of
firms, industries, and industrial sites in Japan during the post-Cold War period
between the 1990s and the 2010s. It will propose some theoretical frameworks
that may be appropriate for analyzing such evolutionary industrial phenomena.

1.2 Some Basic Ideas on the Evolution of Firms
and Industries

1.2.1 Product, Site, Industry, and Firm

Let us start by presenting some basic concepts to investigate the phenomena
mentioned above. First, as an analytical framework for dealing with the research
theme of the present book, we adopt a multilayer evolutionary framework
encompassing economies, industries, firms, sites, and products (Fig. 1).

'According to the IBRD and other statistics, the share of the manufacturing sector in 2012 was
about 18% in Japan, 22% in Germany, 13% in the USA, and 10% in the UK and France.
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Fig. 1 Products, sites, industries, and firms

In this framework, a product is a value-carrying artifact that can be exchanged.
More specifically, we assume that a product’s value added dwells in its design
information, i.e., information on its functions, structures, and their relations.

A site (i.e., industrial/manufacturing site; genba in Japanese) is the place where
the value-carrying design information of certain products flows toward their markets,
and it includes the people who collectively govern such flows. We regard an
industrial site, or genba, as the most basic component of a firm, an industry, as
well as a national economy. As such, a manufacturing site is the common element of
both a firm and an industry.

An industry is a collection of sites that develop and produce functionally similar
products and their components—this being the conventional definition of an indus-
try. Besides, we also adopt a newer concept called platform, which is a collection or
network of products that are functionally/structurally complementary to each other.
Thus, we use a newer and broader definition of an industry as a collection of
functionally similar products, platforms, and their components. Competition, col-
laboration, and transactions routinely occur among such sites, products, compo-
nents, and platforms within an industry.

A firm can be seen as a collection of industrial sites that are under the control of a
single capital, but they may produce very different products and be located in
different countries. In other words, based on today’s stylized facts, we assume that
modern firms are mostly multiproduct and/or multinational firms. Thus, we distin-
guish between firms and industries, as well as firms and sites, based on our
observations of actual economic activities today.

In any case, the fundamental value-adding units of the economy are industrial
sites. Based on this multilayer framework, we analyze the evolution of the products,
manufacturing sites, industries, and firms of a national/global economy. In other
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words, we argue that all four components evolve over time with dynamic and
emergent interactions among them.

1.2.2 Manufacturing as Flows of Design Information

This book also adopts a broad and design-based view of manufacturing to analyze
the evolution of firm, industries, and sites. That is, we argue that the value added of a
product resides in its design or information/knowledge about the artifact’s functions,
structures, and their relations (Simon 1969; Suh 1990; Ulrich 1995).

Therefore, we use another basic framework to investigate industries, firms, and
sites, i.e., a design-based view of manufacturing (Fujimoto 2007, 2012b). That is, we
define manufacturing—or monozukuri in Japanese—broadly as all the activities of
firms, industries, and sites that control and improve flows of value-carrying design
information to the customers. As such, our design-based concept of manufacturing
covers not only manufacturing industries but also services and other
non-manufacturing sectors, as long as they involve flows of value-carrying design
information to the customers.

Design here refers to knowledge or information about an artifact’s functions,
structures, and their relations (Suh 1990) that is created prior to its production (i.e.,
design realization).> As pointed out earlier, we argue that the source of a product’s
value added for customers lies in its design information, which is able to attract and
satisfy them.

To the extent that the concept of manufacturing is defined broadly in this way,
manufacturing sites (genba) are also defined broadly, including not only production
factories but also product development projects, resale/wholesale stores, service
facilities, farming fields, and so on, as long as value-carrying design information
flows to the customers there.

In this context, an industry is conceived as a collection of manufacturing sites
(e.g., factories, product development centers, service facilities), in which design
information of a similar kind, combined with its media (i.e., materials and energies),
flows to the customers in the market. This implies that an industry can be seen as a
set of flows of functionally similar design information, or as a collection of mutually
competing/cooperating/transacting sites that govern such value-carrying design
flows.

"Design here means not only industrial design but also all kinds of engineering design, including
both hardware and software as well as service design, work design, organizational design, system
design, and so on, as long as it represents an artifact’s functions and structures and their relations. A
product is an exchangeable or tradable artifact with value added (i.e., the difference between its
price and material cost). Thus, a product, like any other artifact, can be seen as a combination of
design information and its medium, in the form of direct materials and energy—a modern inter-
pretation of Aristotle’s being as a combination of form and matter.
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Fig. 2 Supply side of the economy

1.2.3 Manufacturing Site as Economic Agency

Next, let us discuss the nature of a manufacturing site (genba) as a semi-independent
economic entity that evolves over time. In other words, we regard an industrial site
as a multifaceted socioeconomic entity, since it belongs to a firm, an industry, and a
community at the same time. When a firm is not simply profit-oriented but also site-
oriented, and if a site (genba) is community-conscious and the community is
employment-conscious, we may conjecture that a site-oriented firm behaves differ-
ently from a conventional profit-maximizing firm, in that the former pursues both
profits (e.g., target markup ratios) and stable employment (e.g., a fixed number of
regular employees) at the same time. We will discuss the nature of such site-oriented
or genba-oriented firms later in this book (Chapter “Evolution of Business
Ecosystems”).

In a sense, recognizing a manufacturing site as a semi-independent socioeco-
nomic agency means deviating from the standard economic model of a profit-
maximizing firm. In the standard neoclassical microeconomic model (e.g., partial
equilibrium analysis), the assumption is that a firm produces only one kind of
product with identical design, so the distinction between firms and sites is not
essential. Besides, an industry’s market supply curve is regarded as a simple sum
of the individual supply curves of the firms in this industry. Thus, in the prevalent
neoclassical microeconomic model, the supply side of a national economy simply
consists of three layers, i.e., firms, industries, and national economies (see Fig. 2,
discussed later). No detailed analyses of industrial sites and products as artifacts are
included in this standard model because a site is regarded merely as a dependent part
of a profit-maximizing firm and a product as a non-differentiated commodity.

In this book, by contrast, we treat both firms and sites as mutually interdependent
economic agencies, each of which has its own objectives, such as survival, growth,
profit, and employment. Nowadays, a multiproduct and multinational firm selects its
products, sites, and their locations, whereas an industrial site, which is a part of the
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firm and the community at the same time, tries to survive with stable employment as
a semi-independent socioeconomic entity in itself.

As suggested above, when international industrial competition is intense, the
simultaneous pursuit of (i) productivity improvements through the sites’ capability-
building and (ii) effective demand creation by means of product variety and design
improvements is critical for a site-oriented firm that aims to achieve minimum profit
for survival and stable employment. Thus, the present book analyzes dynamic
interactions among firms and sites regarding profit, growth, survival, and employ-
ment in the current age of intense global competition.

1.2.4 Competition and Competitiveness as Driving Forces

We have so far argued that a firm and an industry can be regarded as a set of certain
manufacturing sites or products and that the sites and products themselves evolve
over time, which is the basic logic of the evolution of firms and industries. Then, our
next question is: what is the major driving force behind such evolution? Our
tentative answer is as follows: one of the main driving forces behind the evolution
of firms and industries is industrial competition, or the competition between func-
tionally similar products, components and platforms, as well as their manufacturing
sites.

Generally speaking, we define competition as a socioeconomic entity’s efforts to
be selected by some other entities (i.e., the selectors) under the conditions of fairness
and free choice by the latter and competitiveness (or competitive performance) as the
selectee’s ability to be selected by the selectors.

For example, in standard economic textbooks, it is assumed that products of a
given quality compete on price in order to be selected by customers in the product
market—this is price competition, which happens at the surface level of the eco-
nomic system. Likewise, modern firms compete on profitability in order to be
selected by investors and bankers in the capital market.

In the present book, on the other hand, we pay special attention to another type of
competition among manufacturing sites at a more basic level of the economic
system—capability-building competition—in which manufacturing sites compete
to be selected by the firms to which they belong by improving their productive
performance, such as production lead times, physical productivity, and manufactur-
ing quality (Womack et al. 1990; Clark and Fujimoto 1991; Fujimoto 1999).

Facing today’s intense global competition, many of the sites mentioned above as
community-employment-conscious may collectively try to survive by improving
their capability and productive performance, achieving minimum acceptable profits
for the firms to which they belong, and thereby managing to be selected by said
firms’ top managers as the ones that can continue operations.

Hence, competitions and competitiveness are multilayered phenomena, since
factories (or genba), products (or their business units), and firms all compete to be
selected and to ultimately survive. In addition, because an industry, as illustrated
earlier, consists of certain products of similar design as well as the manufacturing
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sites that produce them, we can regard price competition among the products and
capability-building competition among the sites as industrial competitions at the
surface and deeper level, respectively.’

We also predict that the competitiveness of products and sites in the same
industry and in the same country or region (e.g., German automobile industry) will
tend to converge, since said products and sites face similar competitive environments
and are therefore forced to build similar capabilities over time. In these cases, it is
meaningful to compare the average competitiveness performance (e.g., unit cost,
productivity, quality, lead times, etc.) of an industry’s products and sites among
counties or regions (Womack et al. 1990; Clark and Fujimoto 1991). The compar-
ison of physical productivity and unit production costs (proxy variables of prices)
among countries and industries first originated with David Ricardo’s trade theory of
comparative advantages or comparative costs (Ricardo 1817), which we will dis-
cuss later in this book (Chapter “The Nature of International Competition Among
Firms”).

1.2.5 Evolution of Capabilities and Architectures

We have so far argued that the main driving forces behind the evolution of firms and
industries are industrial competitions occurring among manufacturing sites, prod-
ucts, platforms, and the like. We may then ask: which characteristics of sites and
products evolve over time? A brief answer may be as follows: organizational
capability evolves on the side of the manufacturing sites, whereas architecture
(in addition to technology) evolves on the side of the products.

First, we define a manufacturing site’s organizational capability (i.e.,
manufacturing capability) as a set of organizational routines that control and
improve the flows of design information in that manufacturing site (Fujimoto
1999). For example, the so-called Toyota production system (TPS) may be regarded
as a manufacturing capability or a system of interconnected organizational routines
(e.g., kanban, small-lot delivery, jidoka, multi-skilling, building-in quality,
levelization, continuous improvements, etc.), each of which was generated through
a combination of deliberate choices and emergent processes (Fujimoto 1999;
Chapter “Evolution of Organizational Capabilities in Manufacturing: The Case of
the Toyota Motor Corporation”). In other words, both organizational capabilities and
routines may evolve over time as a result of capability-building capabilities, com-
petition, and environments related to the manufacturing sites in question.

Second, we explore the nature of the architectures of products, components,
platforms, processes, and other economic artifacts. Generally speaking, a product’s
design information has two aspects: technology and architecture. A product’s

3Note here that competitions among firms regarding their profitability on the capital market are not
the same as industrial competition to the extent that modern large firms tend to be engaged in
multiple industries or businesses.
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specific technology refers to concrete causal relations among its functions and
structures, whereas its architecture describes the abstract graphical correspondence
among them. To the extent that architecture is an abstract mathematical concept,
product architectures may be compared across different industries, whereas many
product technologies are industry-specific. Thus, in the present book, we explore
how changes in a product’s technologies and market requirements affect the evolu-
tion of product architectures.

Having sketched out some basic concepts to analyze the evolution of firms and
industries—including a site-based framework for firms and industries, the notion of
design information as a source of value added, a design flow-based view of
manufacturing, the site (genba) seen as a socioeconomic entity, the idea of industrial
competition as an evolutionary driving force, as well as the evolution of a site’s
capabilities and a product’s architectures—we will try to construct a systematic
framework to explore industrial competitiveness and evolution next.

2 A Framework for Analyzing Industrial Competitiveness

2.1 [Industrial Competitive Analysis: A Missing Link
in Modern Economics

Let us now look at the theoretical background of the evolutionary framework
adopted in this book. The worldwide industry in the early part of the twenty-first
century may be described by emphasizing various aspects—intensifying post-Cold
War global competition involving both advanced and emerging nations, trends
toward freer trade through various bilateral and multilateral agreements among
nations, explosive growth of goods and services that use digital networking tech-
nologies, stricter constraints regarding environmental protection and energy conser-
vation, increased complexity of artifacts that deal with such constraints, coexistence
of fiercer price competition in commodity-type goods and product differentiation in
brand-conscious goods, greater technology and market uncertainties faced by firms,
and growing instability and influence of global financial networks on industries.

One of the propositions derived from the above description is that international
industrial performance (competitiveness)—based on the concept of comparative
advantage, devised in the nineteenth century by David Ricardo and other classical
economists (Ricardo 1817)—still matters in this century. It is also important to note
that improvements in physical labor productivity (i.e., labor input coefficients), the
ultimate generator of industrial comparative advantage and national standards of
living (Smith 1776), occur at industrial sites, or genba in Japanese, including
factories, development centers, retailers, service facilities, and farming fields. An
industry is nothing but a collection of industrial sites (genba) of a similar kind.

In the eighteenth and nineteenth century, major works by classical economists,
including Adam Smith and David Ricardo, used to provide rich accounts of
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“industries” based on field observation (e.g., Smith’s famous analysis of pin mak-
ing). In the past one hundred years, however, after Alfred Marshall’s Industry and
Trade in particular (Marshall 1919), mainstream economics (i.e., the neoclassical
school) tended to deemphasize the concepts of “industry” and “sites” while pursuing
mathematical-theoretical sophistications such as the general equilibrium theory,
which assumes profit maximization at the firm level. This meant that mainstream
economics mostly neglected the field-based concept of industrial performance, even
though it continued to be an empirically important notion for understanding the
nature of today’s world economy (Womack et al. 1990; Clark and Fujimoto 1991).

Indeed, the concept of comparative advantage of industries, both Ricardian and
neoclassical, continued to be key to understanding the freer trade systems of the
twenty-first century. Newer approaches—Ilike the product life cycle (flying geese)
theory, the new trade theory, and the new-new trade theory—certainly provided
additional explanatory power to better understand today’s trade phenomena involv-
ing emerging nations, foreign direct investment, product differentiation, and econ-
omies of scale (Akamatsu 1962; Vernon 1966; Helpman and Krugman 1985; Melitz
2003). Without introducing the concept of design of traded goods and services,
however, we may not be able to capture the essential characteristics of today’s
international trade—intra-industrial trade at minute levels, such as sheet steel for
inner automobile panels exported from Korea to Japan and that for outer panels
exported in the opposite direction.

Besides, some 20 years after the end of the Cold War and the abrupt entrance of
gigantic low-wage countries like China into the global market, the average wage in
such emerging countries has finally started to soar, as the period of “unlimited supply
of labor” (Lewis 1954) has come to an end. This may be a good time to introduce a
somehow dynamic and field-based version of the Ricardian-Sraffian trade theory to
examine how international differences in productivity and wage increases between
advanced and emerging countries affect changes in global trade structures (Ricardo
1817; Sraffa 1960; Shiozawa 2007; Fujimoto and Shiozawa 2011-2012).

Against the above background, this section sketches out an evolutionary frame-
work for the analysis of industrial performance by introducing such concepts as
manufacturing (monozukuri) such as design information flow, genba as value-
flowing site, evolution of organizational capabilities, evolution of product-process
architectures, dynamic fit between capabilities and architectures, and multilayer
concepts of industrial performance (see Fujimoto 2007, 2012b for details).

2.2 Economy, Industry, Firm, and Site Revisited

Here we revisit the multilayer framework concerning industries described earlier in
this chapter. In order for us to conduct empirical research on industrial performance,
we must modify our analytical framework for industrial analysis from the interpre-
tation adopted by today’s mainstream economics, or the “firm — industry — econ-
omy” paradigm of the “exchange economy” or catallactics as defined by Sir John



A Design-Information-Flow View of Industries, Firms, and Sites 15

Hicks (Hicks 1976; Fig. 2 (1)), to a seemingly more realistic one, or the “site—firm/
industry—economy framework of the “production economy” or plutology (Hicks
1976; Fig. 2 (2)).

Since the main goal of the present book is to empirically explore dynamic
changes, or evolutions, on the production and development side of the economy, it
would be natural for us to adopt a site-based view of the production economy, which
is illustrated in Fig. 2 (2).

To sum up, the most basic value-adding units of the economy are the industrial
sites or genba. In addition, economies, industries, firms, and sites all evolve over
time (Nelson and Winter 1982; Fujimoto 1999, 2007, 2012a, b). Hence, many of the
empirical studies presented in this book will start from field observation and perform
an evolutionary analysis of firms and industries by focusing on their common
components, i.e., industrial sites (genba), including factories, and development
projects.

2.3 The Capability-Architecture-Performance Framework
of Industrial Evolution

The field-based framework for the analysis of industrial performance and trade
structures proposed in this chapter relies on the evolutionary framework of design-
based (architecture-based) comparative advantage, as explained earlier, which
predicts that certain dynamic fits between manufacturing capabilities and product-
process architecture will result in an industry’s international competitive advantage
(Fig. 3).

This framework includes the following elements:

1. The design-based concept of manufacturing in a broad sense (monozukuri, in
Japanese), which reinterprets development-production-sales activities as creation
and transfer of value-carrying design information flowing from firms/sites to
customers

2. The generic logic of comparative advantage, which assumes that a fit between a
country’s characteristics and a product’s attributes results in the competitive
advantage of a given product in a given country (Ricardo 1817; Fujimoto and
Shiozawa 2011-2012)

3. The evolutionary theory of organizational capabilities, which explains ex post
rational objects without fully depending upon ex ante rational reasoning
(Fujimoto  1999; Chapter “Evolution of Organizational Capabilities in
Manufacturing: The Case of the Toyota Motor Corporation)

4. The concept of product-process architecture, originating from the theory of
axiomatic design in engineering (Suh 1990; Ulrich 1995)

Both the organizational capabilities of the manufacturing sites (genba) and the
architecture of the artifacts (products and processes) collectively and dynamically
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Fig. 3 Field-based view of industrial performance—design-based comparative advantage

influence the performance (competitiveness) of the industry in question, as illus-
trated by the shaded boxes in Fig. 2.

Moreover, both capabilities and architectures are treated here as endogenous
rather than exogenous factors. This implies that they can change as their interactions
with environmental and other factors change. There is no such thing as Japan-
specific capability or automobile-specific architecture in a static sense, since capa-
bilities and architectures are a result of the path-dependent historical evolution of the
entire industrial system.

Having described the overall evolutionary framework of capability-architecture-
performance, let us now look at its components in more detail. The following
sections will briefly illustrate the design information view of manufacturing
(monozukuri), industrial performance, organizational capability, product-process
architecture, and design-based comparative advantage, in this order.

2.3.1 Manufacturing as Design Information Flows Among Productive
Resources

Starting from the abovementioned framework to analyze industrial performance, our
next question is: what are the key concepts that all industrial sites (genba) have in
common? Here we adopt a broad and design-based concept of manufacturing
(Fujimoto 1999, 2007) or monozukuri. According to this view, a genba is a place
where flows of value added to the market exist and the value added in question
ultimately resides in design information. A productive resource (Penrose 1959) or an
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artifact (Simon 1969) existing inside the manufacturing site in question is nothing
but a combination of value-carrying design information and its medium (Fig. 4).*

Thus, the common factors that can be observed in all industrial sites are (i) flows
of design information to customers; (ii) artifacts (productive resources), each of
which is a combination of design information and its medium; and (iii) the site’s
performance, measured as effectiveness of flows.

In this context, as mentioned earlier, design means information or coordination
that interconnects an artifact’s functional and structural elements (Suh 1990). A
product (a good or service) is a tradable artifact consisting of design information and
its medium, following Aristotle’s logic of form and matter. Production is nothing but
the transmission of a product’s design information to its medium. Thus, design
precedes production for a given product. In the context of trade theories, this implies
that international selection of design locations tends to precede that of production

‘A productive resource (Penrose 1968)—such as workers, equipment, dies, tools, standard oper-
ating procedures, digitized design files, raw materials, work in process, prototypes, or engineering
drawings—is also an artifact, or a combination of partial design information and medium. In the
production process, a part of the structural design information of a firm’s products is embodied in
workers, machine hardware, software, or other media. Raw materials and work in process are also
productive resources that embody partial design information. In this sense, the design-information
view regards a firm as a set of productive resources, which is nothing but design information assets
deployed and stored in labor or capital stocks as their media.
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locations—the notion of design-based comparative advantage, which is discussed
below.

If the medium of the product in question is tangible, we are dealing with a
physical good that belongs to a manufacturing industry. If the medium is intangible
or ephemeral, we are dealing either with a service (if its design information is
functional) or software (if it is structural). In any case, design information is the
major source of economic value added.

The design information of an artifact, like the genetic information of a living
being, evolves over time through variation-selection-retention, which is decided by
markets, societies, firms, engineers, and so on. Innovation, in the Schumpeterian
sense (Schumpeter 1912/1934), is essentially the evolution of new design or a new
combination of the functions and structures of an artifact (e.g., product, process, etc.)
contributing to economic value added (Fujimoto 1999, 2007, 2012b).

To sum up, manufacturing, from the design information point of view, is broadly
defined as those firm activities that create and control the flow of value-carrying
design information. Said design information flows to customers through various
productive resources deployed in factories, development centers, retail facilities, and
so on. The places from which design information flows toward customers are called
manufacturing sites (fields) or genba in Japanese.

As mentioned above, a firm’s manufacturing activities, including development,
production, purchasing, and sales, can be regarded as flows (creation and transfer) of
value-carrying design information among productive resources (Fig. 4).

Within this framework, product development is the creation and verification of
value-carrying design information. It is essentially a process of translation, going
from the evaluation of future consumption processes and technological possibilities
to product concept creation, product functional design, and product structural design,
and ending with production process design and preparation. Each stage consists of
repetitive problem-solving cycles involving designing-prototyping-testing steps
(Clark and Fujimoto 1991; Thomke and Fujimoto 2000).

Production, in this context, is the repetitive transfer of product design information
from the production process to the materials or work in process (i.e., the medium of
the product). At each stage of the process, a fraction of the product’s design
information, stored in workers, tools, equipment, manuals, and other productive
resources, is transferred to the materials or work in process and transformed into an
actual product.

Purchasing means obtaining media (i.e., materials) for the product from outside
firms. In many cases, the materials already embody partial design information, so
purchasing activities often involve design information flows (Asanuma 1989; Clark
and Fujimoto 1991). Sales is the transmission of the design information embodied in
the products from the firms to the customers.

Consumption of physical goods is another information-creation process related to
the customers themselves, in which they use or operate the products and thereby
convert their structures into their functions, which is then translated into the cus-
tomers’ own satisfaction or dissatisfaction. We may see this as the customers’ self-
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performed service activity, in which service means provision of value-carrying
functions by the operators of certain structures.

2.3.2 Competitive Performance of Industries, Firms, and Sites

Let us focus on the manufacturing industries of trade goods for now. Generally
speaking, industrial competitiveness refers to the productive or market performance
of a certain set of products or sites belonging to the industry of a particular nation or
region.

Competition here means a subject’s efforts to be selected for a certain reward
under either pre-determined rules and/or free choice on the part of the selector.
Competition, in other words, is an interaction between mutually independent selec-
tors and selectees. Thus, competitiveness (i.e., competitive performance) can be
defined as a selectee’s ability to be selected by selectors under the rule of indepen-
dent choice.

In actual fact, there are at least three layers of competitive performance,
depending upon what is selected by what: profit performance of a firm, market
performance of a product, and productive performance of a manufacturing field
(Fig. 5).

Profit performance refers to a firm’s ability to be selected on the capital market
(e.g., return on sales, return on assets, return on equity), or its attractiveness as a
whole in the minds of investors. The level of profit performance is affected by the
firm’s productive and market performance, as well as by other environmental factors
such as exchange rates, business cycles, and corporate strategic choices.

Market performance is a product’s ability to be selected on the product market, or
the attractiveness of the design information embodied in the product in question in
the minds of customers. The product’s ex ante market performance includes price,
delivery time, and perceived product quality, whereas its ex post market perfor-
mance is measured by its market share. We may also call market performance
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“surface-level competitiveness,” as it is revealed on the surface level of the market
that can be observed by customers.

On the other hand, productive performance, including productivity, lead times,
yields, and defect rates, measures a genba’s ability to be selected as a surviving
facility by the firm itself. Thus, a firm’s manufacturing sites compete to be selected
by the top managers at the firm’s headquarters.

The essential aspects of productive performance include efficiency, speed, and
accuracy of design information flows across productive resources. Physical produc-
tivity is the process’s efficiency in sending design information to the product.
Production lead time is the product’s efficiency in receiving design information
from the process. Manufacturing quality is the accuracy of design information
transmission from the process to the product.

Both productivity and lead time improve in proportion to value-adding time
ratios, other things being equal. That is, physical productivity (i.e., units produced
per person-hour) increases by N times when the ratio on the design-information-
sending side (i.e., the percentage of design-information-sending time over the total
operation time of a day) increases by N times, given the amount of the product’s
design information and the speed of its transmission. Likewise, production lead time
(i.e., time elapsed between reception of the direct materials and completion of the
product) is reduced to 1/N when the ratio on the design-information-receiving side
(i.e., the percentage of design-information-receiving time over the same lead time)
increases by N times. In both cases, the time during which information is not
transferred from the process (e.g., workers, production equipment) to the product
is called muda (waste) at the Toyota Motor Corporation (Ohno 1978).

In any case, the abovementioned productive performances are measured by the
effectiveness of the flow of design information in the manufacturing sites. As
indicated above in Fig. 5, the causal connection between a site’s organizational
capability and its productive performance is more direct than that between its
capability and its products’ market performance, as well as the firm’s profit perfor-
mance (Monden 1983; Shoenberger 1982; Womack et al. 1990; Fujimoto 1999).

We have so far discussed competitive performance at the level of firms (profit
performance), products (market performance), and sites (productive performance).
What about performance at the industry level? As mentioned earlier, an industry is a
collection of manufacturing sites or their products, but not a collection of firms,
which can be multi-industrial and/or multinational. Accordingly, it is not relevant to
aggregate firms’ profit performance at the industry level. An industry’s ex post
market performance, measured by market share, can be aggregated as a country’s
market share on the global market. As for ex ante market performance, such as price,
total quality, and delivery, their distribution or average levels vis-a-vis rival coun-
tries may be used as summary indicators. An industry’s productive performance
indicators, such as productivity, lead time, and defect ratios, may also be captured as
their distribution or average levels vis-a-vis rival countries (Womack et al. 1990;
Clark and Fujimoto 1991).
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2.3.3 Organizational Capabilities of Manufacturing Sites

Organizational capability is a concept developed in evolutionary economics and in
the resource-based view (RBV) of firms in strategic management (Penrose 1959;
Nelson and Winter 1982; Grant 2005; Fujimoto 1999). According to this view, a
firm or one of its manufacturing sites is seen as a holder of firm-specific (or site-
specific) organizational capabilities and managerial resources. Given the level of a
firm’s resources, its capabilities affect its competitive performance (e.g.,
productivity).

Organizational capability is an attribute of an organization, in that it is more than
the simple sum of individual skills, and it affects interfirm differences in competi-
tiveness and profitability in the long run. It influences, if not determines, the long-
term survival rate of competing sites and firms. The organizational capability of a
best-practice firm is difficult for other firms to imitate, so interfirm differences in
competitiveness stemming from organizational capability tend to be sustainable over
a long period of time. Organizational capability tends to be built up cumulatively by
a firm rather than established through one major investment or acquisition. The
process of capability-building is not always based on a deliberate planning process
and may well be emergent (Mintzberg and Waters 1985) or evolutionary (Fujimoto
1999).

A firm’s organizational capability may be found at the level of its headquarters
(e.g., strategy formulation capability for creating a platform) or its manufacturing
sites (genba). Although we discuss both types of capabilities in this book, let us
focus on the latter for now. When a firm’s organizational capability for controlling
and improving the flow of value-carrying design information is found at the level of
its manufacturing sites, we call it organizational capability in manufacturing, or
simply manufacturing capability. It is a firm-specific or site-specific system of
organizational routines that govern the design information flows among the site’s
productive resources.

As mentioned before, the physical productivity (the inverse of the labor input
coefficient) of a manufacturing site is the efficiency of its design information flow to
the market (Fujimoto 1999). It follows that the productivity of various factories or
development projects differs depending upon the firm’s technological choices and/or
the sites’ manufacturing capability (Womack et al. 1990; Clark and Fujimoto 1991).
Our empirical analysis starts from the recognition of such interfirm and international
differences in productivity within a global industry. Note that the standard (neoclas-
sical) trade theories tend to assume that production functions (i.e., physical produc-
tivity) are identical across firms and national borders within an industry, which does
not seem to be a realistic assumption in today’s global competition.

The above view of industries can be seen as a dynamic interpretation of Ricardo’s
comparative advantage. Through their evolution, manufacturing routines and capa-
bilities (e.g., the Ford system or the Toyota system) create international productivity
differences across manufacturing sites (e.g., factories and projects) within the same
industry (Fujimoto 1999). Indeed, we often find the productivity of a factory in one
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country to be three or more times higher than that of a competing factory in another
country that has adopted similar production technologies.

2.3.4 Architectures of Products and Processes

Let us now turn to the design attributes of value-carrying artifacts, including
architecture and technology. Architecture is defined for any given artificial system
(Simon 1969), including a product, use system, production process, platform, or
business model. It refers to a formal pattern to link an artificial system’s functional
elements with its structural elements (Langlois and Roberstson 1992; Ulrich 1995).
Thus, product architecture has to do with the engineers’ basic way of thinking when
they design the functions and structures of a new product. They may start from the
product’s overall functional requirements, derived from its concept, and deconstruct
them into a set of subfunctions or functional elements. They then conceive the
product’s components, or structural elements, and map the relation between func-
tional and structural elements. Thus, a product’s architecture refers to a formal
pattern of correspondence between its functional and structural elements (Fig. 6).

To the extent that the product’s functional and/or structural elements are
interdependent, the components (i.e., structural elements) need interfaces with
other components, through which signals and energy flow for mutual adjustment.
After completing a basic design of this sort, engineers can move on to the detailed
design of each component.

Likewise, process architecture refers to the correspondence between the func-
tional/structural elements of a product and its production process’s structural ele-
ments. The concept of process architecture is important particularly in non-
assembly-type industries, such as chemicals, steel, and other material industries,
whose products are monolithic and difficult to deconstruct into discrete components.

The overall picture of product-process architecture may be illustrated by a matrix
of product functions, product structures, and production process structures (Fig. 7).
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2.3.5 Basic Types of Architectures: Modular, Integral, Open,
and Closed

There are certain basic types of architecture: modular versus integral and open versus
closed (Ulrich 1995; Fine 1998; Baldwin and Clark 2000; Fujimoto 2007). Modular
architecture, in its pure form, refers to a one-to-one correspondence between
functional and structural elements. The parameters for components or production
processes can be designed and operated relatively independently from one another,
with less coordination among them. The interfaces among such components can be
simplified and standardized, so “mix and match” of structural elements can generate
variety within the total system (e.g., product) without sacrificing functionality. In
other words, a modular product is coordination-saving.

Integral architecture, by contrast, is characterized by a many-to-many correspon-
dence between a product’s functional and structural elements. The designs of
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product components tend to be specific to each variation of the product. Such
components must be optimized to the complete product through mutual adjustments
of functional-structural design parameters. In other words, an integral product is
coordination-intensive. “Mix and match” is difficult and so is the use of many
common components without sacrificing the functionality and integrity of the
whole product (Fig. 5). The same kind of classification also applies to process
architecture (Fujimoto 2007).

We can describe purely modular and purely integral cases by using the axiomatic
design framework (Suh 1990). In this context, the design process is described as the
design engineers’ effort to identify and solve a simultaneous equation Ax =y, where
y is a vector of functional requirements, x refers to structural design parameters, and
A is a matrix representing causal relations between x and y. Engineers identify
functional requirements y* given by customers and try to acquire causal knowledge
A by learning from existing systems, accessing the scientific knowledge base, or
conducting physical or virtual simulations. They then try to find the best-effort
solution x* by combining existing components or creating new types of parts.

In this axiomatic design framework, which assumes linear relations between an
artifact’s structural and functional parameters, a new product’s architecture is sum-
marized in the content of matrix A, which represents causal relations, where a;; is a
nonzero coefficient (Fujimoto 2007).

Modular Integral
ag 0 - 0 aj; app - am
0 a a a
A= " 22 § A= ?1 22
0 Amm am] Amm

Let us look at the open/closed axes. Open architecture is a type of modular
architecture in which “mix and match” of component designs is technically and
commercially feasible not only within a firm but also across firms because certain
industry-standard (i.e., open) interfaces are established among them. Closed archi-
tecture, on the other hand, is the case where a given component is functionally/
structurally connectable to other components only within a certain firm’s boundaries
because its inter-component interfaces are firm-specific.

By combining the modular-integral axis and the open-closed axis described
above, we can identify three basic types of product architecture (Fig. 8): (1) open-
modular (open), (2) closed-modular, and (3) closed-integral (integral).

As an ideal type, open-modular architecture is characterized by industry-standard
interfaces that are shared by relatively functionally complete components (with one-
to-one correspondence between their functions and structures) designed by different
firms; closed-modular architecture features firm-specific common components that
can be connected only to other components whose interfaces are designed by the
same firm; lastly, closed-integral architecture entails a collection of optimally
designed product-specific (i.e., customized) components with complex many-to-
many connections among their functions and structures.
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Integral Modular

Fig. 8 Basic types of product architecture

The above design-information view of products, processes, sites, and industries
naturally leads us to adopt an architectural approach to industrial classification based
on architectures rather than a more traditional one relying on specific technologies.
This architectural framework may provide additional insights into matters
concerning intra-industry trade and a reinterpretation of the theory of comparative
advantage, which is discussed next.

2.4 Architectural Positioning Strategy
2.4.1 Internal and External Architectures

The issue of strategic choices with regard to architectural positioning is another key
aspect in our evolutionary analysis of firms and industries. When we analyze a firm’s
architectural positioning strategy for certain products, components, or platforms, we
have to start from the notion that a complex artifact can be described as the hierarchy
of a system with subsystems, sub-sub systems, and so on (Simon 1969; Langlois and
Robertson 1992). Let us assume that the firm in question is engaged in a certain
product category, which can be described as a three-layer hierarchy: a system S,
subsystems S;, and sub-sub systems s;. Let us also assume that this company
develops and produces subsystem S; by manufacturing or purchasing its sub-sub
systems s;; and selling S; to the assembler of the total system, S (Fig. 9).

In this case, the architecture of subsystem §; regarding its functions and structures
(i.e., sub-sub systems s;;) may be called the internal architecture of §;, whereas the
internal architecture of the total system S (in its part corresponding to S;) may be
regarded as the external architecture of S;.
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S System
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Fig. 9 The hierarchy of artifacts

If the external architecture of S; is relatively integral, S; will be more likely to be
S-specific, or more customized to the design of S as a total system. Conversely, if its
external architecture is relatively closed-modular or open-modular, S; will be more
likely to be a customer-firm-specific common part or industry-standard part,
respectively.

2.4.2 Architectural Positioning Matrix

Based on this distinction between the internal and external architecture of focal
system S;, we may analyze the integral/modular architectural positioning of S; by
using a simple 2x2 matrix with four basic cells regarding strategic positioning:
integral-inside-integral-outside (I-1), integral-inside-modular-outside (I-M), modu-
lar-inside-integral-outside (M-1), and modular-inside-modular-outside (M-M).

Different innovation/production/pricing/sales strategies may be applied to differ-
ent cells. For example, price leadership or aggressive innovations to compensate for
high unit costs will be crucial in the I-I strategy; sales and cost leadership with scale
and learning effects will be key in the I-M strategy; solution business by sales
engineers and direct selling will be effective in the M-I strategy; and simple
production scale or profit-seeking of remaining players will be the best approach
in the M-M strategy (Fig. 10).

Similarly, we can create a matrix to analyze internal/external and closed/open
architectures, with the following architectural positioning strategies: closed-inside-
closed-outside (C-C), closed-inside-open-outside (C-O), open-inside-closed-outside
(O-C), and open-inside-open-outside (0-O) (Fig. 11).

Among these choices, the strategy most often adopted by the so-called platform
leaders (e.g., Apple, Google, Amazon, Facebook, Intel, Microsoft, etc.) is closed-
inside-open-outside (C-O). In order to understand the considerable impact of this
C-O strategy, we need to explore the mechanisms of the cumulative network effect
(network externality; Katz and Shapiro 1985) with complementary goods in the
open-inside-closed-outside platform, which consists of closed-inside-open-outside
core products.
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Fig. 10 Architectural positioning strategy (1) (integral/modular)
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2.4.3 Competition Among Open-Inside Platforms

Suppose that there is a technologically superb firm that has a broad range of deep

systemic and component knowledge. In conventional inter-product competition, the

high-tech firm in question will try to enclose all of its proprietary technologies and
knowledge and maximize its product’s market share by making the most of its
technology-driven product competitiveness.

However, when the firm aims to become a platform leader, its strategy can be very
different (Gawer and Cusumano 2002; Chapter “Capability Building and Demand
Creation in ‘Genba-Oriented Firms’”), as explained below:

(i) When the firm in question (from now on, the “core firm”) finds that it possesses
a core technology for an artifact with potentially open-modular architecture
and network externality with complementary goods and promising markets, it
tries to create an industry-standard interface, or open interface, around this key
technology, which other firms will adopt.

(i1) The core firm further tries to make the “core area” within the newly established
standard interface closed-inside-open-outside while also rendering the design
information and technological knowledge inaccessible from outside the core
firm by simply hiding them or protecting them by means of patents.

(iii) The core firm capsules its core technology in its “closed” area in the form of
key components (e.g., CPUs for personal computers), core complementary
goods (e.g., smartphone terminals), fundamental operating software (e.g., OSs
for personal computers or smartphones), communication equipment (e.g., base
stations for mobile phones), developmental services, communication/transac-
tion services, etc., from which it earns revenues.

(iv) On the other hand, the core firm deliberately makes the design information and
technological knowledge of the “peripheral area” outside the industry-standard
interface open to other firms, so that the latter can develop complementary
goods with open-outside architectures relatively easily by using the now
accessible design/technological information. In this way, technological bar-
riers to entry in the peripheral area become significantly lower, and many firms
may enter this area.

(v) The core firm tries to preserve its technological leadership by monopolizing the
design information in the core area, managing and maintaining the open
interface, and making the design information in the peripheral area open and
attractive to many existing or potential manufacturers/developers of comple-
mentary goods.

(vi) If the above efforts by the core firm are successful, cumulative network effects
among core products/components/software and complementary goods and
services may bring about rapid market growth for this network of products,
components, software, and services, which we may call platform (Katz and
Shapiro 1985; Brandenburger and Nalebuff 1996; Gawer and Cusumano
2002).
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Fig. 12 Platform strategy by the key component firm

(vii) If the platform in question monopolizes the industry, we may regard this
platform with open-inside architecture as an industry in a broad sense. If
there are competing platforms that are functionally similar (e.g., Google versus
Apple in smartphones), we may regard them as an industry with multiple and
mutually competing platforms with open-inside architectures. Thus, an indus-
try, in the broad sense of the word, consists of either competing products or
competing platforms. Figures 12 and 13 illustrate the cases of core component
and core product.

Thus, by introducing the concepts of hierarchies of artifacts, internal/external
architectures, and open/closed architectures, our framework of competitiveness/
capability/architecture can cover both conventional inter-product competition and
newer inter-platform competition. In the former case, capability-building capabilities
and design-based comparative advantages are the key elements to understand the
dynamics of industrial competition. In the latter case, capabilities for creating and
managing industry-standard interfaces and open-inside platforms, as well as cumu-
lative network effects among complementary goods and services, are the main
success factors for the platform-leading firms and the platforms themselves.

2.4.4 Product-Based Industry and Platform-Based Industry

When a set of products and components evolves into a platform created by the core
firms (i.e., the platform-leading firms), which establish their industry-standard inter-
faces, a question arises as to how we should redefine an industry comprising the said
platform. Conventionally, an industry consists of a set of products of similar design



A Design-Information-Flow View of Industries, Firms, and Sites 31

Closed-Inside-Open-Outside (C-O) Architectural Strategy

Competing Platform

Consumer (Open-Inside Platform)

Core Firm i
Core ecseye Transaction
.......... PrOdUCt\:\A LcoMplemen | .« Non-Core Products

-
-

=Complementary Goods
Transaction

Competition - 0

(]
Design Information /.'

Inside the Interface °
Is Closed/Monopolized ®® @ ¢'®

Non-Core Parts

Making Design Information Outside the
Interface Open to Attract
Complementary Goods Firms

@ ® @ Standard Interface Established by the Core Firm

Note - .. ° .‘ Closed Area inside the Interface

. =Core Component (Closed-Inside-Open-Outside)

D =Non-Core Components and Parts
(Mostly Open-Inside-Open-Outside)

Fig. 13 Platform strategy by the key product firm

or functions competing with each other, as well as of the components and materials
that their producers purchase. In other words, the products and components in an
industry are mutually connected through competition or transaction.

On the other hand, a platform with open-modular architecture and network effects
among complementary goods consists of products and components that are
interconnected not only through competition and transaction but also through
complementation (Brandenburger and Nalebuff 1996). Therefore, when a platform
extends beyond a conventional industry, or a collection of functionally similar
products and components, should we also call the set of industries interconnected
via said platform “an industry”?

We believe that there should be two different definitions, i.e., the conventional
product-based definition of an industry and the newer platform-based definition of
an industry. That is, when an open-modular platform with standard interfaces
encompasses multiple product-based industries, for instance, A and B in Fig. 14,
we may redefine them as a single platform-based industry that includes both product-
based industries A and B.

In the present book, an industry is understood as a collection of design informa-
tion assets (e.g., products, components, services) that are networked or
interconnected along three axes, i.e., transaction, competition, and complementation
(see Fig. 14). When the products and components are not only competing with but
also complementary to each other, we call such a network of products a platform. An
industry can also be defined in terms of manufacturing sites and firms that are
buying/selling, competing, and cooperating with each other. When such relations
include “symbiosis” between complementary goods and their producers, we may
call this industry an ecosystem (Iansiti and Lavien 2004). Hence, the definition of
industry adopted here is rather broad.
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Fig. 14 Two definitions of an industry: product-based and platform-based

3 Implications and Conclusions

3.1 Summary of the Evolutionary Framework

The present chapter illustrated a field-based or site-based evolutionary framework
for analyzing competition dynamics among sites, industries, and firms. This field-
based evolutionary framework of capability-architecture fit may give us additional
insights to better understand the general industrial dynamics of the early twenty-first
century on a global scale.

After defining the competitive performance of industries, the capability of
manufacturing sites (genba), and the architectures of products and processes, we
illustrated the basic logic of design-based comparative advantage by connecting
these factors (Fujimoto 2007, 2012b; see Fig. 2 again): the dynamic fit between a
certain type of genba organizational capability, which has emerged in a given
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country, and a certain type of product architecture, which has evolved over time,
tends to result in higher competitive performance of design locations in terms of
comparative design costs.

Organizational capability in manufacturing is defined as a system of organiza-
tional routines that collectively control and improve the flow of design information
to customers (Nelson and Winter 1982; Clark and Fujimoto 1991). To the extent that
an organization is a system of coordinated activities (Barnard 1938), key dimensions
of its capability will naturally include degrees and types of coordination. The
evolutionary logic is also introduced here to explain why different types of organi-
zational capabilities are unevenly accumulated in different countries and regions
(Fujimoto 1999, 2007, 2012b, 2014).

The concept of architecture is defined as a formal pattern for coordinating the
functional and structural design elements of an artifact, including product and
process (Ulrich 1995; Fujimoto 2007). A product/process with integral architecture
is coordination-intensive, whereas a product/process with modular architecture is
coordination-saving, as mentioned earlier.

It follows from the above argument that a country’s patterns of comparative
advantage in design may be influenced by a certain fit between the coordination
capabilities of its manufacturing sites (genba) and the coordination intensities of
products and processes, both of which evolve over time. Specifically, a country
whose industrial sites are relatively rich in coordination capabilities for evolutionary
reasons, such as postwar Japan, might have a comparative advantage in design in
relatively coordination-intensive products or those with integral architectures. Con-
versely, a country whose industrial sites have historically emphasized specialization-
standardization-simplification of their products, processes, components, and their
interfaces—such as the USA, whose industries grew rapidly, thanks to a massive
inflow of immigrants—might have a comparative advantage in design in relatively
coordination-saving products or those with modular architectures.

The present framework follows the general logic of comparative advantage
theories, which emphasize country-industry fit and relative productivity advantage
across countries. In addition, it adopts the design-based concepts of comparative
advantage by integrating the design view of manufacturing into existing trade
theories. In this context, both capabilities and architectures are treated as endogenous
and dynamic. Hence, our approach assumes that a certain evolutionary process will
result in the uneven distribution (i.e., endowment) of a given organizational capa-
bility across countries and firms. History does indeed matter.

The view of design-based comparative advantage also postulates that organiza-
tional capabilities are more difficult to move across borders than capital, goods, and
services, even in our age of globalization, and that they tend to become country-
specific. A country’s capability-building environment (e.g., resource scarcity), the
intensity of its industry’s capability-building competition, and its firms’ capability-
building capability (i.e., evolutionary capability; Fujimoto 1999) all affect the
prevalent nature of the capabilities of its manufacturing sites or genba.

The evolutionary view of architectures also argues that a product’s overall macro-
architecture is selected ex post by markets and society, whereas its micro-
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architectures tend to be generated ex ante by engineers (Fujimoto 2012b). When a
product must meet demanding functional requirements and/or strict constraints (e.g.,
safety and environmental regulations), its macro-architecture tends to become inte-
gral, other things being equal. By contrast, when the requirements and constraints are
less strict, it tends to become more modular. Thus, a product’s architecture is not a
given—it evolves through micro-macro loops of design selections by engineers and
markets.

Thus, the framework of design-based comparative advantage tries to explain why
certain products are imported or exported within a global system of intra-industry
trade of differentiated products, which is the overall trend of the twenty-first century.

3.2 Comparative Advantage in Production/Design Cost

In this introductory chapter, we argued that industries and firms are both a collection
of sites engaged in providing certain products and that the products’ market perfor-
mance and the firms’ profitability are both affected by the productive performance
(i.e., deep-level competitiveness) of such manufacturing sites. We also pointed out
that the value added of a product dwells in its design information.

The capability-architecture view of industrial performance adopted here is, in a
sense, a reinterpretation of the Ricardian theory of comparative advantage. It extends
the concept of comparative cost from production to design, so that it becomes a
theory of comparative design cost. This implies that David Ricardo’s classical theory
of international trade, with certain modifications by modern economists such as
Sraffa and Shiozawa (e.g., the multifactor multi-country version of Ricardo’s com-
parative cost analyses), may be realistic enough to explain twenty-first-century trade
phenomena in Japan and across the world (Sraffa 1960; Shiozawa 2007).

We predict that industries and industrial sites are more likely to be selected and
thus survive when they build certain organizational capabilities and produce or
develop products with appropriate architectures. Similarly, firms will be more likely
to survive and grow when they choose a profitable mix of products and their
architectures, as well as competent sites and their locations. In the following
chapters, we will often use the abovementioned keywords: industrial competitive-
ness, organizational capabilities, and product architectures.

Theoretically, the framework of international industrial competitiveness put
forward in this book may be regarded as a dynamic application of the Ricardian
comparative advantage theory to design costs and locations, i.e., design-based
comparative advantage. This approach starts from field observations of industrial
sites, in which value-carrying design information flows toward the markets, evalu-
ates the organizational capabilities that control or improve the value flows, identifies
the architectures of products and processes, and analyzes the dynamic fits between
architectures and capabilities and their impact on the competitive performance of
sites, products, firms, and industries.
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Thus, by dynamically reinterpreting the classical concepts of comparative advan-
tage and by applying them not only to production costs but also to design costs, this
volume will try to explain what has happened to various industrial sectors in postwar
Japan, in terms of economic growth, labor shortage, yen appreciation, capability-
building, international competition during the Cold War, global competition after the
Cold War, and relative wage/productivity divergence and convergence vis-a-vis
other advanced/emerging nations.

3.3 Evolution of Industries, Firms, and Sites

The evolutionary framework adopted here will also illustrate the growth and changes
of national and global economies, industries, firms, and sites seen as interrelated
dynamic processes.

First, the evolution of the capabilities of manufacturing sites (genba) causes
productivity growth and differences, which influence country A’s average produc-
tivity in industry X through market selection of high-productivity sites within the
country.

Second, different industries in country A, with different patterns of capability-
building processes and design architectures, display different levels of relative
productivity vis-a-vis the industries in competing countries B and C.

Third, the resulting profile of the relative productivity ratios of industries X, Y,
and Z between competing countries A and B affects relative wage ratios between the
two countries (Fujimoto and Shiozawa 2011-2012). In other words, the profile of all
industries’ relative productivity ratios vis-a-vis competing countries affects the
relative wage ratio.

Fourth, as a result of the relative productivity and wages mentioned above, the
relative costs and prices of industries X, Y, and Z in the competing countries are
revealed. In the long run, following the logic of Ricardian comparative advantage,
the industrial portfolios of countries A, B, and C emerge through selection by the
global markets of “comparatively advantageous industries,” which have higher
relative productivity ratios vis-a-vis rival countries rather than other domestic
industries.

However, the industrial structures of trading countries may constantly change to
the extent that, as capability-building competition among sites and firms continues,
their products’ design attributes (e.g., architecture) change. For instance, while the
relative wage ratio between two countries may change, as their all-industry profiles
of relative productivity ratios mentioned above change, further changes in relative
productivity ratios may, in turn, change the patterns of comparative advantage. If the
relative productivity ratios of industry X in countries A and B converge faster than
the relative wage ratios in the same two countries, due to technological standardi-
zation, lower-wage country B may gain a comparative advantage vis-a-vis
country A, thereby shifting its status from importer to exporter in industry X, as
Akamatsu’s flying geese theory or Vernon’s product cycle theory suggest (Akamatsu
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1962; Vernon 1966). This is not always the case, though, as the international trade
situation in the 2010s indicates—international wage gaps may decrease faster than
physical productivity gaps between two countries (e.g., China and Japan).

Fifth, in order to secure profits and growth, manufacturing firms worldwide will
try to select certain advantageous combinations of products and locations by moving
and expanding across countries and industries. Multinational firms may find over-
seas locations for their manufacturing sites by balancing two principles, i.e., physical
proximity to markets and comparative advantage. Therefore, a firm’s business
structure will evolve through selection of advantageous industries, products, archi-
tectures, technologies, site locations, and so forth.

It ought to be noted that the above account follows the Ricardian logic of classical
economics, which argues that normal (natural) prices are determined by unit labor
cost, or by the combination of labor productivity (labor input coefficients) and
hourly wages. Additionally, the evolutionary analysis of firms and industries
presented here essentially follows the assumption of classical economists (or their
prominent successor P. Sraffa) that prices and volumes of a given product are
determined separately (Sraffa 1926, 1960; Shiozawa 2007).

3.4 Between New and Old Theories

The early twenty-first century is the age of truly global competition, environmental
and energy constraints, rapid changes in digital and other technologies, increasing
numbers of demanding customers, parallel advancements in product commoditiza-
tion and differentiation, rapid changes in relative wages and productivity across
borders, and high levels of socioeconomic uncertainty. To the extent that the above
is true, the concepts of comparative advantage and industrial performance and their
evolution will continue to be key to sustaining or improving our children’s living
standards and quality of life.

Some may argue that we need newer theories able to handle the new realities of
the twenty-first century. In fact, in analyzing open architecture platforms in digital
industries, we will apply newer economic concepts, such as complementary goods,
network externality, and inter-platform competition. In this particular area, we
certainly need to introduce new economic concepts for new realities.

At the same time, we have also explored an alternative idea—returning to the
older theories of the nineteenth century, namely, classical economic theories, and
modifying them to fit the realities of the current global economy. More specifically,
our work tries to start from the classical (Ricardian) trade theory and then reinterprets
it dynamically to explain the rapid changes in relative wages and productivity
(Fujimoto and Shiozawa 2011) and to incorporate the concept of product design
and architecture into it (Fujimoto 2007, 2012b). Consequently, this chapter proposes
a field-based evolutionary framework of capability-architecture fits to analyze
industrial performance, i.e., the concept of design-based comparative advantage
(Fig. 2).
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It is worth noting that the present framework of dynamic and design-based
comparative advantage is, in many ways, complementary to existing trade theories.
Indeed, the neoclassical (Heckscher-Ohlin-Samuelson) theory, the product-cycle
(flying geese) theory (Akamatsu 1962; Vernon 1966), the new trade theory
(Helpman and Krugman 1985), and the new-new trade theory (Melitz 2003) all
capture certain important aspects of today’s industrial competition and trade
dynamics.

However, in order to understand the trade phenomena of the post-Cold War era,
when minute-level intra-industrial trade of highly differentiated goods is common
and relative wages and productivity of individual sites are changing rapidly world-
wide, we would need additional insights that may borrow ideas from other schools
and disciplines, including the concept of comparative cost from classical economic
theories, of system emergence from evolutionary economics, of organizational
capabilities from strategic management, of product architecture from design-artifact
theories, and of monozukuri (manufacturing as design flow) from technology and
operations management (Fujimoto 1999, 2007, 2012a; Fujimoto and Shiozawa
2011-2012; Mintzberg and Waters 1985; Nelson and Winter 1982; Penrose 1959;
Shiozawa 2007; Simon 1969; Sraffa 1960; Ulrich 1995). What we need in this
context seems to be a dynamic and interdisciplinary framework that can capture the
essence of the multifaceted entity called genba.

Appendix: The Case of Postwar Japan—Capability-Building
and Architectural Fit

By applying the capability-architecture framework to the case of Japanese industries
in a dynamic way, this book will argue that postwar Japanese industries tended to
possess a rich endowment of coordinative capabilities (e.g., teamwork of multi-
skilled engineers/workers), mostly due to certain historical reasons, and that Japan’s
coordination-rich industries typically enjoyed design-based comparative advantage
in coordination-intensive products (Fujimoto 2014). In other words, we assume that
Japan’s industrial innovations mainly developed in industries with relatively integral
(i.e., coordination-intensive) architectures, including automobiles and functional
chemicals, rather than those with modular (i.e., coordination-saving) architectures,
such as digital products and software.

Using the above evolutionary framework of industry performance, let us look at
the history of Japanese manufacturing industries (i.e., trade goods) after World War
II. To briefly describe the postwar history of Japan’s genba, we have divided this
period into roughly 20-year spans (1950-1970, 1970-1990, 1990-2010, 2010—; see
Table 1).

(i) Following a period of turmoil immediately after World War II, the beginning of
the Cold War and Japan’s strategic geographical position brought about oppor-
tunities for rapid economic growth at an unexpectedly early stage. In the 1950s
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Table 1 A postwar history of genba (manufacturing sites) in Japan

Period
(roughly) | Characteristics Consequences in genba (manufacturing sites)
1945- Beginning of the Cold War Capability rebuilding of genba starts (QC,
1950 etc.)
1950- High growth without immigrants Emergence of genba coordination capabilities
1970 through “economy of scarcity” (e.g., Toyota
system)
1970- International competition during the | Productivity/quality improvements overcom-
1990 Cold War (among advanced ing yen appreciation and oil crises, trade
nations) friction
1990- Global competition after the Cold The Dark Ages of Japan’s genba in trade
2010 War (with low-wage emerging goods, capability-building unable to over-
nations) come wage handicap
2010- Global competition with richer Japan’s capability-building genba may have
prediction | emerging nations better chances of survival as wage gaps
narrow

(i)

(iii)

and 1960s, the “economy of scarcity” forced many Japanese factories and sites
to develop coordination-rich manufacturing capabilities based on the teamwork
of multi-skilled employees. This historical imperative subsequently brought
about Japan’s comparative advantage in coordination-intensive (i.e., integral
architecture) goods, such as small cars and analog consumer appliances.

In the 1970s and 1980s, internal and international competition became tougher
due to yen appreciation and slower economic growth, but many of Japan’s
manufacturing sites (monozukuri genba) accelerated their efforts in capability-
building and productivity increases to overcome these handicaps. As a result,
many Japanese manufacturing industries enjoyed competitive advantage and
Japan’s trade surplus expanded, which created trade friction and a boom in the
Toyota production (lean production) system in and outside Japan. This was the
era of international competition between advanced nations during the
Cold War.

In the 1990s and 2000s, however, the competitive environment surrounding Japan’s
industrial sites changed drastically. As the Cold War ended, highly populated
low-wage countries like China started to enter the global market as major exporters.
China’s typical wage rate in the 1990s was, roughly speaking, one-twentieth that of
Japan, due partly to what A. Lewis might describe as “unlimited supplies of labor”
from China’s agricultural inland provinces to industrializing coastal areas (Lewis
1954). Thus, many of Japan’s manufacturing sites in trade goods sectors found that
their advantage in physical labor productivities (i.e., labor input coefficients) did not
help them maintain their Ricardian comparative advantages in production costs.
Besides, the wave of digital innovations since the mid-1990s created major market
shifts from coordination-intensive analog products to coordination-saving (i.e.,
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architecturally open-modular) digital products, where Japan’s relatively
coordination-rich sites could not maintain their design-based (i.e., architecture-
based) comparative advantage (Fujimoto 2007, 2012b).

As a result of the abovementioned changes in global competitive environment and
product technologies in the electronics industry, and continuing post-bubble reces-
sion and yen appreciation, Japan’s manufacturing sites (genba) faced a “Dark Ages”
period during most of the 1990s and 2000s. This was particularly true in the digital
electronics sector, in which China, Korea, and Taiwan became major exporters,
whereas some of Japan’s most prominent factories were closed down despite
severalfold increases in labor productivity. However, Japanese factories in the
trade goods sector continued their capability-building efforts, further improved
productivity, and many of them survived the “Dark Ages,” particularly in
coordination-intensive (i.e., integral architecture) products, including fuel-efficient
cars, sophisticated industrial machinery, highly functional chemicals, steel, and so
forth. Indeed, Japan maintained a trade surplus for much of this period.

Nonetheless, the competitive situation is now changing worldwide. As we enter
the next 20 years (2010-), we can already observe significant changes in the shape of
global competition, including a rapid increase in wage rates in China and other
emerging countries (Thailand, Indonesia, India, and others). The wage-related hand-
icap that Japan’s trade goods sectors labored under for many years has diminished
somewhat since the beginning of the 2010s. Accordingly, although no nation can
escape country-level changes in industrial structure driven by dynamic comparative
advantage, the chances that Japan’s domestic factories persevering in their
capability-building efforts can survive will increase in the coming years. In this
sense, many of Japan’s high-productivity manufacturing sites are gradually moving
past their worst period, i.e., the end of the post-Cold War era.

Yet, this may be the time of darkness before the dawn, in which observers and
decision makers may make major mistakes, as they overlook the abovementioned
changes and assume an overly pessimistic view that the gloom of manufacturing
industries in high-wage advanced nations will continue forever. Some managers in
Japan’s large enterprises have considered only short-term cost data, de-emphasized
their domestic factories’ productivity advantages, and ignored their potential for
further productivity increases, erroneously closing down factories that could have
survived with proper measures. Some media sources and scholars are also respon-
sible for spreading unduly pessimistic views, predicting the hollowing out of Japan’s
manufacturing sector as a whole. These are erroneous interpretations that ignore both
the genba’s realities and the theoretical principles of comparative advantage. If all
managers in Japan’s trading sectors were to follow the advice of such commentators,
the result might indeed be the hollowing out of the entire manufacturing sector as a
self-fulfilling prophecy—the result of human error rather than of global competition.

This is why we need a solid theoretical-analytical framework for evaluating
industrial performance and its potential in each sector or product. The author
believes that this framework should be based on field observations and industrial



40 T. Fujimoto

data, as well as the logical integration of various disciplines, including classical trade
theories, design-architecture theories in engineering, and evolutionary views of
capability-building.
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The Nature of International Competition )
Among Firms s

Yoshinori Shiozawa and Takahiro Fujimoto

Abstract International competition among firms and units of a multinational enter-
prise is a game with wage rates as handicaps. This simple truth is commonly known
among managers of firms competing in the international arena. Although it is
instinctively trivial and evident, this image of international competition is quite
different from the traditional comparative advantage argument. Supporting the
new view requires a new theory. Sections 2, 3, 4, 5, and 6 are an introduction to
the new theory of international values. The second part of the chapter (Sects. 7, 8,
and 9) offers some preliminary remarks on how to use it. The third part (Sects. 10,
11, and 12) is a demonstration of how the new theory can be used to analyze
international competition among firms. The last part (Sects. 13 and 14) illustrates
how the new theory can be applied to a more realistic situation and provides some
remarks regarding the wider scope of application of the new theory.

1 Introduction

International competition among firms is a game with wage rates as handicaps
(Fujimoto 2011; Fujimoto and Shiozawa 2011-2012 Sect. 6). This proposition is
true also among production sites (or production units, like plants and factories) of a
multinational enterprise located in different countries. The purpose of this analysis is
to show that the above proposition can be justified theoretically.

This simple truth is commonly known among managers of firms that are com-
peting in the international arena. Japanese firms have had to play this game with
Chinese firms with a big handicap. The game started with China’s reform and
opening-up (1978), but a real impact began to be felt in the 1990s. In the first
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phase of this competition, Japanese wage rates were at least 20 times higher than
those of Chinese urban workers, but the handicap became less severe after two
decades of hardship for the Japan-based firms and plants of multi-nationalized
Japanese firms, mainly thanks to the considerable rise in wage rates in China.
Now the Japan/China wage rate ratio among urban workers is around 5 to 1.

In Fujimoto and Shiozawa (2011-2012), we argued extensively how this simple
point of view, symbolized by the handicap proposition, can explain the broader issue
of international competition among firms and among units of a multinational enter-
prise. Indeed, one major difference between domestic and international competition
lies in the fact that, in the latter case, firms are affected by serious handicaps that are
impossible to observe within a country. Of course, international competition is not
limited to this kind of competition, as it also occurs among firms of advanced
countries with similar wage levels. Although competition is fierce, there are no
major differences in the features of international and domestic competition. Wage
rate handicap is a proper aspect of international competition.

We can easily observe considerable differences in wage rates between developed
and underdeveloped countries. It may sound strange to common people, but for a
long time, wage rate differences among countries were not a typical theme of
international trade theory. There were two main reasons which may explain this
situation. One was the absence of real competition within the same industry between
developed and underdeveloped countries. The emergence of China after the reform
and opening-up, for example, lent a new feature to international competition. A
country with low-wage rates and appreciable levels of technology suddenly
appeared on the scene of the free world—a rare, if not unique, experience for the
world economy. The other reason was the theoretical structure of the trade theory. A
big wage difference was excluded by the assumption from the most popular and
standard theory of international trade, i.e., the Heckscher-Ohlin-Samuelson (HOS)
model. One of the model’s core theorems is the factor price equalization theorem. In
this model, wage rate is the price of a factor called labor. When some of its
conditions are satisfied (i.e., if factor proportions lie in a cone of equalization), the
factor price equalization theorem holds and the wage rates become the same for all
countries. The multi-cone situation is rarely studied due to greater difficulties in its
analysis.' The new generations of trade theories, including the new and new-new
trade theory, did not bring wage differences into focus. An exception was Dorbusch
et al. (1977), which set the relative wage rate as a main variable for adjustment.2 In
these circumstances, the situation of large wage rate differences was not often
studied in trade theory.

'A greater problem of the HOS model is that it assumes the same technology for all countries. This
excludes firm-level competition, as its main aspect is competition in technology for better products
and production techniques.

2 Another important and much more radical exception is Pasinetti (1993 Chap. 9). This paper
focuses on wage rate differences at the very basis of international economic relations. Its exposition
is complementary to the new theory of international values, since it offers a good illustration of why
wage rate differences are crucial in the examination of international trade.
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While the economic situation in the real world has changed tremendously, the
theoretical situation has also changed substantially since the beginning of the
twenty-first century. A new interpretation of Ricardo’s trade theory has become
influential (Faccarello 2017; Tabuchi 2017a, b; see Sect. 2 of this chapter for a
more detailed account). A new theory in the Ricardian tradition started to be
developed in 2007 (Shiozawa 2007, 2014, 2017a). At the time when Fujimoto
and Shiozawa (2011-2012) was written, this theory was not well developed and
many points had been left theoretically unsolved. Shiozawa wrote a new book in
2014 and the overall features of the new theory became clearer (Shiozawa 2014). A
first English introduction was published in 2017 (Shiozawa 2017a). Even after
Shiozawa (2014), there was a big theoretical advancement inspired by the discus-
sions had in the Workshop on the Theory of International Values. With the new
theorems, Theorem 5-1 and Theorem 6-1, it became much easier to talk about the
circumstances in which international value remains invariable in the situation that
is out of full employment. The present analysis is the first attempt to explain
international competition among firms and among production units (plants) of a
multinational enterprise based on the new theory of international values. Readers
of this study, we believe, will admit that it is much easier to examine and discuss
international competition based on the new theory.

Competition among countries with big wage rate differences is of special signif-
icance for firms in both low- and high-wage countries. As for low-wage countries,
the big discrepancy in wage rates provides a chance to overcome various disadvan-
tages in technology, human skills, and infrastructures. In the third quarter of the
twentieth century, the dependency theory argued that the terms of trade are unfa-
vorable for developing countries. In the twenty-first century, after the East Asian
Miracle and the resurgence of the BRICs, a diametrically opposite proposition has
been argued. Low-wage rates might be a strong weapon in competing with firms in
developed countries, and learning by doing (Arrow 1962) may help low-wage
countries to accumulate the necessary experience for production. A new strategy
for economic development may be designed with this new vision. However, this
chapter does not treat this aspect of international competition. We concentrate on the
actions and reactions of firms and production units in countries with high-wage rates
when they face fierce competition with firms/units in countries with low-wage rates.
In this sense, the present analysis is a summary note of our long paper Fujimoto-
Shiozawa (2011-2012). The main difference between the two studies is that we
show the theoretical basis more systematically in the present study.

Alongside our main explanation, we mentioned that the traditional image is far
from what Ricardo thought and hinted at why this misleading image may have
emerged. The new theory of international values is a part of the classical theory of
values and may foreshadow its revival.

The remainder of this chapter is organized as follows. The first part, Sects. 2, 3, 4,
5, and 6, is an introduction to the new theory of international values and focuses
mainly on the new result explained above, which does not appear in Shiozawa
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(2017a). In this part, we explain step by step how the new theory of international
values is constructed, starting from the classical four magic numbers and moving on
to the pure labor input economy and then to the general case where input goods are
freely traded. The second part, Sects. 7, 8, and 9, provides some preliminary remarks
for the use of the new theory. The third part, Sects. 10, 11, and 12, is a demonstration
of how the new theory can be used to analyze international competition among firms.
Section 11 is a recapitulation of our results from a historical perspective, while the
other two sections examine new aspects of international competition, including its
economic effects. The last part, Sects. 13 and 14, illustrates how the new theory can
be applied to a more realistic situation. Lastly, Sect. 15 concludes the chapter. A
special warning should be made here. The matrix A has different meanings in
different sections. Given the limited space, this was inevitable to make references
to older works accessible to readers. They are requested to pay special attention in
what meaning matrix A is used.

2 A Brief Account of Traditional Trade Theories

Almost all textbooks on international trade contain discussions of Ricardo’s four
magic numbers (Samuelson’s denomination). For the convenience of later argu-
ments, let us start from Table 1.3

These four numbers represent labor requirements to produce certain quantities of
goods in countries J and C. In Ricardo’s original text (Ricardo 1951, p 134—135),
cloth and wine are exchanged between England and Portugal. Specifically, a certain
amount of cloth is exchanged for another amount of wine of the same value. The four
numbers correspond to the labor requirement for these quantities of goods (Ruffin
2002; Maneschi 2004; Tabuchi 2017b). Many textbooks today explain that these
four numbers represent labor input coefficients, i.e., labor per unit for each good,
with no reference to exchange ratio. A different interpretation requires a different
type of explanation logic with regard to gains from trade and patterns of specializa-
tion (or patterns of trade). Chipman (1965) made a typical mistake by confusing the
differences in the meanings of the four numbers.*

Another common misunderstanding is that Ricardo assumed a pure labor input
economy. This is wrong because he understood labor as the total amount of labor

Table 1 Trade economy of Good 1 Good 2
two countries and two goods
Country J ay; ayp
Country C acy aco

3Following the convention of Fujimoto-Shiozawa (2011-12), we attribute the symbols J and C to
high-wage countries and low-wage countries, respectively. Readers can draw a parallel to the
symbols A and U attributed to advanced and underdeveloped countries in Pasinetti (1993 Chap. 9).

“Chipman considered Ricardo’s explanation a “non sequitur” (Chipman 1965, p. 479).
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directly and indirectly necessary for the production of a product. In a modern
context, we should think of Ricardo’s labor as representing the full cost of produc-
tion. Thus, the standard textbook explanation that Ricardo’s model assumes labor as
the only factor of production is highly misleading. It can well include inputs of parts
and materials. In other words, we can regard those numbers as integrated coefficients
(see McKenzie 1953; Jones 1961; Shiozawa 2017a Sect. 2). Of course, there have
been limits to the theory in the Ricardian tradition, among which the greatest was
that the traditional theory could not deal with input trade. Although McKenzie
(1953) emphasized the importance of input trade (or “trade in intermediate goods”
in his expression’), calls for an extension of the theory to incorporate input trade
went unheard for a long time. As we observe in today’s world economy, global
supply chains are changing the patterns of specialization among nations, and it
becomes ever more important to build a theory by which we can deal with input
trade. However, difficulties are overcome at last thanks to the new theory of
international values, which is an extension of Ricardo’s theory of international trade.

The third misunderstanding, which is more serious, is this: The traditional trade
theory that is ordinarily called Ricardian theory is in fact a descendant of John Stuart
Mill’s theory and not Ricardo’s own theory. This misunderstanding is important for
the present chapter, because the new theory of international values is constructed, as
indicated above, on the extension of Ricardo’s original theory and not in the vein of
John Stuart Mill (Faccarello 2017; Tabuchi 2017a). The first person to protest about
this misunderstanding was Graham (1923). With no mention of Ricardo, Graham
opposed Mill’s problem settings and his solution, which is commonly known as the
theory of reciprocal demand.® As we shall see, Graham’s idea plays an important
role in Sect. 8. Unfortunately, he called the theory by Mill and his followers classical
theory, and this became another source of confusion, because Mill’s theory was in
fact the origin of neoclassical economics (Shiozawa 2017b).

The main aim of this chapter is to prove, by means of the new theory of
international values, that international competition among firms is a game with
wage rates as handicaps. Sadly, the hurdles that we face are a little too big to deal
with the general result directly. We must take a short detour in order to approach it
more easily. So, let us return to the four magic numbers. To determine the pattern of
specialization, it does not matter which of the two interpretations we follow.” For
convenience of later arguments, we assume that the four numbers represent (con-
ventional) coefficients per units of goods.

SJones (1961) claims that he explored the case in which intermediate goods are freely traded, but his
theory was restricted to RII in my classification (Shiozawa 2017a Sect. 2). Jones and Kierzkowski
(1990, 2001) and Jones (2000) are about a theory of fragmentation but not a general theory of input
trade.

SIn later works, Graham makes a clear distinction between Ricardo’s classical theory of interna-
tional trade and the theory developed by John Stuart Mill and his successors (Graham 1932, p. 616).

"It does matter in the arguments of gains from trade. See Chipman’s mistake, mentioned above.



48 Y. Shiozawa and T. Fujimoto

The textbook explanation takes two ratios of the four numbers and then deter-
mines which one is bigger than the other. In taking ratios, two options are possible:
(1) to divide a coefficient by another from the same line, i.e., interindustrial ratio in a
country, and (2) to divide a coefficient by another from the same column, i.e.,
intraindustrial ratio between countries. As we explained in Fujimoto and Shiozawa
(2011-2012), the two options give the same result if we draw a good comparison,
because the following two conditions are mathematically equivalent:

ayi/ayp < aci/acy < ay faci < ap/acs. 2-1)

However, it is sometimes argued that the interindustrial ratio comparison is the
only right method to find the pattern of specialization.

The comparison of the two ratios teaches us about the pattern of specialization,
but we contend that observations based on these ratios lack a crucial point, i.e., the
proportion of the wage rates of the two countries. Wage rate ratios are hidden in the
background. This might be another reason why the simple proposition that interna-
tional competition is a game with wage rates as handicaps was not noticed much
earlier.

The first condition of (2-1) is in reality a comparison between the price ratios of
two countries if profit rate r, or more exactly the markup rate, is equal in the two
countries.® In fact, for the product of each country, we have

pn = (L+rwyan, pp = (1+rwyan, pci = (1+r)wcaci, pe
= (1 +r)wcacz,

where py1, py2, Pc1, and pc, indicate prices and wy and wc the wage rates for the two
countries. This implies

P11 /Pp = an/ap and pcy/per = aci/aca. (2-2)

Then, the first condition of (2-1) signifies that the ratio of labor inputs for good
1 with respect to good 2 in country J is smaller than the same ratio in country
C. Intuitive logic may imply that country J exports a relatively cheaper good and
imports the other good. In this logic, the wage rate ratio is irrelevant to how
specialization occurs. We can determine the specialization pattern with no reference
to the wage rate ratio.

This has been a typical explanation of how two countries specialize in which
goods. As long as we examine the pattern from a macroscopic point of view, this
logic is perfect. Yet, it is not enough when we want to observe how international

8We use the symbol r in order to ensure continuity with the older discussions. This symbol
represents a markup, as clarified in Sect. 6. The assumption of the same markups can be easily
generalized to the case where each industry of each country has its own markup rate. See Shiozawa
(2017a).



The Nature of International Competition Among Firms 49

competition unfolds among firms and even among units of production of a multina-
tional enterprise (MNE). In other words, if we observe international competition at
the microscopic level, the wage rate ratio becomes one of the most important
variables that function as determining factors of competition. In fact, the wage rate
ratio turns out to be the key variable that dictates competitiveness and specialization
patterns.

As for the microscopic analysis, the second condition of (2-1) is useful. In fact, it
is clear that a ratio wy / wc exists such that

an/aCl < WC/WJ < Cljz/acz. (2 — 3)

If wy and wc are wage rates expressed by a common international currency for
countries J and C, (2-3) means that

pn = (1 +rwyayn < (14 r)wecacy = pe; -

2—4
P =1 +rwran > (1 +rwcacz = per- ( )

The meaning of inequalities (2-4) is simple and direct. Country J exports good
1 to country C and imports good 2 from country C, because the cost of production
(including profit) of good 1 in J is lower than that in C and the cost of production of
good 2 in C is lower than that in J. In expressing this in form (2-4), we obtain
estimations that are useful for firms producing each good in each country.

Although these relations in money terms are not usually mentioned, Ricardo’s
four magic numbers do indeed imply this comparison in terms of value. Faccarello
(2017) and Tabuchi (2017a) emphasize that Ricardo’s chapter on foreign trade is in
fact constructed in money terms and should be interpreted as such. As Tabuchi
(2017a p 268) put it, summarizing Faccarello, “there are no specific international
prices, and every exchange is a monetary exchange, micro-agents act in their self-
interest, and prices they pay tend to be natural prices.” Nevertheless, the interna-
tional trade theory was analyzed in “real terms” until the 1930s, when Ohlin’s book
(1933) first appeared (Tabuchi 2017a Sects. 3 and 4).

The first question that this change in viewpoint raises is: Is this viewpoint
extendable to more general cases? The answer is quite simple. It is extendable to
practically all plausible situations, whereas the old approach based on a comparison
of physical coefficients is not. We will show how this can be done in the following
two sections. As the logic of the general case is not very visible, in Sect. 3 we will
illustrate the basic logic through a simple example with no input trade. Although it
requires a little mathematics, we will present more general results in Sect. 4, which
can be skipped if one is mainly interested in international competition at the firm and
unit level. All the information needed for the subsequent discussion is summarized at
the beginning of Sect. 5, which, along with the subsequent sections, will show how
these results can be conveniently used for firm- and unit-level analyses of
competition.
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3 How Relative Wage Rates Are Determined (Elementary
Discussion)

As a simple situation, let us examine a two-country, three-commodity case. Here,
complete specialization is impossible’. If each country produces only one good,
there is no country that produces the third good. Then, there are two possibilities:
(1) the case where there is no common good produced by two countries and (2) the
case where both countries produce a good in common.'”

Let a;; be the input coefficient for producing good j in country i. In case (1), the
relative wage rates can move within a certain range. For example, assume that
country 1 produces goods 1 and 2, whereas country 2 produces good 3. In order
for this case to be possible, the following constraints must be satisfied:

wiay < waazi, widp < Wady, Wadzz < Widis. 3-1)

From this section, we omit the coefficients 1+ r that appear in both sides of the
inuqualities. (3-1) means that w, / w satisfies inequalities

ai/ax, ap/an <wy/wi < aiz/ax. (3-2)

There exists a real number w, / w that satisfies (3-2) if the coefficients satisfy the
conditions:

anfan, aiz/axn < ap/axn. (3-3)

For any given set of coefficients a;;, relations like (3-3) hold when we renumber
goods appropriately for each country. In fact, for any given set of a;;, the three ratios

anfaz, an/axn and aiz/ax; (3-4)

can be arranged in an increasing order. Suppose that all ratios of (3-4) are different
from one another.!! If the order is, for example, such that

anjax < an/an < aiz/as, (3-5)

we have two possibilities: (1a) when ay; / ay; <w,/w| <ay3/ a3 <ap,/ ax, country
1 produces good 1 and country 2 produces goods 2 and 3 competitively, and

°The term “complete specialization” is in fact ambiguous. It may signify two different situations:
[A] Each product is produced only within a country. [B] There are no products that are produced in
more than two countries. In this chapter we use the term complete specialization only in the
meaning [A].

There are other possibilities, such as the case of two countries producing all three goods
simultaneously. This case should be excluded from the general situation, because it is possible
only when the input coefficients satisfy special constraints.

""We exclude the case where (3-5) contains equality, as it is not the generative case.
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(1b) when ayy / a; < ay3/ axz <wy/ wy <ajp/ asy, country 1 produces goods 1 and
3 and country 2 produces good 2. In both cases, one country produces two goods and
the other country produces the third good.

The cases in which w, / w; coincides with one of terms of (3-5) are excluded from
case (1), because they produce case (2). This is easily seen when we reason from the
opposite side. Suppose that country 1 produces goods 1 and 3 and country 2 produces
good 2 and 3. In a competitive condition, each country produces only those goods
which have no greater cost than those of the other country. Then, we have
inequalities:

wian < wyay, WiaSwsas,

< (3-06)
wyax» < widip, W2da;3=w)dadis.

In (3-6) we cannot take strong inequality < for left inequalities. If we arrange
(3-6), it means that

aija, ap/an < aizfan = wy/wi. (3-7)

We can obtain these inequalities for a general set of a;; when we renumber goods
appropriately. Indeed, just like in case (1), we can arrange the three ratios (3-4) in an
increasing order. Suppose that we obtain inequalities (3-5). Then, three cases are
possible: (2a) apg / az; = Wy / w; < dpz / a3 < djpp / ano, (2b) apg /6121 < daps /
azz = Wy / wy < djpp / ajo, and (ZC) apy / az; < a3 / arz < djpp / ayy = Wy / wi.
These cases correspond, respectively, to the case when (2a) country 1 produces good
1 and country 2 produces all three goods, (2b) country 1 produces goods 1 and 3 and
country 2 produces goods 2 and 3, and (2c) country 1 produces all three goods and
country 2 produces good 2. The cases in which w, / w is smaller than a;, / a,; or
greater than a3 / a,; are excluded, because they produce no relveant situation.

The above tedious examination can be easily illustrated by Fig. 1.'* This repre-
sents the set of production possibilities of a two-country, three-good trade economy.
In fact, each case (la), (1b), (2a), (2b), and (2c) corresponds, respectively, to an
economy in which the world final demand lies on Ridge 1 or Ridge 2 or in Domain
1, Domain 2, or Domain 3. Details of these correspondences are omitted here. A
more detailed explantions is given in Sect. 5 after Definition 5.2.

When we observe Fig. 1, we recognize three features: (i) there is no internal
vertex (a vertex in the interior of positive orthant), (ii) the ridges correspond to cases
(1) when there is no commonly produced good, and (iii) most of the points on the
frontier lie somewhere in a two-dimensional facet, which corresponds to cases (2).
There is a commonly produced good and wage rates and prices remain constant as
long as demand stays in the same facet.

In a more general case, i.e., with a greater number of countries and commodities,
the situation does not change much. The set of maximal points of a production
possibility set is called frontier of the production possibility set. When the number of

"?Figure 2 in Shiozawa (2017b, c)
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commodities N is greater than the number of countries M, there is no internal vertex.
In the majority of instances, the world final demand, if it is on the frontier, lies in a
facet, i.e., in a face of codimension 1,13 and wage rates and prices remain constant as
long as demand remains within the same facet. When the world final demand lies on
aridge (face of codimension 2) or smaller dimensional face, relative wage rates have
a degree of freedom that is equal to the codimension minus one. As almost all points
on the frontier lie in a facet (face of codimension 1), except the points of a set of
measure 0, we can safely say that wage rates and prices are uniquely determined
(up to scalar multiplication) in a regular situation.

This presents a very different image from what John Stuart Mill and many of his
followers, including Ronald Jones, believed to be a typical situation in international
trade. It was the situation of complete specialization. Indeed, Ronald Jones wanted to
find a pattern of complete specialization (Jones 1961).'* Such a state is possible only
on the internal vertex of the frontier. Internal vertices can exist only when M Z N.
However, when M < N, there is no such point. In fact, since in the case of complete
specialization each country produces only one product, the countries as a whole can
produce at most M different products and it is impossible to produce all products.

Mill and Jones examined the complete specialization case and considered how
prices are determined. When M < N, which is more realistic than the M Z N case, this
kind of question is invalid.'” We should change our view of how the world economy
in international trade works. Prices cannot be a main regulator of what happens in the
economy. In a typical case, prices remain constant and quantities are adjusted

13Codimension of a face is the dimension of the space minus the dimension of the face. It can also
be defined as the dimension of the normal cone to the face.

“Jones (1961) found a necessary and sufficient condition for the existence of complete specializa-
tion (see Shiozawa 2017a p. 13).

'SThere are about 200 countries in the world, but the number of commodities easily exceeds
10 million.
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according to demand. When Mill examined the two-country, two-commodity case,
the complete specialization point was the only one where the two countries could
achieve gains from trade.'® In the two-country, three-commodity case, we have a
large parallelogram RTUV or Domain 2, in which two countries both enjoy gains
from trade. We should think of this as a typical situation of international trade.

Suppose that the world final demand is situated somewhere near the center of the
parallelogram. Country 1 produces goods 1 and 3 and country 2 produces goods
2 and 3. Wage rates and prices are fixed as long as demand stays inside the
parallelogram. World demand can move within it and quantities are adjusted not
through price movements but through changes in production scales. When examin-
ing complete specialization, Mill believed it necessary to abandon the cost-of-
production theory of value and return to the law of demand and supply, which he
deemed more fundamental and anterior to it. He thus paved the way for the shift of
economics toward neoclassical economics (Shiozawa 2017b). However, the situa-
tion observed in the two-country, three-commodity trade economy is more similar to
the classical theory of value (Shiozawa 2016). In fact, except for the fact that there
are several possible values, the economic process taking place is almost identical to
the closed economy case as long as the world demand remains in the same facet.
Indeed, the latter can be seen as a special case of a world economy consisting of only
one country.

Of course, there are some conspicuous differences between a closed economy and
a world economy with many countries. The essential point in a trade economy is that
we cannot treat workforces in different countries as the same labor. We have to treat
them as different kinds of labor. We may say that there are as many factors of
production as the number of countries.'” The minimal price theory (or
non-substitution theorem, after Paul Samuelson) does not hold because of this. But
this does not imply that the Ricardian trade theory should be formulated as a
neoclassical value theory. Once the wage rates of all countries are determined,
there is no essential difference between a closed economy and a trade economy.
As Faccarello (2017) and Tabuchi (2017b) claim, this must be the vision that
Ricardo had when he wrote the Principles (Ricardo 1951[1817-21]). There was
only one problem that Ricardo could not solve, i.e., to determine the relative wage
rates of different countries. We contend in this chapter that, given the set of
production techniques for each country and a competitive pattern, we can determine
the relative wage rates in a proper way.'®

1%This situation inevitably led Mill to consider international trade as a problem of “pure” exchange
economy (Shiozawa 2017b).

'7In opposition to neoclassical economics, which considers capital a factor of production, we do not
regard capital goods as the same factors of production as labor, because capital goods are products
from production activities, whereas labor power is not produced inside the capitalist production
system. At least, capital goods are not primary factors. It may be better to say that there are as many
primary factors as the number of countries.

"8This is the new result which does not appear in Shiozawa (2017a).
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4 A Short Detour into Elementary Graph Theory

To attain a good characterization of competitive patterns, it is necessary to use some
terms pertaining to graph theory. This requires elementary knowledge of graph
theory and no difficult mathematics is involved. We simply have to procure some
words to correctly and generally express the arguments of the previous section. If
readers have a small amount of patience, they can easily read through this section. If
they already have some basic notions, they can skip it and all they need to know is
this: If sets of production techniques are given for all countries and a competitive
pattern with certain properties is specified, a set of wage rates is uniquely determined
(up to scalar multiplication).

Graph theory is a field of mathematics. A graph is a set of vertices and edges, an
example of which is given in Fig. 2. An edge connects two vertices and the graphical
expression only indicates these connecting relations. In the trade theory context,
each edge represents a production technique. When an edge connects a country with
a good, it represents a production technique which belongs to the country and
produces the good. Hence, the places of the vertices are not important. In the same
vein, edges that connect vertices can be line segments or curves. If there are more
than two edges connecting the same two vertices, curves must inevitably be used in
order to make them visible. If it is clear that an edge connects specific vertices,
exactness is not required. More formally, a graph G includes a set of vertices V and a
set of edges E. Each edge should be assigned two vertices (including the case when
two edges coincide). Normally, we assume V and E to be finite.

A world economy is composed of countries and goods. Let V; be the set of
countries and V, be the set of goods and V be the union of V; and V,. A production
technique is a process that produces a good j in a country h. For each production
technique, we can assign an edge that connects an element of V| and an element of
V.. Therefore, a production technique can be expressed as an edge that connects V;
and V,. If 3 is the set of all production techniques that is known and realizable, this
state of technology can be represented by a graph G = (V,UV,, ), which we call a
technology graph.

In representing a state of technology, the set of vertices is always composed of
two disjoint parts V; and V,. If a set of vertices is composed of two disjoint sets V;

Fig. 2 Complete (2,3)-
bipartite graph Good 1

Country 1

Good 2

Country 2
Good 3
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and V, and the edges connect an element of V; and an element of V5, such a graph is
called a bipartite graph." If there exists one and only one production technique for
each country/good pair, all the vertices of V; will be connected to one of the vertices
of V, and vice versa. Such a bipartite graph is called a complete bipartite graph.
Figure 3 is the complete bipartite graph for a two-country, three-good economy. If
each country possesses one and only one production technique for each good, the
technology graph is a complete bipartite graph.

A graph is said to be connected if any pair of vertices can be connected by a chain
of edges. A vertex which is connected by only one edge is called a leaf. A graph is
called spanning if all vertices are connected at least by one edge. It is called a tree if
it is connected and contains no cycles. A cycle here means a chain of edges which
starts from a vertex and returns to the same vertex without passing along the same
edge. For a characterization of regular international values, we need a concept of
spanning tree which is a subgraph of the technology graph.

Figure 3 is an example of a spanning tree for a two-country, three-good economy,
for which there are 12 different spanning trees in total. Figure 4 presents all such
spanning trees. For the sake of simplicity, a character string is used to express a
subgraph of the complete graph. For example, string A123B1 refers to the graph in
which edge A is connected to edges 1, 2, and 3 and edge B is connected to edge 1.

In Sect. 3, we observed five possible cases (1a), (1b), (2a), (2b), and (2c) for a
two-country, three-commodity trade economy. Each case corresponds to faces of the
maximal boundary (or frontier) of the production possibility set. A point in the
relative interior of Ridge 1, which corresponds to (la), has three competitive
production techniques: country 1 produces good 1 and country 2 produces goods
2 and 3. If we write A and B instead of country 1 and 2, respectively, this gives

1“Bipartite graphs are used implicitly and explicitly in product architecture theory in manufacturing
design (Fujimoto 2007, 2017, Tatsumoto 2018). Note also that any bipartite graph can be
represented by a matrix with O—1 entries and vice versa.
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A123B1A 1 A12B13A 1 A23 B13A 1
2 2 2

B 3 B 3 B 3

A123 B2 A 1 A13B12A 1 A1B123A 1
2 2 2

B 3 B 3 B 3

A123 B3 A 1 A13 B23 A 1 A2 B123 A 1
2 2 2

B 3 B 3 B 3
A12B23 A 1 A23 B12A 1 A3 B123 A 1
2 2 2

B 3 B 3 B 3

Fig. 4 List of all (2,3) spanning trees

pattern A1B23. Ridge 2, which corresponds to case (1b), has also three competitive
production techniques, and the pattern of specialization can be written as A13B2.
Graphs of these cases are not spanning trees, because they are not connected. In the
same way, Domain 1 has string A1B123, Domain 2 A13B23, and Domain
3 A123B2, respectively. All three domains have four competitive production tech-
niques and the corresponding graphs are all connected. Thus they are all spanning
trees. This is all we need to know about graph theory.

5 Elementary Discussion Continued

It is convenient to treat wage rates and prices of goods as a set. We put v = (wy, ...,
W, P1, - - - » Pn) and call it an international value. When two values are proportional,
we consider them to be different expressions of the same value. If we use this
convention, we can simply say that the international value is determined uniquely,
instead of saying that it is determined uniquely up to scalar multiplication.
Suppose that we have a Ricardian pure labor input economy (RO economy in
Shiozawa 2017a).%° Production techniques are all of the pure labor input type. Thus,
they are represented by an a; coefficient. Suppose that we are given a set T of
production techniques that form the spanning tree A13B23 and all production

2°In Pasinetti’s terminology, pure labor (production) economy (Pasinetti 1993)
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techniques of T are competitive.”' Here, competitive means that the production cost
(in the full cost meaning) of the technique is equal to the price of the product. In other
words, if production technique A2 is competitive, it means that wya,, = p,. This
equality is called cost-price equality or value equation. Note that in the expres-
sion above a;; denotes the modified input coefficient (1+ ) a#ij in order to simplify
the expressions, where m; is the markup rate for industry j in country i and a#ij is the
physical input coefficient. See Shiozawa (2017a), Sect. 5.

Figure 3 expresses how wage rates and prices are related to each other when all
production techniques of spanning tree A13 B23 are competitive. We can start from
any vertex, say country A, and choose a positive wage rate w arbitrarily. Vertex A is
connected to vertices 1 and 3. As production technique Al is competitive, we have
p1 = wy ap;. In the same vein, as A3 is competitive, we have p; = w; a;3. Thus,
prices p; and p; are determined. Vertex 3 is connected to country B. If production
technique a,; is competitive, then we have w, a,3 = p3. Thus, wage rate w, is
determined. As vertex B is connected to vertex 2, we have w, a»; = p». In this way, if
we choose a positive wy arbitrarily, we can determine all other wage rates and prices
by tracking the paths starting from vertex A. If competitive production techniques
form a spanning tree, all vertices are connected via a unique path from the starting
vertex. By tracing the path and determining the values of all the vertices step by step,
we can determine the value of the chosen vertex. This procedure does not produce
any contradiction, since there are no cycles in the tree. Thus, we have Theorem 5-1.

Theorem 5-1 (Spanning Tree Determines an International Value, R0 Case)
Let A be a labor input coefficient matrix of a Ricardian pure labor input economy
(i.e., RO economy) with M countries and N goods. If competitive production
techniques form a spanning tree, then there is a unique international value (up to
scalar multiplication) that satisfies cost-price equalities.*” O

An international value thus determined by a spanning tree 7 is called an interna-
tional value defined by, or associated to, spanning tree 7. On the other hand, T is
called supporting spanning tree of the value. Let us reexamine Fig. 1. This represents
a typical production possibility set for a two-country, three-good economy. It has
three facets: two triangles QRV and RST and a parallelogram RTUV. They represent
cases (2a), (2b), and (2c). Using the string expression, they correspond to A1B123,
A13B23, and A123B2, respectively. Stringe codes of these three spanning trees are
colored in red and underlined in Fig. 4.

What happens when we choose another spanning tree, say A123B1, as our set of
competitive techniques? Theorem 3-1 tells us that there is an international value.
What is the difference between the international values of the above three spanning
trees and the international value v(A123B1), which is defined by spanning tree
A123B1?7 Remember that we obtain three spanning trees on the assumption that

2!For character string expressions such as A13B23, see the explanation at the end of Sect. 4.
22This theorem can be easily extended to the RI and RII cases in Shiozawa (2017a).
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inequalities (3-5) hold. Converting the first inequality, we have a; / ay3 < a,; / a»; or
equivalently a>3 < a>;* ajs/a;;. Then

Wy a3 < wadp -wiaiz /wian =p;p3/py = Pps.

To derive the second equation, we used the fact that production techniques B1,
A3, and Al are competitive. In the same way, we have

W < Wadpl -Wian /wian =pi-py/P1 =P

Thus, in the case of international value v(A123B1), we have

Dy > waax and p; > wias.

This means that production techniques B2 and B3 have positive excess returns
when v(A123B1) holds. Let us see another spanning tree, say A13B13. When
inequalities (3-5) hold, we have

Widi > Wi aizwadx [ Wraxs = p3ps [/ p3 = pa.

Thus, production technique A2 has a positive excess return (we will omit the
adjective “positive” from here on). In a similar way, all the spanning trees other than
A1B123, A13B23, and A123B2 have at least one production technique that has an
excess return. How about spanning trees A1B123, A13B23, and A123B2? Let us
examine A13B23. We have the following two estimations:

Wiy > Wi a3 wyay [ Wy Gy = p3py [ p3 = pa,
Wady1 > Wi an wadas [ Wi a1z = pyp3 /[ P3 = Pa.

There are no production techniques that have excess returns. The same is true for
A1B123 and A123B2.

If the international value has some production techniques with positive excess
returns, this value system will be destroyed, since firms possessing such production
techniques will start to use them (at least when they know them) and will set lower
product prices than the current product price. A stable international value must not
admit production techniques that have positive excess returns. Let us call such an
international value admissible. This leads us to the next definition.

Definition 5-2 (Admissible Value)
An international value is called admissible when it does not admit any production
techniques with positive excess returns.*” [

Zn Sect. 6 we define the same concept using more explicit inequalities. The concept of admissible
value assumes a set of production techniques, and, if the set changes, the same value may become
non-admissible. Shiozawa (2017a Definition 3—7) provides a different definition. Concerning the
equivalence of the two definitions, see the argument put forward later in this section.
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Based on this definition, we can say that, for a labor input coefficient matrix A that
satisfies inequalities (3-5), the international values defined by competitive A1B123,
A13B23, and A123B2 are admissible, whereas no other international values defined
by other spanning trees are admissible. Thus, we see that there is a one-to-one
correspondence between three elements: (1) the facets of the production possibility
frontier, (2) the admissible international values defined by a spanning tree, and
(3) the spanning trees that have admissible international values.

The correspondence between (2) and (3) is trivial, as the two expressions simply
offer a different focus on the same entity. The correspondence between (1) and (2) is
more substantial. We cannot provide detailed proof here, but the general steps are as
follows. Let us imagine a production frontier, which is a set of maximal points of a
polytope like in Fig. 1. At any point in the interior of a facet of the frontier, we have a
normal vector p that is normal (perpendicular) to the facet. Vector p is positive, in
the sense that all components of the vector are positive. There is always a conjugate
vector w for vector p, and the international value v = (w, p) satisfies the relations
given by Theorem 3-4 in Shiozawa (2017a) (see also Theorem 6-2 in this chapter).
The international value v is admissible, because the set of production techniques
satisfies inequality (iii) of Theorem 3-4 mentioned above. The existence of such a
value vector is ensured by Theorem 6-2 of this chapter. As the international value is
uniquely determined, there are enough production techniques that form a connected
technology graph. If the graph is not connected, the production techniques cannot
determine the international value because, in that case, the international value has a
degree of freedom as the number of connected components minus one.>* Thus, the
competitive technology graph must be a spanning tree in general cases, because the
production techniques cannot satisfy all the cost-price equalities if the graph contains
a cycle.

Conversely, assume that an admissible international value v = (w, p) is defined by a
spanning tree 7. Put F = {y | Vy=0, y; = 0if h(i, )¢ Tandy A = q} and P = {z |
VzZ0, z A=q}, where A is the labor input coefficient matrix, q is the vector of labor
powers for each country, and y and z are activity level vectors. P is the production
possibility set and we will prove that F' is a facet of P. As v is admissible, we have
A wZp. Then, there is no point z of P that satisfies the inequality y < z for any point y of
F.% In fact, suppose that there exists a boundary point y of P that satisfies y < z, this
implies

(z,p) > (y,p) = (y.Aw) = (yA,w) = (q, W),

because p is strictly positive and y;; = O for all A(i, j) not in 7. This contradicts the
fact that z is an element of P, because all points in P satisfy the inequality

>*This fact is vaguely stated in McKenzie (1953 p 172-3).
ZWe distinguish between y < z and y=z. The former means y=z and y # z.
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(z,p)=(z,Aw) = (zA, W)= (q, W).

Thus, any point of F is in the maximal frontier of P. The last step is to prove that
set F forms a facet, i.e., a face that has codimension 1 or dimension N-1. This is a
special case of Theorem 6-1 in the next section. To sum up, we have Theorem 5-3. It
is also easy to see that the set F defined by a non-admissible spanning tree cannot be
a facet because points of F' cannot be maximal point of the set P.

Theorem 5-3 (Correspondence Between Regular Values and Admissible Span-
ning Trees, R0 Case)

Let A and q be a labor input coefficient matrix and a vector of labor powers of a
Ricardian trade economy with M countries and N goods. In general, i.e., in the case
where A is in a general position,?® the regular international value on a facet of the
production frontier is admissible and equal to the international value defined by an
admissible spanning tree of production techniques and vice versa. O

Since in the above theorem, we use a term—namely, admissible spanning tree—
that has not yet been defined, we now present Definition 5-4. According to Theorem
5-1, a spanning tree uniquely defines an international value. Hence, we need to
determine whether this international value is admissible or not. We define a spanning
tree as admissible when the international value is admissible in the sense of Defini-
tion 5-2.

Definition 5-4 (Admissible Spanning Trees, R0 Case)
A spanning tree 7 in an RO trade economy is called admissible when the international
value that is uniquely defined by 7' is admissible. O

Shiozawa (2017a) defines the international value as admissible when it satisfies
conditions (i) to (iv) and regular when the price vector is normal to a facet of the
production frontier (Shiozawa 2017a Definition 3-7). By economizing terms, we
define the international value as admissible after Definition 5-2 or, equivalently,
when it satisfies inequality (6-1) and iqualities (6-4) and regular if such admissible
value is supported by a spanning tree. Then, Theorem 5-3 contends that there is a
one-to-one correspondence between facets of the production possibility frontier and
admissible spanning trees of the production techniques, and they both define the
same international value. Therefore we can redefine the concept of regular interna-
tional value by the one associated with an admissible spanning tree. Note that
whether a spanning tree is admissible or not depends on the labor input matrix A.

In this way, almost all examinations of the production frontier can be translated
into examinations of admissible spanning trees. The latter examinations are more
suited to many types of analyses, including competitive analyses of firms, which we
will attempt in this chapter for the first time. Another important topic is involuntary
unemployment. The value concept in Shiozawa (2017a) relied on world final

26This condition is necessary because, in a degenerated case, F may not be a facet of codimension
1. The meaning of “general position” will be explained in Sect. 6.
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demand on a facet of the production possibility set, and, although it was possible to
partially analyze involuntary unemployment, the status of the international value
remained ambiguous.

There are many other interesting properties of the Ricardian trade economy (see
for example Shiozawa 2015), but let us content ourselves with pointing out some
results about the number of facets or admissible spanning trees. The number of
spanning trees s(M, N) of the (M,N)-bipartite graph is known as Scoin’s formula®’:

s(M,N) = MN~IN"-1, (5-1)

As we saw in the case of a two-country, three-good trade economy, the number of
all the different spanning trees is 2>+ 3 = 12. In the same case, the number of facets
or admissible spanning trees is 3. Let us denote the number of facets or admissible
spanning trees of an M-country, N-commodity trade economy c(M, N). Is there a
general formula for the number c(M, N)? In the case of an RO economy,28 this
number c¢(M, N) is known for coefficient matrix A in a general position:

¢(M,N)=(M+N —2)! /(M —1){(N —1).. (5-2)

This is the number of different (assignment) classes after Ronald Jones (1961 p
164), although he gave no explanation as to why this notion is relevant. A class of
assignments or competitive patterns is the set of technology graphs that have the
same number of directly connected goods for all countries. As countries and goods
are symmetric in technology graphs, this is the same as saying that a class is the set of
technology graphs that have the same number of directly connected countries for all
goods. The ratio c¢(M, N) /s(M, N) is a decreasing function. Although c¢(M, N) is a big
number for slightly large M and N, the ratio decreases rapidly. For example, in a
three-country, five-good economy, the ratio is 15/6075=0.0025. In a five-country,
ten-good case, the ratio is approximately 0.0.000000037 or 1 over 30 million. Thus,
admissible spanning trees occupy a very small percentage of all spanning trees.

6 How Relative Wage Rates Are Determined (Input Trade
Case)

In Sects. 3 and 5, we examined trade economies that are pure labor input economies
RO. As explained in Shiozawa (2017a, Sect. 2 p 14), the results obtained for RO can
be extended to RI and RII, because they have in fact the same structure and we can

?TSee, for example, Berge (1971 p 108).

28The formula is true for RI and RI, because they have the same structure (Shiozawa 2017a Sect.
2). Little is known about the RS economy case.
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apply all arguments of RO to RI and RII. However, the RS-type trade economy
requires a separate analysis. A Ricardian-type economy is called an RS trade
economy (abbreviation of Ricardo-Sraffa trade economy) when input goods are
traded and countries have possibly different technologies. Since it is often evident
that we refer to trade economy, we can also say RS economy for short. An RS
economy is structurally different from the RO, RI, and RII classes of economies even
when they have the same number of countries and goods. In this section, we will
present some key results concerning the RS economy and show that the same
formulation presented in Sect. 5 is applicable to the RS economy too.

Let us start by recollecting several concepts from the new theory of international
values (Shiozawa 2017a). The main target of this theory is to investigate an RS trade
economy with M-countries and N-goods. Each country has a set of production
techniques that are linear and operational within a certain limit of capacity. It is
worth noting that, in contrast to many traditional trade theories, such as the
Heckscher-Ohlin-Samuelson (HOS) and Heckscher-Ohlin-Vanek (HOV) models,
no similarity assumptions were imposed with regard to the sets of production
techniques of the different countries. An important consequence of this technolog-
ical non-similarity is that the countries may have very different wage rates (measured
by a common currency).?’ Our basic view is that major differences in wage rates
exist across the world, and they stem mainly from significant differences in the
technology sets that the countries have. In this regard, we share the opinion of many
technological progress economists, like Dosi et al. (1990 Chap. 1).** As we stated in
the introduction to this chapter, wage rate differences form a basic condition for
international competition among firms and subsections of MNEs. Firms and pro-
duction units compete with wage rate differences as a main handicap.

In contrast to Sects. 3 and 5, in this and later sections (except Sect. 9), we will
adopt different notations for the symbols used. A production technique is
represented by a set of two vectors (u, a). Vector u, which is an M-row vector
composed of labor input coefficients, has only one positive entry u;, among
M entries, while all other entries are 0 (production in a single country).®" Vector a,
which is an N-row vector composed of N entries representing the ner output
coefficient for good j, has only one positive entry, while all other entries are either
0 or negative (no joint production assumption). In addition, we assume in Sects. 6, 8,
and 10 that the single positive element of a takes the value 1. A production technique
(u, a) that has positive entries at the i-th entry in u and at the j-th entry in a is the

*Thus, the new theory of international values provides the theory that Pasinetti (1993 Chap. 9)
thought necessary.

OPasinetti (1993 Chap. 9) acknowledges the same fact but believes it to be ascribable to labor
immobility. This is not correct, because, even if there is labor mobility, the wage rate difference
remains when the set of production techniques is conserved through migration (Shiozawa 2017a
Sect. 11).

3IThis does not exclude production by using global supply chains, because it is treated as using
chains of trades and productions. In the RS economy, input goods are freely traded among
countries.
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production technique of country i and produces good j. Thus, a production technique
can be represented by an edge of a bipartite graph, as in the case illustrated in Sect. 5,
and all the terminology related to graph theory is also valid in this section.

As a typical case, we assume no transportation and transaction costs.*” Thus, the
location of the good in question is neglected. We also assume that the set of
production techniques of each country is productive. These assumptions can be
weakened in various ways. For example, the assumption that net output coefficient
vector a has only one positive entry means that we exclude joint production.
However, joint production, which arises from the existence of fixed capital goods,
i.e., machines and installations, can be incorporated into the new theory (Shiozawa
2017a Sect. 8). For other details, see Shiozawa (2017a). The productivity assump-
tion for each country can easily be weakened. In fact, it is sufficient that the set of
production techniques for the world be productive. But this requires a longer
description for each proposition and we wish to avoid it.

An international value vector v = (w, p) is also a pair consisting of wage rate
vector w = (wy, ..., wy) and price vector p = (p;. ..., py). Vectors w and p are
treated as column vectors and assumed to be elements of dual vector spaces. In the
same way, vectors u and a are elements of two row vector spaces of dimensions
M and N, respectively. We express the total sum of products by a bracket (linear form
expression):

(w,w) =wuywy + - +uywy and (a,p) = aip; + -+ anpy.

The above notations may seem redundant especially in the case of labor input
vector u, because there is only one positive entry. However, this is necessary in order
to obtain a simple, uniform notation for all production techniques belonging to
different countries.

The total set of production techniques is expressed by a pair of matrices J and A,
where J is the matrix of labor input coefficients and A is the matrix of net material
output coefficients (See Shiozawa 2017a, Sect. 5 for the treatment of these coeffi-
cients when markup rates are positive). If the set of production techniques Z contains
H clements, J is a matrix of H rows and M columns and A is a matrix of H rows and
N columns. Each row of J and A is written, respectively, as u(k) and a(h) for
production technique /4. Symbol A has totally different meaning from A in Sect. 5.
It is important not to cofuse the two.

There are two important concepts related to international values, i.e., that of
admissible value and that of regular value. In order to define the regular value for
an RS economy, the result of Theorem 5-1 is needed, whereas the admissible value
can be defined with no preparation. An international value, v = (w, p), is said to be
admissible when it is positive and satisfies inequalities:

*Regarding the case with positive transportation costs, see Shiozawa (2017a Sect. 9).
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JwZAp (6-1)
If we extract the row for production technique /, this means
(u(h),wyZ(a(h),p) VheX (6—2)
If

(u(h),w) = (a(h), p), (6-3)

we say that production technique 4 satisfies the cost-price equality or value equation.
In this case, we also say that production technique & is competitive.

In Sect. 2, we assumed that all countries have the same “profit rate,” but this
expression was actually inaccurate.®® It would be more correct to say that each firm
sets its product prices by using a fixed markup rate, i.e., according the full-cost
principle. If the unit cost is ¢ and the markup rate is m, the price will be (1 + m) c.
There are many explanations for how and why this markup rate is determined. It is
largely fixed following tradition, but, to a certain degree, it reflects the state of
competition between the product and competing products (see Shiozawa 2014
Appendix (in Japanese) and Shiozawa 2016 for a short explanation). If markup
rate m is determined for product j in country i, the coefficient vectors u(4) and a(h)
should be multiplied by factor 1 + m, except for the coefficient of the main product j
(see Shiozawa 2017a Sect. 5 for details). In the discussion below, all coefficient
vectors are assumed to be expressed by this equivalent expression. When we say that
a production technique is competitive, it means that the full cost of production using
the said technique is equal to the product price. Value equations are expressed
exactly through this method, but it is worth noting that quantity relations should
be considered based on bare coefficients before adopting equivalent coefficients
(Shiozawa 2017a Sect. 5, Oka 2017). We can now state two main theorems.

Theorem 6-1 (Uniqueness of International Values)

Let (E, X) be an RS trade economy of M-countries and N-goods. Suppose that the set
of production techniques 7 in a general position as an RS trade economy satisfies the
following conditions:

(a) T is productive.

(b) The technology graph T is a spanning tree.

(c) A positive international value v = (w, p) exists and the value equation holds for
any production technique 4 of 7.

Then the following two propositions hold:

(i) Vectors { (—u(h), a(h)) | Yh € T} are linearly independent.

33<“Profit rate” is normally defined as the ratio between gross profit and the total value of fixed
capital. Thus, it is a function of demand or production volume and is not determined by unit cost and
product price.
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(i) The international value v, which satisfies condition (c), is unique up to scalar
multiplications. o

Note that proposition (ii) is only a consequence of proposition (i). This uniquely
determined international value v = (w, p) is said to be regular when it is admissible
with respect to Z and satisfies Eq. (6-3) for all elements % of spanning tree 7. We call
this international value v the regular value defined by spanning tree 7.

Theorem 6-2 (Existence of Regular International Values)

For any RS trade economy (E, X), there exists at least one regular international
values v = (w, p). In other words, there exists a positive vector v = (w, p) and a
spanning tree T chosen from X such that

JwZAp (6-1)

and
(u(h),w) = (a(h),p) VheT. (6—4)
|

A key concept for Theorem 6-1 is that the set of production techniques T is in a
general position. This notion was also used for labor input coefficient matrix A with
no explanation (Sect. 5). General position is a widely used mathematical concept, but
it requires a definition for each case. The simplest definition of general position for
the set of production techniques 7 whose technology graph forms a spanning tree is
that the set of vectors { (—u(h), a(h)) | Vh € T} is linearly independent. By virtue of
this definition, Theorem 6.1 becomes trivial. However, in this case, it is necessary to
prove that the set of spanning trees in a general position covers a dense open set in a
space of input coefficients that satisfy the three conditions (a), (b), and (c).>*

Theorem 6-1 is completely new and does not appear in Shiozawa (2017a).
Shiozawa has presented written proof of it and asked his colleagues to check it. As
the check is still in progress, it would be more correct to say that it is still a
conjecture. However, as we observed in Sect. 5, Theorem 6-1 holds for economies
without trade of input goods (trade economies of type RO or, equivalently, of types
RI and RII), and a variant of it is most likely to hold too, provided that the conditions
are suitably modified in case the present theorem is not entirely correct. This is why
we present it as a theorem. Theorem 6-2 is a simple consequence of Theorem 3-4 in
Shiozawa (2017a). Note also that the definition of regular international value is
modified, but, like in the case of pure labor input economy in Sect. 5, the new and old
definitions are equivalent.

3*The set of M + N—1 vectors a(k) in R" forms a densely open set in R¥™ * =1 byt we have to
prove that the set of linearly independent 7 forms a densely open set in the set of M + N—1 vectors
that satisfy (a), (b), and (c) by means of the topology induced by R + V=1
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The new definition of the concept of regular international value (regular value
from here on) and Theorem 6-1 are needed to make the new theory of international
values more adaptable to the analysis of Keynesian involuntary unemployment.®> As
noted in Sect. 5, in the old formulation (Shiozawa 2017a), the status of regular values
was ambiguous with respect to the significance and uniqueness of the examined
regular values.

Regular values whose existence is assured by Theorem 6-2 are not unique. For
example, in a Ricardian trade economy (of type RO, RI, or RII) with two countries
and three goods, there are normally three different regular values. The more general
case, i.e., an (M, N) Ricardian economy, is analyzed through Formula (5-2), but the
general formula for RS economies is not yet known. Ogawa’s example (Ogawa 2017
Fig. 5) with three countries and three goods shows that there are seven regular
values, whereas (5-2) gives six.

7 Historical Nature of Regular Values

Multiplicity of regular values does not pose serious problems, but we can truly
understand them only when they are studied within their historical and evolution-
ary processes (David 2001; Malerba et al. 2016; see also Krugman 1991). A
sequence of economic states is path dependent. If we can determine when the
present regular value is conserved and when it changes, we may well be able to
develop our analysis in an evolutionary way or in a history-friendly manner.*®
Suppose that, in an economy, a regular value v and a set of competitive produc-
tion techniques are given. We assume for the moment that the set of production
techniques does not change. Historical analyses inevitably begin with an always-
already given structure (Althusser 1965 Sect. 4). Suppose that productions are made
only by using competitive production techniques. If the net production of the
economy is equal to the world final demand, the economy reproduces its state and
there is neither the need nor the possibility for the economic situation to change.”’
Suppose that the final demand changes for whatever reason. In the general equilib-
rium framework, one looks at how the prices change. Except for the cases of
agricultural products, whose prices are affected by climatic conditions, and of
other products whose production volumes are difficult to change rapidly, in the

*3Shiozawa wishes to thank Taichi Tabuchi and is grateful for the discussions in the Workshop on
the Theory of International Values. Without Tabuchi’s criticism, he would have never attempted
this theory reorientation.

3 Although we essentially have the same idea, path dependence emerges in our case not through a
multiplicity of institutions, but through the existence of mutually exclusive international values (i.e.,
pairs of wage rates and prices).

37See the argument below. Here we consider a simple reproduction case, while the steady growth
case requires modifying the input coefficients. See Shiozawa (2017a Sect. 5) and Oka (2017).
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Ricardian economy (including the RS economy), wage rates and prices do not
change as long as the following four conditions are satisfied*®:

1. World final demand can be produced as net product by using only competitive
production techniques.

2. Each country has enough labor power for the operation of the above production.

. Production volumes remain within the capacity limits.*

4. There is no exhaustion of underground resources, such as rare metals.

O8]

The simplest interpretation is to assume that each firm keeps sufficient product
stocks. If changes in demand flow are slow, stocks can be adjusted to the new
demand by increasing or decreasing the production volume according to the demand
flow expressed to the firm. This is a complicated process, but evidence shows that
this quantity adjustment process works well when firms have enough inventory
stocks and use the sales averages of several periods to predict demand (see Shiozawa
et al. in press).

As long as the above four conditions are satisfied, there is not only no need but also
no possibility that production techniques will change. Take any production technique
h in Z that is not competitive. Then, as v = (w, p) satisfies inequality (6-1), we have

(u(h), w)=(a(h), p).

If A is not competitive, this means that

(u(h), w) > (a(h), p)-

The left-hand side represents labor cost and the right-hand side corresponds to the
net return from material input and output (in full-cost accounting). Adopting pro-
duction technique & causes a loss, so no firm will want to use production technique
h as long as international value v = (w, p) prevails. Thus, we are locked in the state
of the present value and system of competitive production techniques. No single firm
can switch to another production technique, although another value system is
perfectly possible if an entity, such as a central planner, orders firms to change
their production techniques, wage rates, and prices all at once. Contrary to claims put
forward by some neoclassical economists, in this context of international trade, lock-

*The case of agricultural products is excluded from our examination, because it requires a very
different argument. Another important but implicit condition is that exchange rates are fixed.

3For the sake of simplicity, we do not refer to the capacity that a set of fixed capital determines, but
we implicitly suppose that each firm has a set of equipment, machinery, buildings, facilities, and
vehicles of proper proportion and suitably arranged. Within this framework, production is a
proportional input-output relation which is possible within a capacity that is determined by capital
equipment. If we take into account the depreciation of fixed costs, we are in fact considering an
increasing-returns-to-scale situation. The approach based on the proportional cost assumption is
retained if we suppose that the headquarters of the firm charge, as a part of input costs, a rate of
capital usage which is proportional to the quantity of production. See Fujimoto (2012b).
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in is not the result of menu costs or other frictional factors that prevent prices from
moving freely.

What happens when one of above four conditions is not satisfied? Of course, it all
depends on which one it is. If condition (3) is violated, it is possible that firms will
invest to increase production and, after some time, there will be enough production
capacity and there may be no price change. Of course, capacity increases will be
decided before overcapacity is reached. The case of material shortage may unfold in
a similar way. For example, firms supplying materials affected by shortages may ask
buyers to wait for a while until production is increased and full demand is met.

The case in which condition (4) is not satisfied is difficult to analyze. Its effects
are not limited to the producing countries. Unless new deposits are discovered or
substitutes are invented, all firms that use the extracted materials are obliged to
change their production techniques to other ones that require lower quantities of
those materials or do not use them at all. This may induce a chain effect from the
industries that use the materials directly to those that use them indirectly.

The case in which condition (1) is violated for a single product arises rarely. If
there is greater demand for a product, the firms that provide it will increase
production. If there are no restrictions for what concerns conditions (2), (3), and
(4), a simple increase in production volume may ensure that demand is met.
Nonetheless, in rare situations, demand for a product increases very rapidly and its
manufacturers cannot keep up, but this is an uncommon and happy coincidence for
firms.

The most interesting and relevant case arises when a country does not satisfy
condition (2). Condition (2) may be somehow unclear. Labor supply is, in a sense,
quite flexible. Even when all available workers are employed, they can work longer
hours and produce larger quantities of products in a situation of strong demand.
There is no specific point at which the economy achieves full employment, and, even
before reaching that state, many firms find it difficult to employ enough staff. When
this occurs in a given country and labor supply is not adjusted rapidly, the situation
may continue for a long time and the wage rate of that country will gradually
increase. This will change the international value and, as a consequence, trade
patterns may also be modified.

Assume, for example, that country 1 experiences severe labor shortage and its
wage rate, i.e., wy, is driven up substantially. All industries in country 1 will face
higher labor costs. If all products are made in country 1 without using imported
products, the price hike will be uniform, because production price p is expressed by
wia (I—A) ! if u is the labor input coefficient vector and A is the square material
input coefficient matrix in equivalent expression (Shiozawa 2017a, Sect. 5). How-
ever, this is a rare case, because almost all countries import various input goods. If
the prices of these imported goods do not change, the wage rate hike will affect
production costs differently for different products. The cost of some products will
increase as a percentage of the wage rate hike. Other products will be less affected
when the value composition of imported goods is high.

When they recognize this permanent change in wage rates, firms may be obliged
to change their product prices. Some industries may be strongly affected and it may
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become difficult for them to continue production and exportation. Other industries
may boost labor productivity, thereby succeeding in eliminating the effects of the
wage rate hike. If the product is competitively produced in other countries, only two
options are viable: to abandon production or to increase productivity so as to
compete with the wage rate hike. A similar but more severe situation occurred in
Japan, although for completely different reasons, when China opened up its econ-
omy in the 1990s. We will examine this situation in later sections.

A country’s wage rate hike inevitably induces a change in the international
value.* Suppose that a new value v(1) = (w(1), p(1)) is established and a new
pattern of specialization emerges after a while. If this new value is admissible, no
problem will arise and firms will not change their production techniques. If the new
value is not admissible, there must exist, among the previously competitive produc-
tion techniques, at least one or more techniques that cannot be operated competi-
tively. The firms that have been operating them will be obliged to abandon their
former production techniques and replace them with new ones. The international
value must change to a new value v(2) = (w(2), p(2)) and will continue to do so until
it becomes admissible. Furthermore, some production techniques will yield excess
returns. The price of the product may remain constant for a while before competition
forces firms to reduce it to a normal markup rate.

The case of admissible but not regular value is more difficult to examine, since
uniqueness of value ceases to exist. Whatever the reason for the change in value may
be, there is no pressure to return to the former value, so the admissible value can
fluctuate randomly. In this case, demand pressure may cause the value to change. If
the value remains admissible, the degree of freedom is rather modest. If the world
final demand is on a ridge (face of codimension 1), it will be only one. If the value
changes in one direction, it will soon reach a regular value. Thus, we can say that an
admissible but not regular value is rather unstable and eventually moves toward one
of the regular values “adjacent” to the admissible one. Yet, it may be difficult to tell
which of several regular values will be chosen in this case, as this may be determined
by chance and circumstances.

8 A Short Remark on Technical Change

So far, we have assumed that the set of production techniques X is given and fixed.
However, in the real economy, production techniques change as time passes by. This
section will present some comments in preparation for the analysis of how technical
change affects both the international value and patterns of specialization.
Technical change is a complex process. We will not discuss it in detail, because it
requires specific examination and also because a large body of literature already
exists on the topic (see, for instance, a survey by Chris Freeman, Freeman 1997).

“OThe assumption is always that the wage rate is expressed by an international currency.
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Technical change comprises innovation in both product and production techniques,
but we will concentrate on the effects of new production techniques. The question of
new products will be referred to only when we talk about demand creation.

When exploring technical change, the focus is usually on innovative commodi-
ties. Instead, we are here more interested in products that compete internationally.
Such products are called link commodities or commodities produced in common by
Graham (1948).*' Graham (1932) called this special type of competition linked
competition.** Tn the following discussion, the main target of our investigation
will indeed be linked competition. In technology graphs, a link commodity is
a good that has at least two edges connecting different countries.

Around the world, there are commodities that are produced only in one country.
Such products are called monopolistic commodities even when they are produced
competitively by many firms within that country. Innovative commodities, which are
the result of product innovation, are, at least in the first phase of their existence,
monopolistic commodities.*> Traditional commodities may remain monopolistic if
demand is limited to one specific country and transportation costs are high.

The evolution of a production technique takes the form of an enlarged set of
production techniques, since the previous production techniques are not easily forgot-
ten or lost. Suppose that a new production technique % is developed. If the quality and
the normal unit fixed capital cost of the product remains the same, the criterion to
determine whether the new production technique is better than the old technique /” is
simple: the new production technique must have a smaller unit production cost than
the older one. If value v = (w, p) is in place, the condition for the new production
technique to be adoptable is

((h), w) + (b(h).p) < (u(h*). w) + (b(h").p). &—-1)

Differently from the previous sections, here we use notations which express
inputs and outputs separately. Thus, b(k) and b(k") are material input coefficient
vectors for production technique 4 and h”, respectively, when the output is supposed
to be a unit. Vectors u(h#) and u(h#) express the labor inputs for the production of a
unit. Thus, the net output coefficient vector a production technique which produces
product i is expressed as

a(h) = e(i) — b(h). (8 -2)

“IShiozawa wishes to thank Hideo Sato for providing details on Graham’s usage of terms (mail of
February 15, 2017). See also Sato 2017 Sect. 3.

“2Graham avowed that he owed this naming to his former student C. R. Whittlesey (Graham 1932,
p- 581, n.3).

“Dosi et al. (1990 p 200) distinguish between two groups of commodities: Ricardian commodities
and innovative commodities. In our terminology, commodities in the first group are link commod-
ities and those in the second group are monopolistic commodities.
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It is superfluous to say that e(i) is a unit vector that has entry 1 for the i-th
component and is 0 for all other entries. In this notation, the cost-price equality for #”
is given by

(u(h*).w) + (b(i"). p) = p; (8-3)

Consequently, inequality (8-1) means that the net return of operating production
technique / is greater than that of the formerly competitive technique 4 (in the full-
cost sense).

If production technique £ satisfies inequality (8-1), the former regular vector
v = (w, p) is no longer regular nor admissible with respect to the new set of
production techniques ¥ = ZU{h}, because inequality (6-1) ceases to hold. If a
firm adopts the new technique 4 and the markup rate remains unchanged, the price of
the product will decrease. If the product is used as input in the production of a second
product, the cost of production of this second product will be reduced and its price
will also change. Thus, the introduction of a new production technique causes a
chain of price changes.

If the new set £ remains unchanged for a certain period of time, a new regular
international value will be found. As production techniques are improved continu-
ously, the regular value will change incessantly. The new theory of international
values contains within itself the logic that explains how a better production tech-
nique is chosen from among the set of production techniques. Changes in interna-
tional values go hand in hand with changes in competitive production techniques.
Coevolution of value and technology is a theme that the ambitious book by Dosi
et al. (1990) tries to tackle. While its core theory is formulated in a static way (X is
given), the new theory of international values can be applied to the analysis of more
dynamic cases since it contains the logic of how production techniques are chosen
over time. We will attempt such an analysis in the following sections. The main
focus of this chapter is to investigate the dynamics of linked competition that ensue
from competition among firms or units of a MNE situated in different countries.

In the case of an innovative commodity, condition (8-1) has no meaning, because
there is no old production technique with which to compare the new production
technique. Whatever the production cost may be, the production technique can exist
as a “competitive” one. The success of the product entirely depends on how high its
demand is on the market. If it is an input product, it may cause major changes in
production techniques through selection of the new product as input. If it is a generic
product, say blue LED, its influence will be strong and felt globally, but in this
chapter we will not deal with this aspect of technical change. As explained in Sect.
14 below, new products are indispensable factors for the survival of firms and
nations.
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9 A Factor Behind the Comparative Advantage Theory

Our main purpose here is to explain how international competition—or, more
specifically, linked competition—unfolds among firms and among units of a multi-
national enterprise. For this purpose, it is worth mentioning that the traditional trade
theory had a strong bias toward the macroscopic viewpoint, whereas our investiga-
tion is performed from a more microscopic perspective, close to that of firm
managers and factory leaders. Indeed, we wish to shed light on how they think
and act in the situations in which they are thrown. What follows is essentially the
same analysis that was presented in Fujimoto and Shiozawa (2011-2012), but we
believe that we have made substantial improvements, in that we now have a more
articulated theory of international values and can argue various aspects relying on a
solid theoretical basis.

In explanations of comparative advantage, there are two different points of view,
as we argued in Sect. 2 and more extensively in Fujimoto and Shiozawa
(2011-2012). These points of view are best illustrated by the two equivalent
inequalities in (2-1). They are mathematically equivalent, but many textbooks
claim that the left-hand side inequality is the only relevant one when considering
the comparative advantage of two countries. This inequality explains the relative
difference in domestic product prices, and it may be an easier means to guess which
industry in a country has a comparative advantage. Those economists who explain
the comparative advantage theory in this way consider the question from a macro-
scopic perspective, i.e., from the standpoint of an economist or government official
who looks at comparative advantage as competition among countries.

However, whether a commodity is exported or imported is decided by makers and
merchants,** who specialize in specific commodities but know little about the state
of production of other groups of commodities. The terms on the right-hand side (i.e.,
intraindustrial ratios) are what they use as reference to determine whether they can
manufacture a product in their country at a cheaper price than potential makers of the
product in competing countries. If they know the wage rates wy and wc, they can
easily calculate which of the inequalities like those in (2-4) holds among the terms
appearing in (2-1). If the upper inequality of (2-4) holds, country J can export
commodity 1 to country C. If there are no other countries which produce the product,
country J can export to all other countries. If the lower inequality holds, country C
can export commodity 2 to country J and to other countries if there are no other
countries manufacturing the product. Remember that, for the sake of simplicity, we
assume no transport costs.

Although the wage rate of a country is often difficult to know, it is much more
accessible than the productivities of other industries. The left-hand side condition of

“This is also one of three points that Faccarello (2017) identifies as Ricardo’s basic view of
international trade.
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(2-1) is not an easy fact to deal with for the mangers of firms and factories. Yet, if we
know the wage rate ratio between two countries, we can easily determine, for any
product k, which of the following equalities or inequalities holds*’:

(1 —‘rﬁh) wy ay < (1 +mC) Wwc ack
(14 my) wy apc = (14 mc) we ack ©-1)
(1 +mJ) wy ajx > (1 +mc) W dck

If the markups are similar in both countries, these relations are reduced to simple
comparisons between wy ay. and we acg. In these comparisons or estimates, the
terms appearing in the right-hand side condition of (2-1) are the only necessary data,
in addition to the wage rate ratio.

We can now understand why the macroscopic viewpoint expressed by the right-hand
side inequality of (2-1) is considered to be the only valid explanation.*® Ricardo, John
Stuart Mill, and many other theorists of comparative advantage did not have a theory as
to how the wage rates of different countries are determined. Pullen (2006) calls the left-
hand side condition SNDG, or same-nation-different-goods ratio [comparison], and the
right-hand side condition DNSG, or different-nations-same-good ratio [comparison].
Fujimoto and Shiozawa (2011-2012) names them interindustrial ratio comparison and
intraindustrial ratio comparison. Through the left-hand side inequality, we can know the
patterns of specialization without knowing the wage rates of trading countries. This is
the main reason why the theorists preferred reasoning based on the left-hand side
condition of (2-1), i.e., SNDG or interindustrial comparisons.

This situation has changed completely with the introduction of the new theory of
international values, which explains why and how wage rates are determined for
each country. As we have already pointed out, after Faccarello (2017) and Tabuchi
(2017a, b), Ricardo’s theory of international trade should be interpreted as a com-
parison of costs rather than in relation to comparative advantage. The textbook
version of the Ricardian theory lacked a theory for wage rate determination. It was
inevitable that the macroscopic viewpoint would prevail in the argument on com-
parative advantage.

Another long-standing tradition is to interpret the comparative cost theory and the
comparative advantage theory as synonyms, but it would be best to abandon this
practice, because we can now differentiate between the two. The former is about how
international trade patterns are determined by comparative cost structures among
countries. Conversely, the comparative advantage theory is a special theory that
reveals trade patterns through a simple formula of input coefficients. Yet, this is
applicable only to simple two-country, pure-labor-input cases or to low-dimensional

“SRemember that a in Sect. 2 stands for the labor input coefficient. We follow the same convention
in this section.

46 According to Pullen (2006 p 63), this way of thinking goes back to Cairns. But it is also possible
that John Stuart Mill’s formulation determined the future path (Shiozawa 2017b).
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economies. The left-hand side inequality of (2-1) is one of such fortunate cases.
When there exists input trade, Alain V. Deardorff (2005) proposed nine versions of
the definition of comparative advantage but failed to give any logical explanation as
to why this or that definition can indicate that an industry has a comparative
advantage over others (Deardorff 2005, see also Shiozawa 2017c Sect. 7 and
Tabuchi 2017a Sect. 3).

The lack of an appropriate trade theory within the Ricardian framework created
much confusion with regard to the dichotomy between absolute and comparative
advantage. Respectable economists, like Giovanni Dosi and his collaborators, are
also confused about absolute and comparative advantage (Dosi et al. 1990 Sect. 6.2).
It is not right to claim that “absolute advantages dominate over comparative advan-
tages” (ibid. p 151), as this violates well-established economic concepts without fair
and sufficient reasons. We understand that they want to emphasize the importance of
technological efficiency in physical terms. They introduce a new concept, absolute
competitiveness (ibid. p 149-51). This is a good attempt but does not seem to
succeed in constructing a new theory, which is what they wished to achieve. We
believe this ambiguity to be caused by the lack of a good trade theory through which
to examine technological competition in international trade situations. The main
weakness appears to be the inability to grasp the role of wage rate differences. Dosi
et al. (1990 Sect. 6.1 in particular) know well that a nation’s income per capita and
wage rate are closely related to its technology level but fail to realize that the wage
rate of a nation is the most important factor for firms that are engaged in linked
competition. Wage rate has been missing for a long time in the argument of
comparative advantage.*’

10 Main Features of Cost Competition

Suppose that we are given sets of production techniques for countries J and C and a
regular international value v = (w, p) supported by a spanning tree 7. We express the
production techniques using symbols u, b, and e following the notation of Sect. 8.
Suppose that good 1 is a link commodity between countries J and C. As the firms of
both countries compete with each other, we have the equation

we uc + (be, py=wy uy + (b, p). (10-1)

“TThe Marxian theory of international values tried to shed light on how the wage rate of each
nation is determined. However, it failed because it relied too much on interpreting Marx’s texts.
A rare exception is Kinoshita (2003). In the 1960s, Kinoshita asserted that the value added that
a worker of a nation produces at a given unit of time is proportional to the productivity of the
nation (p 52). Although he could not give an exact formulation, what he claimed was essentially
correct.
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10.1 Three Meanings of the Near Equation

We use the symbol = to express three meanings. The first meaning is the same as the
mathematical one. When the products of two countries are identical in all aspects, it
means that the values of the two sides are nearly identical. Theoretically, we can
assume that the firm that sets a lower price will absorb the whole demand (Joseph
Bertrand’s principle). In the real world, this does not happen, since there are at least
some differences in certain aspects (e.g., place and delivery time). A number of firms
or consumers might prefer to buy the more highly priced product. Delivery, quality,
and supply stability are possible reasons for this behavior. All products are intrinsi-
cally differentiated, a point which will be discussed when analyzing the third
meaning. Whether Bertrand’s principle holds or not, however, we can imagine a
situation in which firms set the same price, even though production costs are not
exactly equal. When production costs are nearly equal, firms can set the same price.
Firms and business units (production sites or genba) are going concerns. When there
is a small disadvantage in costs, they can overcome it by reducing their markups. In
that difficult moment, workers may accept a lower wage rate than the standard one.
Even when productivity increases, thanks to the efforts of the workers at the site,
they may be content with the present wage rates if their jobs are secured. These
attitudes were widely observed around the turn of century among Japanese firms
trying to rival their Chinese competitors.

The second meaning of using the symbol = is to refer implicitly to the case in which
transportation costs, including transaction costs and tariffs, exist. For the sake of simplic-
ity, transportation costs are usually assumed to be zero. This assumption is necessary in
order to show the essential logic of international trade, but it is a gross simplification that
affects the features of international trade itself. Therefore, it is important to consider
(1) how the theory is reconstructed in the presence of transportation costs and (2) the
effects of positive transportation costs. As for point (1), we explicitly showed how to deal
with this situation (Shiozawa 2017a Sect. 9). The approach is to treat the same good
situated in different countries as different goods. As for point (2), knowing the effects of
positive transportation costs in a general case is by no means easy. The main point is if a
good is imported from country A to country B, the firms in country B can compete within
country B as long as the production costs of A plus transportation costs from A to B are
comparable with the cost borne by firms in B. If the transportation costs are considerable,
this gives the firms in country B an ample margin of cost differences. So, readers are
requested to make the necessary modifications when they want to apply our arguments to
a concrete situation involving at least a positive amount of transportation costs.

If we do not take the extent of this effect into account, we make a fundamental
mistake. The Ricardian trade theory is often criticized because it seems strange that
the model results in nearly complete specialization. Of course, in the real world we
see that a huge number of goods are produced commonly in many advanced
countries. The criticism claims that this contradicts the Ricardian model. However,
critics forget that nearly complete specialization, as in the case of the spanning tree,
is the result obtained when there are no transportation costs. In actual fact, when



76 Y. Shiozawa and T. Fujimoto

transportation costs are positive and constitute a substantial portion of total costs, it is
quite possible that many products are commonly produced in many countries.
Positive transportation costs drastically change the features of international special-
ization. We should become accustomed to reading equalities like (10-1) for what
they really mean when there are positive transportation costs.

The third meaning is needed when products are differentiated. If a product is
superior in quality to others, the price of an inferior product can be seen as equal to
the price of the superior product discounted by a suitable constant. If this discount
rate can be fixed, all difficulties caused by the differences in quality can be solved.
This may sound like an excuse and, indeed, it is. But we do not enter into this
question here, because it is the most vulnerable aspect of the present theory. The
concept of near equality in the third meaning may make some sense if we observe
that products of different qualities have different meanings for different customers.

We accept Armington’s idea of treating products of different countries (or more
precisely of different producers) as differentiated products (Armington 1969, Petri
1980, Blonigen and Wilson 1999). Even when prices are different, it is rare that a
single product may absorb the whole demand, which will instead be spread across
products with certain ratios among them. For example, a product of high quality but
with a high price will not attract most of the demand but will occupy some positive
ratio of the whole demand in its class of products. In these cases, we must say that
prices are at the near equality point and we will be permitted to write equalities like
(10-1). However, we cannot place this treatment at the very core of our theory,
because the new theory of international values is based on the assumption that two or
more countries competitively produce common commodities. A breakthrough to
overcome this dilemma still needs to be achieved.

10.2 The Japanese Experience After the Chinese Reform
and Opening-Up

In the previous sections (Sects. 7 and 9 in particular), we saw that the relative wage
rate of each country is fixed as long as the pattern of specialization (indicated by the
spanning tree 7 in Sect. 6) is given. We emphasized in Sect. 9 that these relative
wage rates are the factor that hides behind the traditional comparative advantage
theory. As noted in the introduction, international competition among countries is a
game with wage rates as handicaps. If wage rates differ to a large extent, this
handicap becomes the single factor that decides the major features of how compe-
tition takes place.

This point can be illustrated most simply by analyzing the Japanese experience in
the two decades after Deng Xiaoping’s reform and opening-up of China and the end of
the Cold War around 1990. Before the end of the Cold War, many Japanese
manufacturing industries enjoyed competitive advantage and trade surplus expanded.
It was the age of strategic trade policies and Japan bashing. The end of the Cold War
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and the opening-up of China drastically changed the environment surrounding Japa-
nese industries. A new competitor, with wage rates equal to one-twentieth those of
Japan and a huge number of workers, appeared on the scene. The wage rate ratio
between Japan and China is not easily determined, because there are great disparities
within China. One-twentieth is the figure that the managers of Japanese firms that
established production sites in China used to mention and refers to the ratio between
coastal city workers in China and workers in Japan. The average ratio between the two
countries is actually much greater because, according to foreign labor statistics
elaborated by the Japanese Bureau of Labor Statistics, the hourly wage of Chinese
production workers was 1/30 that of Japanese production workers as late as 2005
(cited from Table 1, Krugman and Obstfeld 2009).

The opening-up of China occurred rather suddenly. Before the 1990s, there was
mutual trade between Japan and China, but it was tightly controlled so that no
perverse political and economic effects occurred in either country.*® Direct invest-
ment into China was not easy and Chinese firms were mostly publicly owned
companies, i.e., state- and community-owned companies. Although China’ s living
standards were still very low, the country had a complete set of industries and some
areas, such as aerospace and nuclear weapons, boasted a high level of engineering
skills. For Japan, the opening-up of China represented the birth of a major industrial
actor in its vicinity, with sufficiently trained workforce, low-wage rates, and com-
mercially talented entrepreneurs. Thus, many Japanese firms suddenly faced com-
petition from China. Initially, Chinese firms’ labor productivity was not as high as
that of Japanese firms. If we measure labor productivity as the inverse of the labor
input coefficient and call it physical labor productivity, most Japanese companies
had physical labor productivity that was 5-10 times greater than that of China.
Moreover, the disparity in wage rates remained substantial. If we suppose for the
moment that both countries’ material input coefficients vectors are the same (i.e.,
trade economy of type RII; the general case, i.e., RS economy, will be discussed
later) and the prices of the input goods are the same everywhere, near equality (10-1)
means this:

Wc UcSWwy uy. (10—2)

In our experience, this simple equation was a valid criterion to judge whether a
Japanese firm or a plant of a multinational enterprise located in Japan could compete
with Chinese firms. Takahiro Fujimoto, one of authors of this book, interviewed
more than 100 presidents and top managers of Japanese firms and plants whose
products are in competition with Chinese products. Almost all of them said that they
wondered whether their labor productivity was high enough to effectively compete
with Chinese firms, given the wage rate discrepancy between the two countries
(one-twentieth in the first phase).

“80fficially, the reform and opening-up started in 1978 but it remained limited until 1992.
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According to these managers, when the Japanese wage rate was about 20 times
greater than that of China, competition was very difficult. In some cases, the top
management at the Tokyo head offices of multinational enterprises often decided to
close down units in Japan and transfer all production to China. Some factory
managers asked to postpone the closing down of their plants in deficit and, within
2 years, succeeded in raising productivity enough to be able to compete with Chinese
firms or plants of multinational enterprises. The latter cases indicate that labor
productivity can change substantially, even drastically, if workers and production
managers cooperate to increase it. In recent years, mainly due to a considerable
growth in Chinese wage rates, the wage rate discrepancy has decreased and
approached the ratio of 5 to 1, and Japanese managers say that it is now much easier
to compete with Chinese firms. Chinese productivity has indeed gone up, but it is
easy for Japanese firms or plants, they say, to keep productivity five times higher
than that of Chinese companies (for a more detailed description of the Japanese
experience, see the Appendix to chapter “A Design-Information-Flow View of
Industries, Firms, and Sites” in this book, i.e., Fujimoto 2018).

10.3 The Case Where Material Input Costs Are the Same

The above occurrences teach us that Eq. (10-2) is a key criterion for managers to assess
their factory’s competitiveness vis-a-vis Chinese firms or plants. If this is true, then the
difference (bc, p)— (by, p) does not play a significant part in the production costs of both
countries. In this case, the wage rate ratio wy / we marks the tipping point in terms of
whether the firms or plants of one country can compete with those of the other. Indeed, if

Mc/uJ>WJ/Wc, (10—3)

country J’s production is more competitive than that of country C. If inequality
(10-3) holds in the opposite direction, then it is difficult for the production of country
J to compete competitively with the production of country C (for more details, see
Fujimoto and Shiozawa 2011-2012).

In the following analysis, we use the abbreviated expressions C firm and J firm,
instead of saying firm or site in country C or country J. Condition (10-3) can be
changed to a more familiar expression by using the concept of labor productivity.
Indeed, as labor productivity = is the inverse of labor input coefficients u, (10-3) can
be expressed as

ny > (wy/we) - mic. (10—4)

Inequality (10-4) means that, to remain competitive, the productivity of J firms
must be greater than the wage rate ratio times the productivity of C firms.

When dealing with relations like (10-3) or (10-4), for the sake of simplicity, we
will say that a J firm is more competitive than a C firm. When an international value
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is known, it means that a production technique for the product in country J has lower
costs than that of country C.

This criterion is valid even in the case when unit material cost exists as long as
difference (bc, p)—(by, p)is small in comparison with the unit labor cost.*’ In such
cases, we obtain a justification for the traditional Ricardian trade theory that assumes
a pure labor input economy (Viner 1937 Chap. 8, Dorbusch et al. 1977).

Our arguments may seem a long, needless detour if we come to the same
conclusion of pure labor input economy even when we take material inputs into
account. Yet, this is wrong because, thanks to our examination, we have come to
know the condition when criterion (10-3) is valid. Such reflection is almost
forgotten in economics, but knowing the range of validity is one of most important
aspects of the laws of physics. The fallacy in forgetting this becomes clear when
we examine the case of material costs in two countries being different.

10.4 The Case Where Material Costs Are Different

Now, let us consider cases where (bc, p)—(bj, p) is not negligible with regard to
direct labor costs. This covers a variety of situations, and we must content ourselves
with discussing only some typical cases.

As an extreme case, we can imagine that

(bc, p) — (by, p) > wyuy (10 — 5)

In this case, it is impossible for a C firm to compete with J firms, no matter how
low the wage rate wc in country C is. Indeed, in this case, we have

we uc + (bc, p)=wyuy + (by, p)

even when we = 0. Thus, it is evident that differences in material input coefficients
must be sufficiently small for a C firm to compete with J firms.

Let us now examine another case, the situation in which the material costs for C
firms are 60% of the total costs and those for J firms are 40% of the total costs. When
they compete with comparable costs, this means that the labor costs ratio is around
40 to 60 for C and J firms, respectively. The nearly equal cost condition (10-2) now
becomes

“9Ronald Jones (Jones 1961 p 167) assumed that material input coefficients are the same for all
countries (i.e., trade economy of type RII) when examining the trade of “intermediate products”
(in his expression of 1961) or more simply “input trade” (in his later expression). “As a partial
justification of this assumption,” Jones cited the fact that “the prices of intermediate (and final)
commodities are the same in all countries with free trade and zero transport” (p. 167 note). This is an
odd justification because, even when the prices of input products are the same, input coefficients
may differ for various reasons: experience, skill of workers or engineers, product design, etc.
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40 wC uC=60 wl uJ.

This alleviates the burden of workers in J firms, because the condition for J firms
to remain competitive against C firms is now

1.5 zJz(wJ/wC) - zC. (10—-06)

Compare this result with (10-4). We can see how the difference in material input
costs alleviates the labor productivity constraints. In the same vein, we can consider
an example in which the material costs are 50% for C firms and 35% for J firms. The
competitive condition for J firms will be

1.3 2JZ (wI/wC) - 2J. (10— 7)

We have assumed that the material costs for a J firm are smaller than those borne
by a C firm. The reason is simple. Firms in country J may have more experience than
firms in C. A J firm may have better design capabilities and may require lower
quantities of material inputs than a C firm.

Suppose that J firms are competing with C firms when (10-6) or (10-7) are nearly
equal. In these cases, the labor cost over output or labor/output ratio of J firms will be
bigger than that of C firms. If the labor/output ratio is the measure of labor intensity,
this means that J firms are more labor intensive than their competitors. This may
seem paradoxical to those accustomed to thinking in factor proportions, but there is
nothing strange about this result. If we suppose that wl/wC = 5 for the moment, the
situation of near equality for (10-6) and (10-7) means that C firms need, respectively,
7.5 and 6.5 times the labor hours used in J firms to produce a unit of the product. In
physical terms, C firms are operating with much more labor per unit than J firms.

10.5 Comparative Cost Criterion

In the above, we considered the case of two competing countries. Even when there
are many countries, if we know the wage rate ratios of all of them, the basic logic
remains the same, provided that transportation costs (including tariffs and transac-
tion costs) are negligible and that the prices of the goods are the same in all countries.
Indeed, the firms with the lowest costs will be able to compete on the world market.
If a firm in country A is in such a situation, for any firms in country I we will have

wa ua + (ba, p)Swyup + (br, p). (10-38)

As we observed above, if the material input costs are comparable, it is the labor
cost waua that determines which country is competitive.

A remarkable point in the above argument is that competition over a product
occurs among firms (or among production units of a multinational enterprise) and
not among countries. According to Faccarello (2017) and Tabuchi (2017b), this is
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what Ricardo was thinking in his Principles. In this sense, the new theory of
international values is more loyal to Ricardo’s original theory of international
trade than the textbook comparative advantage theory. The textbook interpretation
is the traditional approach, originated by John Stuart Mill (1844, 1848) and inherited
by Gottfried Haberler (1936) and Jacob Viner (1937) through Alfred Marshall
(1879), but it should be abandoned now that a better and more loyal theory exists
(Shiozawa 2017b, Tabuchi 2017b).

11 Competition with Large Wage Rate Handicaps

International competition over linked commodities is a struggle for existence. In this
struggle, firms in high-wage-rate countries are handicapped by their wage rates.
When a product is innovated, firms and production units in low-wage-rate countries,
with more limited technical experience and work skills, may not be able at once to
produce it either technologically or economically. When the product designs become
standardized, however, technological catching up vis-a-vis high-wage-rate rivals
may make their productivities high enough to functionally manufacture similar
products with equal or lower unit costs.

As the product cycle theory (or flying geese theory) predicts, for a given new
product, lower-wage developing countries may start by importing it from techno-
logically advanced nations, but they may soon substitute such imports with domestic
production and subsequently export the product itself (Akamatsu 1962, Vernon
1966). Accordingly, firms and sites making such a product in high-wage advanced
nations may lose cost competitiveness and eventually decline.

Once domestic mass production of a certain product starts at the firms and sites
in lower-wage-rate countries, they may increase their physical labor productivity
(i.e., decrease labor input coefficient) and gain cost competitiveness through a
combination of newer production technologies, economies of scale, and the expe-
rience curve effect. For instance, the famous Boston Consulting Group Report
(1968) on the experience curve underlines that the total unit cost of producing and
distributing a product tends to decline according to a certain constant percentage
(e.g., 20%) with each doubling of a company’s cumulative output. If this applies to
the less experienced firms in low-wage-rate countries, they will certainly increase
their productivity as time passes. Such evolution poses a great threat to firms in
high-wage-rate countries because, in order to survive in this linked competition,
they must increase their productivity at the same rate as their competitors if the
wage rate ratio remains constant.

Hence, there is a sort of race between two aspects, each moving at its pace. One is
the catching up pace of the physical labor productivity ratio of the two countries.
This can be expressed as

(Auyluy) 1 (Aucl/uc). The other is the pace of wage catching up, expressed as
(Awclwe) 1 (Awylwy). If the pace of productivity ratio catching up is faster than the
pace of wage catching up, i.e., if
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A A A A
Aug _Auc  Awe  Aws (11— 1)
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with a constant margin, it is invetable that we will have the relation®®
Uywy > uc we (11—2)

after certain lapse of time. In other words, if trend (11-1) continues, low-wage
country C will secure a cost advantage over high-wage country J. This process
corresponds exactly to what the flying geese theory suggests.”'

Yet, in the real history of international competition, it is not always the case that
advanced nations lose competitiveness in older products or mature industries one
after the other. For instance, Japan still exports considerable amounts of steel
products, an apparently old sector, whereas some of its newer industries, such as
that of semiconductors, have lost competitiveness since the 1990s. Thus, high-wage
nations may lose competitiveness in certain mature industries (e.g., textiles in
Japan), whereas they may retain comparative advantages in other mature industries
(e.g., steel in Japan). We need to integrate the static theory of comparative advan-
tages with the newer theories of product cycles in order to explain the
abovementioned international trade dynamics. We believe that the new theory of
international values provides a valid basis, since it contains the logic of how values
and competitive techniques change when new production techniques are adopted.

In order to explain the reality of global competition, let us assume that the
question regarding the viability of a single-product firm fundamentally depends on
two constants: (1) the speed at which production costs are reduced and (2) the
possible lower bound in reducing production costs. If the firm manufactures many
products, it might abandon some of them, but it still has to remain competitive
enough in producing other goods. The same logic works in the steel and textile
industries, although the destiny of the two industries is completely different.

Imagine a situation in which near equality (10-1) holds. Our fundamental
premise in this section is the constancy of wage rates (expressed by an international
currency). This assumption is removed in the next section. First, let us suppose that
the material cost difference (bc, p)—(by, p) is negligible with regard to unit labor
costs. In order for a firm in high-wage-rate country J to survive, inequality (10-3)
must be retained. If we use 7y(f) and wc(f) to indicate the labor productivity (inverse
of the labor input coefficient) of countries J and C at time t, this is equivalent to

50Expression (11-1) really means that {log[ wy(¢) us(t) / we(t) uc(t) 1}' > 0 for a time vaiable ¢. If this is
always greater than constant 9, it is easy to see by integrating on the interval [0, 7] that log [wy(T)
uy(T) 1 — log [wy(T) uy(T)] > 8T + {log(w;(0) wy(0) — log (wy(0) uy(¢)} > O for sufficiently large 7.
5'Here we assume a situation of pure labor input economy. When the material costs are the same in
both countries, the argument applies with no modifications, but it needs to be modified appropri-
ately if the material costs are different. See the pertinent part of Sect. 10.
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my(6)Z(wi (1) /we(2)) - 7 (2). (11=3)

It is evident that the labor productivity of J firms must rise faster than that of C
firms if the wage rate ratio remains constant. Can this race continue for a long time?
The answer depends on the lower bound in (2). Indeed, does labor productivity grow
without limits?

Production is a complex process and there are many ways to drive productivity
up. Introducing a limit switch might eliminate machine supervising time, a small
change in process may reduce handling time, and machining speed may be
increased. However, if the upper bound for labor productivity exists, these efforts
may become ineffective in the long run. The survival game cannot continue for-
ever in the present form. Even though, if we have enough “grace period,” the firm
can adopt a new strategy by abandoning the current product and switch to a new
product.

Hence, even a rough estimate of this upper bound might prove extremely useful.
If we know it, we can guess how long the game will last. Two variables need to be
kept in mind here. One is the density of effective work or value-adding time ratio. If
we call v(S) the value-adding time of site S within the total work hours measured in
person-hours and A(S) the total work hours of site S measured in person-hours, the
value-adding time ratio is given by v(S) / h(S). Another variable is the speed of
value-adding. If we call x(S) the volume of production of site S measured in units of
the product, the speed of value-adding is given by x(S) / v(S). All three variables
should be analyzed over the same period of time, for example, a day or a week. Then,
productivity n(S) of site S is given by the formula

n(S) = x(S)/h(S) = x(S)/v(S) - v(S)/h(S)

Value-adding is the design information transmission process from the worker/
equipment complex to the materials to be worked, as argued in Fujimoto (1999,
Chap. 1). Taiichi Ohno, the innovator of the Toyota Production System, emphasized
the importance of the density of value-adding time and adopted it as the leading
index in his continuous improvement efforts (Ohno 1978).

In recent years, the value-adding time ratio x(S) / v(S), or density of design
information transmission, has been less than 10% in Japan’s best-performing pro-
duction sites. In other words, over 90% of the daily working time (e.g., 8 hours) is
non-value-adding time, such as walking time, waiting time, equipment down time,
and setup time. This number may sound very low, but the flip side is that there are
ample opportunities for drastic productivity improvements. That is, by eliminating
the abovementioned non-value-adding time (waste time or muda, in a broad sense)
through continuous improvements of value flows at its sites, thereby increasing the
value-adding time ratio x(S) / v(S) from, say, 5% to 15%, a firm can increase its
physical productivity x(S) / h(S) by 3 times, other things being equal. In other words,
even without increasing its speed of value-adding x(S) / v(S), which is often given by
its production technology, significant increases in labor productivity are often
possible even without radical process innovations.
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Suppose that the upper bound of labor productivity can be increased three times
yet for firms J. Suppose also that firms in countries J and C increase their labor
productivity by 10% annually. It is evident that J firms will reach said upper bound
much earlier than C firms. Even in this case, it is possible for firms in J to survive
more than 11 years.

On the other hand, if massive inbound/outbound flows of workforce continue in
the industrial regions of lower-wage country C, which makes its workers’ average
years of service shorter and average turnover ratio higher, the sites in country C may
reach the upper bound of their productivities earlier than those in country J. This is
likely to happen in those industries whose productivity improvements depend on
coordination among multi-skilled workers, whose training and capability building
require longer-term employment. To the extent that J’s labor market is more stable
than that of C, the upper bound of productivities at country J’s coordination-rich
production sites may be significantly higher than that at country C’s sites, which may
enhance the chances of survival of the former (Chapter “A Design-Information-Flow
View of Industries, Firms, and Sites”).

Besides the aspects illustrated above, we have to take into account changes in
international wage handicap affecting higher-wage countries. We have assumed
here that the wage rates of the two countries analyzed remain constant, but, as
explained in the next section, if all industries in country C improve their labor
productivity, country C’s wage rate will also go up. The multiplier wy / we will
decrease and firms in country J will be able to slow down their productivity
growth without losing cost competitiveness. As seen above, another possible
scenario is that the pace of country C’s productivity growth decelerates much
earlier than that of country J when it approaches a certain level.

All these scenarios depend on the efforts of workers, production engineers, and
managers at the production sites, as well as on the types of product technologies and
architectures. According to our framework of design-based comparative advantage
(Chapter “A Design-Information-Flow View of Industries, Firms, and Sites”), when
product design and production are coordination intensive (i.e., integral product-
process architecture), workers and engineers at relatively coordination-rich sites
may achieve a higher upper bound of productivity and a higher pace of productivity
increase than their rivals. In addition, if they possess dynamic or evolutionary
capabilities to raise productivity, they may indeed survive for quite some time
(Shiozawa 1990; Teece and Pisano 1994; Fujimoto 1999).

Another possible solution is to abandon the production of the product in question
and switch to a new product or products. Investments in research and development
are indispensable to pursue this strategy, which is also a way to prolong the firm’s
life. However, after a period, the wage rate discrepancy may decrease to nearly
1, and competition between country J and country C will enter a new phase.

When the material cost difference (bc, p)—(by, p) is substantial, a different
feature of competition may arise. Among many input goods, there may exist some
item whose processing is technically difficult and requires larger input coefficients.
As long as C firms are affected by this kind of technical obstacle, J firms can survive
regardless of the wage rate ratio.

In conclusion, comparative cost advantage is never determined by country char-
acteristics, such as factor proportions. It is a most dynamic and complex element that
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requires a close investigation of the production process. The major variables that
play a part in determining cost advantage are the wage rate ratio and the productivity
ratio between two competing countries. In the next section, we will examine how the
wage rate of a country moves.

12 Wage Rate Movements

In order to avoid unnecessary complications in our description, we now return to the
assumption that no transportation cost is required. The situation in which wage rates
stay constant is clear. Suppose that a regular international value v = (w, p) is
supported by a spanning tree 7 of production techniques. Let S be the set of
production techniques that are competitive based on value v. Adopting the same
symbols used in Sect. 6, we can say that the international value stays constant when
the economy with production volume vector s = (sy,) satisfies the following three
conditions where C(h) is the production capacity of the industry / and d is the world
final demand®*:

1.
sp > 0only when heS and s5,=C(h) VheS.
2.
Js=q
3.
As=d

In plain words, these conditions mean that, by using competitive production
techniques, the economy can produce the world final demand d as the net product
of each country’s labor capacity. The international value is uniquely determined and
remains constant as long as these conditons are satisfied. This is a direct consequence
of Theorem 6-1, because by definition T C S.

In sharp contrast to neoclassical economics, a mere change in final demand does
not change the value. Changes in demand composition are adjusted through
corresponding changes in production volumes, but our focus here is on how wage
rates and prices change. We should distinguish between two cases: (1) changes in the
production technique of a product that is produced in one country, which we call
monopolistic product, and (2) changes in the production technique of a product
produced competitively in more than two countries, which, following Graham, we
call link commodity.

5 2Compare these with the four conditions in Sect. 7. Conditions (1) and (3) are here replaced by a
single condition (3). It is understood that 7'is in a general position. The world final demand d is not
rquired to be on the production possibility frontier.
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The direct effects of changes in the production technique of a monopolistic
product are rather simple. Suppose that a production technique improvement is
achieved. If we disregard the case of quality improvement, this means that the cost
of production is lowered, which is the general form of productivity improvement.
Firm managers have two options. Firstly, they can lower the product price. As long
as the assumption that the markup rate is fixed remains valid, this is the only possible
course of action. Yet, another solution exists, i.e., to raise the wage rate of their
workers. In a more realistic case, firm mangers will rationally allocate the fruits of
the productivity improvement. For example, they may decide to limit the price
reduction to one third of the cost-down effect and distribute the remaining two thirds
as a bonus or wage increase. Allocation percentages may depend on circumstances
outside of firm. If price competition is severe, a larger portion will be assigned to
price reduction. It is worth remembering that a number of firms normally compete in
a country that exports a monopolistic product. Therefore, if the wage rates of other
firms in the same industry are higher, the portion distributed as bonus or wage rate
increase will be greater. Indeed, increasing the wage rate above the industry average
actually constitutes rational judgment, because rewarding workers at the production
site (genba), who have contributed to the improvement, is always a reasonable and
wise managerial approach. In recent years, efforts to maximize shareholders’ value
have been rampant, but providing fair recompense to those who have helped make
the firm more competitive is crucial, otherwise the company will lose its competency
in the long run.

While the direct effects of productivity improvement are relatively simple, its
indirect effects might be rather complex. Indeed, if the product is an input good, its
pricing down affects the production cost of all the products that use it. The cost
reduction is not proportional, because it depends on the composition of the input
costs. If the product price drops substantially, this may bring about a disproportional
change in cost. Firms have in general different coefficients for different inputs, even
among firms producing the same product. Therefore, in an extreme situation, cost
reductions may cause some firms to lose competitiveness with regard to certain
products.

Another indirect effect of productivity improvement is a change in real wage rates.
This may not be substantial when productivity is improved for only one or few products.
But, if many products improve their productivity, the effect of these technical changes
will be considerable. The real wage rate will grow in two ways, i.e., through pricing
down or through wage rate improvement. This process is quite complicated, and it is
difficult to predict what will actually happen. We might find answers in the results of
empirical and historical research based on interviews and statistics.

The technical improvement of link commodities is more difficult to investigate, as
many ramifications are possible. For the sake of simplicity, suppose that two firms in
two different countries are competing. If firm A succeeds in innovating its produc-
tion process and firm B cannot keep up, firm B will stop producing the product in
question. This means that the link commodity will disappear. If, through this change,
the set of competitive production techniques ceases to be spanning, the international
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value becomes unstable (Sect. 8). The relative wage rates may change between the
countries. The whole picture of this change is very complex and is not described
here, but the following discussion will analyze some typical cases.

Let us call country A and country B the two countries where firm A and firm B are
located respectively. First, let us examine what happens in country A. If country A is
below the full employment level, there is no immediate change in the wage rate. The
price of the product is reduced but no specific variation occurs, except for any
indirect effects of pricing down when the product is an input good. If country A
has achieved almost full employment, the fact that firm B has abandoned production
may induce an increase in country A’s wage rate. The reason for this wage rate
increase is different from the case of wage rates going up after productivity growth.
Suppose that firms A and B originally shared the market fifty-fifty. The dropping out
of firm B means that demand is now doubled. Firm A faces a difficult situation,
because it has to increase its production volume but it cannot attract enough workers.
If firm A employs a considerable share of the workforce, this induces a general labor
shortage, and other firms in country A are obliged to compete with each other and
will eventually raise their wage rates to attract more workers. As a result, the general
level of wage rates in country A will increase, thus triggering a change in relative
wage rates at the international level.

In contrast to the situation in country A, country B is affected by a decrease in
employment. If this decrease is not compensated for by the arrival of new compet-
itive industries, unemployment inevitably occurs or increases. This does not simply
cause a reduction in the nominal wage rate (measured by the local currency). It is
commonly observed that the wage rate remains constant even when the unemploy-
ment rate is high. However, the real wage rate may fall due to fluctuations in the
exchange rate between the local currency and international currencies. We argued in
Fujimoto and Shiozawa (2011-2012 Sect. 6) that the exchange rate in the floating
system is determined so as to redress the balance of trade. This may not be true,
because Japan experienced more than 40 years of trade surplus (1964-2010).
Exchange rates seem to be influenced more by the balance of payments than by
the balance of trade. The balance of payments includes services, income, transfers,
and investments and does not closely reflect the state of the balance of trade (and
service). Exchange rates among currencies in the floating system are extremely
volatile and easily influenced by speculation. Their market often predicts the future
correctly, but it overreacts to any minor news and unsupported expectations. It is, in
a sense, self-fulfilling. If many speculators believe that the exchange rate will rise
(or drop), it will indeed move in the expected direction so as to fulfill their
expectations.

Note that the new theory of international values does not use the balance of trade
(and services) and the balance of payments as determinants of exchange rates.
International values and relative wage rates are determined independently of inter-
national payments. However, the foreign exchange market may react to changes in
the competitiveness of a nation. Whatever their causes may be, major shifts in the
exchange rate imply changes in the wage rate measured in an international currency.
If the exchange rate moves and then remains at the new level, this will be the change
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in relative wage rates. Such exchange rate adjustments are not incorporated into the
new theory, and, in this regard, we may say that the new theory of international
values is not well harmonized with the existence of foreign exchange markets (see
Shiozawa 2017a Sect. 6).

Another interesting case of technical change affecting link commodities is when
two or more countries improve their production techniques by emulation. If each
country improves its production technique independently, the pricing down rate will
vary from country to country. But emulation may lead to a situation in which all
concerned firms succeed in achieving the same pricing down rate. The product will
continue to be a link commodity, while its price will drop at the same pace in all
concerned countries. We will look more closely at the effects of emulation in the
next section.

Exchange rate changes have a similar effect on firms in a country where the
currency is evaluated compared to foreign currencies. Those firms face the situation
that their product price is raised in terms of foreign currencies even though it remains
constant with regard to the home currency. Relatively speaking, this is equivalent to
a situation in which the competitors’ product price was cut down owing to their
product cost down. The only difference is that the effect is felt by all the firms in the
country. If many of them have the dynamic capability of bringing down costs, they
may succeed in nullifying the effects of evaluation. The product prices in foreign
currencies may stay as competitive as before the evaluation and the currency may be
reevaluated again. This causes a dynamic loop between the exchange rates and the
general efforts of firms to cut down costs. This is an example of a micro-macro loop
(Fujimoto-Shiozawa 2011-2012 Sect. 8). Krugman (1979 p 262) and Dosi et al.
(1990 p 22) compared it to Red Queen’s race. In the case of Japan, something similar
happened between the Nixon shock and Deng Xiaoping’s reform and opening-up.
As the yen appreciated, Japanese firms continued their productivity race and caused
the yen to rise further. All export-oriented enterprises were obliged to keep cutting
down their costs in order to maintain their position in international competition.

13 Overall Patterns of Specialization

It is often understood that the Ricardian trade theory assumes complete specializa-
tion. In Sect. 3, we showed that this is a misleading tradition originated at the time of
John Stuart Mill, and the new theory of international values does not assume
complete specialization. As emphasized in Sect. 3 above, complete specialization
is impossible when the number of commodities is greater than the number of
countries. However, if there are no transportation costs (including transaction costs
and tariffs), the trade economy is in general highly specialized. Indeed, if M is the
number of countries and N the number of commodities, the number of competitive
production techniques is in general N + M—1. The number of goods commonly
produced in more than two countries (link commodity or common commodity in
Graham’s terminology) depends on the spanning tree, but does not exceed M—1 in
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general. This seems highly unrealistic, as we observe that a large number of
commodities, probably in the order of hundreds of thousands of goods, are com-
monly produced in more than two countries.

This state of affairs can be explained within the framework of the new theory of
international values. There are three possible reasons or mechanisms that cause this
multiplicity of commonly produced goods: (1) transportation costs, (2) fine differ-
entiation, and (3) emulation effects. Let us briefly explain each of these mechanisms.

13.1 Transportation Costs

We have already addressed the question of transportation costs when discussing the
second meaning of the near equality in Sect. 10. As we noted there, positive
transportation costs may drastically change the features of specialization.

Transportation costs is here an umbrella term which comprises transaction costs
and tariffs to cross borders. Although they have greatly decreased in recent years,
transportation costs are still an important factor that separates the market of a country
from that of another country. Suppose, for the sake of simplicity, that transportation
costs amount to 20% (i.e., 1/5) of the value of the commodity. Then, condition (10-1)
that a product is commonly competitive can be relaxed into

5/6 (WC ue + <bc,p>) < wyuy + (by,p) < 6/5 (wc uc + <bc,p>) (12— 1)

If we focus on the cost of country J, it can move from 5/6 up to 6/5 of the cost of country
C. The total range of permissible cost rate over the cost of country C is (6/5)* = 1.44. In this
ample range of production costs, the pattern of specialization does not change and
the two countries can produce the same product in common.

The proportion of transaction costs over product price changes from commodity
to commodity and, in some cases, it is prohibitively high. For example, most face-to-
face services are difficult to transport to another country, but ICT has drastically
changed the cost of transportation. Now many services, such as claim centers
(customer centers), text editing, programming, and other services, are outsourced
from the USA to India. In spite of these exceptions, most services are still carried out
domestically and major differences in service prices are observed across countries.
In high-wage-rate countries, service prices and prices of other non-traded commod-
ities are often several times higher than in low-wage-rate countries. This can be
explained if we assume that the disparity in physical labor productivity of
non-tradable commodities is relatively small compared with that of tradable com-
modities. The famous Balassa-Samuelson hypothesis (in its original form) assumes
differences in productivity growth rates, but it seems better to assume simply that the
relative disparity in productivity is smaller in non-tradable commodities and in
services in particular.
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Tradability is a fuzzy concept. There is a wide range of transition from highly
tradable goods to practically non-tradable goods. As for highly tradable goods,
international price competition is severe, whereas no such competition exists in
non-tradable goods. The law of one price does not apply to the latter. This explains
why there are so many commodities that are produced in two or more countries.

13.2 Fine Product Differentiation

In international input-output tables, we observe positive entries almost everywhere.
Among developed countries in particular, trade within the same industry is generally
bilateral. This is not the real problem of the new theory of international values but
rather a question of classification and tabulation.

The new theory assumes that the number of commodities is enormous, possibly
exceeding 10 million. Let us suppose for the moment that they are all different
goods. The United Nations’ Harmonized Commodity Description and Coding
Systems (2017 revision) features about 5300 items appearing as headings and sub-
headings. If we divide 10 million by 5300, each item includes on average more than
1800 different commodities. A possible situation is that country A exports many
products to country B and country B exports completely different products to
country A. In this case, trade statistics tables show bidirectional intra-industry
trade within the same commodity category, but, in reality, this may simply be the
result of aggregation, which is inevitable in statistics.

The real problem lies in the concept of the same commodity. In a modern
economy, most commodities are characterized by a brand name. If we understand
the same to mean the same product of the same brand, the case of bidirectional trade
between countries may be rarer. But the case of Latin American IBM users once
prefered machines imported from Japan to those made in the USA teaches us that
commodities of the same brand are not the same to all buyers if they are produced in
a different country or factory.

Trade theories traditionally assume that a commodity is always the same regard-
less of where it is produced—and the new theory of international values in no
transportation case belongs to this category. But Staffan B. Linder (1961) proposes
to regard goods produced in different countries as different commodities,™ thus
implying that nations trade with one another in similar but differentiated goods. Dosi
et al. (1990 p 165) contrasted their technology gap model with Linder’s treatment.
The former is essentially a supply-side model, whereas the latter is a demand-based
theory. We can make a similar comparison. The new theory is a supply-side theory,
in the sense that the international value is essentially determined by the distribution
of production techniques. However, Dosi et al. point out that the two theories are
theoretically compatible. The new theory provides a finer interpretation of how wage

53This is not exactly the same as Linder’s hypothesis.
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rates and prices are determined, whereas Linder explores how demand for a similar
commodity is distributed among different producers. We can even say that the two
approaches are not only compatible but in fact complementary. The new theory
mainly investigates how the international value is determined. When this is done, it
is the procurers who decide how much to buy and, consequently, how much the
product sells. Then, the producers produce as much as their product sells (Sraffa
principle).

If we accept Linder’s proposal, we can explain why similar (or practically the
same) products are exported and imported between two countries. We can cite the
idea of love of variety to explain why bidirectional trade within a finely classified
category is widely observed, especially between developed countries. The richer
people become, the stronger their love of variety. Yet, it is worth noting that love of
variety is not a phenomenon which can be assumed only at the individual level. A
group of individuals may display love of variety, while each individual has a strong
preference, in the sense that each individual chooses a single variant from among a
group of products.”*

Linder’s proposal is useful but cannot be accepted in full. In the new theory of
international values, the near equality of type (10-1) is essential for the definition of
international values.

13.3 Emulation Effect

When we announced Theorems 6-1 and 6-2 (or Theorems 5-1 and 5-3), we assumed the
input coefficients to be in a general position. The concept of general position has a precise
definition, but here it is enough to imagine that the coefficients are chosen by pure chance.
In this case, it is normally difficult for the set of competitive production techniques to
contain more production techniques than M + N—1 if the equality is interpreted in a strict
way. However, there is an economic mechanism that causes near equality (10-1) to hold
more often than when the input coefficients are chosen by pure chance.

As we observed in Sect. 10, when a firm runs the risk of losing competitiveness,
its employees will try to improve productivity in order to save their firm and their
jobs. So, relation (10-1) is found more often than it would if it were left to pure
chance. This is the result of rivalry, or mutual emulation, which increases the number
of goods produced in common.

54The Dixit-Stiglitz utility function is given by U(X1, . . ., Xp) = (x,° + . .. + x,°)""° with 6 < 1. Each

individual displaying a strong preference has a similar utility function but with ¢ > 1. See
chapter “Product Variety for Effective Demand Creation” of this book, Sect. 2.1.1.
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14 Some Notes on the Demand Side

So far, we have mentioned demand only in passing, but this does not mean that we
believe it to be of small importance. This chapter is based on the new theory of
international values, which forms a part of the classical theory of value (Shiozawa
2016). The former naturally inherits the major characteristics of the latter. One is the
basic separation between values and quantities (Pasinetti 1993 p 19). In sharp
contrast to the neoclassical theory of value, which assumes the simultaneous deter-
mination of value and quantity, the classical theory of value does not regard values
as determined by a balance of demand and supply. Instead, it claims that prices are
determined mainly by production costs, and production volume is adjusted to the
demand for each product (Sraffa’s principle or principle of effective demand at the
firm level; see also Shiozawa et al. in press).

The main objective of this chapter was to investigate how firms in advanced
countries fare in international price competition while being handicapped by big
differences in wage rates. In this investigation, demand has played only a subordi-
nate role, because demand is only passively determined when values (i.e., wage rates
and prices) are determined. However, demand plays a decisive role in determining
the production volume of a firm or a plant. Production volume is directly related to
various factors, such as working hours, number of employees, gross profit, and profit
rate.> Therefore, demand has a critical meaning for firms and workers, since the
survival of a plant may depend on whether it can secure enough demand for its
products.

Of course, product prices influence product demand.’® Any differentiated product
can get a certain amount of demand, whatever its price, but demand may be
extremely low if the price is high compared to product quality. Even when the
price is competitive, i.e., comparable to the prices of other competing products, the
firm or plant may not achieve sufficient demand volumes. Sales efforts are always
vital for the subsistence of a firm or plant.

Even when a firm or plant succeeds in keeping its product costs competitive, it
may still have to face a serious problem. Suppose that a firm or production unit in a
high-wage-rate country is forced to decrease its product price to deal with compe-
tition from firms in low-wage-rate countries. Also suppose that the product price is
kept competitive owing to pricing down through increased productivity. Finally
suppose that the firm or unit manages to keep demand nearly constant. If the cut in
cost is achieved through a reduction in material input coefficients, there is no
problem for the firm or plant, although this may trigger a reduction in demand for
firms producing input goods. However, if the cost drops thanks to a reduction in
physical labor productivity, the working hours needed to manufacture the product
will go down because, by assumption, demand for the product remains stable.

53See footnote 33.

3Sproduct price is only one of the determinants of product demand. Many other factors, like
weather, trade cycle, fads, and various events, contribute to changes in demand flows.
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In international competition for link commodities, firms or plants in high-wage-
rate countries face the following dilemma: increase productivity or maintain current
employment levels. This conundrum cannot be solved by considering only the
production of a single product. To keep employment levels constant, managers are
required to explore new potential demand for the product. If this is impossible, the
firm will necessarily have to develop a new product or products. This is one of the
reasons why firms and plants are increasingly becoming multiproduct entities.

It is worth noting that there is complete parallelism among plants, firms, indus-
tries, and countries with regard to employment maintenance (Fujimoto 2012a). Full
employment is one of the primary targets of a country’s economic policies. Let us
imagine a high-wage-rate country competing on the international market. To retain
competitiveness, it needs to boost labor productivity. If overall demand for the
country’s products remains constant, total working hours and employment levels
will most likely drop.

These arguments are rather banal when referring to policy debate at the national
level, but they are seldom heard when observing the firm-level situation. The reason
for this is easily identified, since in standard economic analyses, the firm-level
objective is solely the pursuit of profit. However, as we emphasized in Sect. 10
above, Fujimoto (2012a), Fujimoto (2018a, b, and ¢) and many other papers
published in Japanese by Fujimoto, firms and plants (or production sites) are going
concerns. A firm or a plant as going concern is a combination of different stake-
holders, including workers. Maintaining employment is an imperative not only to
avoid resistance by workers but also because of pressures from the local community.
Productivity enhancement and demand creation are two efforts in this direction that
are widely observed in Japanese firms and plants (see also Ikuine 2018a, b and other
chapters in Fujimoto and Ikuine 2018).

The main requirement for a firm (or plant of a multinational enterprise) is to
ensure its subsistence. Hence, the criterion of competitiveness must include a
subsistence condition. If this is the case, it is also evident that competitiveness
must be supported by a dynamic capability to pursue the combined imperatives of
productivity enhancement and demand creation (Shiozawa 1990; Teece and Pisano
1994; Fujimoto 2012a). Such capability building competition is fought at a deep
level among firms and plants, although on the surface competition manifests itself in
terms of price, quality, and new products.

15 Conclusions

At the beginning of this chapter, we claimed that international competition among
firms and among production sites is a game with wage rates as handicaps. Although
it is instinctively trivial and evident, this image of international competition is quite
different from the traditional comparative advantage argument. Supporting the new
view requires a new theory. Sections 2, 3, 4, 5, and 6 presented an introduction to the
new theory of international values. The second part of the chapter, Sects. 7, 8, and 9,
offered some preliminary remarks on how to use it. In the third part (Sects. 10, 11,
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and 12), we proved that our claim about the nature of international competition is
justified on the basis of our new approach. In the last part of our discussion (Sects. 13
and 14), we offered some remarks regarding the wider scope of application of the
new theory.
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Product Variety for Effective Demand ®)
Creation Pt

Yoshinori Shiozawa

Abstract Product variety is a crucial dimension for successful management. While
numerous papers deal with this subject, few provide insights into estimating optimal
product variety in a concrete situation. Their results are much too sensitive to the
assumptions, and their conclusions are often contradictory. This chapter presents a
new method to estimate optimal variety for a firm, which depends on the notion of
estimated coverage function, defined and explained in the text in detail. All the
complex issues related to optimal variety estimation revolve around the estimation of
this function, allowing us to discern which issues are crucial and which are not. The
formula obtained here is simple and intuitive, and no similar formula has ever
appeared in the literature before. It provides various hints regarding optimal variety
estimation by means of costs and sales expectations. The results can be extended to
the case of oligopolistic competition, and our investigation is concluded by drawing
a comparison between a monopoly case and an oligopoly case.

1 Introduction

Product variety in an economy is a crucial variable when considering economic
development, growth, and demand satiation (Thirsk 1978; Pasinetti 1981; Saviotti
1996; Witt 2001; Aoki and Yoshikawa 2002; Matsumae 2005; Saviotti and Pyka
2008; de Vries 2008; Ciarli and Lorentz 2010). Based on the fact that the number of
products circulating in human society has increased from several hundreds some
fourteen thousand years ago to millions of commodities available today, Kauffman
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(2000, Chap. 9) underlines that economic growth is closely related to variety growth
for what concerns both goods and services.! Achieving optimal product variety is
one of the most strategic decision-making processes for firms.

The ultimate goal of this chapter is to build a general theory of product variety
applicable to both specific product groups, such as beers and automobiles, and to the
economy as a whole (Saviotti 1996, p 97). Nevertheless, this is a rather daunting
task, and here we confine our attention to a very specific problem, i.e., estimating
optimal variety for monopolistic firms (and, partly, oligopolistic firms). Certain
aspects, such as variety creation, product architecture, and variety implementation,
are not addressed here, and insights into these topics may be found elsewhere (e.g.,
Ramadas 2003).

The question of determining optimal product variety is an actual problem that all
producers of consumer goods face (Ho and Tang 1998; Sorenson 2000; Krishnan
and Ulrich 2001). Logically, optimal variety should be decided before embarking on
any product development project. Although it is evident that calculating the number
of items to produce is necessary, this does not mean that an accurate estimation is
easy to obtain. On the contrary, it is extremely difficult, both in theory and in
practice, to correctly estimate the optimal number of items and optimal profile of
product specifications (these two expressions are defined later).

After the seminal paper by Hotelling (1929) on oligopolistic competition, Lan-
caster (1966) introduced the idea of characteristics space. There have been countless
discussions on this topic (survey papers include Waterson 1989; Lancaster 1990;
Bockem 1994; Manez and Waterson 2001; and Brenner 2001; while Murata 2009
and Caminal and Granero 2012 are two examples of recent research papers).
However, most of them appear to be simplified narratives, and many resort to
sophisticated and sometimes complicated calculus, while their models have little
relevance to the real world.

The investigation that follows focuses on a possible estimation of product variety
made by the staff of a firm on behalf of its top management. Yet, our concern is not
what the consequences of this estimation might be for the economy as a whole
(except Sect. 5.5). Therefore, our analysis is not embedded in a general equilibrium
framework. We are rather doubtful about the possibility of determining socially
optimal product variety. Instead, an attempt is made to make the discussion as
concrete as possible by providing detailed background assumptions. As the basics
of our reasoning are clear, we hope that others might extend the present formulation
to more complex cases.

The chapter is organized as follows. Section 2 forms the core of our exploration,
and Sect. 2.2 presents a new method for optimal estimation that relies on a function
estimating maximal sales for a given number of products. Once this function is
given, optimal product variety is easy to calculate by means of Eq. (3). To the best of

"The number of products available today may be even greater. In our opinion, more than one
hundred billion commodities were being produced in Japan at the beginning of the twenty-first
century.
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our knowledge, no similar formula has appeared in the literature before. Our new
formula sheds light on how optimal variety changes in relation to changes in fixed
costs, variable unit costs, product lifecycle, and other characteristics. All the diffi-
culties in estimating optimal product variety are confined to the estimation of the
expected coverage function.

Before the formula is introduced, all the necessary assumptions (or explanations
of the situation in which the new method is applicable) are provided in Sect. 2.1.
Although some explicit arguments about the differences between the Dixit-Stiglitz
utility and the strong preference hypothesis are presented as background discussion,
no particular assumptions on the Lancaster characteristics space are made. The space
can be of any dimension, with any properties taken as axes. Therefore, once the sales
function is estimated, our results are valid for both vertical and horizontal differen-
tiation, in the sense used by Manez and Waterson (2001). Section 2.3 offers some
remarks about the formula, while Sect. 2.4 considers when the decision-making
should be formulated as an integer problem.

Section 3 explains how our approach can be extended to broader situations by
providing a suitable interpretation. Section 4 introduces some additional comments
to ensure that the formulation is correctly applied. Section 5 addresses the matter of
oligopolistic firms competing over the same group of products. The main assumption
in this section is that each firm keeps its market share. While this hypothesis
simulating oligopolistic competition may be too strong, it allows the total number
of products to be compared in both the monopoly and oligopoly cases. In the
literature on product variety and multiproduct firms, many contradictory observa-
tions have been made about whether oligopolistic competition leads to an excess or
shortage of products compared to the socially optimal number. While the present
chapter says nothing about social welfare problems, based on the assumption of the
market shares that firms presume, a proposition is obtained indicating that a greater
number of product varieties would be produced in the oligopolistic market than in
the monopolistic market. Section 6 concludes our analysis.

2 Calculation of Optimal Variety

2.1 Background Assumptions

Before introducing the mathematical formulation, the situation assumed in this
analysis must be explained. Lancaster’s four possible assumptions are taken as a
frame of reference, as they allow variety within a product group to persist in a market
economy (Lancaster 1990, p 190):

1. Each individual consumer seeks variety in his or her own consumption.
2. Different consumers want different variants because tastes vary.
3. Individual firms can increase profits by producing a variety of models.
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4. Firms can increase profits by differentiating their products from those of their
competitors.

2.1.1 Strong Preference Hypothesis

In relation to Lancaster’s first two assumptions, the present study more specifically
assumes that consumers display strong preference. Each individual chooses a single
variant from among a group of products based on a range of relative prices and level
of income.

This assumption is in sharp contrast to the well-known Dixit-Stiglitz utility
function (Dixit and Stiglitz 1977), which is sometimes referred to as love of variety
behavior (see, e.g., Helpman and Krugman 1985). A Dixit-Stiglitz utility function is
convex to the origin (i.e., the set of all the points that are preferred or indifferent to a
point is convex). A consumer with this utility chooses to buy all kinds of varieties at
a given time, and each variety has the same relative utility for any unit of money
consumed.

Strong preference is the extreme opposite of the Dixit-Stiglitz preference (i.e., the
preference represented by a Dixit-Stiglitz utility function). Each consumer chooses
only one among many variants within the same product group. In the case of
automobiles, these variants may be brands, models, and specifications. While the
indifference set of the Dixit-Stiglitz preference is convex to the origin, strong
preference gives an indifference curve which is strongly concave to the origin.
Concrete examples of utility functions with strong preference are easily given:

— (64 &)1/¢
Ui, X2, .0%) = (0 + 0"+ ...+ x,°) 7,
where £ is any positive number greater than 1. These functions have the same form
as Dixit-Stiglitz utility functions, and the only difference is that index £ is smaller
than 1 in the Dixit-Stiglitz preference case, whereas it is bigger than 1 in the strong
preference case. Indeed, strong preference utility functions are nothing but a
LP-norm or p-norm. As such, a set of points defined by

U(|X1|, |)C2|, ceey |xn|)§c

is convex (in other words, the indifference curve is strongly concave to the origin).

In the Dixit-Stiglitz preference case, it is normally assumed that individuals have
the same utility functions. A representative individual chooses all the possible
variants from among the product group, and the rest of the people act similarly. In
the strong preference case, each individual has his or her own parameter (ay, a,, . . .,
a,), and the function of this individual may be given by

U, x) = (/) + (ofa) + .+ (/) al



Product Variety for Effective Demand Creation 101

As opposed to Lancaster’s characteristics space, a point of which specifies a
product, these parameters belong to the personal characteristics space, a point of
which specifies the character of an individual. If the price vector (py, ps, . . ., pn) for
the group of products is given, then almost all individuals (measured according to the
ordinary Lebesgue measure) have only one product as their favorite, among the set
of vectors which satisfy a budget constraint. Individuals with the Dixit-Stiglitz
preference can be represented by a person (since they are all similar), and the
maximal utility point is given as an inner solution. In the strong preference case,
individuals are all different, and each has his or her favorite specifications. Products
chosen by each individual are corner solutions.”

In the real economy, the Dixit-Stiglitz preference may apply when choosing a
restaurant. On different occasions, a person may prefer to eat Japanese, Chinese,
French, and so on. Conversely, strong preference may apply when choosing a car,
PC, home, and others. But there are many groups of products which do not belong to
either of these typical extreme categories.

The strong preference assumption is closely related to the concept of the same
group of products, which has not yet been defined. Any set of products may display a
certain degree of similarity (see Watanabe’s Ugly Duckling theorem, Watanabe
1969). In this sense, any set of products can be taken as a starting point for the
present discussion. It is convenient to consider that a set of products forms the same
group of products when the strong preference property holds.

2.1.2 Simple Cost Assumption

In relation to Lancaster’s third and fourth assumption, two more concrete assump-
tions are made here. One is the simple cost assumption, and the other is Sraffa’s
principle of production or effective demand principle at the firm or product level.

The simple cost assumption means that a firm incurs two kinds of costs in the
production of a new commodity. The first kind is fixed costs, which cover all
expenses related to development, designing, setting up of a specific line for the
product, and training.” The other is proportional costs, which cover the wages of
production workers, all inputs (materials, parts, fuel, and utilities), and depreciation
of machines and installations. While they are important, cost interactions among
different products are disregarded. For example, the development cost of a product
generally decreases through learning by doing, as the firm accumulates experience in
developing similar products, but we ignore such interactions (for these aspects, see
Sorenson 2000).

Indeed, one of the reasons why strong preference is not adopted by the majority of papers dealing
with the general equilibrium framework is that corner solutions are difficult to analyze within this
framework.

3Clark et al. (1987 p 734) explains that product development goes through four stages: concept
generation, product planning, product engineering, and production engineering.
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Firms are price setters. It is simply assumed that they set their product prices
according to the full cost principle. That is, firms have a customarily determined
markup ratio m, and the price of a product is set at (1 + m) ¢, where c is the
proportional unit cost. Markup ratios can be influenced by the competitive condi-
tions of the market for a given group of products, but in this chapter, markup ratios
are assumed to be fixed at a certain level.

Price competition does indeed occur in the market, but it revolves around efforts
to reduce (proportional) production costs, and no firm tries to cut down its margins or
markup ratios. Further elements of background competition are sales promotion and
other marketing efforts. It is assumed that marketing expenses are proportional to the
sales volumes of each product and that they are already taken into account when
markup ratios are determined.

It is also assumed that all products have a predetermined product cycle time. For
example, a certain car model is restyled in 4-, 5- or 6-year cycles. Cycle time may
differ across countries and industries and may vary depending on changes in
economic conditions. Yet, here we assume a fixed cycle time. The production period
is much shorter than the product cycle. For example, a car can be produced in a day,
whereas its product cycle time is the order of years.

2.1.3 Sraffa’s Principle of Production

A specific but important assumption in this chapter is that firms manufacture each
product in the exact quantities that they expect to sell. This is Sraffa’s principle
(Shiozawa 1990, Chap. 5). There is no need to enter into the details of this quantity
adjustment. Roughly speaking, based on the actual sales of a particular product in
several previous periods, a production line manager decides how many pieces of
each variant should be manufactured in each coming period. This type of behavior is
in accordance with the observation that Sraffa made in his seminal paper (Sraffa
1926, p 543). As he pointed it out, the main difficulty for a firm wanting to increase
its production is not a potential rise in marginal costs but the impossibility of
increasing its sales volumes. In a sense, Sraffa’s principle is the effective demand
principle at the firm level, which determines its production volumes.

In the literature, it is often assumed that price determines demand. The demand
curve is a fictitious concept that takes on an actual meaning only in specific
situations.* In this study, by contrast, prices and quantities are assumed to be

“At a particular point in time, i.e., at the time of product design, development managers may
consider a demand curve with selling price as the independent variable. If the expected sales
volumes are too small, the engineers try to deduce the appropriate unit cost in order to obtain
satisfactory expected sales volumes. This procedure is widely known as target costing (Monden and
Hamada 1991; Kato 1993). Estimating optimal product variety is closely related to this procedure.
Yet, the problem is that the target costing procedure comes after the number of variants to be
developed is decided. So, when estimating optimal product variety, managers should assume
normal development performance (based on their past experience), including cost planning. Sraffa’s
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primarily separated and to move independently. Competition mainly takes place in
sales efforts. Once the specifications of a product and its production costs are
determined, its price is fixed for the whole product cycle time. It may eventually
change if sales expectations prove to have been too optimistic or if its proportional
production costs change considerably and unexpectedly. The assumption that
markup ratios and prices are fixed does not mean that competition is disregarded.
On the contrary, we assume here that fierce competition takes place in relation to
product quantities. Sales efforts are vital even for a monopolist because, without
them, good results cannot be expected.

2.1.4 Once the Estimation Is Made

Once it is decided, after the estimation process, that the variety of products should be
modified, the firm should change its product lineup. So, in logical order, the
estimation of optimal variety should come before the development and design of
each product. But, at that time, the firm possesses no detailed data on sales volumes
and costs for the product to be developed, and all information to be used in the
calculations relies on expectations. Firms often have extensive experience in pro-
duction, sales, and development, and those in charge of the estimation rely on past
experience to calculate potential future sales and costs. Both are highly speculative,
but, generally speaking, cost estimates may be more reliable than sales volumes
estimates, because development and production take place within the firm, whereas
sales very much depend on external conditions.’

2.1.5 Expected Coverage Function

The crucial assumption of this analysis is that a firm is able to obtain the estimated
coverage function y(N). We assume that managers try to estimate optimal product
variety when a product domain is given. In this estimation, expected sales volumes
per period of production are important. The estimated coverage function is defined
by means of the expected sales volumes. Sales volume may change from period to
period, but it is assumed that average volumes can be estimated. For a given N,
which is the number of variants, let D(N) be the maximal average sales volume
(in physical terms and not in value) per period of production. The detailed meaning
of maximal sales volume is given in Sect. 4. Let D be the maximal of D(N) when N is
increased infinitely. This sales volume is named potential sales volume and denoted

principle does not concern this phase of development, since it deals with how daily production
volumes are determined after prices are set.

3Clark and Fujimoto (1991) distinguish between fundamental and peripheral varieties, but no such
explicit distinction is made in the present chapter. Readers may assume product variety to be either,
although this makes a big difference for production and development management.
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Fig. 1 Expected coverage S
function and its derivative

o N

as D throughout this study. The estimated coverage function w(N) is defined as the
ratio D(N)/D. The expected sales function is defined as w(N) D. Thus, the value
w(N) can be interpreted as the retention ratio of the firm when consumers cannot find
a product with their ideal specifications in said firm’s product line.

The assumption made here is that the potential sales volume D is limited. This
assumption, i.e., that D is bounded, is eventually removed in Sect. 5.

The expected coverage function y is assumed to have the following properties:

i) wV) >0,
(i) w(0) =0,
(iii) y'(N) >0,
(iv) w"(N) <0,
(v) lim n _ oop(N) = 1.

The typical shape of the expected coverage function is shown in Fig. 1. Some
explanations are needed. The expected coverage function w(N) is only defined for
natural numbers N. But we adopt the usual convention that this function can be
treated as continuous and differentiable (piecewisely in Sect. 5), in order to simplify
the description and analysis. The integer problem is explained in Sect. 2.4.

Assumptions (i) and (ii) are self-evident. Assumption (iii) states that the expected
coverage function is monotonically increasing. This is plausible, as an increase in
variety boosts the chances to satisfy more people. Assumption (iv) states that the
expected coverage function is concave. This property holds when an increase in
sales volume through additional variety is not greater than that seen when the variety
is smaller. Assumption (v) seems very strong, but it follows from the fact that D is
defined as the potential expected sales volume when the number of variants is
increased infinitely.

From assumptions (i) to (v), the following properties of the derivative function
y'(N) are also obtained:
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(vi) ¥'(N) >0,
(vii) " (N) <0,
(viii) lim y _, oo/(N) = 0.

Condition (viii) is derived by reduction to absurdity. Suppose that
limy_o ¥/ (N) > ¢

for some positive €. Then

M
W) = (0) = [ w/r > et

This generates a contradiction, since y is assumed to be bounded.

2.1.6 Some Other Specific Assumptions

This section assumes that the fixed cost is the same for all products. This common
fixed cost is F. The proportional unit cost is also assumed to be the same, and it is
indicated as v. In Sect. 3, these assumptions are removed, and an interpretation is
given so that the equal cost assumption can be extended to more general cases.

2.2 Maximization of Expected Profit

We now move on to the estimation of expected profit. Let T be the product cycle
time, with all products being synchronized (this is a very unrealistic assumption). Let
S be the sales volume for all periods throughout the product cycle, which is equal to
w(N) D T. Then, the expected sales profits for the firm are p S, where p is the product
unit price. The total cost for all products throughout the product cycle, from the
development of each variety to final production at the end of the product cycle, will
be F N + v S. The for all products can be rewritten as

mvy(N)DT — FN.

Now, the estimation of optimal variety can be reduced to a simple maximization
problem. Indeed, the problem is to maximize

mvy(NYDT —FN (1)

where N moves among natural numbers. When N can simply be assumed to be real,
the problem is reduced to simple calculus, i.e., we take the derivative of the
expression and equate it to 0.
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The derivative of the maxim and of problem (1) takes the form
mvD Ty'(N) — F. (2)

Then, all results can be stated based on a single parameter E = (im v D T) / F.
Because of the conditions of y’/(N), two possible cases are identified.

Case I: When E is less than or equal to 1/y'(0), then there is no positive solution. The
firm’s optimal variety is 0, which means that it is better to leave the present
market situation unchanged.

Case II: When E is greater than 1/y/(0), then there is a single solution N* for which
the firm’s total profit will be maximized.® More explicitly, N* satisfies the
equation

W' (N*)=1/E=F/(mvDT). (3)

We confine our discussion to case II. What can be said about the behavior and
order of N*? A simple estimate from above can be given by E, i.e.,

N* <E. (4)

When we describe a graph of S = w(N), this can be easily seen (Fig. 2). A slightly
finer estimate N' from above is given by the equation

w(NT) = (1/E)NT.
When N = N‘L,
mvy(NYDT — FN" = E{y(N") — (1/E)NT} = 0.

So, the estimate N < N ' simply says that, at the optimal variety level, the total
profit of the firm is positive.

Further useful information is given by Eq. (3). As y/(N) decreases (conditions
(iv) or (vii)), it is easy to see that E and N * always move in the same direction. This
means that the bigger parameter E is, the greater the estimated optimal variety N*
will be, although the amount of changes is not proportional. As a very rough
estimate, E may be seen as a surrogate of variable N, in the sense that the movement
of N" can be known based on that of E. The next section examines how the parameter
moves according to changes in various situations.

SWhen N is not an integer, it is necessary to find an integer solution. This problem is discussed in
Sect. 2.4.
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Fig.2 N is majorated by E S S=NE

N* Nt E
2.3 Observations

Parameter £ = (m v D T) / F is the product of several multipliers and a divisor. In the
above discussion, these factors were assumed to be given and fixed. But, of course,
factors m and T are strategic variables that firms can change when necessary. Factors
v and F are costs, the reduction of which is an eternal target for any firm. As product
price is determined by (1 + m) v, if m and v change substantially, potential demand in a
given period may change accordingly. Some typical situations are examined below.

2.3.1 Break-Even Point F/(m v)

Let B = F /(m v). If the amount of product units sold is greater than B, the firm can
recuperate its fixed cost investments, i.e., costs incurred for development, designing,
setting up of the production line, dies and molds, training, and others. When the firm
sells a unit of the product, it can gain an amount equal to m v without accounting the
fixed cost. If the firm has a level of demand equal to B, then it can recuperate all the
costs incurred in the initial phase of product development.

2.3.2 Total Potential Sales Volume D T

Arithmetic product D T is the estimated maximal possible sales volume for a given
product that can be expected during the whole product cycle. In order for the firm to
make a profit, D T must exceed B = F/(m v). Thus, inequality

DT/B=mvDT/F > 1

is the necessary and sufficient condition for the firm to produce at least one item in
the product group at a profit.
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2.3.3 Effects of Decreased F and v

When fixed cost F of a product variant decreases, while other factors remain
unchanged, the chances of increasing product variants improve. On the other hand,
when unit cost v decreases, this cost reduction may have an opposite effect on the
number of product variants. In order to know the overall effect of said cost reduction,
it is necessary to look at how ratio v/F changes.

2.3.4 Product Cycle Time T

Product cycle time T varies across countries and industries, and what determines it
still remains rather unclear. In the automotive industry, Japan’s cycle time is
normally 4 years, with a minor change during it. As for Europe, the cycle time is
customarily 5 years, whereas the majority of US automobile producers set their cycle
time at 6 years.

At the beginning of the twenty-first century, GM and Toyota had comparable
total demand D. If we assume that GM’s cycle time 7 is 1.5 times longer than that of
Toyota and that the ratio m v /F is comparable for both companies, then it is plausible
for GM to have more models than Toyota. However, as this is not the case, it may be
concluded that ratio m v /F for Toyota is smaller than 2/3 of that for GM.

2.4 Discrete or Integer Problem

As stated in Sect. 2.2, to estimate optimal variety in a finer way, we need to obtain an
integer solution for N*. In principle, this is not difficult, as it is sufficient to take a
difference operator instead of a differential operator.

We provide the following definitions:

Ay(N) =y(N +1) —w(N)
and
A2 (N) = {w(N +2) = 2p(N + 1) + w(N)} /2.

Then, functions w(N), Ay(N), and A%yw(N) satisfy the five parallel conditions
indicated in Sect. 2.1. Moreover, Ay(N) and A%w(N) satisfy the three parallel
conditions below:

(vi') Ap(N) > 0.
(vii') A*w(N) < 0.
(viii’) 1im y _, ~ Ap(N) = 0.

The only difference from the discreet problem case is that it is not necessary to
obtain an exact equation
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Aw(N) = 1/E = F/(mvDT) (5)

for an integer N. Therefore, it is wiser to calculate optimal variety through the
following dynamic programming:

Step1 Set N=0.
Step2 If Aw(N)>E,thenlet N=N + 1.
Step 3 Continue step 2 until Ay (N) < E. Then let N* = N and stop.

This program stops when conditions (vii") and (viii’) hold for Ay(N).

3 Extension by Reinterpretation

At the end of Sect. 2.1 rather strict assumptions were made. These assumptions can
be relaxed by reinterpretation.

3.1 Varying Unit Costs

If fixed costs are the same for all prospective products while unit costs vary, the next
convention is useful. Indeed, let unit costs for product J be v, and fixed costs be F,
which is the same for all products. Choose any one product to be the standard and
indicate its unit cost simply as vs. Then, the number of variants N is counted as usual,
by means of the number of development projects to be started. As for potential sales
volume D and expected sales volume w(N) D, each expected sales volume must be
summed up after being multiplied by weight v; / vs. Thus, the estimated coverage
function w(N) is defined for each integer N. The key parameter E is calculated as
(m vgD T) /F with unit cost vg for the standard product.

3.2 Varying Fixed Costs

A sort of conjugate calculation is possible when fixed costs vary and unit costs
remain the same. This time, the number of products must be weighted by the factor
F;/ Fg, where F is the fixed cost for variant J and Fg is the fixed cost for an arbitrarily
chosen standard product. In this case, the expected sales function is not necessarily
defined for integers but may be defined for some positive numbers. Parameter E is also
given as (m v D Ts) / F, with fixed cost F for the standard product.

The shorthand assumption that the expected coverage function is defined on all
nonnegative numbers becomes a useful convention when we want to extend the
optimal variety estimation to the case of varying fixed costs.
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3.3 Varying Fixed Costs and Unit Costs

Taking one product as the standard, the expected coverage function can be
constructed like in the cases presented in Sects. 3.1 and 3.2. However, the operation
becomes much more complicated, and it is difficult to obtain an intuitive meaning for
D and N. Nonetheless, the principle remains the same, but parameter E loses its
meaning.

In this complex case, in which both fixed costs and unit costs vary from product to
product, it is wiser to make a similar calculation to that of the dynamic programming
for the integer problem.

4 Exact Meaning of Maximal Sales Volume

The analysis above in search of optimal solutions may have a normative meaning
only when the maximal sales volume is interpreted in an exact sense. It is appropriate
to provide a detailed definition of the concept of maximal sales volume.

First, it should be pointed out that the term optimal variety is in fact ambiguous, as
it has two different meanings.” One is the number of variants that a firm plans to
produce. This was the meaning used in Sects. 2 and 3. The other meaning concerns
the profiles of the firm’s products, with specifications for each of them. For a given
number of variants N, a firm can opt for different profiles, and selecting the best one
is a crucial task. As for a single-product firm, the choice of specifications for its only
product is sometimes called positioning. In the case of a multiproduct firm, selecting
the best profile is also vital, since it is a strategic decision. This is why it is necessary
to distinguish between the number of variants and the profile of variants.

To clarify the concept of maximal sales volume, the above distinction must be
taken into account. Indeed, the maximal sales volume is defined for a given number
of products N, but it should be calculated considering all the profiles of N variants. A
more concrete example may clarify the matter.

Take a two-dimensional Lancaster space, and assume that the consumers are
distributed according to a normal distribution given by the density function

a-exp{(x+y)7/2+ (x —y)*/4},

where a is a coefficient so that the integral over the entire R space is 1. A graphical
description of this distribution is given in Fig. 3.

Assume that the consumers buy one of the products in the group when the
Euclidean distance in this Lancaster space is smaller than 6. Said distance § may
be called reservation distance, just like reservation price (Waterson 1989). Parameter

"Meade (1974) adopted the terminology number and variety of products, where number stands for
what we call variants of products and variety stands for what we call profiles.
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Fig. 3 A distribution of y
consumers in R?

6 varies depending on the price level of the group of products, the consumer’s
income level, and whether the prospective purchase is the first or second. A
consumer looking for a second car must have a smaller J than other consumers
who make their first purchase. This kind of detail is abstracted in the following.

When N = 1, the best specification for the firm is (0, 0) (Fig. 4, Panel A). When
N = 2, the best profile is the one displayed in Fig. 4, Panel B. When N = 3, the
profile is different again (Panel C).® The most important aspect here is that the
arrangement of the best profiles changes when N changes. The choice of the best
profile for N cannot be attained by simply adding a new product with new specifi-
cations. To obtain the best profile, all the products must be rearranged with new
specifications. In other words, best profiles are not achieved through sequential
optimization, by merely introducing new products with good specifications.

The need to redesign all their products anew is a heavy burden for firms seeking
to expand their product range. Starting the development of several products at the
same time requires extra work and skills, which often involves recruiting new
development staff. Moving from an incumbent model to a new model, with a new
name and completely different specifications, increases the risk of losing a portion of
former customers. Therefore, it is reasonable for a firm to introduce a new product
while keeping its older products as they were before.” However, the meaning of
maximal sales volume should be understood as the expected maximal demand when
all product designs are newly developed and suitably arranged while considering
overall effects to attract as many potential consumers as possible.

8The panels in Fig. 4 are conceptual ones. They illustrate how best profiles (arrangements of
specifications) change when N changes.

°An evolutionary perspective may be useful as a practical solution for a firm (Sorenson 2000).
However, this chapter confines itself to analyzing the decision-making process when all these
complications are negligible.
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Fig. 4 Conceptual a

Best profile for N=1
diagrams for best profiles P

b Best profile for N=2

c Best profile for N=3
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5 Oligopoly Market with Multiproduct Firms

When there are more than two firms competing in the market for the same group of
products, the analyses in the previous sections are invalid. Even when competition is
between two firms manufacturing a single product, it is known that the Nash
equilibrium does not necessarily exist (see Hotelling’s analysis of locational com-
petition).'® If a firm adopts a given product specifications profile, the other firms will
be influenced by these decisions. Yet, in this section, we suppose that each firm
chooses the best profile for itself independently, without taking its competitors’
choices into account, and all complications arising from the question of profile
choice are neglected.

5.1 Market Shares of Firms

Suppose that firms are attributed shares of the market. Let them be
S1,82, ..,k >0 and s;+s+...+s5xg =1,

when there are K firms in the market. A draconian assumption made here is that each
firm uses this share when estimating optimal variety for itself. As a result, each firm
J in the market perceives that its expected maximal sales volume is

sjw(N)D.

We also assume that all firms have the same fixed cost F, the same unit cost v, the
same product cycle 7, and the same markup ratio m. Then, each firm uses this
estimation and determines that its optimal product variety N;~ is given by the formula

s;w (N, ) =1/E=mvDT/F. (6)

Formula (6) is not convenient for calculating how many products (i.e., how many
variants) will be produced. When the market admits a single monopolist, is the total
number of variants for all firms less than, equal to, or greater than the optimal variety?
To examine this, let us take the multiplicative inverse (reciprocal) of formula (6)

1/w(N;) =s,F/(mvTD). (7)

The function S = 1/ y'(N) is defined on the semi-positive axis [0, co). Take the
inverse function of this function and write it as

N =V(S). (8)

This function V is defined on an interval [Sy, co) where Sy = 1/ v’ (0).

105ee Hotelling (1929) and Lancaster (1990 p 198). Eaton and Lipsey (1975) show that there can be
no equilibrium.



114 Y. Shiozawa

Determining whether the total number of variants for all firms is bigger than the
optimal variety, for a monopolist depends roughly on whether function N = V(§) is
concave or not. Details are discussed later.

Let us take a short break and see how concavity is related to the later examination.
Suppose an arbitrary function N = f(S) is defined on the semi-positive axis [0, co).
Assume also f (0) = 0, for the moment. For such a function, the following two
propositions hold:

1. If fis convex, then for any positive x and for any set of shares sy, 55, .. ., S,
Fx) > f(s10) +f(s2%) + -+ +f(sx %) )
2. On the contrary, if fis concave, then

Jx) <f(s1x) +f(s2%) + -+ +f sk x). (10)

These two propositions are easily proven. Here, we prove proposition (2). If f
(0) = 0 and fis concave, for any s in (0, 1),

Flsx) > 0+ 5/(%)

by definition of the concave function. Then, summing up these inequalities, we
obtain the following (Fig. 5):

F) = (s1+s2+ ... +sk)f (x) <f(s1%) +f(s2x) + - +f(s5x%).

N
N =£(S)
N*
N;
N,
> S

S,X S4X X
N,>s, N* and N,>s, N*. Then N, + N, > N*, when s,+s,=1.

Fig. 5 A concave function with f(0) = 0 and proportional division
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The trouble with our case is that function N = V(S) is not necessarily defined on
the whole semi-positive axis. As the general case is complicated and difficult to see,
in the following sections, we will examine some concrete functions for both the
concave and the convex cases. Implications for the oligopoly market case will be
discussed after the examination of these concrete functions.

5.2 Concave Case

We will now examine some typical cases of functions V. Let
w(N)=1-1/(1+N/A). (11)

Here A is any positive constant. This is the most typical case, and yw(N) satisfies
conditions (i) to (v) in Sect. 2.1. An easy calculation leads to the following:

W(N) = (1/A) - 1/(1+N/AY 1)y/(N) = A(1 + N/AY

Then, we see that
V(S)=VAS—A VSZA.

Here are two other simple examples. Functions y and V are given as Egs. (12) and
(13):

w(N)=1—eNM4  V(S)=AlogS/A VSZA, (12)

w(N)=1—(1+N/A)% V(S)=A((aS/A)VH —1) vszA.  (13)

Index a in Eq. (13) is any positive constant. The example given as Eq. (11) is a
special case of the example given as Eq. (13) when a = 1. In these examples, the
increasing order of the coverage function is moderate, in the sense that saturation
proceeds by a power of N. In contrast to moderate examples, the expected coverage
function of the example given as Eq. (12) saturates rapidly when N exceeds A.

Note that, in these examples, function V is always concave, but it is only defined
on the interval [A, co). An extended function V can be defined along the entire
semi-positive axis by the convention V(x) = 0 for 0=x < A. Then, even if the
original function V defined on [A, o) is concave, the extended function is not
concave (see Fig. 6). However, we claim that, in most cases, estimation (10) is
valid. Indeed, let E be m v D T/ F as before. Then V(E) gives the optimal variety for
the fictitious monopolistic firm. Let L be the coordinate where a straight line
connecting the origin and point (E, V(E)) intersects curve N = V(§). Constant
L is bigger than A, but not very different from A. Moreover, when N = V (E) is
large, the slope of the straight line becomes lower and L approaches A.
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Fig. 6 Concave function N N=V (S)
V(S) with restricted /

definition domain

AlL E=F/mvTD) S

Now, let us go back to a market of K oligopolists. As firms are oligopolists, they
produce at least one product, and their market shares are sufficient to ensure that their
optimal variety V(s;E) is at least bigger than or equal to 1. It is very probable that

siE > L
for any firm J. In this case,
V(sjE) > sJV(E).
Summing up these inequalities for all firms, we obtain
V(ssE) > (s1 + 82+ - + sx)V(E). (14)
This is the same as claiming
Ni+Ny+---+Ng >N, (14a)

where Nj is the optimal variety for firm J and N is the optimal variety for the fictitious
monopolist.

Thus, without any great loss of generality, we can claim that, if oligopolists
produce their optimal variety and if function V is concave on its domain of definition,
then the total number of variants for all oligopolists will exceed the monopolist
optimal variety.

5.3 Convex Case

Are functions V defined above always concave on their domain of definition? The
answer is not necessarily. First, let us take an example as given in equation

y(N) = (N/A)" (15)
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where 1 > a >0 and A > 0. By means of a simple calculation,
W/ (N) = (Afa) - (N/A)'.
Thus, function V is given by
V(S) = A~V1=4) . (g5)!/ (1=, (16)

This function is defined along the entire semi-positive axis and is convex for
1/(1—a)> 1.

Considering a function y(N) like (15), since V (§) is convex, following a similar
argument to that made for the concave case, we may have an estimation such as

Ny +Ny+---4+Ng <N. (14b)

In this case, the function of Eq. (16) is defined along the entire semi-positive axis.
So, there are no complications, just like in the general concave case. Can we thus say
that both cases (14a) and (14b) are dependent of the shape of functions y(N)? The
answer is no.

Note that the function of Eq. (15) is not bounded. Hence, this function does not
satisfy property (v) of the expected coverage functions, since property (v) of function
y is equivalent to the expected sales volume being bounded. As we explained
previously, it is only a conceptual content which matters when we set lim ».
> oW (N) = 1. If the expected sales volume remains bounded, it is always possible
to set in this way through a simple change of units. But when the expected sales
volume is not bounded, an expression like the coverage function loses its meaning.
However, if demand for a group of products can be stimulated without bounds by
increasing the variety of products, function yw(N) can be defined by fixing D at any
convenient amount.

The convexity of function V (S) is closely related to the unbounded nature of the
expected sales volume. Indeed, if we suppose V (S) to be convex on an interval
which extends to infinity, then, for some positive f, we can take

V(S)>p-N VS > Sp.

By definition V (S) = 14/(N), when N = V (S). The above inequality is
equivalent to

W/ (N) > BN ory/(N) > (1/8) - (1/N)

for all N > N,. Taking an integration of the latter inequality, we obtain

w(U) = y(No) = [y, v/ (N)dN
= (1/B) [y, 1/NdN = logU — logN.

When U increases infinitely, then log U increases infinitely. This means function
w(N) is unbounded.
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It is worth mentioning that even if function w(/N) is bounded (or smaller than 1),
function V (S) may have a small part where it is convex. To construct such a
function, it is sufficient to connect continuously (in both w(N) and y'(N)) two or
three parts from bounded and unbounded . But the convex part cannot be very
large, for reasons similar to those of convex V (S).

Furthermore, the fact that (V) is unbounded does not guarantee that V (S) will be
convex. An example like Eq. (17) exists:

w(N) = Blog{l + (N/A)} + C{1 — 1/(1 + N/A)"} (17)

for A, B, C, and ¢ > 0.
When ¢ = 1, function V(N) is explicitly expressed as follows:

V(S) = 1/2{35 — 24+ VBS* + 4ACS}.

For other ¢ values, the reciprocal of /() is not easily solved as a function of S.
But, it is possible to see that 1/y/(N) has a positive second order derivative in N and
that function V(S) is concave where it is defined.

It is interesting to note that the increasing orders of such functions are very slow.
In fact, if function w(N) satisfies conditions (i) to (iv) but not (v) and if the
corresponding function V(S) is concave where it is defined, then w(N) can be
majorated by a logarithmic function B’ log(1 + N/A) for a suitable positive B'.

5.4 Observations and Discussion

The product variety literature is characterized by many contradictory assertions. For
example, as Lancaster (1990, p 192) points out, Chamberlin (1933) concludes that
monopolistic competition will always lead to more products than the socially
optimal level, whereas Dixit and Stiglitz (1977) claims that the market will always
have too few products.'' Although we do not consider socially optimal variety, the
observations in Sects. 5.3 and 5.4 may help shed light on this. To the extent that our
assumptions are valid, it is highly probable that the inequality of (14a), rather than
that of (14b), will hold.

If our construction is somehow linked with those contradictory assertions, two
observations are worth mentioning. One is that relations like (14a) and (14b) are too
sensitive to the specific assumptions introduced on an ad hoc basis. Another aspect is

Gee also Itoh (1983). Caminal and Granero (2012) compares the cases of multiproduct firms and
single-product firms using a spokes model and concludes that multiproduct firms have a competitive
disadvantage vis-a-vis single-product firms, which contradicts the observations made in this
analysis.
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that these contradictory results are due to the conflicting characteristics of the Dixit-
Stiglitz preference, on the one hand, and strong preference, on the other hand.

5.5 Clustering and Overcapacities

As total variety in the market for a group of products is important, it might be
interesting to investigate how variants are distributed in the case of an oligopoly
market.

Suppose that the market comprises one giant player and a few smaller firms. The
giant may choose the optimal profile for its products, and these will be distributed
rather widely across the Lancaster space. Smaller firms, in particular when their
optimal variety is a single product, will tend to cluster around the volume zone since,
if they ignore or find it difficult to guess the other firms’ behavior, they will choose
the position where a single variant will attract as many consumers as possible. Not
many such positions exist, so that the natural consequence will be clustering.
Clustering is widely observed and indicates that implicit coordination or collusion
among firms is often rather difficult.'?

The fact that inequality (14a) is likely to hold indicates that, in an oligopoly, firms
normally operate in a situation of overcapacity, even though each firm estimates its
share and expected sales reliably. This proposition is easily explained by Fig. 7. The
total number of variants for market N* exceeds the optimal variety N~ of the

N

N# ~
N*
N, * /

N, //

S
a,S* a,8* a,S* S* St
1=a,+a,+a,

Fig. 7 Overcapacities are almost inevitable

12 Another possible strategy for small firms is to find a niche that is not covered by the products of
the big firm.
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monopolistic estimation. So, the total amount of sales for firms may exceed expected
sales S”. But increasing variety to a level higher than N* will not increase actual sales
proportionally. Thus, realized sales N,” for firm 1, for example, will be lower than
expected sales N;”. The same reasoning applies to other firms too. When it sets its
production capacities, a firm aims at making sure that said capacities are sufficient to
produce what it expects to sell. Yet, the above situation indicates that an oligopoly
market will be affected by overcapacity in spite of firms forecasting their sales
proceeds reliably. This may explain why it is normal for a market economy to
have overcapacities and to be a pressure economy (in the sense used by Kornai
1980).

6 Conclusions

The Dixit-Stiglitz formulation is most frequently used in the analysis of product
variety. However, this formulation only focuses on each individual’s love of variety
and does not give useful insights into the matter of product variety arising from
individual differences. Conversely, the present study favors the strong preference
hypothesis and provides a general framework for the analysis of multiproduct firms
operating in markets where individuals have different tastes.

The merit of this work is that it presents an explicit formula that may help guess
the direction of change in a firm’s optimal variety. Putting the expected coverage
function aside, there are only five factors which influence strategic decision-making:
fixed costs (including development and implementation costs), unit variable costs,
markup ratio, product lifecycle, and expected potential demand for the product
group.

While several obstacles (mainly in the estimation of the expected coverage
function) prevent the present formulation from being applied to an actual situation,
some normative indications may be gained as to what factors must be taken into
account. Normative here means that, if all required information is available, one
must proceed in the way that was used to estimate optimal variety. This is a virtue
that we have not been able to not find in any similar argument on product variety. In
real decision-making, however, it would be hard to collect a sufficient amount of
exact information.

As for the comparison between a monopoly and an oligopoly, while the total
number of products in the case of oligopolistic competition may indeed be smaller
than the number of products found in the monopolistic case, the opposite case is
much more likely to occur. This partly explains why a market economy tends to be a
pressure economy. Remarkably, although it is one of the most evident characteristics
of free market economies, this aspect is generally ignored in equilibrium analysis.
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Capability Building and Demand Creation m®)
in “Genba-Oriented Firms” e

Takahiro Fujimoto

Abstract This chapter analyzes the behavioral patterns of genba-oriented firms,
which pursue both target profit (markup) rates and stable employment, by using a
simple evolutionary economic model with Ricardian cost function and design-based
product differentiation, called the PXNW model, as opposed to the standard neo-
classical profit-maximizing model of firms. Here, genba refers to a manufacturing
site where value-carrying design information flows to the customers.

After illustrating the basic logic of the PXNW model, a process analysis is
performed to explain the sequence of events and activities leading from a steady
state to another steady state with lower prices or higher wages. Finally, we present
several actual cases of Japanese local factories or small and medium manufacturing
firms (SMEs) in various sectors whose behavior is consistent with the patterns of
firm activities predicted by the PXNW model.

The process analysis shows that, when the production prices are stable, a genba-
oriented firm can move from one steady state, achieving both goals of target markup
ratio and stable employment, to another one with higher wages or lower prices,
provided that it can simultaneously improve physical labor productivities (often
through process innovations) and create effective demand (often through product
innovations).

In brief, certain evolutionary economic models, such as the PXNW model, may
better explain what was happening in the real economy with many genba-oriented
firms during the Cold War and post-Cold War periods, particularly between the
1950s and the 2010s.
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1 Demand Creation for Employment: A New Perspective
1.1 Introduction
1.1.1 Purpose of This Chapter

This chapter discusses manufacturing firms’ efforts for effective demand creation.
The firms that we have in mind here are not necessarily the profit-maximizing firms,
which appear in today’s standard economic textbooks but rather the so-called
manufacturing site-oriented firms or genba-oriented firms, which we have observed
in our field studies of actual manufacturing sites in the period of global competition.
This chapter argues that, when they face intense international cost competition, such
firms tend to pursue (i) continuous capability building for physical productivity
improvements that lower their products’ supply curves and (ii) effective demand
creation that expands the products’ demand curves. The first part of this book
primarily examines the capability building of such firms and sites, while the second
part mostly investigates their effective demand creation, including stepping up sales
efforts, increasing product variety, finding new market segments and applications, as
well as developing new demand-creating products.

Within the history of economic theories, the economic model adopted here is
based on classical economics emphasizing production (plutology in Sir J. Hicks’
terminology; Hicks 1976) rather than neoclassical economics focusing on exchange
(catallactics)." We also argue that effective demand creation to achieve full employ-
ment may be the task of not only J.M. Keynes’s government at the macroeconomic
level (Keynes 1936) but also of numerous genba-oriented firms at the microscopic
level of the national economy.

1.1.2 The Basic Logic Behind the Behavior of Genba-Oriented Firms

To begin with, we summarize the basic logic of this chapter as follows:

(i) We can construct an economic model for genba-oriented firms as firms that
pursue target markup ratios (') and target numbers of employees (N') at the
same time, rather than simply maximizing profits. Since a genba is part of a firm

'While there is no clear consensus on the price (value) theory of classical economics, this book
adopts the notion that normal price p is determined by unit production cost C and markup ratio r,
following the full-cost principle, or p = (1 + r)C. The following remark by David Ricardo explains
this price theory: “The value of a thing is the ‘cost of production’ including profits” (Ricardo 1817).
Shiozawa (2017) provides a clear discussion of this matter: “There is no unified understanding of
what it [the classical theory of value] is.” “I have chosen Ricardo as the representative of classical
economics.” “My definition of Ricardo’s theory of value, and consequently, of the classical theory
of value, is the cost of production theory.” This book adopts Shiozawa’s view, in that it does not use
the famous “labor theory of value” but regards the broader concept of unit production cost as the
basis of the classical theory of price (value).
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and of a community at the same time, and since one of the most important
objectives of a community is likely to be stable employment, we assume that a
genba-oriented firm is also a community-oriented firm that aims to achieve
stable employment (N = N) in addition to stable profit ratios (r = ).

(i) When genba-oriented firms or sites in high-wage advanced nations face intense
cost competition vis-a-vis those in low-wage emerging nations, the former are
forced to increase physical productivities or lower input coefficients, in order to
make up for international wage gaps and thereby survive unit cost competition.
Unless their sales quantities grow fast enough to absorb the redundant work-
force created by the abovementioned productivity improvements, the high-
wage firms and sites will have to reduce the number of their employees to
achieve the target profit ratios (r = r*), which, however, means missing the
other target, i.e., stable employment (N < N").

(iii) In this competitive situation, the necessary condition for a genba-oriented firm
to simultaneously achieve its target markup ratio (+*) and employment level (N*
), while maintaining real wage rates, is to lower its unit cost by improving
physical productivities and to create effective demand quantities at the same
time. Graphically, this means simultaneously shifting the supply curves and
corresponding cost curves downward and the demand curve outward.

(iv) In the context of innovation theories, the above conditions are often accompa-
nied by the combination of process innovations for productivity improvements
and product innovations for effective demand creation. We may call these
grassroots innovations or innovations to stabilize employment at the level of
sites, communities, and firms.

In this chapter, we will show a simple Ricardian (i.e., classical or plutology)
economic model that can approximate the typical behavior of genba-oriented firms.
We will also present some actual cases of such genba-oriented firms observed during
the post-Cold War period.

1.2 A Model of Demand Creation for Employment
1.2.1 Design and Downward Sloping Demand Curves

Since products having different designs are mutually differentiated on the market,
each firm or site experiences a situation akin to that of monopolistic competition, in
which competing products are similar but heterogeneous and each product is char-
acterized by a downward sloping demand curve (Chamberlin 1933).

What is different from the conventional monopolistic competition model, how-
ever, is that a firm with a new product is neither a simple price taker nor a simple
price setter. The process in this model is more like a dialog between the firm and the
future market through design, a new factor. That is, the firm introduces a new design
to the market, forecasts market responses in the form of predicted demand curves,
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and determines a new product’s price and quantity plan. In other words, design is an
additional independent variable that the firm can manipulate. We will explain this
model later in this book.

To better understand the trend of the downward sloping demand curve, let us
assume that a customer’s reservation price (i.e., the price the customer is willing to
pay) for a product with given design information is determined by the said product’s
functions and the customer’s tastes and that product functions are realized when the
customer-user operates the product’s structure in certain use environments. That is,
when consumer i decides whether to buy product j (e.g., a passenger car) at a given
time, consumer i’s reservation price p”; for product j can be expressed as follows:

Py =1 (Fy) =f;(S;. 0y, Ey)

where the product’s structure is S;, the user’s predicted pattern of operation is O ij» the
predicted use environment is E ;j» the product’s expected function is F ij» and the
customer’s taste, which converts product functions into a reservation price, is f;;.

It is obvious that the reservation prices (pi;) of the same product structure (Sj) will
be different depending on individual customers, due to the distribution of their tastes
(f;), as well as predicted operation pattern (O,-j) and predicted use environments (E i)-
If we aggregate all potential customers’ individual demand functions connecting
selling price p*; with demand quantity 1 or O (1 if p"; > p*;; 0 if p";; < p*)), we can
create a market demand function for product j that is downward sloping (Fig. 1).

On the supply curve side, if we follow the classical assumption that a product’s
price is determined not by demand-supply equilibrium but by unit production cost
plus markup regardless of quantity (p*; = (1 + r)C;), the individual supply curve for
product j can be drawn as a flat line, and the intersection of a product’s individual flat

Price, Cost
r max
p ij l&

5= (14r°)C," product j’s
J ]

; TTal individual supply curve (flat,
target sales price " ) pply (f )
-] r = mark-up ratio
c market demand curve
target cost for product j (downward sloping)
4 .
/! Quantity
III
Pr / s *
Ty X
reservation price | * target sales quantity

= effective demand quantity
individual i’s
demand curve for product j
(10ro0)

Fig. 1 Flat supply curve and downward sloping market demand curve for product j
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supply curve and downward sloping market demand curve indicates the effective
demand quantity for product j.

Thus, our model starts from the traditional assumption of normal price as
production cost plus normal profit, but it introduces an additional factor, i.e., design.
As a result, products are now differentiated by design, so each product design will
have a downward sloping demand curve representing a summary of how the market
evaluates this particular product. Because effective demand quantity is determined at
the intersection of the supply and demand curves, design quality will influence
demand quantity by shifting the demand curve.

In any case, in the present production economy model—unlike the standard
neoclassical model, where prices and quantities are simultaneously determined by
demand-supply equilibrium—prices and quantities are not determined simulta-
neously, partly because the supply curve is flat and partly because product design
affects the demand curve and quantity.

1.2.2 Demand Creation and Innovation as New Design

In this context, design information is information about the causal relations between
product j’s structures and predicted functions when customer i uses it, or (S, F i)- So,
if a firm can successfully improve the quality of its product designs, potential
customers are likely to revise their reservation prices p’;;, so that the market demand
curve is likely to be shifted upward.

As shown in Fig. 2, given the supply curve or given the planned unit production
cost (Cj*), markup ratio (r"), and supply price ( psj* =(+r )Cf’) of product j, the
upward shift of the demand curve through effective design will boost effective
demand quantity (x*) and, consequently, employment levels at the site manufactur-
ing the said product. Conversely, given the target production quantity (xsj*) required

ij>

demand curve
price P (reservation prices of customers pg;.)

supply price py; \

mark-upvalue
per product r*a,w,

suppy curve
Dse = (147" )a,w,

SssssssssssssssssssENRARER RS

unit production cost
Ce = aw,

demand or

: production

0 production quantity X
quantity X,

ssssssssssssessnssnanns

Fig. 2 A product’s demand and supply curves (PX quadrant)
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for the site to sustain current employment levels, higher design quality, thanks to a
shift of the demand curve, will drive up the supply price (p*), thereby leading to
higher site-specific wage rates and/or profit rates, at least temporarily.

This is the power of effective design, which should be incorporated into the
analysis of the modern production economy. With design as an independent variable
that can shift the market demand curve, it may be possible for a firm’s product, and
site, to achieve target employment levels, corresponding target sales quantity (xxj*),
target selling price ( psj*), markup ratio (+'), and target unit cost (Cj*) at the same time
as a steady state. We will discuss this model in detail later in this book.

Joseph Schumpeter defined innovation as a new combination of materials and
forces that generates economic development (Schumpeter 1934). Within the pro-
duction economy framework adopted in this book, we can reinterpret the concept of
innovation as new combination of an artifact’s functions and structures creating
economic value, which, according to our definition of design, is nothing but new
design. The concept of design was not known to economists when Schumpeter
published his first version of The Theory of Economic Development, but it seems
obvious that his famous examples of new combinations (e.g., new good, new
production method) involve new designs and artifacts.

We can thus regard the abovementioned upward shift of the demand curve in
Fig. 1 as innovation as new design for generating additional effective demand at the
firm level. While Schumpeter focused on discontinuous innovations for major
economic development at the national economy level, we also identify incremental
innovations causing small shifts of the demand curve for individual products, which
can have a significant economic impact when many products and sites implement
them at the same time.

Furthermore, if the aforementioned target sales quantity (x‘_,-*) is set for securing
employment at the production site and effective new design is used to achieve it, we
may regard this as innovation for employment. Many such grassroots innovations are
observed in small community-based and site-oriented firms in Japan, for instance.

1.2.3 Steady-State Prices

Let us now move to the third level of Fig. 1, the national economy. At this level, the
value added of domestic sites, firms, and industries is aggregated to national
products (e.g., GNP, GDP) in macroeconomics. As for the prices of all products in
the national economy, the general equilibrium theory in microeconomics mathemat-
ically proves—by solving simultaneous price-quantity equations—that a set of
prices able to achieve demand-supply equilibriums in all markets exists under
perfect competition. This is the consensus on the side of Hicks’ catallactics.

On the other hand, there is no clear consensus on the matter in plutology.
Nonetheless, this book’s point of view is that the most complete theory of prices
developed thus far to analyze multiple products and markets at the level of the
national economy is Piero Sraffa’s Production of Commodities by Means of Com-
modities (Sraffa 1960).
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Sraffa’s concise but mathematically precise book adopts the aforementioned
Ricardian (or classical) view that price is determined by unit production cost and
markup ratio (p = (I + r)C). Yet, unlike Ricardo, who reduced unit production cost
to direct labor cost (C = aw), where a is the labor input coefficient and w is the
average hourly wage, Sraffa considered not only labor cost but what today’s cost
accounting calls direct material costs and factory overheads (e.g., production tools
and equipment), each of which can also be calculated as input coefficient times input
price. That is, C = (agw + Y.a;p;). So, the corresponding selling price is p; = (I + r)
(agw + Y a;p;), where ay is the labor input coefficient and g; is the input coefficient of
product j. Note here that there is a circular relation in which inputs become outputs
and outputs become inputs (p; is used twice in this equation).

Sraffa (1960) proved that we can solve these simultaneous equations in the cases
of non-growth economies and growing economies, as discussed later. An important
aspect is that, in Sraffa’s price system, the prices, including the wage rate (w, jp;), are
determined by input coefficients (ay, a;), which are the inverse of physical factor
productivities, and markup ratio (r), which is related to distribution of income
between capital and workers. That is, in Sraffa’s system, given the markup ratio,
prices and wages are determined by the productive performance of manufacturing
sites. Thus, we adopt Sraffa’s model of prices as the basis for the production
economy framework put forward in this book.

Moreover, this pricing system of the modern production economy does not rely
on the classical labor theory of value or subsistence theory of wages, which is not
realistic in most industrialized nations today. Sraffa’s prices are based only on
productivities (input coefficients) and profit (markup) ratios regardless of subsis-
tence wage, however, defined. The prices of modern plutology are not equilibrium
prices either, unlike in catallactics, but rather steady-state prices or the prices that
sustain a stable pattern of flows or circulations of merchandise and value added.

To sum up, the modern production economy adopts the steady-state price
model—in which all prices in the national economy are compatible with stable
flows/circulations of materials, goods, and value added, given the sites’ productivity
and profit requirements—instead of the neoclassical general equilibrium model. We
may regard this as a flow-sustaining system of prices. As such, the model follows the
classical production-cost-plus-markup theory of value, but it departs from the now
obsolete labor theory of value of the nineteenth century. In any case, the price (value)
model adopted here is flow-oriented.

1.2.4 The PXNW Model: Assumptions

Based on the discussions concerning the demand curve and prices within the
classical production economy model (plutology), let us now construct a simple
model of a genba-oriented firm as a PXNW model (Fujimoto 2017), which combines
a classical model of natural prices (i.e., flat supply curves) with Ricardian cost
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functions, product differentiation (i.e., downward sloping individual demand
curves), and Keynes-type employment functions at the firm/site level. As such, the
model includes the following assumptions:

®

(i)

(iii)

(iv)

v)

(vi)

(vii)

Full-Cost Principle: A firm is assumed to produce a single product for
simplicity’s sake. Its supply price (p;) is determined by its unit cost (C) and
a predetermined markup ratio (r), i.e., ps = (I + ') C. That is, the full-cost
principle applies here (Hall and Hitch 1939).

Ricardian Cost Function: It is assumed that unit production cost C is ultimately
represented only by unit labor cost, which is hourly wage rate (w) multiplied by
unit labor cost (@). That is, C = aw, which is nothing but a Ricardian cost
function (Ricardo 1817).

Natural Price: The above assumptions lead to the concept of natural price,
which is assumed to be fixed, regardless of production quantity. That is, in the
price-quantity space, the supply function is flat, or p, = (I +r ) C = (1 + 1)
aw.

Product Differentiation: We also follow the modern assumption that products
with similar designs are differentiated from one another, which results in a
situation of product differentiation and oligopolistic competition (Chamberlin
1933). Hence, we have a downward sloping demand curve for each product
design. Assuming a linear demand curve for simplicity’s sake, we may
describe it as p"_A-Bx, where p” is the reservation price of potential customers,
A is the maximum reservation price, and B is a positive coefficient (B > 0).
JIT Production: For the sake of simplicity, it is also assumed that, given fixed
supply prices, the firm’s demand forecasts for the next period are accurate and
that its periodical production plans follow the said accurate demand forecasts.
In other words, a just-in-time (JIT) production system is assumed here. For a
given product, production quantity (x) for the next period is determined at the
intersection of its demand and supply curves, which is nothing but effective
demand quantities.

Employment Function: When the next period’s production volume (x) is
determined, the level of employees required (V) is predicted as a function of
the production plan (x). This is similar to what J.M. Keynes called employment
function, except that in this case employment is a function of effective demand
(i.e., production) quantity rather than effective demand value (Keynes 1936).
For simplicity’s sake, a linear employment function is assumed here. That is,
N = ax, where a is the aforementioned labor input coefficient.

Labor Supply Curve: We assume a situation with high levels of unemploy-
ment, so that the labor supply curve is flat at a given wage level (w).

1.2.5 The PX Quadrant (Product Demand and Supply Curves)

This model assumes a flat supply curve with a constant supply price for period t, p,;,
regardless of periodical production volumes x, for products with identical design.
With the assumption of product differentiation and monopolistic competition, the
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product in question also has a downward sloping demand curve, with the different
reservation prices of different customers i at period ¢ in descending order, or pg;
(Fig. 2). The supply price p,, follows the full-cost principle. That is, when a; is the
labor input coefficient (person-hours per unit), w, is the average hourly wage rate,
and r* is the target markup ratio permitted by the capital market, our Ricardian
production cost per unit, C,, is C, = a, - w,, and the supply price is p,, = (1 + r™)
C,= (1 +r™)a, - w,. On the other hand, production quantity at period ¢, or x;, is equal
to periodical effective demand quantity, which is shown at the intersection of the flat
supply curve and the downward sloping demand curve. To sum up, the firm in
question produces as many items as the effective demand quantity, x,, given the
normal supply price py; and the customers’ reservation prices p ;.

1.2.6 The XN Quadrant (Employment Function)

We use the Ricardian linear labor input coefficient, a, = N,/x;, where x; is production
(i.e., effective demand) quantity at period ¢ and N, is the required labor input
(assuming 8 h of daily work), as the basis for the linear employment function
N, = a; - x, (Fig. 3).

1.2.7 The NW Quadrant (Labor Supply Curve)

Here we assume a flat labor supply curve with a fixed hourly wage rate, w,, under a
condition of insufficient aggregate demand at the macroeconomic level (Fig. 4). If
aggregate demand grows rapidly and aggregate supply is insufficient, the labor
supply curve slopes upward, but the situation here is that of advanced nations in
the age of global competition, characterized by a gross national product that does not
grow fast enough.



132 T. Fujimoto

hourly wage rate w

W Labor supply curve = w,

number of employees
0 Ne = agx, ) (calculated in hours) N
number of employees required
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When global cost competition becomes more intense, profit-maximizing firms in
high-wage advanced nations, which can choose the location of their production sites
internationally, may find it rational to close down their higher-wage domestic
factories and move their production capacities to lower-wage emerging countries,
such as China and India. Our genba-oriented firms, however, are more likely to
maintain some of their domestic manufacturing sites by letting them improve
physical productivities and thereby reduce unit production costs, given the hourly
wage rate w,.

1.2.8 The WP Quadrant (Cost Function)

Finally, we look at the unit production cost of the product in question at period ¢, or
C,. By adopting the classical Ricardian cost function, which assumes that all the
items of production cost can be ultimately reduced to direct labor cost, the unit
production cost can be expressed as labor input coefficient a, (person-hours per unit)
multiplied by average hourly wage rate w;, or C; = a, - w,. In the WP quadrant, this is
shown graphically as a half line with the gradient of a,, which we may call the wage-
cost curve (Fig. 5).

In a context of global competition, with significant pressure to reduce its normal
supply price py, a genba-oriented firm in a high-cost country must reduce its unit
cost C,. As it is difficult to reduce the domestic hourly wage rate x,, the said firm will
have no choice but to significantly decrease its labor input coefficient a; (i.e., to
increase its physical labor productivity 1/a,). In fact, starting from the 1990s, many
Japanese sites manufacturing tradable goods have made remarkable efforts to
increase their productivities and thereby decrease unit costs vis-a-vis rival sites or
firms in low-wage emerging counties.
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1.2.9 The Overall PXNW Model (Period 0)

The abovementioned four quadrants can be integrated into a PXNW diagram with
four axes, i.e., price (P), quantity (X), employment (N), and wage (W) (Fig. 6).
This diagram shows how a genba-oriented firm maintains a steady state that
stably achieves the target profit ratio (i.e., markup ratio =r") and the target number of
employees (N*) at the same time at Period 0. The demand and supply curves are in
the first (PX) quadrant, the employment function is in the fourth (XN) quadrant, the
labor supply curve is in the third (NW) quadrant, while the unit cost function is in the
second (WP) quadrant. Note also that the employment function N, = a, - x, and the
unit cost function C, = a, - w, share the same gradient a, for any period z. Hence,
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when physical productivity increases, these two curves rotate counterclockwise. For
the sake of simplicity, we ignore international trade.

In Fig. 6, the design information of the product in question is evaluated in
accordance with the demand curve, by which the supply price pyo, determined by
the full-cost principle with a markup ratio of r*, generates effective demand (i.e.,
sales quantity) xo, and the firm produces just as much as it can sell (xy).

Also, the number of employees required to produce the said quantity at Period
0 (Ny) equals the target employment level (N = N™), so there is no redundant
workforce at this genba-oriented firm. Besides, its physical productivity is high
enough (i.e., the labor input coefficient ao and the unit production cost Cy are low
enough) to achieve the target markup ratio (r*) after paying the average wage rate
(wo) to the Ny number of employees. In conclusion, the above situation is a steady
state that satisfies (Simon 1947) the requirements of profit, survival, and employ-
ment of a genba-oriented firm.

2 A Process Analysis of Productivity Improvement
and Demand Creation

2.1 Voluntary Productivity Improvement and Subsequent
Demand Creation

2.1.1 Process Analysis

This section analyzes the process through which a genba-oriented firm voluntarily
improves its site’s productivity, increases its wage rates accordingly, boosts effective
demand for its product, and thereby achieves its dual target of profit and employment
(r* and N™), while keeping its product price stable. In other words, we investigate
the case of a firm moving from a certain steady state to another improved steady
state, with higher wages, unchanged profit rate, and stable employment.

Unlike equilibrium analysis, process analysis takes time to account, in that the
sequence of events is important. Accordingly, we first investigate the processes
initiated by firms and sites to voluntarily improve productivity through their
manufacturing capability building, continuous improvements (kaizen), or process
innovations (Fujimoto 1999). We can consider at least two cases, as shown below.

2.1.2 Returning to Steady State by Price Reduction

The first example is the case in which voluntary productivity improvements by the
leading firm trigger price competition. This brings the above-normal profit of the
leading firm back to a normal level, which A. Smith, K. Marx, and J. Schumpeter
predicted in their economic models.
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Period 1a: Productivity improvements and corresponding unit cost reduction are
initiated by the leading firm or by its manufacturing site in question (a|, C|). Asa
result, above-normal profits are generated by cost reduction, given the stable
supply price (r > r), while redundant workforce is created through the same
productivity increase (a* x = N < N*). This situation is described in Fig. 7, in
which the counterclockwise rotation of both the employment function (N, = a, - x,)
and the cost function (C, = a; - w;), caused by productivity increases, creates
above-normal markup ratio and insufficient employment levels at the same time.

Period 2a: Above-normal profit triggers price-cost competition among both leaders
and followers in capability building and innovations, which lower the product’s
supply price and bring the markup ratio back to the normal level (p,|; ps =r"*
O).

Period 3a: The expansion of effective demand quantity by the genba-oriented firm,
through an outward expansion of the demand curve in the PX quadrant of the
PXNW diagram, will bring the firm’s number of employees back to the target
level (xT; N = N*; see Fig. 9).

If these price reduction processes occur for most products of the national econ-
omy, the overall price levels of the whole economy will drop, and real wage rates
(i.e., living standards of workers) will increase, given the flat monetary wage rate.

2.1.3 Returning to Steady State by Wage Increase

Alternatively, we can consider the case in which productivity improvements by the
leading firm trigger upward wage renegotiation between the firm and the workers
under the condition of stable product prices. What we have in mind here is a
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manufacturing firm in a relatively high-growth economy (e.g., Japan in the 1960s)
that increases its productivities and wage rates simultaneously, without causing
serious inflation or stagflation in trade goods sectors. This is what regulationist
economists may call a “Fordist compromise” in the postwar era (Boyer and Saillard
2002). The process taking place between the two steady states may be described as
follows:

Period 1b: As in the case of Period 1a (Fig. 7), productivity improvements and unit
cost reductions are initiated by the leading firm (a|, C|). This results in above-
normal profits through cost reduction, given the unchanged supply price (r> r").
Redundant workforce is created through productivity increases (a* x = N <N").

Period 2b: Above-normal profit triggers wage renegotiation between the firm and the
workers in the productivity-leading firm, which results in above-average wages
(WT; w>wg). Hence, unit production cost goes up, and the product’s markup ratio
returns to the normal level (a* w = C1; p, =r * C). In brief, wages increase but
the price remains stable and competitive (Fig. 8).

Period 3b: The leading firm promises its workers that it will keep employment levels
unchanged in exchange for the abovementioned restricted wage increase that
maintains unit cost and prices stable. This compromise between the firm and the
workers will lead the productivity-leading genba-oriented firm to expand effec-
tive demand quantity in order to keep the target employment level (x7; N = N"),
which implies an outward expansion of the demand curve (Fig. 9). The firm’s
efforts to secure stable employment will in turn boost the workers’ motivation to
cooperatively participate in kaizen activities for continuously improving the
genba’s productivity.

In the two cases above, both productivity improvements and effective demand
creation are required for a genba-oriented firm to move from one steady state to
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another improved steady state in terms of real wage levels (i.e., workers’ standards of
living). With these findings in mind, let us move on to the next case, in which the
process starts from price reductions under intense global competition.

2.2 Productivity Increase Under Global Price Competition
2.2.1 Price Reduction, Productivity, and Employment

In this section, we analyze the process through which, under intense competitive
pressure to reduce prices, a genba-oriented firm moves from one steady state to
another by increasing its site’s productivity and expanding its product’s effective
demand at the same time, thereby achieving once again its dual target of profit and
employment (+ and N*). As a real example, we may consider a firm manufacturing
certain tradable goods (e.g., consumer appliances) in a high-wage advanced nation
that faced global cost competition vis-a-vis rival firms and sites in low-wage
emerging nations during the post-Cold War period. For the sake of graphical
continuity, let us start from the steady state described in Fig. 9 in which target
markup ratio () and target employment (N') are both achieved stably.

2.2.2 Price Reduction by Means of Global Competition (Period 4)
Figure 10 shows the situation of post-Cold War global competition, in which the

product’s supply price decreases sharply. In the case of monopolistic competition
among differentiated products, this implies an inward shift of the given product
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demand curve. In this situation, which we may call Period 4, the product’s effective
demand quantity (x) and corresponding employment level (N = a* x) of the genba-
oriented firm in question cannot be maintained without a drop in price.

Whereas a profit-maximizing firm may reduce its production volume (x,) and
employment level (N,), a genba-oriented firm, under pressure to contribute to the
community, will try to maintain its level of production (x,) and full employment
(N4 = N™) by reducing its price (py < psa). Accordingly, the markup ratio will
become negative (r4 <0 < r*), so it will be difficult for this company to maintain its
domestic manufacturing site (genba) for a long time, unless significant productivity
improvements are implemented.

2.2.3 Productivity Improvements as Countermeasures (Period 5)

During the “moratorium” period before they close down or declare bankruptcy,
many genba-oriented firms and their domestic manufacturing sites will channel their
efforts into improving their physical productivities. This was indeed the case in
many small and medium enterprises and local factories of tradable goods industries
in Japan between the 1990s and the 2010s (Fujimoto 2007, 2012, 2014). Some
achieved threefold productivity improvements in 2 years or fivefold improvements
in 5 years and, although many were still closed down, many others survived.

Figure 11 shows the situation of a firm that managed to survive. The rotation of
the cost and employment functions through productivity enhancement (as < a4)
brings the markup ratio back to the target level (rs = r*). At the same time, however,
the number of employees fails to reach the full employment target (Ns = N*). Hence,
the genba-oriented firm faces the dilemma of profit (i.e., survival) versus
employment.
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2.2.4 Returning to Steady State by Demand Creation (Period 6)

In this predicament, in order to regain its steady state, i.e., to achieve its target
markup ratio r*and target employment level N* at the same time, the genba-oriented
firm and its manufacturing site have no choice but to increase productivity (a5 < ay)
and expand the product’s effective demand quantity (x¢ > x5) simultaneously. In
Fig. 12, the latter means shifting the demand curve (see the top right PX quadrant)
significantly enough to absorb any redundant workforce at the manufacturing site
(see the bottom left XW quadrant).

By doing the above, many genba-oriented firms in Japan, facing intense global
price competition vis-a-vis sites and firms in low-wage emerging countries, will still
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be able to survive and meet their employment target by significantly improving their
physical productivities (i.e., decrease labor input coefficients) and generating effec-
tive demand quantities at the same time. Due to strong pressure to reduce unit costs
and prices, a genba-oriented firm facing global competition may not be in a position
to increase nominal wage rates, but sustaining wage levels in the middle of deflation,
caused partly by global price competition, may still lead to increases in real wage
rates.

2.2.5 Alternative Methods of Demand Creation

There are various ways for a genba-oriented firm to expand its effective demand
quantity:

— Strengthening marketing efforts for its existing products

— Lowering unit prices of its existing products

— Finding new applications for its existing products

— Finding new export markets for its existing products

— Expanding product varieties around its existing products

— Creating new segments by creating new product categories

— Becoming a platform leader and expanding its business through the network
effect

Some of the above methods to pursue demand creation involve major or discon-
tinuous innovations, while others include only minor or incremental innovations, but
they all aim to maintain the firm’s employment levels. We may call these types of
innovations ‘““grassroots innovations” regardless of their size. While innovations are
usually driven by profit-making and customer satisfaction, grassroots innovations
also aim at stable employment at the firm level.

3 Genba Cases: Survival with Employment

3.1 Cases of Genba-Oriented Firms in Post-Cold War Japan

We have so far described the behavioral patterns of genba-oriented firms mainly
through process analysis, using a series of PXNW diagrams. Let us now look at
some real cases of genba-based firms in Japan, a high-wage advanced nation that
faced global price competition with low-wage emerging nations, such as China and
India, during the post-Cold War era, i.e., between the 1990s and 2010s.
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3.1.1 Textile Manufacturer ST in Ishikawa Prefecture”

ST is a textile manufacturer producing cloth for highly functional uniforms (over
70%), car seats, home interior goods, and sportswear. The firm has about
200 employees (of which 180 production workers) and reached approximately
$40 M sales in 2017. It was established in 1954 as a spinout-weaving firm of textile
wholesaler I, which still holds about 50% of its shares. Its three factories are all
located in the same city, Hakui, in Ishikawa Prefecture, an area with a population of
roughly 22 K. ST is one of the largest manufacturers in Hakui.

When the author visited the company in 2013, the Japanese economy—particu-
larly its older sectors, such as that of textiles—was suffering due to both deep
recession and strong appreciation of the yen. In order to compete effectively against
textile manufacturers in lower-wage countries, such as China and Bangladesh, ST
took two measures. First, it concentrated on difficult-to-weave products, such as
cloth for high-technology uniforms and carbon fiber textiles. Indeed, it is the top
manufacturer of uniform textiles in Japan (about 4% market share). Second, it made
continuous efforts to develop human resources for multi-skilling and multi-machine
operations so as to achieve higher physical productivities on the shop floor.

ST’s factories have more than 400 automatic looms, where one operator handles
as many as 60 machines with a reasonably high machine uptime ratio, which results
in extremely high productivity compared to its rivals in lower-wage countries—high
enough to overcome international wage gaps. However, this also means that the
company may not need as many as 200 employees. Its president at that time, Mr. X,
estimated that there would be, in fact, about 50 redundant workers when the factories
achieved the abovementioned level of labor productivity.

As we were walking through the shop floor, I asked if those redundant workers
would be dismissed to cut costs and increase profits. Mr. X immediately replied,
“No, of course not. This is a rather big factory in this city. If we fire that many
employees, I won’t be able to walk down the main street from now on. We are scared
of angry city people rather that angry stockholders, as we are a small non-listed
company.”

What Mr. X did instead was to visit the headquarters of one of his firm’s parent
companies, the large global textile manufacturer T, which has been a pioneer in
carbon fiber products for years. He asked company T to allow ST to produce a
carbon fiber textile for automobile interiors and other uses, a potentially growing
business for both T and ST. Eventually, the new carbon fiber business was
established at ST, and the orders were large enough to absorb the redundant
workforce.

In this way, even after drastic productivity improvements in the manufacturing of
cloth for uniforms, ST maintained a stable workforce of about 200 by securing the
growing line of business of carbon fiber textiles.

The author visited ST’s site in Ishikawa Prefecture for research and data collection on August
30, 2013.
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3.1.2  Ship Building Company OZ in Nagasaki Prefecture’

Company OZ is a medium-sized shipbuilding company located in Nagasaki Prefec-
ture, with about $1B sales and 1300 employees. It has only one shipyard, with a
single shipbuilding dock located on an island where coal mines were closed down in
the 1970s. OZ was established in 1973, but its predecessor company started ship-
building in Osaka in the 1930s. That is, the company moved its shipbuilding
operations from Osaka to Nagasaki in the early 1970s by building a dock that was
large enough to make big oil tankers, a seemingly promising business during Japan’s
high-growth era.

Soon after the shipyard started operations in 1973, however, the first oil crisis
began and orders for such large ships stopped coming in almost entirely. So, from the
very beginning, the company had to face heavy restructuring, and, by the end of the
1970s, it had reduced its workforce from 1800 to 800. In order for the company to
survive, Mr. M., then OZ’s president, shifted the focus of the business from large
tankers of 300 K tons to smaller bulk carriers of 30 K to 80 K tons.

The shipbuilding dock was originally designed to build large oil tankers, but it
was made slightly wider than necessary for the sake of future strategic flexibility.
Taking advantage of this slack resource, OZ partitioned it into four sections, so that it
could simultaneously build four smaller bulk carriers. Since a dock’s production lead
time is about 1 month, production capacity per year is usually about 10 ships, but OZ
can build nearly 40 ships from a single dock.

OZ also adopted the Toyota Production System (TPS) for smoother flows of
value-added and improved productivities. According to Mr. M, the introduction of
TPS was somewhat unintended and emergent. In response to yet another shipbuild-
ing recession, OZ was once forced to dispatch many of its employees to the Toyota
Group companies to stabilize its regular workforce. Those employees then returned
to OZ and brought the concept of TPS back to Nagasaki with them.

Thanks to the success of its new product strategy of focusing on smaller bulk
carriers, the facility-based approach of building four ships in one dock, as well as
operational excellence by adopting TPS for flow-oriented shipbuilding, OZ was
recognized as one of the world’s most productive shipyards, according to an
international comparative survey conducted in 2001 by a major US university
(an anonymous comparison of 10 Asian, 10 European, and 6 US shipyards).

Industry experts estimate that the productivity of superior Japanese shipyards is
three to five times higher than that of China’s shipyards. Partly because of this
productivity advantage and partly because, in the case of shipyard welding workers,
the international wage gap between China and Japan shrunk to about a third as of the
mid-2010s, OZ has succeeded. After a long struggle in this apparently declining
industry, it has achieved moderate sales growth, a very high profit ratio (e.g., much

3The author visited OZ’s site in Nagasaki Prefecture for research and data collection on September
16, 2014. The author also interviewed Chairman M and Vice President H on February 27, 2015.
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higher than that of Japan’s better automakers), and rather stable employment
(roughly 1000 employees since the end of the oil crisis in the 1970s).

When the author interviewed Mr. M in February 2015 and asked him about his
management motto, the president made no mention of the company’s high profit
ratio but simply said “Its people.” He then talked about the potato liquor distillery
that was built by OZ just next to its shipyard in the 1980s, when the company had to
face recession in the shipbuilding sector once again. Although it is a very small
business, the fact that OZ started to make potato liquor—and to grow potatoes and
tomatoes to secure jobs for those who could not leave the island when the ship-
building business was stagnant—is regarded as highly symbolic and proof of its
employment-conscious corporate culture.

To sum up, except in its early years during the oil crisis of the 1970s, OZ has
pursued a reasonably stable employment policy for many years, with a product
strategy focusing on bulk carriers and as high as possible physical productivities. Its
profit ratios have been generally high and stable as well.

It is interesting to observe that, while large Korean shipbuilders have tended to
concentrate on large tankers and higher-technology ships, such as LNG tankers and
drill ships, there are profitable Japanese shipbuilders like OZ in the lower-technology
segments, such as that of bulk carriers—a counterintuitive phenomenon in the post-
Cold War competition. Indeed, OZ remains an internationally cost-competitive
shipbuilder vis-a-vis its Chinese rivals, whose products are also differentiated
downward from those made in Korea.

3.1.3 Photocopier Manufacturer SF in Mie Prefecture®

Company SF is a production subsidiary of the large and global copier/printer
manufacturer F.° SF is located in Suzuka, Mie Prefecture, in the central part of
Japan. It was established in 1982 as a component factory for manufacturer F.

SF produces key components of photocopiers and multifunctional office
machines. In 2009, when the author visited its site, SF’s sales revenues were 88B
yen (roughly $800 M; 1.4B in 2005), with about 3% operating profit per sales ratio
(4% in 2005). It employed about 1000 people (including about 200 temporary
workers), with an additional 700 workers at on-site subcontractors.

Its parent company F is a global company that has many foreign production
subsidiaries, including some in China (e.g., Shanghai and Shenzhen). Thus, in the
1990s and 2000s, SF faced tough cost competition against rival factories in
low-wage emerging countries owned not only by other firms but also by company

“The author visited SF’s site in Mie Prefecture for research and data collection on December
9, 2009, and January 25, 2016.

3In 2010, SF was merged into F’s newly established national production subsidiary FM and became
“FM Suzuka.” Yet, since the author’s initial visit to this site was in December 2009, we call it “SF”
as a local production subsidiary.



144 T. Fujimoto

F itself. By the year 2003, 70% of F’s global production had already been concen-
trated in China, with plans to bring that figure up to 90% in the following years.
Without drastic productivity improvements, rapid decreases in both production
volumes and employment at domestic production sites, like SF, seemed inevitable.

In order to try and survive, SF adopted the flow-oriented Toyota Production
System (TPS) in 2004 by inviting a first-rate consultant in this field, Mr. I, who had
been the CEO of a Toyota Group parts supplier. The TPS improvement project
(2004-2008) included 5S (sort, set in order, sweep, standardize, sustain), work
standardization charts, frequent and punctual shipping, process layout changes
(short straight lines with hand delivery), flow levelization (heijunka), small lot
kanban (pull) delivery system between lines, automatic defect detection and
response (jidoka), process control for building in quality, low-cost tools that utilize
gravity (karakuri), production equipment improvements, product redesign for man-
ufacturability, quality function deployment (QFD), front-loading by design reviews,
and quality engineering (Taguchi Method).

Thanks to these activities, SF’s overall physical productivity increased by 3.3
times and production lead times were reduced to one fifth between 2004 and 2008. In
SF’s 9 surface-mount technology (SMT) and reflow lines for printed circuit board
(PCB), physical productivity increased by 5.6 times over the same 5 years, and
work-in-process inventory was reduced by 80%. As a result, 1 worker was able to
handle 2 SMT reflow lines, whereas 1 SMT line had on average 2.5 workers in F’s
Chinese factories. So, the SMT productivity gap between SF and the Chinese
factories was five times. SF’s production manager told the author that, as a result
of productivity increases in the Japanese factory and wage rate increases in China,
SF’s production lines had caught up with the Chinese lines in unit production cost
by 2009.

However, the capability-building competition between the Japanese and Chinese
factories within F’s global production network continues. SF has a dual role: it is
both a commercial factory that has to survive by being cost-competitive and a mother
factory that has to transfer its superb manufacturing capabilities and knowledge to its
sister factories in emerging nations. As the productivity of the latter grows, partly
due to SF’s activities as a mother factory, SF itself has to keep improving its own
productivities through further capability building. Yet, the productivity gap between
SF and the factories in China may be sustained for a long time, to the extent that the
turnover ratios of the Chinese factories may continue to be much higher than those of
SF, which hamper workers’ multi-skilling, a critical factor for productivity improve-
ments in production operations of this type.

On the side of demand creation, F established a recycling/reuse business at its
headquarters in the mid-1990s. Shortly thereafter, SF negotiated with F to secure this
business and started to operate its disassembly/reassembly lines in 2005. F’s photo-
copiers had been made available for use by customers at the over 10,000 outlets of X,
a major chain of convenience stores across Japan. Since these machines were lower-
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end products, they were made in F’s Chinese factories. Previously, when the
machines’ life was over, X would simply replace them. SF proposed changing this
practice to a recycling business, mainly for environmental reasons. So, all 5-year-old
photocopiers installed in X’s stores are now collected and shipped (30 trucks per
day) through F’s central distribution centers to SF’s recycling/reuse facility in
Suzuka, which consists of a disassembly line and a reassembly line with synchro-
nized takt time. About 150 rebuilt machines are shipped every day.

The incoming old photocopiers are first disassembled into components. About
60% of the parts are reused, while the remaining 40% are crushed and recycled after
being classified into 36 material categories. The reuse ratio has been increasing over
the years, and the copiers themselves have been redesigned to improve
disassemblability. The reusable parts are taken out at the disassembly conveyor
line, washed, inspected, and put into kitting boxes, which are moved immediately to
the line side of the next reassembly line. About half of the parts used in the
reassembled machines come from the disassembled ones, while the rest are new
parts.

Disassembly, reassembly, and delivery lead times are very short at SF, and
delivery lead times are more important than unit product cost to the customer (i.e.,
the convenience store chain), which aims to maximize utilization ratios of the
photocopiers. Because of this, as far as its Japanese customers are concerned, the
firm has achieved lead-time-based competitive advantage in this recycling/reuse
business vis-a-vis Chinese rival factories, regardless of international wage differ-
ences. As SF’s senior managers told us, “even if the Chinese factories’ hourly wage
were zero, we would still be competitive in this business model.”

In brief, SF has survived the tough cost competition vis-a-vis rival firms and
factories in China by drastically improving physical productivities and stabilizing its
employment levels to a certain extent, thanks to the introduction of a new business
model for machine recycling/reuse.

3.1.4 Printer Factory NF in Niigata Prefecture®

NF is a Japanese factory of FM, a domestic production subsidiary of the
abovementioned global manufacturer F. FM was established in 2010 by consolidat-
ing F’s five local manufacturing subsidiaries in Japan. As one of FM’s factories, NF
is located in the city of Kashiwazaki in Niigata Prefecture. It has about 270 regular
employees and 100 temporary workers and produces larger printers and industrial
printing machines.

The factory, established in 1974 by N, another Japanese electronics manufactur-
ing firm that produced PC printers at the time, was bought by F in 2001. NF shifted
its product mix to larger printers as it lost its competitive advantage in smaller

SThe author visited NF’s site in Niigata Prefecture for research and data collection on December
6, 2011.
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printers for personal computers. About 90% of NF’s employees are residents of
Kashiwazaki, with 0.5% turnover ratio per month, and the firm aims to ensure stable
operations, so that the local employees’ children and grandchildren can continue to
work at the plant. As such, NF emphasizes community-supporting activities. More-
over, it recovered quickly after two large earthquakes in 2004 and 2007 by collab-
orating intensely with the local community.

NF started to introduce the Toyota Production System (TPS) in 2000. Its basic
manufacturing concept was to give first priority to flows of value added. It synchro-
nized its workers’ operations, streamlined its flows as short and flexible production
lines, standardized operations, introduced the pull (kanban) production system, and
developed the lines under stable control and steady evolution.

Nonetheless, NF’s efforts for continuous kaizen were not drastic enough to secure
its survival under intense global cost competition vis-a-vis rival factories and firms in
lower-wage countries. Indeed, the manufacturing of smaller products was progres-
sively transferred to F’s overseas factories in emerging countries. To compensate for
its shrinking operations, NF had to launch another drastic cost-reduction project for
its main product, large printing machines.

The firm strived to improve physical productivity at its large printer assembly line
by 3 times in 2 years, between 2010 and 2012, and managed to achieve a 2.8-time
increase without any major capital investments. Through various kaizen activities
targeting non-value-adding time of direct workers, including improvements of line
layout and jigs, jidoka (automatic defects detection), and low-cost semiautomatic
equipment for material handling, the line’s value-adding time ratio increased from
about 16% to 37% (2.3 times), and value-adding time itself was reduced (value-
adding speed increased) by about 1.2 times during the same period. Note here that,
other things being equal, physical productivity increases by n* m times when value-
adding-time ratio increases by n times and value-adding speed increases by m times
mathematically.

In 2016 NF had about 400 workers and aimed to keep steady employment levels.
Roughly half of its employees were temporary workers, but NF was gradually
moving them to regular contracts. As of 2011, partly due to the aforementioned
productivity improvements, NF’s unit cost—including production, transportation,
and inventory—was already as low as that of its Chinese rivals, as far as domestic
sales were concerned.

To sustain its employment levels, NF has been expanding in-house production of
its own parts. Large printing machines are mostly exported to America and Europe,
but the firm has also retained production of niche domestic products, such as printers
for larger-size paper. For instance, it produces printers for A3 paper, 90% of which
are sold domestically, with about 50% global market share.
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3.1.5 Motorcycle Parts Supplier TB in Shizuoka Prefecture’

TB is a supplier of motorcycle parts (about 2/3) and automobile parts (about 1/3)
located in the city of Hamamatsu, Shizuoka Prefecture. The firm was established in
2011 from the merger of two parts suppliers, T and B. It mainly produces engine
components, shafts, valves, and cogs by means of metal cutting and other production
processes. As of 2011, it had around 400 employees, working at 4 local factories in
the same prefecture.

Company T was established in 1955 as a metal cog supplier for a local weaving
machine manufacturer that subsequently closed down. In the same year, it started to
sell motorcycle cogs to Y, a Japanese motorcycle manufacturer, and eventually
became its subsidiary in the 1980s. Company B was also a subsidiary of Y. T tried
to diversify into electric motor shafts but lost cost competition, so it shifted its focus
to automobile parts, a more stable business environment than that of motorcycle
parts. Although T was a subsidiary of Y, Y allowed and even promoted the
expansion of T’s business to other motorcycle makers and automobile suppliers.

With such diversification strategy, company T’s number of employees grew from
50 in 1975 to 100 in the early 1980s—and nearly all of them had permanent
contracts. Thanks to the luxury motorcycle boom in the United States, T’s produc-
tion and export of motorcycle engine parts grew rapidly. The revenues of companies
T and B reached about 7 billion and 4 billion yen, respectively, in 2008, while T’s
employees became about 370 in the same year (270 regular employees and 100 tem-
porary agency workers). Because of Japan’s advantage in special purpose steel and
lack of economies of scale in the luxury motorcycle business, T chose to export its
parts rather than move production to the United States.

When the financial crisis struck in 2008, the US luxury motorcycle market
virtually collapsed and the combined revenues of T and B halved in the course of
1 year (i.e., from 11B yen in 2008 to 5.5B yen in 2009), with over 10% operating
loss to sales in 2009. Faced with this crisis, companies T and B made the following
major changes to their business.

First, T sharply reduced employees at its domestic site from 370 in 2008 to 240 in
2011, mostly by terminating the contracts of its temporary agency workers. It should
be noted here that the number of T’s regular employees did not change much (about
—10% in 3 years) and that almost 100% of the remaining employees had permanent
contracts. That is, despite a 50% reduction in revenues and significant deficit, T’s
number of regular employees remained overall stable.

Second, in order to make up for the negative impact of the US market collapsing,
T built its first overseas subsidiary, T1, in Indonesia, where both the economy and the
motorcycle market were booming then. T’s parent company Y had already started its
local motorcycle assembly in Indonesia in the 1970s, and, after many ups and
downs, Y’s domestic production in this country reached 3.6 million units per year

"The author visited TB’s site in Shizuoka Prefecture for research and data collection on June
11, 2011.
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in 2011. Thus, TI’s Indonesian production could enjoy economies of scale, and
dividend revenue from TI’s profits from Indonesia helped its parent company T
improve its financial performance starting from 2010.

Third, as for diversification, T rapidly expanded its automobile parts business,
which was less affected by the US financial crisis than that of motorcycles. T did
most of its automobile parts business with a large Toyota Group supplier, A, with
whom T had already had dealings in the 1980s. T started this initiative by buying A’s
used production lines, which were heavily depreciated, and by combining them with
T’s own used machine tools, a low-cost solution to expand production capacities.
The materials are now supplied by company A, and T does subcontracted machining
only to complete the parts. Additionally, with improved financial performance, T has
begun to boost its production capacities by building new lines.

Fourth, thanks to the introduction of the Toyota Production System, T improved
its physical productivity by drastically increasing the number of machine tools that
one multi-skilled worker could operate. At the abovementioned used line for the
automobile parts, one worker was in charge of two machining lines by repeatedly
moving the works in process from one machine tool to another.

Fifth, in 2011, in order to strengthen their financial and other resources, compa-
nies T and B merged into one company, TB. The new company had revenues of
about 7 billion yen and 390 employees in 2011.* In the same year, TB’s profit
became positive after 2 years of deficit. The number of TB’s regular employees
remained fairly stable, i.e., about 370 in 2016.

Hence, company TB overcame the 2008-2009 crisis through a combination of
overseas production in Indonesia, business diversification into automobile parts,
productivity improvements, and an M&A process. The number of its regular
employees did not change much despite a 50% reduction in revenues and significant
operating losses. The firm also had about 150 lower-tier suppliers, with between
1 and 30 employees each, but only one of them went bankrupt (several others
disappeared due to lack of business successors).

3.2  Summary of the Cases: Fit with the PXNW Model

We have provided some examples of manufacturing firms and sites in Japan in the
post-Cold War period, based on the author’s direct observations and data collection.
Although the above five cases refer to diverse industries and different periods, they
share certain features that seem to be typical of genba-oriented firms: (i) significant
efforts by the firms or sites (genba) to improve physical productivities for survival;

8In 2017, TB further merged with Y’s supplier of casting parts and changed its name to Y Precision
Parts Manufacturing, Y’s 100% owned subsidiary, which now aims to produce highly functional
precision parts, from casting to machining to assembly. In 2016, the new company had about
490 permanent employees and 70 temporary workers.
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(ii) significant efforts by the firms and sites to generate additional effective demand
by securing new orders or developing new businesses, as well as new products or
variations, both domestically and internationally; (iii) relatively stable number of
regular employees at the sites despite fluctuations in revenues and profits; and (iv)
long-term survival, if not constant growth, of the firms and sites by securing
minimum required profits in the long run.

Moreover, having visited over a thousand manufacturing sites in many countries
since the 1980s, the author has repeatedly found patterns of actions and results
similar to the abovementioned cases. Thus, we believe that genba-oriented firms are
not only theoretically predicted but also empirically observed in certain industrial or
business sectors. They are usually smaller manufacturing firms and sites strongly
embedded in their home communities and regions.

Although global capitalism has been the main thrust of the world’s economy
since the 1990s, local firms and sites have made significant and simultaneous efforts
for productivity improvements and demand creation in order to secure their survival
and employment. We may call this pattern a stylized fact of genba-oriented firms
facing intense international cost competition in some sectors of the global economy.
When local actors meet global competition, the result may include grassroots
process/product innovations or smaller-scale innovations implemented by these
firms or sites, each of which is motivated by a collective will to survive by
maintaining required profit levels and to contribute to the surrounding communities
by securing reasonably stable levels of employment.

4 Conclusion: Demand Creation and Capability Building

4.1 Additional Process Analysis

In this chapter, we explored the concept of genba(site)-oriented firm and its eco-
nomic model, based primarily on classical or Ricardian/Sraffian assumptions of
stable markup ratios and flat supply curves, as well as Keynesian effective demand
generation at the level of individual firms and sites. To analyze the behavior of
genba-oriented firms, this chapter proposed a simple PXNW model that connects
product prices (P), production quantities (X), employment levels (N), and hourly
wage rates (W) through physical productivities (i.e., labor input coefficients) and
downward sloping demand curves that shift depending upon the product’s design
qualities.

A prediction that follows from the above analysis is that, in order to improve the
living standards of workers/consumers, a firm or site that produces a particular
product needs to increase its physical labor productivity (i.e., decrease its labor
input coefficient) and generate the product’s effective demand quantity (i.e., expand
the product’s demand curve outward) at the same time. Let us examine this predic-
tion through a process analysis of Periods 3—6 in the PXNW model explained earlier
in this chapter (Figs. 9, 10, 11, and 12).
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As this process diagram predicts, when strong pressure to reduce supply prices
exists under intense global competition, the manufacturing firms in high-wage
advanced nations may not have the option to increasing nominal wage rates, but
they may still be able to drastically increase the physical productivities of their
manufacturing sites through continuous capability building, thereby absorbing the
impact of international price reductions. In this way, they can maintain their target
markup (or profit) ratios and nominal wage rates.

When prices decrease due to global competition at the macroeconomic level, this
may imply slight increases in real wage rates. In fact, between 2000 and 2010, the
value-added productivities of Japan’s manufacturing sector increased, while its
nominal wage rates were mostly unchanged, and consumer prices dropped slightly.
This was certainly a period of low growth, and Japan’s overall unemployment rates
were between 4% and 5%, but they did not soar even during the 2008-2009 financial
crisis. Thus, employment levels remained relatively stable despite the difficult
period.

These macroeconomic trends are generally consistent with the predicted behavior
of genba-oriented manufacturing firms and sites shown in the process analysis of the
PXNW model or the sequence diagrams shown in Fig. 13.

This process analysis, based on a simple classical model of one product market
and one labor market, hypothetically describes how a genba-oriented firm moves
from one steady state to another steady state with improved standards of living.
Periods 0—6 correspond to those in the PXNW analysis in Figs. 6, 7, 8, 9, 10, 11,
and 12.

Two types of cases are examined here. Case 1 regards spontaneous productivity
increases during the high-growth phase of the Cold War, while Case 2 explores the
responses by firms in high-wage countries to global price reductions during the post-
Cold War period. Both cases start with a steady state and end with another steady
state, with higher-wage rates relative to product prices. Specifically, Periods 0, 3, and
6 are steady states.

Let us focus on Case 2 or the process model for the post-Cold War global price
competition. When external changes in technologies or prices destroy the initial
steady state (Periods 3—4), a genba-oriented firm may take a series of actions to
regain its target profit (i.e., markup) ratio (+') and employment level (N*) by
increasing its genba’s physical labor productivity (a|; Periods 4-5) and then
expanding its product’s effective demand quantity (x7; Periods 5-6).

While the process analysis of Periods 0-3 is not discussed here, it should be noted
that, in both cases, in order to regain the steady state, with target markup ratio ()
and employment level (N') achieved, the genba-oriented firm needs to increase
productivity (a]) and expand effective demand (x7) at the same time or in a certain
sequence.’

These two actions by genba-oriented firms, i.e., productivity improvement and
demand creation, may involve grassroots process innovations and product innova-

“Fujita and Fujimoto (2017) provide some mathematical explanations for the assumption that
(1) improving productivity and (ii) creating effective demand are two necessary conditions for
genba-oriented firms to simultaneously achieve target profit ratios and employment levels while
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tions, respectively. These are innovations to secure the survival and employment of
manufacturing sites, rather than Schumpeterian innovations based on profit-seeking
and growth.

4.2 Toward a Production Economy for Genba-Oriented
Firms

This chapter investigated capability building and demand creation in genba-oriented
firms, aimed at meeting the combined needs of multiple stakeholders: (i) the firms’
own survival by achieving target profit (markup) ratios ", (ii) customer satisfaction
by improving attractiveness of products and services, (iii) stable employment N to
support the local communities, and (iv) better living standards for the firms’
employees (e.g., increasing wage rates relative to product prices). To analyze the
behavior of the said firms, an economic model, called PXNW, was proposed.

ensuring higher real wage rates. For simplicity’s sake, let us assume that the demand curve of the
product in question is linear and downward sloping:

P;=A — Bx(A>0,B > 0)

Demand creation may be interpreted as an expansion of intercept A. Let us also assume the full-
cost principle with a fixed markup ratio, r:

P, = aw(l + r)is N = ax, where x is the production quantity and a is the Ricardian labor input
coefficient. Here productivity increase can be interpreted as a decrease in a. When the nominal wage
rate is w, we can rewrite it as:

W= H) —Lp(A,x) = 0(11“) p(A,Y)1 differentiation through A (demand creation) and a (physical

productivity increase), we obtain the following:

w1
0A  a(l+r) 0A

ow -1 LN N op -1 n op
- —_— X=—
oa a*(1+r) P aox D Pt ox
When A increases marginally (incremental demand creation) and a decreases marginally (incre-

mental productivity increase), the marginal change in wage rate w may be shown as the following
total differentiation:

_ow ow
dw a dA+a da

Then, wage w will increase when &% a” > 0 and & a” < 0 at the same time.

Because —"— i > Oand o> O(de51gn quality i 1mprovement raises price, given the quantity x), we

l+t

can say that a >0 always holds true. Also, because 5 < 0, we can say that 22 < 0 when

a? (l+r
p+ x 2> 0, Wthh means that, for a monopohst1c firm that faces a downward sloping demand

curve, 1ts marginal revenue is positive (2= > 0) or that it is not maximizing its revenue (px) from this
product. If the demand curve is P, = A — Bx as shown above, this means A — 2Bx > (. To sum up,
when a genba-oriented firm, which pursues a target markup ratio #* and a target number of
employees N* simultaneously and produces a differentiated product, is not maximizing revenue,
simultaneous productivity improvements (a|) and demand creation (af) always result in wage
increases (wT).
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Our process analysis of the PXNW model indicated that, when facing a situation
where its selling prices go down (p|) or its wages go up (wT), a single-product
genba-oriented firm can achieve its dual targets of markup ratio (+) and number of
employees (N) if it increases its physical productivity (a|) and creates demand for
its products (x7) at the same time. The case studies of several Japanese firms and sites
(ST, OZ, SF, NF, TB) located in specific regions show that their behavior is
generally consistent with what the PXNW model suggests.

Actions aimed at demand creation may range from simple sales efforts by the
firms’ owners, cultivating new customers, adding product variations, finding new
applications for existing products, improving product designs, and so on. In any
case, a policy implication of such demand-generating efforts is that Keynes’ effec-
tive demand creation may be achieved not only through the governments’ fiscal
spending policies but also through these firms’ efforts to secure their own employ-
ment and survival. Accordingly, certain industrial policies to promote such efforts by
genba-oriented firms or community-oriented firms may be added to the govern-
ments’ policy packages for full employment, particularly when many domestic firms
appear to have full employment policies of their own.

From the viewpoint of innovation economics and management, these model
analyses and case studies point to the concept of grassroots innovations, or innova-
tions that are motivated by the manufacturing sites’ will to survive and attain stable
employment within the communities where they are located. When global price-cost
competition is intense, for example, these firms may pursue (a) grassroots process
innovations to increase productivities for survival and (b) grassroots product inno-
vations to generate sufficient demand for stable employment.

Further research on genba-oriented firms and their behavior will prove valuable.
Although our field-based empirical studies already suggest that there are many cases
of local companies (mostly small and medium) that behave like genba-oriented
firms, we will need more systematic data collection and statistical analyses. In
order to see if genba-oriented firms are also found outside Japan, we may have to
turn to international studies regarding community-based and employment-conscious
firms.

From a theoretical point of view, we may regard our PXNW model of genba-
oriented firms as an example of production economy, or what John Hicks called
plutology (Hicks 1976), which is seen as an alternative economic approach vis-a-vis
the standard neoclassical model of catallactics (i.e., theory of exchange). As is
widely known, in the neoclassical theory of exchange, the firm model is that of a
profit-maximizing firm, which is an essential part of the general equilibrium theory.
The concept of genba-oriented firm, by contrast, is based on our empirical observa-
tion of many local firms struggling for survival in real competitive situations. They
aim to control and improve flows of wealth or value-carrying design information and
pursue stability of their value flows rather than profit maximization.

As such, the economic framework that can effectively describe and analyze the
actual behavior of genba-oriented firms may be the production economy model
(plutology or theory of the production of wealth), which adopts the concepts of
flows of value added, steady state (reproduction of flows) rather than equilibrium,
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evolution rather than optimization, and detailed analysis of industries and industrial
sites as the places where such value flows exist, thus including insights from
classical economics (Ricardo 1817; Sraffa 1960). Whereas the standard neoclassical
economic model is a mathematically sophisticated way to analyze efficient
exchanges of wealth, the reality of industrial firms and sites, as well as their
evolution, may be better captured by production economy or flow-oriented evolu-
tionary economics for industrial analysis.

The PXNW model to study genba-oriented firms may be regarded as one of such
attempts to explore the possibilities of evolutionary production economy. Continu-
ous capability building and demand creation by community-oriented firms and sites
are certainly the two key issues in such evolutionary analyses of industries, sites, and
firms—and they are the two main topics of the present book as well.
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Abstract The aim of this chapter is to investigate the dynamics of business eco-
systems, which are a special form of industrial cluster characterized by diversity of
firms, complex relationships among them, and the presence of platform firms. Such
characteristics come from network effects. Firms often set open standards to trigger
network effects that are advantageous for their business models. Among them,
platform firms, which strategically use the open standards and make the most of
the network effects in relation to their business models, play a special role in
business ecosystems, because their strategic behavior contributes not only to increas-
ing their market presence but also to the expansion of the ecosystem by stimulating
the entry of newcomer firms.

To predict the dynamics of business ecosystems, we should try to understand how
product architecture influences firm collaboration within them and characterizes
their industrial structures. Open-modular systems, such as PCs, tend to modify
their industries and turn them into business ecosystems, whereas closed-integral
systems, such as automobiles, yield an industrial form called cohesive clique. Owing
to the linkages between architecture and industrial cluster, changes in architecture
lead to actual changes in industrial clusters.

Two main factors have recently been affecting product architecture, i.e., digita-
lization and globalization. Digitalization works as a trigger for architectural change,
and globalization acts as its amplifier, which means that products whose architec-
tures have seemed stable for years might drastically change. A slight change in
architecture often causes the industrial structure to quickly transform from a cohe-
sive clique into a business ecosystem, which naturally causes changes in the
profitability and competitiveness of firms. Faced with these architectural dynamics,
each firm needs to thoroughly understand the connections between product archi-
tecture and industrial cluster.
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1 Business Ecosystems

1.1 What Is a Business Ecosystem?

The present book has so far analyzed the evolution of product designs and organi-
zational capabilities, as well as their impact on product competitiveness and demand
creation, assuming that such products are stand-alone and compete with other
products. This chapter expands the research scope to analyze the evolution of
industries in which certain products complement other products. The relationship
among products is more complex in this case, since they interact not only by
competing with but also by complementing one another.

When we find both competition and complementation in an industry or industrial
cluster, we call the said industrial system a business ecosystem. Thus, a business
ecosystem is an industrial cluster characterized by multiple products and by network
effects among them. A product can be complementary to others, which means that its
growth depends not only on itself but also on other products. For example, if sales of
hardware increase, sales of software will increase too, as software is a complemen-
tary good to hardware. This mutual growth is the result of network effects among
products.

A business ecosystem contains numerous network effects within it. Indeed,
network effect is a significant strategic factor, since an additional user of a product
has a positive effect on the value of that product to others. Thanks to the presence of
network effects, the value of a product increases according to the number of users.
The users benefit not only from the product itself but also from the number of other
users, and, in some cases, they value the number of other users more than the product
itself. The telephone is a classic example, as a telephone user enjoys greater benefits
when he/she belongs to a large telephone network.

What makes the situation more complex is the fact that network effects can
emerge from complementary goods. In the example above, when a user chooses a
smartphone, he/she should consider not only the number of telephone users but also
the variety of apps. Apps are typical complementary goods for smartphones, and
their variety is often referred to as an indirect network effect, whereas the number of
telephone users is referred to as a direct network effect. Both network effects affect
user preferences and the business of firms.

Moreover, the evolution of a business ecosystem is different from that of an
ordinary industrial cluster. One major difference is the presence of platform firms,
which play leading roles in the evolution of the business ecosystem itself. Previous
research has paid much attention to these firms and given them several names:
keystone firms (Iansiti and Levien 2004a), platform leaders (Gawer and Cusumano
2002), platform providers, and technology enablers. The increasing number of
studies on the subject indicates that there is considerable interest in their special
role and overwhelming performance in business ecosystems.
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Here, we will focus on the evolution of business ecosystems, with special
attention to their dynamics, which are affected by architectural change. This chapter
is organized as follows. The first section offers a brief overview of the concept of
business ecosystem and illustrates its dynamics and growth model. The second
section deals with architecture, which is the main subject of this book, and with
firms’ approaches to design problem-solving. The linkage between architecture and
firms’ behavior provides the theoretical basis for analyzing the impact of architec-
tural change on business ecosystems. The third section first explores the recent
developments of digitalization and globalization and then incorporates them into
the analysis. Additionally, it discusses architectural change and its impact on
business ecosystems by drawing a comparison between automobiles and personal
computers. The fourth, and last, section presents some concluding remarks.

1.2 An Industry with a Layered Structure

The concept of business ecosystem dates back to the 1990s. Grove (1996) was the
first person who identified the structural change occurring in the computer industry.
In his book, Grove described this change as “vertical silo to horizontal layers.”
Before the mid-1990s, computer firms had their own operation chains based on the
industrial structure of computers. IBM had its own chips, components, assembly
manufacturers, and retailers, and its operation chain was dedicated only to the firm
itself. Thus, operation chains were closed networks in those days. Yet, a major
architectural change happened in computer systems in the mid-1990s, due to the
shift from mainframes to personal computers. The architecture of computers became
open, and manufacturers freely chose chips or components from suppliers to produce
their goods. Computer retailers sold any brand of computer products. There were no
longer closed relationships in the industry.

This architectural change of computer systems also caused a structural change in
the computer industry. The operation chains became more open and firms flexibly
connected or disconnected with other firms. Computer makers could easily modify
their operation chains because computer systems now had open interfaces that
enabled compatibility across many components. This open flexibility changed the
industrial structure from vertical silo to layer by layer, with each layer standing for
chipmakers, component providers, assembly manufacturers, or retailers. The layers
had open relationship based on open standards. This open, layer-by-layer structure is
the origin of the concept of business ecosystem.

Such new form of industrial structure originally emerged in personal computers
and then prevailed in digital consumer goods, cell phones, and similar products. The
Internet significantly accelerated this move, and all the industries related to the
Internet came to form the same business ecosystem.
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1.3 Analogy with Biology: Diversity, Symbiosis, and Keystone

The term business ecosystem, the definition that Iansiti and Levien introduced into
the academic literature to describe this industrial structure, comes from biology
(Iansiti and Levien 2004b), since analogies are drawn with biological ecosystems.
Indeed, business ecosystems share some common features with biological
ecosystems.

The first common feature is diversity. A biological ecosystem comprises many
species that interact with one another in the natural environment. For example, the
African savannah ecosystem includes a diverse community of species, such as
tropical grasslands and various animals. Similarly, a business ecosystem is an
industrial cluster comprising a diverse community of firms. Each firm plays its
role by providing components, developing products, and delivering them to users.

Secondly, business ecosystems have complex relationships. Organisms in bio-
logical ecosystems interact both directly and indirectly. The food chain typically
involves direct relationships, but there are also indirect relationships, like symbiosis.
The case of sea anemones and clownfish is famous for its mutualistic relationship of
symbiosis. Sea anemones provide clownfish with a safe home, and, in return,
clownfish clean the anemone and offer nutrients in the form of waste. Firms in
business ecosystems have relationships that are similar to those found in biological
ecosystems. They interact directly with one another along the supply chain for parts/
materials or services, but they also interact indirectly by means of compatible
standards. When compatible standards are present, the sales of a product affect
those of compatible or complementary products. Even when firms have no direct
mutual relationships, i.e., buying or selling, they need to be aware of this indirect
relationship. Indirect relationships in business ecosystems are referred to as network
effects.

The third characteristic is the presence of special actors within the ecosystem. In
biological ecosystems, some species have an outsized impact on the ecosystem.
Paine, a famous ecologist studying biological diversity, conducted field research and
found that removing a specific species from an environment can severely affect
neighboring species (Paine 1966). He called these special species keystone species.
Business ecosystems are much the same, in that they also comprise special firms.
ITansiti and Levien called those special firms keystone firms (lansiti and Levien
2004a). The keystone firms that they mentioned included many platform providers,
such as Microsoft and Qualcomm, which are typically called platform firms—and
this is the terminology that we will adopt in the remained of our analysis.

Many economists and management scholars have studied platform firms and their
business strategies, because they often have dominant market shares and affect
neighboring firms. National authorities investigate platform firms in relation to
potential breaches of antitrust laws, economists want to theorize their business
models in light of their economic behavior, and management scholars wish to
understand the secret of their success.
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In brief, business ecosystems are characterized by diversity of firms, complex
relationships among them, and the presence of platform firms as special firms. These
concepts, based on the analogy with biological ecosystems, are useful to describe
this new form of industrial structure. Network effects, as an invisible engine, are the
key aspect behind these characteristics of business ecosystems (Evans et al. 2006).
Firms use network effects to deliver new value, to enlarge their market, or to gain
competitive advantages.

When network effects are extended to more and more products or services, the
industrial structure is likely to take on the form of a business ecosystem. As
mentioned above, business ecosystems emerged first in the personal computer
industry, followed by digital consumer goods and cell phones. The Internet strongly
reinforced this shift. Today, business ecosystems are found in the machine tool and
automotive industries too, which are usually regarded as legacy industries. Hence,
this structural change has occurred not only in the new digital industry but also in
traditional ones.

1.4 Open Standards as a Source of Network Effects

A business ecosystem is an industrial structure with network effects, which come
from complementary relationships among products or services. In many cases,
system products have complementary goods. For example, personal computers
consist of hardware and software. Software and hardware have a complementary
relationship, since for hardware makers software is a complementary good and vice
versa.

System products and complementary relationships can easily be found in every-
day life. DVD software and DVD players, smartphones and apps, and TV and TV
programs are some typical cases. Even the automobile business, which is a very
traditional industry, entails complementary relationships. Since system products
have become common in our daily life, network effects are ubiquitous, and firms
try to exploit them to boost their business.

Whether a business is new or old has nothing to do with the concept of business
ecosystem. Complementary relationships are the key factor here, because they
generate network effects. The things that one counts within a system determine the
boundary of its business ecosystem, so the idea of business ecosystem is deeply
rooted in how one sees related workings and recognizes them as a system. Through a
broader lens, even a traditional industry can be regarded as a business ecosystem.

Let us look, for example, at the automobile business, which is a traditional
industry. If we focus only on automakers and suppliers, it does not appear to have
the industrial form of a business ecosystem, because there are only direct relation-
ships and no complementary relationships along the supply chain. But, once we
broaden the scope, we can indeed view the automobile industry as a business
ecosystem. Within the whole transportation system, automobiles have a comple-
mentary relationship with the energy business. Refueling periodically is necessary to
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drive a vehicle, so that automobiles and gasoline are characterized by complemen-
tarity and network effects between them.

All the examples above share the common denominator of compatible standards
among products. PCs and smartphones have APIs for developing software and apps,
DVDs have various formats for developing content, and automobiles have clear
gasoline quality standards to guarantee compatibility. Firms within each ecosystem
share these compatible standards, which are called open standards because they are
openly shared by the firms in the industry.

Open standards are a powerful source of network effects, since firms need them to
collaborate with other firms. Collaboration is a key factor to address the increasing
complexity of the system, due to the fact that no single firm can deal with the whole
system alone. Open standards provide the pivotal basis for firm collaboration and
eventually generate network effects.

Business ecosystems contain many open standards as a source of network effects,
but these do not necessarily appear as formal standards. They can take on many
forms, such as roadmaps for investments, open APIs, open-source software, or
protocol documents. All of them work as open standards because firms openly
share them and collaborate based on them, but it does not matter whether the
standards are formal or not. Even when they do not entail penalties for protocol
violation, they still work well as open standards. As a source of network effects, it is
irrelevant whether the open standards are compulsory or voluntary, and firms often
follow them by collaborating in an autonomous, decentralized manner.

Business ecosystems offer firms direct and indirect ways to interact with other
firms. Supply chains are a direct means of interaction, which is typical in many
industries. The use of open standards is an indirect form of interaction that enables
firms to collaborate in an autonomous, decentralized manner and is specific to the
case of business ecosystems. The notable fact is that open standards generate the
network effects that characterize the dynamics of business ecosystems.

1.5 Emergence of Platform Firms

Network effects characterize the behavior of firms in a business ecosystem. Firms
have different ways of exploiting network effects depending on their business
models, and their strategic behavior is mainly divided into three types: designing
of network effects, matching of two markets, and bundling a set of goods.

These strategic actions put in place by firms can contribute to their competitive-
ness. Although exploiting network effects is common to all the firms in a business
ecosystem, platform firms, which play a special role, are in a position to make the
most of network effects and usually pursue all three actions above.

The first action is the designing of network effects. As they strongly impact on
business growth and competitiveness, designing desirable network effects is a basic
strategy. As discussed above, open standards are a powerful source of network
effects. Consequently, firms often set open standards to trigger network effects
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that are advantageous for their business models. There are three approaches to
setting open standards, which can be de facto, de jure, or consensus standards.

De facto and de jure standards are more traditional forms. De facto standards are
automatically defined through market share dominance, while de jure standards are
established by public committees, such as ANSI and ISO/IEC. As a new approach,
consensus standards are set by firms gathering together in consortia, forums, or
alliances. They are thus similar to de jure standards but differ in the fact that firms
come together according to their own will, so multiple consortia might be created to
pursue similar targets. We will discuss the differences among these three approaches
to standards setting later on in this chapter. Platform firms are likely to organize the
consortia tasked with setting open standards. Their purpose is not only to establish a
basis for collaboration but also to try and make desirable network effects emerge in
the ecosystem.

The second strategic action, the matching of two markets, is another typical firm
approach aimed at exploiting network effects. For example, a firm develops a
navigation app for car drivers and collects information on where they go or what
they are likely to do. Based on this information, the firm is able to suggest a
restaurant or shopping mall where the drivers might want to stop. In this case, the
navigation firm acts not only by giving information on the goal but also by matching
two markets, the navigation service and the other services that the car drivers might
want to receive according to their preferences. Matching works well if the two
products are linked by a network effect, since consumption of one good leads to
increased consumption of the other good. The network effect between two products
means that the user of a product is likely to benefit from the other product when
he/she jointly uses them.

Scholars have studied matching as the theory of two-sided markets or pricing
(Rochet and Tirole 2003). Thanks to network effects, matching between two markets
contributes to the expansion of the total market, ultimately supporting the growth of
the business ecosystem as a whole. Of course, this also leads to an increasing
presence of firms that provide matching services, which are often referred to as
platform firms. So platform firms play a special role in business ecosystems.

Firms often use matching as a critical part of their business models, especially in
Internet services. Google, Facebook, and Amazon are the technology giants that
provide matching services. These platform firms work as matching agents between
two or more markets by offering open interfaces for third parties to use their services.
The third parties use the open interfaces, collect information about the users, and
reinforce the network effect by matching. Real businesses also use matching of two
groups. For example, in the area of the Internet of Things, or [oT, there are many IoT
devices that generate data about the usage of a product/service. Matching in real
business connects these usage data with other products/services. As seen above in
the case of a car navigation app, matching connects the navigation service with the
restaurant or shopping service.

The third way to make the most of network effects is the bundling of a set of
goods or services as a package (Nalebuff 2004; Eisenmann et al. 2011). Both
matching and bundling rely on network effects between two groups, but they differ
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in the way in which the two groups overlap. Matching works well if the two groups
do not have any overlaps. For example, if the providers and consumers of a given
product are different groups and they do not simultaneously produce or consume the
said good, firms can exploit the network effects by matching. But if the two groups
mostly overlap—for example, in the case of cell phones and portable audio
devices—matching is rather useless, while bundling is an effective strategy to
make the most of network effects. Smartphones, which bundle together cell phone
and portable audio features, are a good choice for users in situations of considerable
overlaps.

If two products are functionally complementary, there will be network effects
between the two groups of users. And if there are major overlaps between the said
two groups, most users will benefit from the two functions combined. With func-
tional complementarity, meaning the network effect between two products, the
utility of a package bundling two functions together exceeds the sum of the utility
of the two individual functions. The utility gap between the package and the sum of
individual goods widens as functional complementarity becomes stronger.

Bundling works as a kind of lock-in or closure strategy. The firms that bundle two
functions in a package enclose the network effects into their products, so that they
can benefit from them while other firms do not. For instance, smartphone manufac-
turers lock in consumers who use cell phones and portable audio. Functional
complementarity makes it much harder for firms able to provide one function only
to enter the smartphone market. Since network effects derive from functional
complementarity between two goods and business ecosystems are characterized by
considerable network effects among products, firms have many opportunities to
implement bundling strategies.

The three strategic actions described above are quite different from those of
product firms operating in ordinary markets, whose main aim is to provide good-
quality products at inexpensive prices. Of course, firms in business ecosystems have
the same aim, but they cannot disregard the new factor, i.e., network effects for
creating value and competing with rivals, which represent a major challenge as well
as an opportunity.

In sum, designing of network effects, matching of two markets, and bundling of
goods are all strategic actions that exploit the macrostructure of business ecosystems.
Since business ecosystems comprise a variety of products that complement each
other, network effects will arise as an intrinsic feature that firms can leverage when
implementing their strategic actions, which exceed the scope of the strategies that
product firms typically have.

These strategic actions are very characteristic of business ecosystems, and the
organizations that wish to implement them need strong macroscopic capabilities.
With respect to this point, platform firms are able to make the most of these strategies
as they do possess macroscopic capabilities. They concern themselves not only with
their own products but also with neighboring products, capturing complementary
relationships that work as network effects. They also watch the macroelements, such
as consortia and open standards, that might be a source of network effects and
carefully assess business ecosystem dynamics because these invisible forces affect
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their business. So, platform firms carefully monitor the dynamics of business
ecosystems and exercise strategic actions to exploit them according to their business
models.

1.6 Growth Model of Business Ecosystems

As discuss so far, a business ecosystem is an industrial cluster characterized by
diversity of firms, complex relationships, and platform firms. Such characteristics
come from network effects. Many market segments have indirect relationships that
generate network effects, invisible forces affecting the evolution of a business
ecosystem. Figure 1 illustrates the growth model of business ecosystems. For the
sake of simplicity, we pick two segments that are related by network effects. If one
segment grows, the other segment also grows due to network effects. Strong network
effects cause a steeper mutual growth of the two segments.

If platform firms, which exploit network effects for their strategic purposes, find
that two segments are linked by network effects, they try to leverage this in the most
effective way. Typically, they start by setting their strategic framework, picking one
of the two segments as the target segment and the other as a companion segment.
They sell their own products in the target segment, which they want to grow in order
to expand their business. One possible strategy is discounting, but applying cheaper
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prices is not a good idea even if it stimulates growth, since it can cause price erosion
in the target segment and investments cannot be recouped. The platform firms expect
the target segment to become the main source of profit for their business, so they
decide to exploit the companion segment instead.

The companion segment, which comprises complementary products, is linked
with the target segment by means of network effects. So, platform firms stimulate the
companion segment so that the target segment can grow and they can recoup their
investments. Since they do not discount in the target segment, they are free from the
risks of price erosion and damage to their source of profit.

Multiple strategic actions are able to stimulate the growth of companion segments
and reduce entry costs for newcomer firms, among which, for example, provision of
development references, support to open-source software, and free licensing of
patents. The most notable of these actions is the setting of open standards. Open
standards emerge from the industry-wide sharing of technological information and
irreversibly impact on the ecosystem because they can trigger massive entry of
newcomers in the companion segment.

Newcomer firms are not familiar with the technological knowledge and market
context of the companion segment. Open standards work as a good point of
reference for any newcomers in terms of technological knowledge. In addition,
they validate the quality of the products that the newcomer firms produce. Since
open standards include explicit compatibility criteria, new entrants can easily adjust
their products. Thus, the adoption of open standards compensates for the lack of
newcomers’ knowledge of the market context.

By learning from open standards, the newcomers rapidly catch up with the
incumbent firms in the companion segment. The said segment is thus transformed
into an open area for newcomers that would otherwise hesitate to enter. In brief, open
standards remove the entry barriers existing in the companion segment. With new
entries, market growth in the companion segment is stimulated, supply volumes
increase, and prices drop to affordable levels. The size of the target segment
increases depending on the number of newcomers entering the companion segment.

The growth of the companion segment also promotes that of the target segment.
The network effect, which links the two segments and stems from their complemen-
tary relationship, conveys the growth momentum of the companion segment to the
target segment. Hence, open standards make both the target and companion segment
grow. A noticeable consequence of this process is that the characteristics of the two
segments change. The companion segment, for which open standards have been set
by the platform firms, becomes an open area for newcomer firms, as entry barriers
are removed and opportunities to catch up multiply. Conversely, the target segment
remains almost completely out of bounds to newcomers, since entry barrier are still
in place. The main reason for this is the fact that platform firms, for which the target
segment is the main source of profit, see any newcomers as rivals and strive to keep
them out.

The setting of open standards causes business ecosystems to have an open area
and a closed area. Newcomer firms enter the open area and stimulate its growth. Due
to such increasing entries, the closed area, which is still mostly off limits to
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newcomers, also grows thanks to the network effect linking the two segments.
Therefore, the moment when open standards are set often represents the inflection
point at which a business ecosystem opens up one of its segments to newcomer firms
and consequently starts to expand.

This is a typical strategy for platform firms because it allows them to achieve two
key targets, i.e., ensuring the growth of the business ecosystem as a whole and
keeping their own business profitable (Tatsumoto 2017). This so-called platform
strategy can be seen in various ecosystems, such as personal computers, digital
consumer goods, cell phones, and semiconductor industries, and even traditional
industry firms have recently started to express an interest in it. The trend is becoming
more and more evident because the industrial structures of various areas are
transforming into business ecosystems. For example, in the automobile industry,
this trend is often referred to as CASE, which stands for connected, autonomous,
shared, and electric. In the case of machine tools, it is called Industry 4.0.

Before exploring this topic further, the next section will illustrate the theoretical
framework adopted to analyze these trends, which is mainly based on the architec-
tural theory.

2 Architecture

2.1 Architecture Affects Business Ecosystems

The first section of this chapter provided an overview of the dynamics of business
ecosystems. Let us now shed light on the characteristics of business ecosystems,
which are deeply connected with the architecture of the products or services pro-
vided by firms within them. The concept of architecture refers to the basic config-
uration design of an artifact, which depends on problem-solving decisions regarding
its design factors.

This definition means that the architecture of a product is linked with the way in
which a firm solves design problems to manufacture it. In particular, when dealing
with large-scale design problems, which require collaboration among multiple firms,
product architecture affects the activity of joint problem-solving. Some types of
architecture are more suited to a small group of firms jointly dealing with design
problems, whereas other types call for a more autonomous, decentralized approach.

With respect to design problems, each architecture has a different approach to
developing design solutions. Increasing complexity reinforces this tendency and
causes architectural changes, which impact on the industrial structure itself. Business
ecosystems, which often arise as a consequence of architectural changes, are a
special form of industrial structure. In extreme cases, a slight change in architecture
might lead the industrial structure to quickly transform into a business ecosystem,
which naturally causes changes in the profitability and competitiveness of firms.
Hence, most of the firms who operate within an ecosystem cannot ignore the
architecture of its products and how it changes.
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In the remaining part of this section, we will examine the architectural character-
istics that influence the behavior of firms by laying out the theoretical dimensions of
product architecture. We will categorize these characteristics based on the features of
the interfaces for which firms have to collaborate with one another and then discuss
how and why product architecture affects the shape of the industrial structure.

2.2 Architectural Anatomies of Complex Systems

The study of architecture is rooted in Simon’s examination of complex systems
(Simon 1969). He found that complex systems share the common feature of having
numerous design factors that are mutually dependent. The said design factors and
dependencies are the source of complexity that makes product development difficult.

A set of design factors that are mutually dependent can be seen as a design
problem of simultaneous equations. During the development process, product
designers look for a solution to the design problem. Obviously, as the number of
factors and dependencies rises, it becomes ever more difficult to solve the design
problem, until a complexity limit is reached and product designers are no longer able
to find a solution.

To handle this increasing complexity, product designers encapsulate the design
factors into modules (Aoki 2001). A module is an assembled chunk of design factors
that are mutually dependent. This design technique is a kind of “divide and conquer”
approach to complexity, and it is usually referred to as modularization. Through
modularization, a complex system comes to have relatively more dependencies
within modules and, at the same time, relatively fewer dependencies across modules.
Thus, modularization reduces the complexity of design problems because it divides
the large simultaneous equations into small independent ones, so that product
designers can handle them individually.

The concept of modularization is quite important, especially in the practical
development process, which is often affected by interferences ranging from a simple
telephone call to economic turbulence. To reduce this noise, product designers use
the modularization technique and divide the design factors into modules. A set of
design factors and dependencies within a module is unaffected by external noise,
and, if the said noise damages a module, the other modules will remain safe. In this
way, only one module is lost, and the product designers just need to replace the
damaged module with a new one.

Therefore, modularization causes a complex system to become a composite of
modules, which Simon (1969) referred to as a nearly decomposable system (NDS),
and its behavior can be approximately represented by the combination of its mod-
ules’ behaviors. Modern products, which are likely to have numerous design factors
for many functions, are often complex systems, and we can regard them as a
composite of individual modules.
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2.3 Features of Module Interfaces

A module contains multiple design factors that realize its functions. Designing a
function means solving simultaneous equations involving a set of design factors.
Product designers need to identify appropriate parameters for all the design factors,
and they usually adopt a trial and error approach to come up with solutions. Once a
solution is found, the set of design factors will work well as a function of the system.
That is, a set of design factors denotes a function in a module.

Figure 2 illustrates the concept of complex system as a composite of modules.
Module 1 contains three design factors, which perform function 1. Similarly, module
2 consists of three design factors and fulfils function 2. Moreover, there are special
design factors creating connections across the modules. These design factors, which
are called interfaces, are gateways to the design factors within each module. The
interfaces connect the modules and the composite of the modules makes up the
system.

The combination of the individual modules’ behaviors approximately represents
the behavior of the system. From the users’ point of view, behavior means function.
In this interpretation, designing a complex product is an effort to combine modules.
Yet, a further complication lies in the fact that the combination of modules produces
interaction effects, which might appear negligible at first or immediately come
across as difficult to eliminate. Even when they are initially weak, they might
stack up and become collectively stronger. This is why those involved in designing
complex systems tend to adopt a trial and error approach.

When combining modules, product designers use interfaces. Some interfaces
might work well in combining modules, but they might not make the most of the
modules’ characteristics. Other interfaces might be difficult to use because they
require information that is not shared. Hence, interfaces work as a constraint for
design problems, and complex systems heavily rely on their characteristics.

Prior research on product architecture has shown that two features of interfaces
particularly affect the designing activities. The first feature is how tightly or loosely
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the interfaces are able to couple the modules in the system with one another. The
second feature is how openly the information of the interfaces is shared by the firms
within the ecosystem. We will now explore these two features in greater detail.

2.4 Tightness of Interfaces

Let us turn to the first feature of interfaces, i.e., the ability to tightly or loosely couple
the system modules, which plays a crucial role in determining whether a product is
integral or modular. A complex system is composed of multiple modules. When the
interface couples the modules tightly, connections are possible only among specific
modules. By contrast, when the interface couples the modules loosely, they can
easily connect with one another.

The reason for coupling modules is that a function in a module depends on
another function in another module. Hence, product designers use interfaces for
module coupling to connect a function to another function across modules. If a
function depends solely on another function in the same module, the use of an
interface is not necessary.

Based on this functional dependency across modules, the use of interfaces reflects
the mapping pattern of functions and modules. Figure 3 shows the correspondence
between interfaces and architecture.

In the left part of Fig. 3, (i) and (ii) show how the interface couples the modules:
(1) refers to the case of tight coupling, whereas (ii) refers to the case of loose coupling
of the modules.

In the right part of Fig. 3, (a) and (b) show the types of architecture through
bipartite graphs illustrating how the modules and functions are connected. Prior
studies have often used bipartite graphs to describe the mapping pattern of modules
and functions in product architecture (Ulrich 1995). (A) describes a situation in
which a function in a module heavily depends on other functions in other modules;
this is the typical mapping pattern of integral architecture. Conversely, (B) describes
a situation in which a function in a module does not heavily depend on other
functions in other modules; this is the typical mapping pattern of modular
architecture.

In the case of integral architecture, where functions heavily depend on one
another across modules, a slight modification to function 1 affects both module
2 and module 3 exactly because of mutual dependencies. Since it is difficult to make
changes, integral architecture cannot have many design options. Instead, when the
architecture is modular, as in situation (B), slight modifications do not affect other
modules, and design changes are easily implemented because mutual dependencies
across modules are weak.

As for the relationship between interface and architecture, the arrows in Fig. 3
show that tight coupling corresponds to integral architecture and loose coupling to
modular architecture.
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In part (i) of Fig. 3, the interfaces tightly couple modules 1, 2, and 3. This means
that function 1 in module 1 heavily depends on functions in modules 2 and 3. (A),
the graph referring to integral architecture, expresses such dependency pattern in the
form of mapping between functions and modules. Function 1 has inseparable mutual
dependencies with module 1, which means that a set of design parameters of
function 1 forms module 1. Function 1 also has strong dependencies with modules
2 and 3 because it depends on functions 2 and 3. These strong dependencies among
functions cause the interfaces to tightly couple the modules. This is the reason why
tight coupling corresponds to the case of integral architecture.

By contrast, loose coupling corresponds to modular architecture. In part (ii) of
Fig. 3, the interfaces loosely couple modules 1, 2, and 3, which means that function
1 in module 1 does not heavily depend on the functions in modules 2 and 3. This
pattern of functional dependencies corresponds to modular architecture (B).

The mapping pattern leads to differences in architectural characteristics. In some
cases integral architecture yields better deigns, while, in other cases, modular
architecture works more effectively. We will now discuss this point further.
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2.5 Worse Is Better: Integral vs. Modular

When we consider the two types of architecture, integral and modular, the obvious
question is: which architecture is better? Before trying to answer this very difficult
question, let us examine another matter: which architecture is more appropriate with
respect to design science?

Modular architecture has weak dependencies among modules and many design
options, since design changes are easily implemented. On the other hand, integral
architecture has strong dependencies among modules and few design options, since
design changes are difficult to make. Therefore, from the point of view of design
science, modular architecture is more fitting than integral architecture. However, this
does not imply that modular is necessarily better than integral. The classic essay by
Gabriel (1989) on software design claims that worse is better, meaning that a design
that seems wrong in terms of design science might be proven to be a better design for
most of the users. There are two major reasons for this. Firstly, the right design tends
to become too complicated. Complete modularity requires a lot of buffers, also
called fat, which make the design too complicated. Secondly, it is very often the case
that the right design causes functionality to be poor because of too much fat.

In other words, the right design is more likely to fail because it lacks balance
between design complexity and user needs. Product designers seek to strike this
balance, and, although the result might be a scientifically worse design, it will fit the
needs of its users.

Figure 4 explains the balance between functions and modules based on the type of
architecture. Suppose that the architecture is redundant, like in case (b). Modular
system 1| has fat (or buffers) in its modules, introduced by product designers to
obtain weak dependencies across modules. In other words, it is the fat that ensures
the modularity of the system. If product designers remove the fat, the system loses its
modularity and becomes lean, but it still performs the required functions. When a
system increasingly loses its buffers, its interfaces couple the modules more and
more tightly, and its architecture eventually becomes integral.

Now let us consider another redundant system, shown as (c). The functions in
modular system 2 have reduced functionalities. Product designers may opt for
reduced functionalities because they do not want a function to be heavily dependent
on other functions in other modules. In other words, they want to keep the system
modular. Nonetheless, in some cases, they need to increase the functionalities to
meet the users’ needs and have no choice but to break the modularity of the system.
They redesign it so that the function in question heavily depends on other functions
in other modules. Through this process, the system architecture becomes integral.

Although modular architecture should be preferable from the point of view of
design science, it may not be better in terms of balancing functions and modules.
Modular systems are naturally characterized by redundancy, which is necessary for
design changeability that makes the system, as a product, more appealing to the
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users, but this upsets the balance between functions and modules. If the system
redundancy is removed, its architecture becomes integral. This is the main reason
why many successful products are of the integral architecture type. As Gabriel
(1989) insisted, product architecture that is appealing to most users is often worse
in terms of design science.

2.6 Design Changeability of Modular Architecture

Integral architectures strike an optimal balance under the design dimensions given,
which consist of vectors of design parameters. However, integral architecture does
not always mean better design, as modular architecture might yield superior results
in some situations. Design changeability is the relevant concept here. Figures 5 and 6
show when modular architecture is better than integral architecture.

Figure 5 illustrates the relationship between architecture and optimality. The
horizontal axis represents the design dimension, i.e., a set of design parameters for
the given modules. The vertical axis indicates the system error, which denotes
optimality of functions and modules. System error ¢ is the difference between
maximum system utility, ™, and expected system utility for a given design param-
eter d, u(d).
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System error ¢ is defined as:
e=u*—u(d)>0

S.t.
DeR"
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u:D—R
u* = max{u(d)|d €D}

where D is a set of design parameters, m is the number of design dimensions, d is an
element of D, u is a utility function, and #™ is maximum utility.

Roughly speaking, expected system utility u#(d) means how much utility we
expect the system to achieve for a given set of design parameters, d. When the
system is optimal, system error ¢ is zero. Optimality increases moving up along the
vertical axis from optimal to not optimal.

In Fig. 5, designs 1 to 3 refer to designs with given sets of design parameters.
Each design realizes the system utility and generates the system error. As explained
above, the system error is low when the system utility achieved is high. Design 1 is
characterized by fat in its modules, which means that some design parameters,
packed into modules, do not contribute to realizing the system functions but are
simply buffers. In terms of the balance between functions and modules, design 1 is
not an efficient design.

On the other hand, design 3 has low functionality. It fully uses the design
parameters but still realizes only a small fraction of the needed functions. In other
words, design 3 is redundant in its functions. It appears to have many but, in fact, the
number of unique functions is small. Just like design 1, design 3 is not an efficient
design.

Compared to designs 1 and 3, design 2 achieves greater utility because it has a
good balance between functions and modules. It is a lean system under design
dimension 1. With respect to architecture, design 2 is an integral system, while
designs 1 and 3 are modular systems.

Both designs 1 and 3 have a high system error, which means that a given set of
design parameters achieves only low utility, far from optimal. The reason for this is
the lack of balance between functions and modules in the system. Too many
functions yield a redundant system, while too many modules yield a fat system.
Thus, designs 1 and 3 are not optimal, whereas design 2 strikes the optimal balance
between functions and modules. In conclusion, integral architecture is the optimal
design under design dimension 1.

However, integral architecture has a by-product. When the architecture of a
product becomes integral, its interfaces tighten to couple modules, and the addition
of other modules becomes problematic. That is, in integral architecture, it is difficult
to expand the design dimensions by adding new modules. Conversely, the advantage
of modular architecture is that new modules can be added without complications.
Modular architecture easily expands the design dimensions by adding modules. If
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expanding the design dimensions brings major advantages, then modular architec-
ture might be better suited to realizing the design than integral architecture.

Figure 6 shows the relationship between design dimensions and system utility.
Under design dimension 1, design 2, which is integral, realizes optimal system
utility, while designs 1 and 3, which are modular, are not optimal.

If product designers add another module, the design space expands to design
dimensions 1 and 2. Designs 1 and 3 can use the design parameters in design
dimension 2. Since their architecture is modular, another module can be easily
added. By using the design parameters in dimension 2, designs 1 and 3 can achieve
greater utility than design 2. For example, product designers can modify design
3, turning it into design 3', to improve its optimality. The utility of design 3’ exceeds
that of design 2, so that modular architecture makes for better design than integral
architecture in this case.

As for design 2, it is not so easy to use the design parameters in dimension 2, since
the architecture of this design is integral and its interfaces tightly couple the modules.
Thus, adding another module is difficult. If product designers want to use the
parameters in dimension 2, they need to loosen the interfaces of design 2, making
it more similar to design 1 or 3, and they then can use the design parameters in
dimension 2. However, this is a rather tough design process.

In sum, modular architecture is not optimal under the design dimensions given.
But, by adding new modules, it easily expands its design space. Under the new
dimensions, modular architecture can achieve better designs than integral architec-
ture. With regard to design changeability, modular architecture is superior to integral
architecture.

2.7 Openness of Interfaces

Another key architectural characteristic is that of the openness of interfaces. The
openness or closedness of interfaces refers to the extent to which technological
information is shared with other firms. In the case of openness, product designers
from one firm can share interface information with other designers from other firms.
Conversely, closedness indicates a situation in which product designers can share the
interface information only with a few people who have been given permission.
These usually range from a limited number of colleagues to selected representatives
of the customers or suppliers.

From an industry-wide perspective, information sharing across firms is deeply
affected by the degree of standardization of interfaces. Standardization is a coordi-
nation process for firms participating in an ecosystem. Open standards, which are the
outcome of standardization, represent interface information to be shared for com-
patibility and can be used by all the firms in the ecosystem. Hence, standardization is
an industry-wide activity to enhance information sharing.

Nowadays, most products are complex systems with many interfaces, requiring
collaboration among numerous firms. Since the sharing of information is essential
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Table 1 Three approaches for open standards

Open
Setting of standards Diffusion of standards argas
De facto Market process (dominant Market process (consumer Narrow
standards firm) preference)
Consensus Nonmarket process Market process (consumer Wide
standards (consortium) preference)
De jure standards | Nonmarket process Nonmarket process (often Narrow
(committee) mandatory)

for their design tasks, standardization is a key activity for any firm developing
complex systems, as it leads to open standards, which are the basis for such
collaborative development. The process through which standardization is achieved
affects the features of the interfaces of complex systems. Every firm carefully
watches the standardization process and its outcomes, since the open standards
will influence the growth of the business ecosystem and the competitive advantages
gained by firms. Indeed, the main feature deriving from standardization is openness
or closedness, which greatly depends on the standardization approaches. The firms
that set the standards choose the appropriate approach to standardization according
to their business strategies.

The standardization process includes two main phases: setting of standards and
diffusion of standards. The setting of standards refers to the designing of interface
protocols, while the diffusion of standards is an activity aimed at promoting infor-
mation sharing about the interfaces. The combination of these two aspects leads to
the classification of open standards into three types: de facto standards, de jure
standards, and consensus standards. Table 1 provides a summary of three approaches
for open standards.

With respect to openness, the three approaches to standardization produce dif-
ferent outcomes. Openness is measured by the size of the open area, i.e., the market
segment that does not have entry barriers and is easily accessible to newcomer firms.
De facto and de jure standards are likely to produce narrower open areas than
consensus standards.

These three approaches are clearly different, especially for what concerns the
abovementioned phases of setting and diffusion of standards. However, researchers
may confuse them, and, in particular, consensus standards are often mistaken for
other standards. This is mainly because consensus standards have appeared more
recently and are relatively new to researchers. In addition, consensus standards are
partially similar to de facto and de jure standards.

De facto and consensus standards differ in the setting phase. De facto standards
are set by a single firm, as there is the risk of infringing antitrust laws if multiple
firms gather together to set de facto standards. If they wish to avoid this risk, they
should opt for the setting of consensus standards, for which the firms legitimately
form a consortium open to third parties. Due to this openness, consensus standards
are likely to produce wider open areas than de facto standards.
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Turning now to the comparison between de jure and consensus standards, the
difference here is in the diffusion phase. De jure standards are ordained by law and
are thus often mandatory. Consequently, promoting the diffusion of open standards
is not the chief concern in this case. By contrast, consensus standards are voluntary
rather than mandatory and are likely to produce much wider open areas for easy
diffusion.

There is another reason why consensus standards are characterized by wider open
areas. Since they are voluntary, multiple consortia will probably set similar standards
and compete in the market. All the consortia care about standards diffusion, which
determines the winner of the competition. The wider open area favors the diffusion
of standards because it is attractive for newcomers. With the risk of standards wars,
consensus standards provide a wider open area through standardization.

In sum, consensus standards usually produce a wider open area than both de facto
and de jure standards and are a relatively new approach, whereas de facto and de jure
standards represent the old approach to standardization. Consensus standards have
been spreading since the mid-1980s through a general relaxation of antitrust laws.
This has encouraged the joint development of consensus standards and the creation
of wide open areas in business ecosystems. There are many examples of consensus
standardization, such as the USB forum for open PC and peripherals interfaces, the
AUTOSAR consortium for the car electronics area, W3C for open Internet pro-
tocols, as well as Industrial Internet Consortium and OpenFog Consortium for the
IoT area.

2.8 Architectural Convergence: Open-Modular and Closed-
Integral

So far, we have discussed the key features of interfaces. Firstly, we spoke about tight
or loose coupling. A system with tightly coupled interfaces often corresponds to
integral architecture, whereas loosely coupled interfaces are likely to go with
modular architecture. The second aspect is that of openness or closedness. A system
that allows the open sharing of interface information will probably have an open
architecture; otherwise, its architecture will be closed.

It can be deduced from the above discussion that system architecture can be
described along the two dimensions of integral/modular and open/closed. This yields
four possible types of architecture: integral or modular in coupling modules and
open or closed in sharing information. Clearly, the two architectural dimensions
have interactions because both depend on the features of the interfaces in the system,
which reflect the mechanisms of collaborative problem-solving among firms. By
virtue of these interactions, the four types of architectures are reduced to two
combinations: closed-integral and open-modular architectures.
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With respect to joint problem-solving, closed-integral architecture is character-
ized by a consistent approach. As the interfaces are closed, their information is
shared among a limited number of firms. Consequently, each of the modules in the
system can connect only with a few other modules. However, the large amount of
detailed information shared through intense collaboration helps improve the system
and optimize its functions. These design changes sacrifice module compatibility to
achieve optimal performance and product integrity by means of tight coupling.

On the other hand, open-modular architecture has a different design approach. Its
open interfaces enable product designers to collaborate with several other firms, and,
since the latter also include newcomers, new module combinations are easily
developed and work as a source of new value for the product. Product designers
expect high interface compatibility and can make the most of the open interfaces by
experimenting with new combinations.

As far as the design logic is concerned, both closed-integral and open-modular
architectures are characterized by consistency. But what about open-integral or
closed-modular products? If designers opt for an open-integral architecture, which
is an integral architecture with open interfaces, then inconsistency occurs. The
interface protocols are often modified to optimize system performance, and this
drastically reduces open compatibility, which forms the basis of open interfaces for
third parties. Integral architecture does not go well with open interfaces in the design
process.

Similarly, a closed-modular architecture, i.e., a modular architecture with closed
interfaces, usually proves to be a poor choice. In the modular architecture, product
designers can experiment with different combinations to try and create new value in
use, but, if closed interfaces are chosen, this prevents them from exploring all the
possible module combinations. Hence, they do not make use of modular architecture
with closed interfaces because it lacks open compatibility with products from other
firms.

As mentioned above, in the closed-integral and open-modular types, architectural
convergence comes from consistent design logic. In the closed-integral architecture,
top system performance is realized through frequent interface adjustments. Detailed
information about the interfaces is shared within a small, tight-knit group of product
designers that work on customization for optimal performance. Through this pro-
cess, the system eventually becomes a closed-integral architecture. By contrast, the
open interfaces of open-modular architecture allow product designers to share
interface information across firms and try various module combinations to assess
new value in use. Modularity is crucial for this trial and error process because it
ensures compatibly among modules. Through this process, the system eventually
becomes an open-modular architecture. Familiar examples of this architectural
convergence are automobiles, a notable case of closed-integral architecture, and
personal computers, with typically open-modular architectures. The next section
discusses these two architectures in relation to industrial dynamics.
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3 Architectural Change and Business Ecosystems

3.1 Digitalization: Trigger of Architectural Change

So far we have discussed business ecosystems and product architecture. A business
ecosystem is a form of industrial cluster, and product architecture is the basic design
of module configuration. Industrial clusters and product architectures are linked by
the design logic according to which firms collaborate to solve design problems. Each
type of architecture has its different design logic. Therefore, changes in architecture
lead to changes in the industrial clusters.

Two main factors that cannot be ignored in the innovation environment and affect
product architectures in most industries are digitalization and globalization. Let us
look at digitalization first.

Compared with analog technologies, digital technologies are critically different in
the design of system interfaces. Analog technologies are based on the laws of nature
and cover mechanics, chemicals, and any other areas relying on physical phenom-
ena. By contrast, digital technologies are based on logical rules, and software and
electronics are their main applications. Since they are free from the constraints of
physical laws, there is great flexibility in their architectures. This means that product
designers can easily decouple one system into multiple modules according to their
purposes, such as reducing complexity and redesigning by trial and error. Such
decoupling of complex systems is not possible in analog technologies. Moreover,
digital technologies are much more versatile than analog ones in the creation of
system interfaces and in the organization of their interactions.

Interface design flexibility provides different options for firm collaboration.
Closed interfaces are often the result of collaboration within a single firm, while
open interfaces are ideal for collaboration across firms. Complex systems require
many firms to collaborate, so the interfaces linking their modules must be open, to
allow for changes and improvements through trial and error. These changes lead the
system to become increasingly open in its architecture. In other words, digitalization
spurs a shift toward open architecture.

In addition, digitalization affects the firms’ business model. With digital technol-
ogies, product designers easily make open interfaces, and third-party firms propose
new business models based on the flexible combination of modules. Thanks to the
existence of open standards for the interfaces, several firms can supply compatible
components. More options for module combination enhance the opportunities for
new business models, which often take advantage of network effects. Open inter-
faces generate network effects, and open standards make for even stronger network
effects. Indeed, the platform business is a major example of how to make the most of
the network effects of open interfaces and standards.
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3.2 Globalization: Amplifier of Architectural Change

Open architecture is a system with many open interfaces whose information is shared
by firms to collaborate in design tasks. Since complex systems require the collabo-
ration of product designers from many different firms, they are likely to have open
interfaces. Firms also set open standards, such as protocols or references for open
architecture, because open interfaces might not be enough for easy interfirm collab-
oration. Indeed, firms need efficient measures to share information for joint tasks,
and open standards are a powerful tool for this purpose. By providing the formal
protocols of interfaces, they enable effective cooperation, so that firms can complete
their joint tasks. This is why the development of complex systems is often accom-
panied by open standardization.

As mentioned above, there are three main approaches to open standardization: de
facto, de jure, and consensus standards. De facto and de jure standards are traditional
approaches, whereas consensus standards have developed more recently. These
three approaches ensure flexibility in standardization, and firms choose the most
appropriate one according to their strategies.

As well as supporting firm collaboration, open standards also play a key role in
industrial clusters, since they remove barriers and stimulate the entry of newcomer
firms. This is because open standards consist of explicit information regarding
technological knowledge and industrial contexts, so newcomer firms can easily
apply it to their products. As explicit information removes the entry barriers that
come from implicit knowledge in the industry, open standards stimulate new entries
and increase collaboration among firms.

Globalization amplifies the stimulating effect of open standards. Back in the
1980s, firms based in the developed countries were in a dominant position. However,
from the 1990s onward, globalization brought about significant changes, as new-
comer firms from developing countries entered the global market. Soon, they faced
difficulties in joining pre-existing networks of firms because they were not familiar
with the technological knowledge and reference industrial context. Yet, open archi-
tecture gave them the opportunity to access explicit information, thanks to open
interfaces regulated by protocols released to the public by standardization consortia.
Thus, open standards removed entry barriers and provided a common base for firm
collaboration.

Newcomer firms from developing countries joined the networks of firms with the
aid of open standards. Personal computers are a well-known example. In the 1990s
Korean and Taiwanese firms entered the personal computer industry, until then
dominated by firms from developed nations, such as the US, Japan, and the EU
countries. Due to the availability of open standards for PC components, such Korean
and Taiwanese firms soon achieved huge success in the global market. Korean firms
aggressively invested in the production of memory semiconductors, which had open
standards for mutual compatibility, and quickly reached extremely high production
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capacity. In a relatively short time, they overtook the US and Japanese manufacturers
of memory semiconductors and came to satisfy most of the worldwide memory
demand. On the other hand, Taiwanese firms successfully developed a new business
model known as ODM, or original design manufacturing (Kawakami 2007), which
is a special form of contract manufacturing. ODM firms design and manufacture new
products based on the specifications of their client firms, such as computer brand
firms in the USA. The clients then rebrand the products and sell them as their own.
The ODM business model relies on open standards. By using them, Taiwanese firms
learnt to flexibly combine various modules and develop new configurations for
product design. By the end of the 1990s, Taiwanese firms accounted for around
90 percent of the global production of notebook computers.

Open architecture products fully enjoy the benefits of globalization. The open
standards set for their interfaces stimulate the entry of new firms from developing
countries and allow international collaboration among firms from developing and
developed economies. From a macroscopic perspective, open standards promote the
international division of labor.

Product architecture and industrial clusters are linked by the design logic
according to which firms collaborate to solve design problems. In today’s globalized
world, newcomer firms from developing countries need open interfaces and open
standards to develop their products in collaboration with other firms. They choose
the open architecture model, which often leads to the formation of industrial clusters
as business ecosystems, because it generates network effects that allow business
ecosystems to grow rapidly and increase their share in the global market. Personal
computers are a good example of the linkage between product architecture and
industrial cluster affected by globalization. The interplay of architectural and indus-
trial dynamics is analyzed in the next section by comparing automobiles and
personal computers.

3.3 Comparison Between Automobiles and Personal
Computers

A comparison between automobiles and personal computers is a good way to show
how product architecture influences the shape of the resulting industrial cluster.
From the point of view of product architecture, automobiles are typically closed-
integral, whereas personal computers are open-modular (Fujimoto 2007; Baldwin
and Clark 2000). As for the tightness of interfaces, automobiles adopt an integral
architecture in which the interfaces tightly couple the modules. By contrast, the
interfaces of personal computers loosely couple the modules. Regarding the open-
ness of interfaces, in automobiles the interfaces are mostly closed and accessible
only to a limited number of supplier firms, while personal computers have open
interfaces, and supplier firms can freely use them.
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Table 2 Comparison between automobiles and personal computers

Product
architecture Closed-integral Open-modular
Example Automobile Personal computer
Architecture | Characteristics | High integrity and optimal Variety of uses with several
of products performance module combinations
Features of the | Interfaces tightly couple Interfaces loosely couple
interfaces modules modules
Small groups of firms share Firms openly share the inter-
the information face information
Design logic Mutual coordination based on | Autonomous coordination
among firms relation-specific assets based on open standards
Industrial Form of indus- | Cohesive clique Business ecosystem
cluster trial cluster
Entry barrier Relation-specific assets work | Open standards remove bar-
as entry barriers riers and allow entry to many
newcomers
Recent Digitalization Interface design flexibility More open interfaces allow
impact gives new opportunities for new module combinations for
factors open collaborations among experimenting new value in
firms use
Globalization Entry barriers prevent new Globalization boosts new-
entries into the global market | comer entries from developing
countries
Through FDI, the network of | Business ecosystems quickly
firms expands globally, but its | grow to global scale
speed is slow

As discussed above, system architecture may be categorized depending on the

features of the interfaces and the approaches to coupling modules and sharing
information. This corresponds to the two main dimensions of modular vs. integral
and open vs. closed, which have interactions that eventually reduce the architectural
types to closed-integral and open-modular. These two architectures affect the devel-
opment of the industrial structures, as illustrated in Table 2, which also reports the
effects of digitalization and globalization.

The first column of Table 2 illustrates the closed-integral case. A closed-integral
architecture achieves integrity within the system, the interfaces of which tightly couple
specific pairs of modules. Intense collaboration among selected firms allows product
designers to share all the relevant information, so that they can calibrate the interfaces and
attain optimal performance. This design process causes the interfaces to couple the
modules more tightly. Due to information sharing at a deep level, firms gain relation-
specific capabilities or assets for mutual problem-solving that give them the ability to
efficiently develop the products. On the other hand, these relation-specific assets act as
deterrent for those wishing to enter the suppliers network, because they are a collection of
implicit knowledge and are not imitable by newcomer firms. So, the industrial structure
behind closed-integral systems is a form of cohesive clique, characterized by limited
membership and deep information sharing.



182 H. Tatsumoto

Automobile is a well-known product with closed-integral architecture. Auto-
makers and suppliers work together on the designing of cars and often change the
interfaces between modules to improve performance. Information sharing helps in
joint problem-solving, and relation-specific assets allow the existing suppliers to
efficiently collaborate with automakers. Yet, third parties do not have access to this
information, which represents a deterrent for newcomer firms (Dyer and Nobeoka
2000). Through joint development, the relation-specific assets make the industrial
cluster of automobiles a cohesive clique, which is an efficient network of firms with
deep knowledge sharing as well as a closed network with barriers to entry.

Turning now to the second column of Table 2, let us examine the open-modular
case. In open-modular systems, interface compatibility makes it possible to combine
modules in different ways to find the best setup and achieve maximum value in use.
The interfaces are open to third parties and firms often set open standards that further
reinforce compatibility by providing protocols and references for compatibility
confirmation.

Open standards enable supplier firms to access interface information, so that
modules are developed in a decentralized manner. By following open protocols,
design problems are jointly solved through autonomous coordination, and supplier
firms do not depend on relation-specific assets based on deep knowledge sharing and
mutual coordination. The coordination mechanism of open-modular architecture,
relying on open standards rather than relation-specific assets, significantly differs
from that of closed-integral architecture in that it makes it easier for newcomers to
enter the market and join the suppliers network. The industrial cluster of open-
modular systems consequently becomes a business ecosystem, in which modules
with open interfaces are developed through collaboration based on open standards
and there are no barriers to the entry of newcomer firms.

If we look at the case of personal computers, we can easily understand why
researchers often refer to them as typically open-modular systems. Personal com-
puters have open interfaces based on open standards, and this enables a variety of
module combinations that might produce new value in use. In addition, open
standards help newcomers enter the PC market. As the number of newcomers
increases, module combinations multiply, generating further value in use. Indeed,
the entry of newcomers acts as an engine for the growth of business ecosystems, and,
as pointed out in previous studies, new firm entries and new module combinations
have worked as the main engine for the growth of personal computers (Baldwin and
Clark 2000).

The two architectures described here, open-modular and closed-integral, have
different principles and mechanisms for collaboration among firms. Open-modular
architectures use autonomous coordination based on open standards, while closed-
integral architectures use mutual coordination based on deep knowledge sharing.
This translates into differences in the shape of the industrial clusters for open-
modular and closed-integral products. Through autonomous coordination, open-
modular architectures cause industrial clusters to become business ecosystems,
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while closed-integral architectures, based on mutual coordination, cause industrial
cluster to become cohesive cliques. The comparison between automobiles and
personal computers clearly shows how different architectures lead to different
forms of industrial clusters according to the coordination mechanisms used.

3.4 Interaction Between Digitalization and Globalization

The previous sections illustrated the features of closed-integral and open-modular
architectures, which use different approaches to joint problem-solving and yield
different forms of industrial structures: cohesive cliques for closed-integral and
business ecosystems for open-modular. This helped us shed light on the fact that,
when we investigate an industry, we have to take the architecture of its products into
account, because the design logic adopted connects its products and the forms of its
industrial clusters.

This connection also means that changes in product architecture modify the form
of the relevant industrial cluster. Before comparing automobiles and personal com-
puters, we discussed two critical factors altering product architecture: digitalization
and globalization. Since the 1990s, their impact has been growing stronger, causing
changes in product architectures which, in turn, have impacted on the shape of
industrial structures in different ways.

First of all, let us examine the impact of these two factors on the automobile
industry. Within the design process, digitalization makes it easier to set the inter-
faces, because the rules to be followed are only logical and not physical ones, which
is particularly useful when the complexity of the system increases. In order to reduce
complexity, product designers often decouple the system into multiple modules and
adjust the interfaces. They then reconnect the modules in more effective ways to
realize the system functions. This design trend is particularly evident in automotive
electronics and software, in which the increasing number of interfaces triggers
architectural changes toward the open-modular type. As product architecture
evolves, so does the form of the industrial cluster, and, with the development of
electric vehicles, autonomous driving, and MaaS (mobility as a service), the pressure
spurring this change has grown significantly in the developed countries.

On the other hand, globalization affects the automobile industry by increasing the
presence of emerging economies, where consumers tend to choose vehicles having
the traditional architecture, i.e., closed-integral, so that the market for closed-integral
cars is growing in the developing countries. Through foreign direct investment, or
FDI, automobile manufacturers from developed countries try to boost their produc-
tion capacity by collaborating with local automotive manufacturers and suppliers.
The resulting industrial cluster is still a cohesive clique. As FDI increases, the
cohesive clique grows globally, thanks to new entries, but this industrial change is
relatively slow due to the barriers characterizing this business model that act as a
deterrent for newcomer firms.
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In brief, the cohesive clique of the automobile industry is experiencing a complex
transformation, which is a mixture of disruptive change and robust growth. Digita-
lization mainly drives the disruptive change, while globalization contributes to the
robust growth. In developed countries, the pressure linked to this architectural
change is on the rise due to digitalization. Nevertheless, vehicle architecture is stable
in the emerging countries, whose role is ever more important thanks to globalization.
Both digitization and globalization exert pressure on the architecture of automobiles,
but in clearly opposite directions, so that automobile manufacturers have to make
tough decision to manage this challenging situation.

Now, let us turn to the case of personal computers and how they are affected by
digitalization and globalization. As discussed above, PCs can be described as open-
modular systems, and the relevant industrial structure is the so-called business
ecosystem. Open-modular systems have open interfaces, and, due to digitalization,
the number of such interfaces increases, so that open innovation intensifies. Open
standards, created by firms to promote collaboration, make the interface knowledge
explicit and formal, stimulating the entry of newcomer firms. These newcomer firms
rely on these open standards, since they do not have sufficient implicit knowledge of
the segment and of its industrial context. The entry of newcomers expands the size of
the business ecosystem. Globalization, which enables the creation of a global pool of
newcomer firms from developing countries, accelerates the expansion of the busi-
ness ecosystem at the global level and, in turn, this helps the international division of
labor among firms from developed and developing countries.

The case of personal computers shows the connection between architecture and
shape of the industrial cluster in open-modular systems. Since the 1990s, digitaliza-
tion has impacted on personal computers through the setting of open interfaces.
Open standards, which guarantee interface compatibility, have generated numerous
combinations of modules and realized new value in use while also removing barriers
to entry and, consequently, accelerating the growth of the business ecosystem.
Among newcomers, memory chip manufacturers in Korea and ODMs in Taiwan
have made the most of the open interfaces and standards to earn a prominent place
within the global ecosystem of personal computers. Their rapid growth stems from
the very features of the business ecosystem, whose open interfaces allow newcomers
to create compatible modules and new module combinations for greater value in use.
Thus, the personal computer market has become a global ecosystem due to digita-
lization and globalization.

The consequence of the above has been not only the expansion of the business
ecosystem but also the emergence of a new business model, i.e., the so-called
platform business, to take advantage of the network effects generated within the
ecosystem. Major platform firms, like Intel and Microsoft, have exploited the
network effects to the fullest, and their presence has also boosted the business of
newcomer firms from emerging economies. Further entries by newcomers have
accelerated the expansion of the business ecosystem internationally, thus forming
a global ecosystem (Tatsumoto et al. 2009).
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3.5 Revisiting Architectural Dynamics

As explained above, digitalization and globalization strongly affect product archi-
tecture and the shape of the reference industrial cluster. Digitalization is likely to
cause architectural change, and globalization spreads this impact on a global scale. In
other words, digitalization is a trigger of architectural change, while globalization is
an amplifier of its impact.

For some time, the automobile industry has been showing major signs of archi-
tectural change. These trends, referred to as CASE (connected, autonomous, shared,
and electric vehicles), are likely to shift the industrial structure of the automobile
sector from cohesive clique to business ecosystem. When estimating their impact, it
is important to consider where they happen in the architectural hierarchy. The above
four trends may be architecturally divided into two categories: changes occurring
inside the core layer and changes occurring outside such core layer.

Changes inside the core layer imply architectural changes of the automobile itself
and concern innovations such as autonomous driving and electric vehicles. To deal
with them, automobile manufacturers and suppliers need to adjust their structures by
investing considerable time and effort in organizational reorientation. This is partic-
ularly true for large incumbent firms, whose legacy assets are based on traditional
architectures. If they fail to keep up with the changes, they run the risk of losing
market share as newcomers quickly catch up and gain prominence.

Changes outside the core layer in which automobile manufacturers usually do
their business are likely to have an equally large impact and revolve around
connectedness and sharing of vehicles. The former feature means that cars are
connected to the Internet and have new functions or services based on big data,
while the latter means that car users change their behavior from owing to sharing
vehicles. These changes affect the upper layers of the whole system, in which the car
itself is just one element, and may lead to the creation of new business models that
will replace the existing one. For instance, connectedness relies on peripheral
services using big data to offer navigation support and customized recommenda-
tions. This model profits from displaying ads and matching services. The second
aspect, car sharing, might change the landscape of the automotive industry even
more drastically. Indeed, if this becomes a mainstream trend, car users will stop
purchasing their own vehicles, causing the total disruption of the traditional auto-
mobile business model.

Moreover, the above changes may have interactions and become considerably
stronger. Indeed, for the time being, they are mainly occurring in developed coun-
tries, but, if they spread to the developing countries as well, they will affect the
global system. This may come to pass because automobile manufacturers in devel-
oping countries have no legacy assets and because car users in those areas might
prefer products and services provided by the new business models as they develop
their own consumer culture. Hence, electric vehicles and vehicle sharing might
prevail in the developing countries.
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Although the architecture of automobiles has been stable for years, the CASE
trend seems to suggest that the industry is about to undergo a major shift, likely to be
accelerated by the emergence of new data technologies, including IoT, big data, and
AL In recent years, these data technologies have had an impact on all the industries
and have become a common technological framework (The Economist 2017). They
use data resources coming from the products and realize new value in use, thus
intensifying the architectural changes in the automobile industry.

Product architecture is dynamic, and, although it appears stable, dramatic changes
can occur at any time, as confirmed by the evolution of the personal computer
industry. The architectural change from mainframes to personal computers utterly
transformed the landscape of the computer business. Although automobile manu-
facturers have enjoyed the benefits of a stable architecture for years, recent signs of
architectural change are forcing them, especially incumbent firms, to find new
approaches.

Nonetheless, we are still in the early stages of this shift, and for now it is
impossible to determine with any degree of certainty whether the automobile
industry has reached an inflection point. Digitalization has accelerated the above
shift and might bring about new business models, but so far globalization has
supported the stable growth of the existing architecture. Yet, car users in developing
countries might decide to choose products and services that disrupt the traditional
business model of the automobile industry, and automobile firms need to learn to
cope with this difficult situation.

4 Conclusion and Further Insights

This chapter illustrates the concept of business ecosystem as a special form of
industrial cluster and explains how the design logic connects product architecture
and the shape of the industrial cluster. It then discusses architectural changes and
their impact on the shape of industrial clusters by drawing a comparison between
automobiles and personal computers.

Industrial clusters are likely to become cohesive cliques when the product
architecture is closed-integral. Conversely, business ecosystems are likely to emerge
when the product architecture is open-modular. Business ecosystems have a special
growth model because they contain many network effects, and firms seek new
business models to exploit them. The platform business is a notable model among
them that has exploited network effects as a source of new value in use to grow and
reach a global scale.

Industrial clusters are shaped by the design logic adopted to develop the archi-
tectures of their products, which relies on different types of collaboration among
firms. So, architectural changes affect the form of an industrial cluster, and, if its
product architecture changes from closed-integral to open-modular, the cluster will
shift from cohesive clique to business ecosystem.
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Product architecture can be modified by various factors, and most industries have
recently been affected by two phenomena that they cannot ignore: digitalization and
globalization. Thanks to digitalization, product designers can now flexibly set
interfaces with open standards in order to reduce product complexity. These open
interfaces can shift the product architecture toward open-modular. Globalization,
characterized by the strong presence of emerging economies, causes the architectural
changes to reach global scales. Digitalization works as a trigger for architectural
change and globalization acts as its amplifier.

The dynamics of product architecture are constantly evolving, and this is why
architecture can drastically change even when it seems stable. Due to digitalization,
the automobile industry is now showing signs of major architectural shifts. The
pressure is stronger than ever before. Firms need to focus on macro aspects because
changes are taking place both inside and outside the core layer where automobile
manufacturers mainly do their businesses. Changes inside the core layer, such as
autonomous driving or electric vehicles, bring about architectural changes that might
transform the shape of this industrial cluster. On the other hand, changes outside the
core layer, such as connected cars or vehicle sharing, create new business models
that disrupt the traditional practices of the automobile industry. Globalization might
amplify the impact of these architectural changes on the global market, since firms
from developing countries, which are newcomers in the global economy and have no
legacy assets, may choose to adopt new architectures. In addition, car users in
developing countries might prefer product or services based on these new architec-
tures closer to their own consumer cultures. To deal with these architectural dynam-
ics, it is crucial to understand the connections between product architecture and
industrial cluster.

Acknowledgment This work was supported by KAKEN Grant Number JP16K03850.

References

Aoki M (2001) Towards a comparative institutional analysis. MIT Press, Cambridge, MA

Baldwin CY, Clark KB (2000) Design rules: the power of modularity. MIT Press, Cambridge, MA

Dyer JH, Nobeoka K (2000) Creating and managing a high-performance knowledge-sharing
network: the Toyota case. Strateg Manag J 21:345-367

Eisenmann T et al (2011) Platform envelopment. Strateg Manag J 32:1270-1285

Evans DS et al (2006) Invisible engines. MIT Press, Cambridge, MA

Fujimoto T (2007) Architecture-based comparative advantage: a design information view of
manufacturing. Evol Inst Econ Rev 4:55-112

Gabriel R (1989) The rise of “Worse is Better”. https://www.jwz.org/doc/worse-is-better.html.
Accessed 9 Apr 2018

Gawer A, Cusumano MA (2002) Platform leadership: how Intel, Microsoft, and Cisco drive
industry innovation. Harvard Business School Press, Boston

Grove AS (1996) Only the paranoid survive. Doubleday Business, New York

Iansiti M, Levien R (2004a) The keystone advantage: what the new business ecosystems mean for
strategy, innovation, and sustainability. Harvard Business School Press, Boston


https://www.jwz.org/doc/worse-is-better.html

188 H. Tatsumoto

Iansiti M, Levien R (2004b) Strategy as ecology. Harv Bus Rev 82. https://doi.org/10.1108/
eb025570

Kawakami M (2007) Competing for complementarity: growth of Taiwanese notebook PC manu-
facturers as ODM suppliers. In: Sato Y, Kawakami M (eds) Competition and cooperation
among Asian enterprises in China. Institute of Developing Economies, Chiba. http://www.ide.
go.jp/library/English/Publish/Download/Report/2006/pdf/2006_04_30_04.pdf

Nalebuff B (2004) Bundling as an entry barrier. Q J Econ 119(1):159-187

Paine RT (1966) Food web complexity and species diversity. Am Nat 100:65-75

Rochet J, Tirole J (2003) Platform competition in two-sided markets. J Eur Econ Assoc 1
(4):990-1029

Simon HA (1969) The sciences of the artificial, 1st edn. MIT Press, Cambridge, MA

Tatsumoto H (2017) Platform kigyou no global senryaku, Yuhikaku, Tokyo (in Japanese)

Tatsumoto H et al (2009) Platforms and the international division of labor: a case study on Intel’s
platform business in the PC industry. In: Gawer A (ed) Platforms, markets and innovation.
Edward Elgar, Northampton, pp 345-369

The Economist (2017) Data is giving rise to a new economy. The Economist, Fuel of the Future
May 6, 2017. Available at https://www.economist.com/news/briefing/21721634-how-it-shap
ing-updata-giving-rise-new-economy

Ulrich KT (1995) Product architecture in the manufacturing firm. Res Policy 24:419-440


https://doi.org/10.1108/eb025570
https://doi.org/10.1108/eb025570
http://www.ide.go.jp/library/English/Publish/Download/Report/2006/pdf/2006_04_30_04.pdf
http://www.ide.go.jp/library/English/Publish/Download/Report/2006/pdf/2006_04_30_04.pdf
https://www.economist.com/news/briefing/21721634-how-it-shaping-updata-giving-rise-new-economy
https://www.economist.com/news/briefing/21721634-how-it-shaping-updata-giving-rise-new-economy

Part 11
Multi-layer Capability Building
in Response to Global Competition

After having illustrated the theoretical frameworks and concepts used here to analyze
the evolution of industries and firms in terms of manufacturing capabilities and
product/platform architectures, let us try to apply them to some of the industrial
phenomena of the late twentieth century and early twenty-first century. We have
chosen two main aspects for this purpose: (1) Capability building for global com-
petition, and (2) Demand creation in the digital industries.

In Part IT of the present book, we shed light on the first aspect, i.e., capability
building of manufacturing firms and sites in response to the increasingly intense
global competition of recent years. We argue here that efforts for manufacturing
capability building, to ensure better flows of value-carrying design information to
customers in the market, occur at multiple levels of industries, firms, and sites when
global competition is intense. That is, capability-building competition takes place at
the level of national industries, global firms, local manufacturing sites, work orga-
nizations within them, and so on.

Chapter “Evolution of Organizational Capabilities in Manufacturing: The Case
of the Toyota Motor Corporation” explores the evolution of manufacturing capabil-
ities at one of the manufacturing firms with relatively and consistently higher
competitiveness and evolutionary capability—the Toyota Motor Corporation.
Chapter “The Nature of Surviving Japanese Factories in the Global Competition:
An Empirical Analysis of Electrical and Electronics Factories” investigates the level
of local factories (i.e., manufacturing sites) in the consumer electronics industry.
Chapter “The Effectiveness of Group Leaders in the Lean Production System:
Time Study and Agent-Based Model of Leaders’ Behavior” deals with work orga-
nizations within a factory and their group leaders. Chapter “The Diversity and
Reality of Kaizen in Toyota” focuses on Toyota to analyze continuous improvement
(i.e., kaizen) activities at multiple levels, including work organizations, shop floors,
and the firm itself. Chapter “Balancing Standardization and Integration in ICT
Systems: An Architectural Perspective” looks at information technologies (IT) that
may accelerate manufacturing capability building at the level of both firms and sites.
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Fig. 1 Multi-layer capability building

Thus, in Part II of this book we argue that firms and industries strengthen their
capability building across multiple layers when global competition intensifies. As a
result, manufacturing capability evolves over time at several levels, including
national industries, individual firms, factories, work organizations, and so on

(Fig. 1).
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Abstract This chapter focuses on the formation and evolution of organizational
capabilities in manufacturing at the individual firm level. Empirically, we look at the
emergence of the manufacturing system at the Toyota Motor Corporation, the
Toyota Production System, between the 1930s and the 1990s.

We propose to link the resource-capability view of the firm with the evolutionary
framework in social sciences or a dynamic perspective that can separately explain an
observed system’s survival (i.e., functional logic) and its formation (i.e., genetic
logic). Within this evolutionary framework, two main concepts are proposed:
multipath system emergence, for analyzing the complex variations in manufacturing
system changes, and evolutionary learning capability, for explaining why certain
firms can develop competitive manufacturing capabilities faster than their
competitors.

We apply these concepts to a historical analysis of the manufacturing system at
Toyota. More specifically, we investigate the origins of several major organizational
routines of the Toyota Production System and show that they emerged through the
unpredictable patterns of various evolutionary paths, including rational calculation,
random trials, environmental constraints, entrepreneurial visions, and knowledge
transfer, i.e., through multipath system emergence.

It follows from this that Toyota, as a consistently competitive manufacturing firm,
possesses not only (1) routinized (static) manufacturing capability and (2) routinized
learning (continuous improvement) capability but also (3) evolutionary learning
capability, which is a firm’s dynamic capability-building capability to improve
productive performance in the long run in a situation of multipath system emergence.
In other words, a firm’s evolutionary capability, or the capability of building
capabilities despite a situation of unpredictable multipath system emergence, is
critical to its long-term survival and growth, particularly in industries where com-
petition is intense, market/technology environments are uncertain, and products/
processes are complex.
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1 Introduction

1.1 Evolution of Manufacturing Capabilities for Integral
Products

Based on the capability-architecture framework proposed in this book, the present
chapter explores a framework to analyze the evolution of the organizational capa-
bility of certain industrial sites or of a firm as a set of such sites. After discussing
generic and specific evolutionary analysis frameworks in natural and social sciences,
we apply our framework to one of the most consistent and durable manufacturing
capabilities in manufacturing industries worldwide, the evolution of Toyota’s auto-
mobile manufacturing system (Fujimoto 1999).

This is a case of evolution of a manufacturing firm and its industrial sites in which
the product is complex, with highly integral architecture (coordination-intensive), so
coordination-rich capabilities are a key requirement. The pattern of industrial com-
petition is rather straightforward, i.e., product versus product—in which the prod-
ucts’ market performance and the sites’ productive performance matter directly—
unlike many digital products and information technology services with open-
modular architectures, in which firms may be involved not only in product-versus-
product competition but also in platform-versus-platform competition.

In industries with closed or integral product architectures, a firm’s productive
resources and organizational capability in manufacturing in a broad sense (flow
management of value-carrying design information to the market, including produc-
tion, product development, and procurement) have been regarded as major sources
of competitive advantage and above-normal profit. A number of studies have
investigated the structures and functions of this operation-based competency, includ-
ing lean production system and total quality management (Womack et al. 1990;
Clark and Fujimoto 1991). And yet, academic research on how a firm develops this
competency better than its rivals has so far been rather scarce.

By complex and coordinative manufacturing capability, we mean a firm’s specific
system of many interrelated organizational routines (Nelson and Winter 1982) in
value-creating operations (e.g., production and product development) that results in
consistently better productive performance (e.g., productivity and lead time) than
that achieved by its competitors. Examples include the respective production sys-
tems of Ford and Toyota in the twentieth century. Existing research has revealed that
this competency tends to be developed through long-term cumulative processes, as
opposed to one-time projects or investments (Hounshell 1984; Cusumano 1985;
Fujimoto 1999). The formation of an operation-based competency has also been
described as a complex interplay of planning and chance, visions and imperatives,
creations and imitations, and trial and error. If this is the nature of the complex
operation-based competency in question, what kind of conceptual framework should
we adopt to better understand it?

Existing management studies tend to avoid answering this particular research
question explicitly. For example, the resource-based view of strategic management
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explains that a firm’s resources or capabilities create above-normal profit, but why
this phenomenon occurs in certain firms and not in others is seldom considered.
Research on dynamic capability tries to answer this question, but it has not covered
the long-term development of complex operation-based competence. The theory of
organizational learning analyzes the processes through which a firm changes its
organizational routines, but it does not deal with the evolution of routine changes
within a firm over time. The literature on operations management explores routines
for manufacturing and continuous improvement, but the historical emergence of
such routines themselves is beyond its research scope. Process innovation has been a
popular topic in technology management literature, but its research agenda has
mostly been limited to either each individual innovation or a series of innovations
at the industry level. Thus, despite its importance in industrial competition, the long-
term formation of an operation-based competency that takes shape within a single
firm has so far been a rather uncultivated field in management studies.

1.2 Outline of the Evolutionary Framework

Against this background, the purpose of this chapter is to explore a conceptual
framework that may explain how a firm gains competitive advantage by developing
and maintaining a complex operation-based competency. The framework that I
propose here is an application of the evolutionary theory of social systems to the
issue of intra-firm development of the said complex operation-based competency. I
chose this evolutionary framework based on my view that it can most consistently
explain the dynamic process of complex system formation. More specifically, this
chapter puts forward two main arguments. First, it proposes the concept of multipath
system emergence as a way to explain the process of change of a complex operation-
based competency. Second, it argues that a firm gaining operation-based competitive
advantage needs three layers of organizational capabilities that include evolutionary
learning capability. In the empirical part of this chapter, I will apply the
abovementioned framework to the case of the Toyota-style manufacturing system
in the second half of the twentieth century.

The present chapter tries to reinterpret the evolutionary theories of the social
sciences in the context of industrial competition through organizational capability
building. Generally speaking, an artificial system, which looks as if it were deliber-
ately designed as a rational system in terms of competitiveness or survival, may have
been formed through a complex dynamic process that cannot be reduced to ex ante
rational planning alone. When we observe an ex post rational object that may not
have been formed in an ex ante rational way, a certain evolutionary framework can
often be effectively applied to such a case. By evolutionary framework I mean a
dynamic perspective that separately explains the survival (i.e., functional logic) and
formation (i.e., genetic logic) of the system under observation. For example, a
prevalent neo-Darwinian (or synthetic) theory of biological evolution assumes
natural selection to explain a living system’s survival and random variation to
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account for its origin. Indeed, a few studies have applied some sort of evolutionary
approach to dynamic analyses of biological, social, or economic systems of
this kind.

Thus, this chapter aims to propose an evolutionary framework that may be
applicable to an artificial system that, I believe, is ex post rational: the
abovementioned operation-based competency, such as that of the Toyota Motor
Corporation. Although my analysis is by no means a direct application of
neo-Darwinism or biological models, it is still evolutionary, given that I separate
the functional logic and the genetic logic of the manufacturing system at Toyota.

The next section will present an evolutionary framework for social systems that
may be applicable to certain types of process innovations and compare it with
existing evolutionary theories in biology and the social sciences. In the third section,
starting from the said general evolutionary framework, I will propose a new frame-
work to explore the evolution of organizational capabilities of manufacturing firms
and sites. More specifically, the concepts of multipath system emergence and
evolutionary learning capability will be illustrated in greater detail. In the fourth
section, these concepts will be redefined operationally and applied to the case of
Toyota-style manufacturing capability, which is a system of many interconnected
organizational routines that control and improve flows of design information to the
customers. Based on this historical-empirical analysis, I will argue that the ultimate
core capability of this high-performing manufacturer in the last half of the twentieth
century is likely to be its evolutionary learning capability.

2 An Evolutionary Framework for Social Systems

2.1 General Scheme of the Evolutionary Framework

Since C. Darwin’s work on living systems, various types of evolutionary frame-
works have been applied to social, economic, and managerial systems. The notion of
evolution, however, has been quite equivocal, creating misunderstandings among
researchers from different fields. In order to avoid conceptual confusion, I distin-
guish two levels of an evolutionary framework: a general scheme and a specific
scheme. The present evolutionary approach shares its basic logical structure with
many other evolutionary theories of biological and social systems at the general
level. Yet, at the second level, it is also rather specific to the present analytical
purpose, i.e., empirical research on manufacturing systems and process innovations.

Let us start from the general level. By evolutionary framework at this level, I do
not mean specific theories of biological or social evolution, but a general logical
scheme that such theories may share, a common denominator for any model or
theory that can be called evolutionary. At this level, the present framework shares
basic logical patterns with the contemporary synthetic (neo-Darwinian) theory of
biological evolution, as well as with the evolutionary theory of firms, technologies,
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organizations, and strategies. At the said general level, we may call a framework
evolutionary if the conditions listed below apply:

1. Variety and stability: The framework’s main purpose is to explain why we
observe a certain variety, or difference, of stable patterns (e.g., species) in the
objects concerned (e.g., living systems).

2. Ex post rationality: The objects observed behave so functionally that they look as
if someone had purposefully designed them for survival, regardless of whether
such purposive motivation actually existed beforehand.

3. History: The present pattern of the objects in question is conjectured to have been
formed historically along a certain path over a long period.

4. Genetic and functional logic: The framework provides three complementary
explanations for a given dynamic phenomenon: the logic for system variation
(generation of a variety of patterns), selection (elimination of low-performing
patterns), and retention (preservation of the remaining patterns). In other words,
the evolutionary perspective offers genetic and functional explanations of the
same object separately: the former shows how it has evolved into what we see
now, whereas the latter demonstrates how it behaves effectively for higher
performance or survival rate.

5. Anti-teleology: Because of the above logical separation, this framework does not
have to depend on ex ante rational foresight of omnipotent decision-makers to
explain the formation of the ex post rational system. In other words, the evolu-
tionary logic denies completely depending upon teleology.

The evolutionary framework of this chapter (see also Fujimoto 1999) shares the
above logical scheme with many other evolutionary theories for biological and social
systems.

Note, again, that the generic evolutionary framework separates genetic analysis
(i.e., how the system was created and has changed to yield its present form) from
functional analysis (i.e., how a system’s structure has contributed to its survival and
growth), which is the core of evolutionary thinking.

2.2 Specific Scheme of the Evolutionary Framework

At the second level, the evolutionary framework is applied specifically to the case of
a complex operation-based competency within a single manufacturing firm, like
Toyota. In other words, the present framework deals with intra-firm evolution of
organizational routines.

Considering the nature of this chapter’s topic (i.e., long-term changes in opera-
tional routines within a single surviving company), I assume that individual firms
(e.g., Toyota) can adapt their internal systems to the environment and thereby
survive at the firm level. As Barnett and Burgelman (1996) point out, one may
also conceive of another type of evolutionary model, in which individual firms are
unable to adapt their internal structures to the selection environment and firms with
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ineffective routines are simply weeded out: thus, it is the population of firms as a
whole that adapts (e.g., organizational ecology by Hannan and Freeman 1989). The
present chapter does not adopt this neo-Darwinian (or population ecology) version
of evolutionary models, though. It instead assumes that individual firms may inter-
nally select their manufacturing routines through what Robert Burgelman would call
an intraorganizational ecological process (Burgelman 1994), before being selected
by means of an external ecological process.

The specific scheme for cumulative operational capability building can be sum-
marized as follows (see Fujimoto 1999 for further details):

1. Retention: Based on the author’s view that production is transmission of product
design information from the process to the product (Fujimoto 1999), the present
framework assumes that what is retained in a manufacturing system is a stable
pattern of information assets and flows that collectively influence manufacturing
performance. This informational pattern, or gene of the manufacturing system,
may also be called routines, productive resources, or routinized capabilities. In
other words, the present study reinterprets manufacturing routines as a detailed
pattern of stocks and flows of value-carrying design information.

2. Variation: The present framework treats changes in manufacturing routines as a
multipath system emergence, a complex and irregular combination of rational
plans, entrepreneurial vision, historical imperatives, pure chance, and so on. In
this sense, our evolutionary model is not neo-Darwinian, given that
neo-Darwinism only assumes pure randomness as the ultimate source of genetic
variation, excluding the possibility of feedback from the environment to the genes
(routines). The present model is rather Lamarckian, in that it recognizes an
individual firm’s efforts to adapt its routines to the environment, although imper-
fectly. Multipath system emergence also differs from intentional search activities,
assumed by some evolutionary economic theories, in that the former may include
unintended trials. System emergence is obviously akin to the concept of emergent
strategy (Mintzberg and Waters 1985), but the former assumes a situation in
which managers do not know if the next system change will be driven by a
deliberate strategy or by an emergent strategy in the first place.

3. Selection: The present framework assumes a lenient selection mechanism. As
mentioned earlier, selection of routines may occur when firms with
low-performing routines are immediately eliminated through market competi-
tion—a situation that the so-called organizational ecology may assume (Hannan
and Freeman 1989). This kind of harsh selection seldom happens in today’s
automobile industry.' For our empirical analysis, a more realistic assumption is
that firms with lower performance can survive for some time, but competitive
pressure from best-practice rivals tends to force them to select and change their

"Population ecology models may be applied more effectively in the case of earlier phase of
automobile industrial evolution, in which many births and deaths of individual automobile manu-
facturers were observed. See, for example, Abernathy (1978) and Carroll et al. (1996) for the case of
the US auto industry.
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routines in the long run. In other words, the selection environment is generous
enough to allow automobile firms with different performance levels to survive.
This study does not deal with direct selection of individual firms by the market
environment but analyzes selection of routines within a surviving firm (i.e.,
Toyota). The market does function as a routine selection mechanism, but its
impact on most of today’s automobile firms is at best indirect (i.e., existing firms
may switch routines in response to signals from the market). For long-term
survival, what matters as a market signal is relative performance. The survivor’s
routines do not need to be optimal but simply better than the competitors’ in the
long run. To sum up, the selection process of the present framework is less severe
than that of neo-Darwinian models of biology or population ecology of organi-
zations or of equilibrium models in microeconomics. Accordingly, our frame-
work regards relative manufacturing performance as a surrogate indicator of each
individual firm’s probability of future survival.

2.3 Comparison with Neo-Darwinian Biological Models

The evolutionary framework of the present chapter is by no means new, but it is
clearly different from some other interpretations of evolutionary models (Fujimoto
1999). For instance, whereas the present framework shares its general logical
scheme with today’s synthetic theory of biological evolution, it is not a direct
application of the biological model at the specific level (Table 1).

The prevalent paradigm in biology theorizes that variation (mutation as random
changes in genetic information or DNA), selection (natural selection caused mostly
by different propagation rates), and retention (reproduction of genetic DNA infor-
mation in and across individuals) jointly create changes and diversification of
genetic information, which then materialize in living systems through adaptation
to changing environments. For the purposes of microscopic empirical analyses of
operational-technical systems, however, I do not follow the biological model at the
specific level.

In the context of a social system, variation is explained not through the purely
random process that neo-Darwinism? may find in a biological system but through the
complex interaction of forces ranging from purely random to purely purposeful
changes, i.e., multipath system emergence.

For what concerns selection, as mentioned earlier, the present framework
assumes a rather lenient selection environment, in that relatively weak organizations,
with lower competitive performance, can survive at least for a while. Hence, it is
possible to observe significant cross-organizational differences in performance for
survival at a certain point in time (Clark and Fujimoto 1991; Womack et al. 1990).

*Note that I use the term neo-Darwinism rather broadly here, as synonymous with Modern
Synthesis, the prevalent theory in biological evolution that includes revised Darwinism and Men-
delian genetics.
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Table 1 Comparison of evolutionary frameworks

T. Fujimoto

Framework of this book

Neo-Darwinian (synthetic) theory
in biology

Object Manufacturing systems Living systems
Criteria of ex post | Relative manufacturing performance | Survival/reproduction
rationality

Logic of retention

Object to be retained = manufactur-
ing routines as informational patterns

Object to be retained = genes as
information

Routines are stored in the firm; they
may be diffused across firms

Genetic information is stored in the
organism; it may be reproduced
across generations

Logic of variation

Emergent processes change routines

Random chance changes genetic
information

Feedback from the environment may
trigger routine changes (Lamarckian)

No feedback from the environment
to the gene

Logic of selection

Long-term elimination of
low-performing routines by either
market or organization

Long-term elimination of
low-performing genotypes by the
environment

A rather generous selection environ-
ment is assumed

A rather harsh selection environ-
ment is assumed

Individual firms may select high-
performing routines

Individual organisms cannot select
high-performing genes

Separation of
functional and
genetic
explanations

Genetic explanation = emergent
processes result in changes in
manufacturing routines

Genetic explanation = random
DNA variations result in variations
of phenotypes

Functional explanation = certain
routines result in relatively high per-
formance (static and improvement
capability)

Functional explanation = certain
phenotypes result in higher perfor-
mance for survival in the environ-
ment (natural selection)

Anti-teleology

Rejects the idea that omnipotent
decision-makers create the entire
system through perfect foresight

Rejects the idea that the omnipotent
creator made all the living systems
through predetermined plans

Also, the framework may include certain internal selection mechanisms within the
organization that preselect the routines which have higher probabilities of survival in
the external selection environment.

Finally, I only assume an incomplete mechanism for retention and duplication of
organizational knowledge or information in a social system, unlike the relatively
strict mechanism of gene or DNA duplication in the case of living systems. As
anyone who has worked in a company knows, organizational routines and memories
erode quickly. Also, they are often difficult to imitate by other organizations.

To sum up, the specific framework of this chapter (see also Fujimoto 1999) is
indeed evolutionary, but it is not neo-Darwinian, since the latter approach assumes
random variation and harsh selection, while the former features emergent variation
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and lenient selection. And, quite obviously, I reject crude social Darwinism, which
may be used to justify the elimination of the weak.

My framework may also disagree with some other specific interpretations of
existing evolutionary models applied to social phenomena. For instance, I do not
assume progressivism, or the doctrine that system evolution causes constant pro-
gression toward something inherently valuable or supreme. What the evolutionary
process tends to bring about is not progress but simply adaptation to environmental
requirements.

By proposing an evolutionary framework, I also do not mean a linear stage
model. Distinctive stages may be identified in ex post historical analyses, but I do not
assume such a predetermined sequence of regular stages.

Neither do I assume that system changes are always incremental (i.e., evolution-
ary rather than revolutionary), although I do emphasize cumulative aspects of system
changes in the present empirical analysis. As said, the above are specific interpreta-
tions of the evolutionary perspective, but the current framework does not follow such
specific versions of evolutionary theories.

2.4 Comparison with Existing Evolutionary Theories
of Firms

Finally, let us discuss the relationship between the present evolutionary framework
and existing evolutionary theories and models of business firms. Although our
research is empirically motivated, some existing theories are more suited than others
to explaining its data and material: evolutionary theories of the firm, resource-
capability-based approaches, and the concept of emergent strategy formation.
This chapter adopts some (but not all) aspects of these theories. In this sense,
much of my analysis is based on previous work by economists, historians, and
business researchers, including Penrose, Nelson, Winter, Dosi, Rumelt, Teece,
Chandler, and Mintzberg.’

Both resource-capability-based approaches to strategic management and evolu-
tionary theories of the firm have attracted much attention among business academics
and practitioners in recent years. Although they come from different academic
traditions, these theories tend to share a common view of the company as a collection
of firm-specific and difficult-to-imitate resources, organizational routines, capabili-
ties, or competencies. Their proponents expect such resources, especially when they
represent a stable pattern of performance and associated behavior, to account for
competitive differences among firms, as well as for the evolution of business

*Penrose (1959), Nelson and Winter (1982), Dosi (1982), Chandler (1990), Teece et al. (1994)
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enterprise systems.* The current framework also follows this routine-capability-
based view of manufacturing firms in a broad sense.

Nevertheless, at the specific level, our evolutionary framework is not a direct
application of these theories. A certain amount of reinterpretation and modification is
needed for a detailed empirical analysis of automobile manufacturing competency,
such as that of Toyota.

While most of the existing resource-capability literature—found in the fields of
strategic management, applied economics, and business history—analyzes the
dynamics of the overall systems of multi-product firms, these studies have not
been designed for a detailed competitive analysis of production and product devel-
opment systems at the level of a single plant or project.” Previous research in
technology and operations management has done a much better job of exploring
the specifics of manufacturing systems, but it tends to lack either a total system
perspective or a long-term historical perspective.®

It is also important to distinguish the evolutionary framework adopted in the
present empirical analysis from the population ecology version of evolutionary
models (e.g., Hannan and Freeman 1989). The question here is whether firms can
revise their routines for better chances of survival. As already mentioned, the
population ecology versions of evolutionary theories hypothesize that firms are
unable to adjust their routines in response to signals from the environment—a
neo-Darwinian interpretation of evolution. According to this assumption, existing
routines may persist within a firm, or they may change in a purely random way, but it
is the external environment, as a selection mechanism, that creates a nonrandom
distribution of high-performing routines in a given population of firms. Firms cannot
select effective routines; the environment selects the firms. Note that, if numerous
random variations and strict selection of optimal routines are assumed, the
neo-Darwinian model can be compatible with equilibrium models in microeconom-
ics (see Alchian 1950; Hirshleifer 1977).

Our version of the evolutionary framework does not adopt this aspect of the
neo-Darwinian view. It assumes that firms are able to change their routines in a
nonrandom way for better survival, although imperfectly and slowly, in response to
signals from the environment. In other words, the evolutionary model of this chapter
(Fujimoto 1999) emphasizes internal selection processes, whereas the ecology

“For the concepts of resource, organizational routine, capability, and competence, see, for example,
Penrose (1959), Nelson and Winter (1982), Dosi (1982), Barney (1986), Rumelt (1984, 1991),
Wernerfelt (1984), Itami (1984), Chandler (1990, 1992), Prahalad and Hamel (1990), Grant (1991),
Leonard-Barton (1992), Teece et al. (1992), Kogut and Kulatilaka (1992), Iansiti and Clark (1993),
and Teece et al. (1994). For evolutionary aspects of the organization and its strategies and
technologies, see also Weick (1979), Nonaka (1985), Mintzberg (1987), and Burgelman (1994).
SMuch of the recent literature, such as Chandler (1990), Prahalad and Hamel (1990), and Teece
et al. (1994), mainly analyzes multi-product or multi-industry situations.

GAbemathy (1978), Hayes and Wheelwright (1984), and Hayes et al. (1988) are among the rare
cases that include both a total system perspective and a dynamic approach, but they do not establish
any explicit connections with evolutionary theories of firms or organizations.



Evolution of Organizational Capabilities in Manufacturing: The Case of. . . 201

version emphasizes external selection. As stated above, however, my framework
does not say that such changes in routines are always preceded by rational plans or
foresight; it features system emergence instead.

To sum up, the present evolutionary framework shares its basic logical structure
with neo-Darwinian models of biological evolution and their application to theories
of the firm at the general level, but it is by no means neo-Darwinian at the specific-
scheme level. Neo-Darwinism emphasizes random variations and external selection,
recognizing the latter as a dominant force in system formation, whereas the approach
adopted here focuses on emergent variations and internal selection, highlighting the
interactions between the firms’ distinctive capabilities and historical imperatives.

3 System Emergence and Evolutionary Capability

3.1 Multipath System Emergence

Based on the evolutionary framework explained in the previous section, I will
explore two main concepts for the study of operation-based capability building:
multipath system emergence and evolutionary learning capability. The former
argues that a firm experiencing evolution of its manufacturing capability (i.e., a
system of manufacturing routines) tends to face ultimately unpredictable situations,
so much so that it does not even know whether its evolutionary path is deliberate and
based on ex ante rational decision-making or an emergent process with unintended
results. Evolutionary learning capability emphasizes a firm’s capability-building
capability, thanks to which it outperforms its rivals in creating certain ex post
rational manufacturing systems even in the abovementioned situation of ultimate
uncertainty.

First, let us consider a conceptual framework that may explain the long-term
formation of a firm’s operation-based competency. For example, the overall Toyota-
style manufacturing competency gradually evolved through the second half of the
twentieth century as the cumulative result of changes in individual routines. Yet,
unlike the case of continuous process improvements (i.e., kaizen), it is difficult to
find common traits among these histories of routines in terms of patterns and timing.
Instead, the overall process of competence development is seen as a complex
network of events that include random chance, ex ante rational decisions, environ-
mental constraints, unintended successful trials, unsuccessful trials, and so on. Such
social system changes are mainly driven by intentional human actions, but they may
have unintended consequences.” The process of change may be explained after it
happens, but it is difficult to predict its pattern beforehand. I call this complex and
dynamic phenomenon multipath system emergence.

7See Merton (1968) for this notion, which is related to his discussion of latent functions and
dysfunctions.
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Generally speaking, new manufacturing routines gradually emerge as a result of
complex interactions between firms and environments, in which firm-specific capa-
bilities may play only a partial role. In other words, system emergence can occur
along a number of different paths, and combinations of them may be needed to
explain a particular system change. My evolutionary framework to analyze
manufacturing firms includes the following paths (see Fig. 1).
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Random Trials Those who follow this path believe that an organization’s trials are a
matter of pure chance. Firms that are lucky come up with a better system, while
unlucky organizations create a poor one. This is why you might as well try
everything.

Rational Calculation Decision-makers deliberately choose a new course of action
that satisfies or maximizes an organization’s objective function; they examine
feasible alternatives based on their understanding of environmental constraints and
capability limits.® This is the ex ante rational problem-solving that many managers
see as the only way to create successful change.

Environmental Constraints Decision-makers detect certain constraints imposed by
the environment and voluntarily prohibit certain sets of actions. The constraints may
be objective (e.g., laws and regulations), or they may be self-restraints, based on the
managers’ perception of the environment (e.g., perceiving that the market is diver-
sifying rapidly, planning ambitious product proliferation to match this perception,
and facing the constraint of shortage of engineers).

Entrepreneurial Vision A desirable set of activities is willingly chosen by the
entrepreneurs, based on their vision, philosophy, or intuition, without any extensive
analysis of organizational capabilities and constraints.

Knowledge Transfer A certain pattern is transferred from another organization to
the one in question. The transfer may happen within an industry (competitor,
supplier, customer) or across industries. Moreover, it may be of the pull type, in
which the adopter-imitator of the system takes the initiative, or of the push type, in
which the source organization is the driving force behind the said transfer.

In brief, multipath system emergence indicates a situation in which the operators
of the system in question cannot predict which of the above paths will emerge in the
next system change. It is a complex and irregular combination of both intended and
unintended system changes, as opposed to the dichotomy between pure randomness
(i.e., neo-Darwinism) versus pure foresight (i.e., Christian teleology) in the case of
biological evolution.

The words emergence and emergent have been used by a number of scholars in
biological evolution (e.g., Lloyd Morgan), sociologists and general system theorists
(e.g., Parsons 1937; Weinberg 1975), and business academics (e.g., Mintzberg and
Waters 1985).% Across these various disciplines, emergence implies a certain system

8The neoclassical decision theory further assumes that economic actors are equally capable and face
an identical environment.

°See, for example, Weinberg (1975). For an application of the concept of emergent process to
organizations and management, see Mintzberg and Waters (1985). In the natural sciences, the
so-called chaos theory is a similar attempt to explain apparently disorderly or irregular phenomena
through subtle interactions between deterministic processes and random processes (see, e.g., Hall
1991). However, the current chapter does not try to apply this stream of research to social systems
directly.
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Table 2 Three layers of manufacturing capability

Basic
nature Influence on Interpretation
Routinized Static and | Level of competitive Firm-specific pattern of steady-state
manufacturing | routine performance (in stable | information system in terms of effi-
capability environments) ciency and accuracy of repetitive
information transmission
Routinized Dynamic | Changes in or recovery | Firm-specific ability to handle repeti-
learning and of competitive tive problem-solving cycles or a rou-
capability routine performance tinized pattern of system changes
Evolutionary Dynamic | Changes in patterns of | Firm-specific ability to handle system
learning and routine capability emergence or the nonroutine pattern of
capability nonroutine system changes in building routine
capabilities

trait that, due to its complexity, cannot be explained through the behavior of its
constituent parts alone or predicted from previous states of the system.'? Its nuances
may be somewhat different case by case, but my notion of system emergence shares
a common feature with the above disciplines: it rejects the rational optimism that
system change can be entirely controlled by means of purposeful plans existing prior
to any change; it also denies the cynical notion that social system change is merely a
stochastic process, a long-term accumulation of random accidents with little con-
nection to human efforts.

3.2 Three Layers of Organizational Capabilities

In applying the concept of organizational capability to the case of operation-based
competencies in manufacturing systems (e.g., at Toyota), I propose the following three-
layer conceptual framework: routinized manufacturing capability, i.e., a set of organiza-
tional routines that affects the level of competitive performance in a steady state;
routinized learning capability, i.e., a set of organizational routines that affects the pace
of continuous performance improvements (as well as recovery from frequent system
deterioration or disruptions); and evolutionary learning capability, i.e., a nonroutine
ability that affects the creation of the above capabilities themselves'' (Table 2). The

19According to von Bertalanffy (1968) and Weinberg (1975), the complexity of system behavior
stems from interactions among a medium number of elements in the system, rather than from a
random process involving a large number of objects or a mechanistic process affecting a small
number of objects.

"Similar concepts include static versus dynamic routines (Nelson and Winter 1982), absorptive
capacity (Cohen and Levinthal 1990, 1994), as well as dynamic capability (Teece and Pisano 1994).
The concept of evolutionary capability adopted here is different from these concepts, in that the
former emphasizes the nonroutine and emergent nature of the process for creating routines.
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first two are organizational routines that have been analyzed by much of the past
literature, but the third category is a new and nonroutine concept.

3.2.1 Routinized Manufacturing Capability

The first layer of this framework, i.e., routinized manufacturing capability, refers to a
stable pattern involving a set of productive resources, as well as their repetitive
interactions, which creates firm-specific advantages in competitive performance at a
given point in time. For instance, if a factory operates with a consistently lower
number of defective parts per million compared with its competitors, and if certain
defect-preventing routines, such as poka-yoke, jidoka, andon, and 5-S, are
implemented more thoroughly by this factory than by others, we can infer that this
set of routines is the factory’s routinized manufacturing capability.'? In an industry
where repetitive production tends to be the dominant mode, a stable level of
manufacturing performance in stable environments implies that such a set of orga-
nizational routines exists.

Further, by applying the informational point of view mentioned earlier (Fujimoto
1999), we can reinterpret routinized manufacturing capability as a pattern in a steady-state
information processing system that allows given product design information to be
repetitively transmitted in a more effective, accurate, efficient, and/or flexible manner
than what happens in competitor firms. For instance, poka-yoke, jidoka, andon, and 5-S
can be reinterpreted as a set of routines that jointly enhance accuracy of repetitive
information transmission on the shop floor from the production process to the products.
In other words, routinized manufacturing capability refers to a firm-specific set of
organizational routines that control information assets in the manufacturing system, as
well as repetitive patterns of information transmission among them. In a static environ-
ment, where it is possible to ignore changes in market needs and internal system
disruptions over time, strong routinized manufacturing capability would be a sufficient
condition for a stable level of high manufacturing performance. However, a static
environment may not be a realistic assumption.

Routinized manufacturing capability can be defined for each dimension of com-
petitive performance: factor productivity, throughput time, design quality, and so on
(Fujimoto 1999). Yet, a firm’s ability to consistently achieve high performance in
multiple dimensions at the same time may be even more important for its survival
and growth. For example, as William J. Abernathy notes, some firms may improve
productivity by sacrificing flexibility; others may improve conformance quality

"2These routines may not only yield lower levels of in-process defects and field defects but also
facilitate problem recognition and thereby trigger continuous improvement (kaizen) activities,
which is an aspect of the improvement capability discussed later. Thus, the two types of routine
capability tend to overlap in real shop floor settings.
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while lowering productivity.'> When dilemmas concerning trade-offs between two
dimensions are commonly observed in an industry, a firm that successfully reduces
or eliminates them may be able to outperform its competitors in both competitive
dimensions at the same time.

3.2.2 Routinized Learning Capability

The second layer of the framework, i.e., routinized learning capability, refers to a
firm’s specific ability to change its manufacturing system in a frequent and regular
manner to improve functionality. Frequent incremental changes to a firm’s products
or processes (which allow it to compete more effectively) imply that the firm has a
certain routinized learning capability, which may be defined as an organization’s
ability to conduct kaizen, or continuous improvement activities. And when a
manufacturing firm faces frequent deterioration or disruptions in its products or
processes but is able to recover from such problems more effectively and swiftly
than its competitors, we can infer that the said firm does indeed possess this
capability.

From an information point of view, routinized learning capability is essentially a
set of organizational routines to renew a firm’s information assets for better adapta-
tion to a dynamic environment, one in which product obsolescence and production
process disruptions are common. For instance, suppose that defect rates at one
factory, measured in parts per million, decrease continually and at a higher rate
than among its rivals, over an extended period, and there is evidence that the factory
has implemented TQC (total quality control) and TPM (total productive mainte-
nance) programs more effectively than others over the same period. One may infer
from these observations that the manufacturing firm in question has a certain
routinized learning capability.

Again, by applying the information processing perspective, we can refer to this
capability as organizational problem-solving, or the firm-specific ability to perform
routinized problem-solving cycles more effectively than competitors. In the context
of manufacturing systems, a standard problem-solving cycle refers to a heuristic
routine that converts problem information (input) into solution information (output).
Generally speaking, a firm’s routinized learning capability consists of the following
sub-capabilities'*:

Problem Identification A system’s ability to reveal and visualize problems, to
diffuse problem information among problem-solvers, and to make individual mem-
bers aware of problems, as well as its organizational members’ willingness to accept
higher performance goals

3See Abernathy (1978) for the concept of productivity dilemma.

14 A standard linear model of problem-solving is applied here (e.g., Simon 1969, 1976; March and
Simon 1958).
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Problem-Solving The ability to effectively find, simulate, and evaluate alternatives;
to coordinate knowledge, skills, responsibility, and authority for solving problems;
to diffuse tools for problem-solving throughout the organization; to circulate knowl-
edge of alternative action plans and their effects; and to share evaluation criteria

Retention of Solutions The ability to formalize and routinize new solutions in
standard operating procedures both quickly and accurately, maintaining and retriev-
ing them effectively, thereby providing stability for organizational members who
internalize said solutions'?

In an industry such as automobile manufacturing, in which repetitive production
of multiple products is common, a firm’s routinized learning capabilities can be
observed in at least two areas. First, continuous process improvements occur on the
factory shop floor. For example, a problem-solving routine can be applied to a
standard case of total quality control (TQC), kaizen program, and Toyota Production
System (TPS). Say, a Toyota Group parts supplier has a factory in which just-in-time
and visual management are thoroughly implemented, so that workers and supervi-
sors can easily find defect problems in the production process. In the same factory,
workers, supervisors, and engineers consistently follow standard steps for incremen-
tal improvements (sometimes called “the quality control story”): problem definition
(theme setting), root cause analysis, shop floor experiments for evaluating alterna-
tives, decentralized selection and implementation of the revised procedures, and
standardization and countermeasures to make sure that the old ways are abandoned.
The company may have a standard format for kaizen report sheets, which workers
fill out for each of the steps following the standard sequence mentioned above.
Standardized analytical tools may also be used regularly by the shop floor people
(e.g., histograms to identify the critical problem, cause-effect diagrams to find root
causes, scatter diagrams to evaluate the effects of alternative solutions, and so on).

Second, we can observe product development improve through design quality
and product mix. Other things being equal, model renewal may occur at a higher
pace. In this case, we can interpret each of the product development stages (i.e.,
concept generation, product planning, product engineering, and process engineer-
ing) as a distinctive problem-solving cycle.'® At the product engineering stage, for
example, informational outputs from the product planning stage, including product
specifications, styling, and layout, become goals (goal setting). Product designs are
then developed (alternative idea generation); prototypes are constructed according to
the designs (model building); they are tested at laboratories and proving grounds
(experiment); and the cycles are iterated until a satisfactory result is achieved, when
the final engineering drawings are chosen as a solution (selection).

SRetention of solutions may also be regarded as an essentially static capability, since it enables
repetitive activation of the same information.

!The various problem-solving cycles are linked to one another, so that solutions from the upstream
cycles become goals for the downstream cycles (Fujimoto 1989; Clark and Fujimoto 1989, 1991).
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One could argue that the reality of shop floor management and product develop-
ment is much more complicated, ill-structured, less streamlined, and more ambigu-
ous than what the above standard model of linear problem-solving cycles assumes.'’
In order to explain a company’s routinized learning capability, however, the standard
problem-solving routine remains relevant. Although this linear problem-solving
model may not reflect the actual messiness of the shop floor, an organization that
imposes a problem-solving framework on this confusing reality is still likely to
improve its performance faster than other organizations that have not established
such routines. In other words, a firm possessing a consistent problem-solving routine
throughout its organization is likely to achieve better results in terms of continuous
improvements. Hence, the core element of a firm’s routinized learning capability is a
routine for standard problem-solving cycles.

3.2.3 Evolutionary Learning Capability

The third layer of this framework, i.e., evolutionary learning capability, is not easily
observed in the everyday workings of a company. It refers to a firm’s distinctive
ability to create a set of effective (i.e., ex post rational) organizational routines in the
long run faster and earlier than its competitors. Thus, to the extent that changes in
organizational routines can be regarded as multipath system emergence, evolution-
ary learning capability indicates the firm-specific ability to cope with multipath
system emergence, or a complex process of capability building, which is neither
totally controllable nor wholly predictable.

Note here that evolutionary learning capability is not a routine itself.'® That is,
while both dynamic, routinized learning capability and evolutionary learning capa-
bility should be distinguished from each other. The former deals with routinized or
regular patterns of system changes, whereas the latter is related to higher-order

17 Alternative frameworks, for example, include the garbage can model (March and Olsen 1976;
March 1988). See also von Hippel and Tyre (1993).

"®There is always the risk that such logic may lead to an infinite chain of backward explanations
(capability of capability building and so on). The present framework with three layers of capabilities
tries to avoid this by giving each construct a concrete definition, rather than by simply calling them
meta-routines. Thus, improvement capabilities manage repetitive routine changes, while evolution-
ary capabilities cope with nonroutine emergent changes. Also, in practical terms, it is rather
meaningless to discuss the capability to build evolutionary capabilities, because the creation of an
evolutionary capability itself is likely to be a unique series of historical events, whose stable pattern
cannot be analyzed through a meaningful hypothesis-testing process. Being aware of this problem,
in the present chapter, we will not try to go further backward and explain explicitly why a company
like Toyota was historically able to build a certain evolutionary capability. It would be impossible,
in the first place, to explain such rare events through the concept of organizational capability.
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system changes, which are in themselves rather irregular and infrequent and often
connected with rare, episodic, and unique historical events.'’

To the extent that firm-specific patterns of productive performance and operation-
based capability are observed, differences in each firm’s evolutionary learning
capability do matter. In particular, we can identify the following two aspects of the
evolutionary learning capability:

1. Intentional (pretrial) learning capability: A firm’s ability to find, experiment with,
and acquire new organizational routines more effectively than its competitors.
This may include the ability to rationally work out potentially effective trials or an
entrepreneur’s ability to intuitively envision effective trials.

2. Opportunistic (ex post) learning capability: But what if trials for a new capability
are made inadvertently and turn out to be effective in terms of competition? In this
case, a firm with a strong ex post learning capability can still generate specific
advantages for itself, through its ability to grasp the potential consequences of
unintentional trials on competition and to routinize and retain successful trials.

Even when competing companies do not differ in their intentional (pretrial)
learning capability or in their ability to problem-solve, one of them may still be
able to outperform the others by possessing better opportunistic (ex post) learning
capabilities.

To sum up, a firm’s evolutionary learning capability is its ability to manage the
multipath system emergence processes of routine-capability building better than its
competitors. As such, it is a nonroutine dynamic capability embedded in the
organization.

The idea of multilayer structures in organizational capabilities, routines, programs, knowledge,
learning, etc. is not particularly new in the literature on organizational studies. For instance, the
concept of initiation as the creation of new programs (March and Simon 1958), structuration as
conditions governing continuity or transmutation of the structures of rules and resources (Giddens
1984), double-loop learning (Argyris and Schon 1996), and higher level learning (Fiol and Lyles
1985) all assumes a multilayer structure. Our definitions of improvement versus evolutionary
capabilities are somewhat different from the above concepts, as they emphasize the distinction
between repetitive regular changes and emergent irregular changes within the system in question.
Also, the distinction between improvement capability and evolutionary capability is different from
the traditional distinction between the ability to handle incremental innovations and that needed for
radical innovations (Abernathy and Utterback 1978, Hayes and Wheelwright 1984). The evolu-
tionary capability discussed here is not the ability to perform a one-off, major system change, but
the ability to cope with an emergent process over an extended period.
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4 Application: Operation-Based Competency at Toyota

4.1 Basic Facts About the History of Automobile
Manufacturing

So far, I have proposed the concepts of multipath system emergence and evolution-
ary learning capability to explore dynamic aspects of a firm’s operation-based
competency. Now I will try to apply them to the history of manufacturing routines
in the automobile industry.

Let us start by summarizing some key historical phenomena of the world auto-
mobile industry as stylized facts. First, by the 1980s a group of Japanese firms had
demonstrated significantly higher levels of manufacturing performance in the world
auto industry. Second, high-performance Japanese manufacturers, like Toyota, had
improved certain aspects of their performance faster and more consistently than
other firms during an extended period prior to the 1980s. Third, the said high levels
of performance and pace of continuous improvements appeared to stem from an
overall manufacturing system, rather than individual techniques or practices. Fourth,
the Toyota-style system was not created all at once, but it had gradually and
cumulatively evolved mainly between the 1940s and 1980s (Cusumano 1985;
Fujimoto 1999).

The literature on operations and productive performance in this industry has also
identified universally prevalent, region-specific, and firm-specific patterns of
manufacturing capability that all exist at the same time (Clark and Fujimoto 1991).
That is, all the following conditions affect the evolution of operation-based
competence:

1. Universally prevalent patterns of practice may emerge when rational problem-
solvers share identical objectives and constraints worldwide, when best practices
have been transferred to everyone, and when severe selection environments allow
only a particular pattern to survive.

2. Region-specific patterns of capabilities may emerge when firms face regional
environmental constraints or objectives or when knowledge transfer occurs only
within each region.

3. Firm-specific patterns may emerge when each company is allowed to take a
random walk in changing its systems, when each individual firm faces different
environmental constraints, when each firm is led by a different entrepreneurial
vision, when firms have varying levels of problem-solving capabilities, or when
knowledge transfer among firms is limited.

Thus, although pure chance and historical imperatives often play an important
role in system emergence and capability-building processes, a company may still be
able to build certain manufacturing capabilities faster and more effectively than any
competitors through its strong evolutionary learning capability. For example, his-
torical imperatives may explain why the Japanese automakers in general acquired
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Fig. 2 Operational definition of system emergence and evolutionary capability

certain region-specific capabilities, but they do not explain why certain Japanese
companies, like Toyota, developed better capabilities than others.

4.2 Operational Definitions

Having laid out the above basic empirical observations and key concepts, we can
now apply the present framework to the actual case of evolution of the Toyota-style
manufacturing capability (Fujimoto 1999). For this historical analysis, first of all, the
concepts of multipath system emergence and evolutionary learning capability need
to be defined operationally (Fig. 2).

That is, (i) when a wide variety of evolutionary paths for system changes (e.g.,
rational calculation, environmental constraints, entrepreneurial vision, knowledge
transfer, and random trials in Fig. 1) are historically observed in each case of the
main organizational routines making up the manufacturing capability in question
(i) and when the pattern of the aforementioned evolutionary paths cannot be
explained logically by the nature of the organizational routine in question (i.e.,
there is no predictable relation between the types of paths and the content of each
individual routine), we regard the system in question to be an outcome of multipath
system emergence (see Table 3, which is shown later, as an example of the Toyota’s
manufacturing system).

In addition, when we also observe that the resulting system (i.e., a set of
organizational routines) demonstrates stable and firm-specific competitive perfor-
mance, we infer from these facts that the firm possessed a certain evolutionary
learning capability.
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4.3 Histories of the Routines: A Summary

Based on the above operational definition of system emergence and evolutionary
learning capability (see Fig. 2 again), the author explored the evolution of various
core elements of the Toyota-style system (Fujimoto 1999), or operational routines.
Just-in-time, mechanisms for productivity improvement, multitasking, flexible pro-
duction, total quality control, suppliers’ design capability, and heavyweight product
manager system are examples of such routines, whose histories may be investigated
one by one.

Although a full historical analysis is omitted in this chapter (see Fujimoto 1999
for further details), some results may be summarized with regard to the manufactur-
ing routine patterns mentioned earlier as stylized facts, i.e., the coexistence of
universally adopted routines, region-specific routines, and firm-specific routines.

1. Factors Affecting Universally Adopted Routines

1.1. Pressure from International Competition: Toyota’s routine-capability build-
ing was consistently motivated, since the 1930s, by perceived competitive
pressure from US mass producers, particularly Ford. Even with a strongly
protected domestic market between the 1930s and 1950s, Toyota’s percep-
tion of imaginary competitive pressures persisted.

1.2. Direct and Indirect Adoption of the Ford System: Partly motivated by the
above perception of international competition, Toyota adopted, mostly indi-
rectly, many elements of the Ford system and of the American mass pro-
duction system, including moving conveyors, transfer machines, product
and component designs, the Taylor system, supervisor training programs,
and statistical quality control. A pure dichotomy between the Ford system
and the Toyota system is therefore misleading.

2. Factors Affecting Region-Specific Routines

2.1. Benefits of Forced Growth: Some of the region-specific historical impera-
tives that all the Japanese firms faced during the postwar period almost
forced them to make certain responses, a number of which turned out to
contribute to their competitive advantage. Many such responses were not
recognized as competitive weapons when the firms first adopted them. For
example, the imperative of forced growth in both production and product
development, with limited supply of production inputs and fear of labor
conflicts, turned out to facilitate capability building for productivity
improvements through avoidance of intra-firm overspecialization, division
of labor between assemblers and suppliers, as well as by limiting the
excessive use of high-tech equipment on the shop floor.

2.2. Benefits of Forced Flexibility: The imperative of forced flexibility in a
fragmented market also benefited the Japanese firms. This is partly because
of region-specific patterns of industrial growth: rapid production growth
accompanied by rapid product proliferation. When their capabilities were
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2.3.

24.

2.5.

2.6.

first built, the flexibility that the firms acquired tended to be recognized as a
necessary evil to cope with a fragmented market, rather than as a measure for
international competition. Furthermore, as the comparison between the
Japanese and UK production systems clearly shows, fragmented markets
do not automatically create effective flexibility.

Benefits of Lack of Technology: While the excessive use of high-tech
automation equipment often became an obstacle to productivity improve-
ments for many Western automakers in the 1980s, the effective Japanese
makers apparently avoided the problem. This may be partly because the
latter consciously rejected the temptation of overspecialization, but it is also
due to the fact that high technology was not there in the first place. To the
extent that this can be caused by certain region-specific technology gaps, the
lack of technology may bring about unintended competitive benefits for
firms in a given region.

Benefits of Intended Knowledge Transfer: Region-specific patterns of capa-
bilities may also emerge when intra-regional knowledge transfer is more
intense and frequent than inter-regional knowledge transfer. The supplier
network shared by the Japanese firms was one such transfer instrument.
Intense competition among domestic makers in the 1960s and 1970s may
have also facilitated their efforts in learning from domestic competitors.
Benefits of Unintended Knowledge Transfer: As seen in the case of engineers
from the prewar aircraft industry, the push type of knowledge transfer, which
the receivers did not intend to initiate, brought about rapid advances in
automobile technologies and product development systems in the Japanese
postwar automobile industry.

Benefits of Incomplete Knowledge Transfer: Although the Japanese auto
firms tried to adopt many practices and techniques used by US mass pro-
ducers, some of these processes were incomplete, due to the historical
imperatives mentioned above and imperfect firm absorption capacity. In
this sense, the kanban system may be regarded as an incomplete version of
the conveyor system, the U-shaped machine layout as an incomplete transfer
machine, and the jidoka as an incomplete adaptive automation. The very
incompleteness of the transfer may have facilitated its subsequent diffusion
through the entire system.

3. Factors Affecting Firm-Specific Routines

3.1.

3.2

Benefits of Self-Fulfilling Vision: Firm-specific entrepreneurial vision some-
times played an important role in building distinctive manufacturing capa-
bilities. This was particularly true when an apparently unrealistic vision
triggered self-fulfilling efforts to achieve bold objectives. In the 1930s and
1940s, Kiichiro Toyoda played a pivotal role in advocating cost reductions
without economies of scale, catching up with Ford, and the just-in-time
philosophy. In those days, Nissan did not have an equivalent figure.

Benefits of Linkages with Other Industries: Toyota’s inherent connections
with the textile industry may have facilitated knowledge transfer from it
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(particularly through Taiichi Ohno) and helped create the automaker’s
competitive advantages in production control techniques.

3.3. Advantages of Opportunistic (Ex Post) Learning Capability: Although
hardly any firms recognized the potential competitive advantage of a new
system when they first tried it, some were still able to develop firm-specific
advantages through their opportunistic (ex post) learning capability. They
did so by recognizing the potential competitive advantage of a new system,
modifying it to exploit it to the full, institutionalizing it, and retaining it until
the advantages were realized. For example, while all the Japanese auto-
makers faced similar environmental pressures to adopt the black box parts
system in the 1960s, seemingly only Toyota created a system that could fully
exploit the potential advantages of this practice. Moreover, although all the
Japanese auto manufacturers accepted to take on aircraft engineers after the
war, Toyota was the only company that institutionalized the heavyweight
product manager system, which was prevalent in the aircraft industry. Thus,
even when all Japanese firms faced certain historical imperatives that facil-
itated new practices, only some of them made the most of this potential luck
through their firm-specific evolutionary learning capability.

4.4 Interpretation: Toyota’s Evolutionary Learning
Capability

Following the operational definitions of multipath system emergence and evolution-
ary learning capability mentioned in Fig. 2, the above results can be summarized in
Table 3, in which Toyota’s capability-building cases are classified according to types
of routines and types of paths.

This analysis clearly shows that:

1. There were several system change paths for each main component of the Toyota-
style manufacturing system (see the variety of explanations in each column of
Table 3).

2. There was no clear correlation between the nature of the routines and the types of
paths (compare the patterns of explanations across the columns of Table 3).

Therefore, by applying the operational definition specified in Fig. 2, I argue that
Toyota’s routine capability building can be described as multipath system emergence
and that, as it created distinctively competitive routines though the emergent process,
Toyota possessed an evolutionary learning capability.

Hence, the evolution of the Toyota-style manufacturing system can be character-
ized by multipath system emergence. Although Toyota’s official corporate history
portrays the firm’s success as a combination of entrepreneurial vision and rationally
controlled follow-through, its ability to seize the day when the unforeseen
occurred—its superior evolutionary learning capability—may prove more important
in the long run (Fujimoto 1999).



Evolution of Organizational Capabilities in Manufacturing: The Case of. . . 217

5 Implications and Conclusions

5.1 Evolutionary Learning Capability and Related Concepts

After having looked at the concept of evolutionary learning capability and its
application to an actual case of operation-based competency, let us link the present
framework to related concepts for explaining the emergence of operation-based
competency.

Emergent Strategy Mintzberg’s emergent strategy (as well as Quinn’s logical
incrementalism) is a powerful concept that can explain a significant portion of my
historical material (Mintzberg and Waters 1985; Quinn 1978). Indeed, an essential
aspect of the ex post evolutionary capability is the ability to realize an emergent
strategy better than other firms. Note, however, that the concept of multipath system
emergence is broader than that of emergent strategy, as it also includes a deliberate
strategy as its possible path.

Organizational Learning Evolutionary learning capability is also closely related to
the concept of organizational learning.”® Yet, there are some important differences
between the two. Organizational learning implicitly assumes regular patterns of
learning (problem-solving routines), repetitions (learning by doing), or the prior
existence of an overt intention to learn (learning from others through benchmarking).
The concept of evolutionary learning capability does not assume these conditions,
since it includes irregular, non-repetitive, and unintended learning factors. Evolu-
tionary learning capability, in this context, implies the ability to acquire effective
routines in any number of ways, although it is hard to predict what types of learning
opportunities will emerge and when. These opportunities may include organizational
learning from deductive theories, learning from others, and learning by intentionally
doing, but they may also include unintentional learning through inadvertent actions.

Problem-Solving The process of multipath system emergence does include the
standard problem-solving cycles discussed earlier, but problem-solving heuristics
cannot always explain system emergence and a firm’s evolutionary learning capa-
bility. The regular sequence of problem identification-solution-retention may not
exist, and, in many cases, trials of solutions precede problem recognition, as James
G. March and Johan Olsen point out in relation to their garbage can model.*'
Solutions to certain noncompetitive problems may subsequently and inadvertently
become solutions to competitive problems. For instance, Toyota reliance on its

20T the extent that organizational learning is “encoding inferences from history into routines that
guide behavior” (Levitt and March 1988) or “improving actions through better knowledge and
understanding” (Fiol and Lyles 1985), evolutionary learning capability may overlap the concept of
a certain higher-order learning ability to change routines for learning or values (Argyris and Schon
1996; Fiol and Lyles 1985). For concepts and definitions of organizational learning, see, for
example, Fiol and Lyles (1985), Levitt and March (1988), and Argyris and Schon (1996).

21See March and Olsen (1976) and March (1988).
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suppliers’ engineering activities increased in the 1960s, which managers and engi-
neers at the time believed to be a solution to the problem of mounting workload for
Toyota’s in-house engineers. Yet this specific solution to workload problems had an
unintended impact on competitive performance. Indeed, relying on its suppliers’
engineering activities had become a major competitive weapon for Toyota and other
Japanese automakers by the 1980s, because it facilitated cost saving through com-
ponent design for manufacturing (DFM) and product development cost/time saving.

Rationalism An evolutionary perspective recognizes that ex ante rational human
actions (as described by either the perfect rationalism of neoclassical economics or
the bounded rationalism of Herbert Simon®%) may trigger organizational changes,
but in a complex system, such an approach only represents one of the many possible
paths. Entrepreneurial vision, which business historians tend to emphasize, plays an
important role—yet so do environmental constraints and the many external forces
that can affect system changes for better or worse.

5.2 The Remaining Questions: Where Did Evolutionary
Capabilities Come from?

The present chapter interpreted a firm’s evolutionary learning capability as its ability
to perform both ex ante (intentional) learning and ex post (opportunistic) learning. I
paid particular attention to the latter: a company with strong ex post (opportunistic)
learning capability, like Toyota, converts miscellaneous existing solutions, many of
which are unpolished, into a set of distinctive routine capabilities in product devel-
opment, production, and purchasing.

What are, then, the organizational features that may facilitate the solution-
refinement cycle? Again, systematic empirical research will be needed to shed
light on this. However, after many contacts with Toyota employees, it is my
impression that they view new situations in daily life—whether new problems,
solutions formulated for other problems, partial solutions to present problems, or
chance events—as potential opportunities to improve competitiveness more often
than employees in other firms. Original trials may be linked to pure luck or
unintended consequences, rather than to intended and realized success, but a firm
with many prepared people, who associate every element with its competitive
effects, may be able to recognize the competitive value of such trials and exploit
them for capability building more effectively than its rivals (Cohen and Levinthal
1990, 1994).

Other questions follow naturally from the above discussion: How is the evolu-
tionary learning capability formed in the first place within a particular company?
Where did Toyota’s company-wide competition-consciousness or prepared mind

22Simon (1969, 1976)
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come from? These are intriguing points, but there are no clear explanations. Some
say that the spirit of Kiichiro Toyoda or even of Sakichi Toyoda was retained in the
employees’ attitudes for a long time; others claim that the distinctive culture of
Eastern Aichi Prefecture (traditionally called Mikawa) shaped their tenacity and
concentration. Both interpretations are plausible, but neither is convincing on its
own. After all, the formation of the evolutionary learning capability itself is so rare
that it is extremely difficult to analyze it as a social science subject. For now, all we
can say is that historical circumstantial evidence leads us to infer that Toyota had
distinctive evolutionary learning capabilities, at least up to the 1980s.

5.3 Conclusions: Fortune Favors the Prepared
Organizational Mind

This chapter presented an evolutionary framework to analyze a certain type of long-
term process innovation. By introducing such concepts as multipath system emer-
gence and evolutionary learning capability, it argued that the cumulative process
innovation of the manufacturing system at the Toyota Motor Corporation may be
explained more persuasively by applying the present framework, which does indeed
rely on multipath system emergence and evolutionary learning capability.

Empirical and historical research on the world automobile industry shows that a
wide variety of system performances and practices exist in different firms and that
these systems have changed in nonroutine ways over time. Thus, the evolutionary
framework proposed in this chapter may provide additional insights into why certain
manufacturing practices have emerged at Toyota.

A company’s decision-makers should certainly attempt to solve problems ratio-
nally, but they should not assume that rational plans always solve problems. The
actual process of system change is essentially emergent. And, no matter how
successful a company has been, it needs to develop an organizational culture of
preparedness, by converting both the intended and unintended consequences of its
actions, the lucky breaks and the well-laid plans, and the temporary successes and
failures into a long-term competitive advantage. This is the key ingredient of the
effective evolutionary learning capability. After all, fortune favors the prepared
organizational mind.”

ZThe original sentence is a famous statement by Louis Pasteur: “Fortune favors the prepared
mind”. Its relevance was pointed out to me by both David A. Hounshell (Carnegie Mellon
University) and the paper by W. M. Cohen and D. A. Levinthal “Fortune Favors the Prepared
Firm” (1994).
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The Nature of Surviving Japanese Factories M)
in the Global Competition: An Empirical @@
Analysis of Electrical and Electronics

Factories
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Kodo Yokozawa, and Nobutaka Suzuki

Abstract During the last few decades, Japanese electrical and electronics compa-
nies have been struggling to compete against rivals from emerging countries, such as
South Korea and China. As a result, they have lost global market share. However, are
Japanese firms really losing their competitiveness? This chapter investigates the
following questions: (1) Are Japanese factories maintaining competitiveness today?
(2) If so, which are the main characteristics of these competitive organizations? 3)
Which aspects are important for Japanese factories to maintain competitiveness in
the future? Interviews with eight successful Japanese electrical and electronics
companies and a survey of 97 business units were conducted. Our findings show
that Japanese electrical and electronics companies are still competitive at the shop
floor level, with higher performance than their overseas transplant, except in terms of
cost. Some common features of these factories include (1) carrying out sales and
promotion activities targeting their own headquarters or other companies in order to
find new business opportunities and (2) gathering various functions in one place,
ranging from product development and design to production and sales. However,
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key issues to ensure future competitiveness still need to be addressed, such as
personnel development and transmission of skills caused by unbalanced age
distribution.

1 Introduction

In the last few decades, Japanese manufacturing companies have been facing hard
times in global competition. Starting from the shift to the floating exchange rate
system in 1971, the yen began to appreciate against the US dollar and, after the Plaza
Accord was signed in 1985, the exchange rate of the US dollar versus the yen
declined by 51% in 2 years. Consequently, Japanese firms’ painstaking efforts to cut
costs proved vain.

When the Cold War ended in the early 1990s, China swiftly established itself as a
huge labor supplying country, with 1.2 billion workers whose wage was only one
twentieth of that in Japan. In terms of costs, Japanese factories had no chance to
compete against China, no matter how hard they strived to achieve cost reductions,
and some even started to claim that it was pointless to try and maintain manufactur-
ing bases in Japan.

Furthermore, the Japanese economic bubble burst in the 1990s, causing sluggish
demand in most industries. This downturn in the domestic market damaged Japanese
manufacturers, which had been losing export competitiveness due to the apprecia-
tion of the yen and the emergence of Chinese factories with lower-wage labor. To
make matters worse, especially for Japan’s electrical and electronics sectors, many
emerging enterprises came to the fore as powerful rivals in the 2000s, including
Samsung and LG from Korea; TSMC, AUO, and Quanta from Taiwan; and Haier
and Gree from China.

Under these circumstances, several Japanese electrical and electronics companies
found a way to survive by transferring their mass production bases overseas, for
instance, to China and the ASEAN countries, and the production scale of their
domestic plants was consequently reduced. At the same time, the number of
employees and new recruits went down, and the use of non-regular employment
increased. The economic situation showed some signs of improvement in the early
2000s, but the financial crisis of 2008 and the unprecedented Great East Japan
Earthquake and tsunami resulted in even greater difficulties for the yen and a rise
in electricity prices. Even in such adverse conditions, Japanese electrical and elec-
tronics companies still tried to hold out.

In this chapter, we will attempt to answer the following questions: (1) Are
Japanese factories maintaining competitiveness today? (2) If so, which are the
main characteristics of these competitive organizations? (3) Which factors are
critical for Japanese factories to maintain competitiveness in the future?

To explore these matters, we will analyze shop floor level competitiveness,
organization of manufacturing sites, and shop floor communication in Japanese
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electrical and electronics factories. Our aim is to provide some insights for the
effective management of domestic and foreign business divisions and factories.

2 Methods

2.1 Exploratory Case Study

From August to December 2013, an exploratory case study was conducted in eight
well-performing factories in Japan’s electrical and electronics industries. Its purpose
was to investigate the key reasons why some factories were able to maintain their
competitiveness, while many others suffered severe losses or even went bankrupt as
a consequence of the difficult economic situation.

In each case, we visited the factories and conducted the interviews in person. The
interviews began by speaking about the background of the factory, for about 30 min
to an hour. Then a factory shop floor visit was carried out. Further questions, a list of
which had been sent to the interviewees before the visit, focused on functions in the
factory, positioning in relation to all other group factories, shop floor activities, and
human resources development. The interviewees included the plant manager, pro-
duction department staff, plant management staff, and union staff. If the factory also
had product development functions, staff members from the development depart-
ment were asked to participate too.

After our visits, we held a discussion and identified some common features
displayed by competitive factories: (1) being a self-driven factory, (2) gathering
functions in one spot, (3) combining human skills and machines, (4) being a fighting
mother factory, (5) making strenuous efforts for kaizen, and (6) overcoming unbal-
anced age distribution.

2.2 Questionnaire-Based Survey

From December 2013 to January 2014, a questionnaire-based survey was carried out
in factories with production functionality and employing a minimum of 200 members
of the Japanese Electrical Electronic and Information Union. Our exploratory case
study, existing research on manufacturing strategies and organizations, and feedback
from practitioners were taken into consideration to draft the questionnaires.

Depending on the respondents’ position in the organizational hierarchy, three
surveys were developed: the factory survey (Study A), the workplace (i.e., shop
floor) leader survey (Study B), and the worker survey (Study C):

Study A (Factory Survey) Respondents comprised plant and administrative man-
agers, who understood the overall state of the factory well. Questions were asked
about product configuration, performance (market and productive performance), and
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the human resource policies of the company. There were 97 respondents (response
rate 59.5%).

Study B (Workplace Leader Survey) Each firm selected three manufacturing sites,
and the leaders of those sites participated in the survey. Questions were asked about
workers’ skills, coordination with other departments, attitudes toward work, and
organizational climate. In total, 354 leaders responded (response rate 79.4%).

Study C (Worker Survey) All the workplace leaders mentioned above distributed
this questionnaire to ten regular workers under them. In total, 3116 workers
responded (response rate 78.1%).

3 Findings
3.1 Case Analysis

Let us now look in greater detail at the key common features of competitive factories
listed in the previous section: (1) being a self-driven factory, (2) gathering functions
in one spot, (3) combining human skills and machines, (4) being a fighting mother
factory, (5) making strenuous efforts for kaizen, and (6) overcoming unbalanced age
distribution.

3.1.1 Being a Self-Driven Factory

In Japanese firms, it is common practice for the headquarters to assign specific
productions to each factory, and it is the factories’ responsibility to manufacture the
products assigned and enhance productivity. However, regardless of the factories’
efforts, the headquarters may always decide to stop production due to negative
changes in the environment, such as unfavorable market conditions or currency
exchange.

Most of the factories that we analyzed were not just sitting still, waiting for new
business to materialize. Rather, they actively carried out promotional and sales
activities, targeting both their own headquarters and other companies, in order to
maintain production and employment.

One of the factories investigated faced potential closure more than once after the
1990s, when the headquarters decided to alter the main product which it had been
manufacturing for a long time. The factory reacted by presenting the strengths of its
specialized product planning area to the development department at headquarters. In
addition, its managers worked as sales personnel and tried to secure orders from third
parties in sectors where its specialized technology could prove valuable.

In another case, the core business of the factory—production of a scanning device
produced on a small scale and already in the maturity stage of product lifecycle—
was moved elsewhere due to restructuring. In order to survive, the firm in question
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developed a mechanical technology to scan paper of any size and a software
technology to accurately digitize the scanned characters and images. Based on
these technologies, it launched a new scanner and carried out sales activities that
led the new product to be supplied to financial institutions and governments around
the world. The firm currently holds the largest market share in its field worldwide, as
well as being number one in China. Chinese paper is often of poor quality, but the
scanner can read data accurately without jamming, and this is the reason why it was
adopted by China’s Bureau of Statistics to carry out the national census. It is now
advertised with the slogan: “700 million sheets of paper have been scanned.”

The group to which this factory belongs also produced scanners at a Chinese
plant. However, disaster, floods, and political risks in China caused the need for
redistributing production. To secure successful assignment, the manager of the
factory in question talked to related companies, such as manufacturers of molded
products. He showed them the production costs in China and started an intensive
negotiation. Finally, the factory succeeded in taking the work of the Chinese
manufacturer. Furthermore, by carrying out kaizen activities, it eventually managed
to produce at the same cost as the Chinese factory.

3.1.2 Gathering Functions in One Spot

In order to be self-driven, a factory needs not only production functions but also
other functions, such as development and sales. With the production function alone,
the scope of its activities remains limited. Yet, this can change if the factory is able to
gather several functions in one place, including product development, production
facility development, and sales and services.

Gathering functions in one factory does not only help develop and manufacture
products, but it also shortens the time needed to launch new products, reduces costs,
and improves overall productivity through collaboration among different depart-
ments. Furthermore, it makes it possible to listen to their customers’ voice and
promptly provide feedback, and each department can contribute to solving cus-
tomers’ problems. Such a factory can secure new business.

However, in many cases it is not easy to gather development, sales, and services
functions in one place. One of the factories that we visited had the necessary
development functions, but development could not proceed smoothly because the
quality assurance department and laboratory of the development department were far
away. To improve the situation, the departments related to development were all
gathered on the 2nd floor of the factory, while the production department was placed
on the 1st floor to achieve efficient development and production.

In another case, not only all the functions but also the headquarters were relocated
to a specific factory. By concentrating all its functions in one spot, the firm managed
to solve issues regarding product development, quality, and production cost through
a global approach. Indeed, it has now reduced its production costs to a level that
allows it to compete with overseas transplants.
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Since the 2000s, the electrical as well as other industries have pursued the
objective of making the factory a production subsidiary. Among the eight factories
that we investigated, quite a few had become production subsidiaries. This might
imply a distant relationship with the headquarters and dealings concerning cost
issues only. Nevertheless, the firms analyzed had consciously implemented devel-
opment and production activities in close collaboration with their headquarters, and
this was producing positive results.

3.1.3 Combining Human SKkills and Machines

Being self-driven and gathering functions in one spot are important features, but a
factory’s most important function is production. It goes without saying that
employees are at the core of production, and it is only by transferring skills and
abilities to the next generation that a factory will grow. Japanese firms have
increased their productivity by combining machinery/equipment developed or
improved in house with the accumulated skills and abilities of their production sites.

Currently, in overseas factories, for instance, in China, automation is progressing
because labor costs are rising. The capability of Chinese production sites is lower
than that of Japan, so the latest production equipment is introduced to compensate
for it. However, the rate of utilization of said state-of-the-art equipment entirely
depends on the skills possessed by the workers at the production sites. If Japanese
production sites stopped improving their production capability, competition with
overseas factories would only revolve around labor costs and full use of production
facilities. This is why a successful factory must build up its strengths in terms of both
employees and machinery/equipment.

One of the factories in our sample dealt with products that were difficult to
produce and had considerable variations. It addressed these issues by developing
its own production equipment from the very beginning and managed to reduce
variations through in-house production. In addition, by implementing QC activities,
boosting skills at the production site, and making full use of its production facilities,
it managed to secure additional business.

In another case, because the quality of the products might impact human safety,
the factory producing them was not allowed to fail, had to provide a long warranty
period (10-15 years), and was also required to produce many kinds of different
products. This factory first switched its production method from line production to
cell production, then introduced a traceability system, and clarified who produced
what and when. Additionally, it adopted large-scale special equipment, such as
testing equipment for thorough inspections. Thanks to this combination of human
skills, systems, and facilities, the company now makes extremely reliable products
and ranks among the top players in terms of global market share.



The Nature of Surviving Japanese Factories in the Global Competition. . . 229

3.1.4 Being a Fighting Mother Factory

Most of the factories which we visited were mother factories that controlled and
integrated the productions of their overseas manufacturing bases. They were no
ordinary mother factories either but fighting mother factories, committed to
maintaining mass production capabilities. Few decades ago, many Japanese compa-
nies moved their mass production bases to emerging countries (mainly China and
ASEAN countries) seeking cheaper labor. This limited the role of domestic plants to
the development of trial products and the launch of mass production lines. Yet,
recent data show a rise in labor cost in those emerging countries and increasing
demand for higher-quality products. Consequently, overseas transplants have started
to ask their mother factories to play the role of teachers, i.e., to transfer knowledge
and techniques to enhance the quality and productivity of their overseas transplants.
However, as the mother factories stopped mass production a long time ago, their
capabilities are lost, and many of them find it difficult to take on this teaching role.

The majority of Japanese factories in our study still retain the function of leading
mass production, and some have learnt to use this to their advantage. For instance,
one of them has a mother factory function controlling eight overseas manufacturing
bases. It has been accumulating techniques for quality and productivity improvement
under the mass production system and sends experienced workers to its overseas
factories to transfer knowledge and skills. It also invites workers over to Japan to
provide training regarding the structural and technical characteristics of the products
and the relationship between machines and molds. The resulting situation is a fruitful
relationship in which both parties can learn from each other through friendly rivalry.

In brief, the Japanese factories that have managed to survive in a harsh economic
environment are not those that abandoned the mass production system and special-
ized only in teaching, but they are what we can call fighting mother factories, able to
retain and improve their skills under the mass production system.

3.1.5 Making Strenuous Efforts for Kaizen

A further feature of competitive factories is the ability to make strenuous efforts for
kaizen through activities such as QC circles and 5S. In the organizational context,
kaizen is defined as “corporate-wide continuous improvement activities by eliminat-
ing waste and using the employees’ wisdom, which in the long run results in major
performance improvements.” Kaizen consists of small and steady continuous
improvement activities and is often compared with wringing a dry cloth. It is
tough and requires a lot of discipline, but, in the long run, it results in higher
productivity and safety.

At one of the factories which we visited, everyone was involved in kaizen
activities aimed at achieving preset goals. The factory manager made the overall
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corporate policy more explicit and concrete, and the team leaders further broke it
down into more measurable targets. Each worker defined in detail what he/she
should do to achieve the set objectives by the end of the fiscal year. Both target
and progress information for each worker were posted on a wall on the shop floor, so
that everyone could see the others’ progress. Improvements were monitored through
monthly checks, and the last 10 minutes of each working day were reserved for
kaizen activities.

One of our major findings was that factories in rural areas carry out kaizen
activities not for the sake of improved profits, following a capitalist logic, but to
maintain and increase employment opportunities for the surrounding communities.
During our interviews, we repeatedly heard respondents say that they must create
and protect jobs through kaizen, which they saw as the main way to become a
competitive factory. One factory was putting in a great deal of effort to develop a
good relationship with the local community. Even during the recession, it continued
to hire human resources from nearby schools and provided steady feedback to the
schools about the employment situation.

3.1.6 Overcoming Unbalanced Age Distribution

Its human resources obviously play a critical role in the survival of a factory.
However, most of our interviewees mentioned difficulties related to human
resources development and transfer of skills caused by unbalanced age distribution
in the workforce. This problem was significant in seven of the eight factories
analyzed, which had a small percentage of employees in their 20s and 30s and a
majority of older workers, aged 40 and upward. In order to prepare for the future,
measures were being introduced to support development of younger employees and
technology succession.

For instance, one factory identified the core skills need for succession, then
set goals for each skill, and paired up experienced and younger employees for
skills transmission. By using a skill matrix and identifying clear deadlines,
succession proceeded slowly but surely. Another factory set up a so-called
craft workshop, where employees could meet and develop machines and tools.
As a result, within a year, approximately 6000 kaizen ideas were realized, and
the gap between older and younger workers, caused by lack of vertical commu-
nication, was effectively bridged. Another difficulty was detected in the fact that
emails and other digital tools make communication within the firm weaker.
Many respondents recognized the importance of analog communication and of
revitalizing QC circles as well as organizing social gatherings. These findings
suggest that analog tools facilitate vertical communication and, as a result, play
a critical role in successful skill succession.
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3.1.7 Summary of the Exploratory Case Study

Our case study explored the main reasons behind the success of some Japanese
factories in the electrical and electronics sectors. The six common aspects able to
improve competitiveness are as follows:

1. Rather than waiting for new business to be provided by the headquarters,
successful factories carried out sales and promotion activities targeting their
own headquarters or other companies in order to secure new opportunities.

2. Competitive firms gathered various functions in one spot, including research and
development, production, and sales. As a result, they were able to expand the
scope of their activities and achieve improvements in product development, cost
reductions, and higher productivity.

3. Successful factories managed to combine human skills with machines, and
continuous interaction led to enhanced capabilities.

4. A winning strategy was to maintain and improve their skills under the mass
production system.

5. Even during particularly tough periods, kaizen efforts were never neglected.
Their main purpose was to maintain strong connections with the local
community.

6. In addition, competitive factories effectively dealt with aspects such as develop-
ment of young employees and difficult succession of skills caused by unbalanced
age distribution.

It ought to be noted that these results refer to best-performing factories and do not
reflect the overall situation of the electrical and electronic sectors in Japan. In the
next section, we will examine some more general characteristics of Japanese facto-
ries using data from our large-scale survey.

3.2 Survey Results
3.2.1 Basic Data on Respondents

Of the factories that took part in the survey, 17% had sales below 10 billion yen,
69.1% had sales between 10 billion and 100 billion yen, and 13.8% had sales
exceeding 100 billion yen. Also, 53.2% had a gross profit margin of 0-9%, and
22.8% were in the 10-19% bracket. These two groups comprised 75% of respon-
dents overall.

Respondents were asked to specify their business domain (multiple choice
allowed). Thirty one percent selected “heavy electric/industrial-use electric equip-
ment”, followed by “electronic components” (23%), “others” (19%), “telecommu-
nications/computers” (17%), “home appliances and audio/video equipment” (12%),
and “industrial-use electronic equipment for measuring” (9%).
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Offering low price product - 3.26
Offering unique product [ 3-4
On-time delivery _ 3.91
Exellent customer service _ 4.11
High capability of customization — 4.24

Note : N=87, Based on the mean value of the answers.

Fig. 1 Market competitiveness

3.2.2 Competitiveness of Japanese Factories

Questions on factory competitiveness pertained to (1) market competitiveness and
(2) productive competitiveness. These two concepts are based on Fujimoto (2003).

Market Competitiveness As for each factory’s market competitiveness in its pri-
mary business—in order to explore the reasons for higher ratings by customers
vis-a-vis rival firms, both domestic and international—respondents were asked
whether they agreed with the five items below. Each statement could be assessed
on a five-point scale, with one point corresponding to “completely disagree,” three
points indicating “neutral,” and five points meaning “completely agree.” As shown
in Fig. 1, market competitiveness derives mainly from excellent customer response
capabilities, such as “Responsiveness to customization demands from customers”
and “Strong customer service.”

MCT1: Delivery of low-price products through cost cutting

MC2: Delivery of unique products/services

MC3: Accuracy/shortness of delivery times

MC4: Responsiveness to customization demands from customers
MCS5: Strong customer service

Productive Competitiveness Productive competitiveness is particularly difficult to
measure for two reasons. First, productivity and cost figures are typically not
publicly available. Second, even if they can be collected through a questionnaire,
it is meaningless to make a simple comparison based on said data when a company
may produce many different products, as is often the case in the electrical industry.
Accordingly, relative measures, such as comparisons with other plants making
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similar products, are more useful than specific and absolute performance figures.
Since the responding companies have accurate benchmarking metrics to compare
Japanese factories with their overseas transplants (e.g., in China/ASEAN)), relative
performance evaluations of Japanese and overseas factories producing the same
products were used in our survey.

We inquired about commonly used QCDF (quality, cost, delivery, and flexibility)
measures, as well as the ability to develop manufacturing and production engineer-
ing for long-term competitiveness (Bhamu and Sangwan 2014; Fujimoto 1999,
2003, 2012; Holweg 2007; Holweg and Pil 2004; MacDuffie and Pil 1995;
MacDuffie et al. 1996; Schroeder and Flynn 2001; Shah and Ward 2003, 2007;
Turkulainen and Ketokivi 2012; Womack et al. 1990). For the most recent year
(from October 2012 to the end of September 2013), respondents were asked to
compare their own factory with rival plants within the same company producing the
same types of products, focusing on the ten items below. Each statement was
assessed on a five-point scale: one point indicated that the rival site was superior,
three points corresponded to a balanced situation, and five points meant that the
respondents’ own location was superior. Rival factories included in the comparison
were mostly located in China (approximately 62%), followed by ASEAN countries
(approximately 13%). Table 1 presents key statistics for these items. As Fig. 2
shows, Japanese factories (i.e., the mother factories) were on average superior to
their overseas transplants in all aspects except production cost (e.g., labor cost).

Al: Customer satisfaction

A2: External defect ratio

A3: Production cost (e.g., labor, materials)

Ad4: Productivity (e.g., man-hours per item manufactured)

AS5: Delivery (e.g., number of days from customer order to delivery)

A6: Flexibility in altering production models/volumes

A7: Number of new product introductions (per year)

AS8: Development of unique production technology (e.g., production refinement,
faster processing)

A9: Rapid mass production start-up

A10: New product proposal and development

3.2.3 Human Resources in Japanese Factories (Study A)

Figure 3 shows the age composition of full-time employees (end of October 2013,
N = 55). The distribution is clearly quite unbalanced, with few younger workers in
their 20s and early 30s and many middle-aged workers in their 40s or older. Here are the
major issues arising from this situation: (1) As the workers’ age increases, the already
relatively high cost of labor will continue to grow in the future; (2) The next-generation
shop floor managers (currently in their 30s) do not have sufficient experience to teach
younger workers; (3) The number of veteran workers (55 and above), who also happen to
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Overseas transplant advantage Parity Mother-plant advantage

G R I —

Development of unique production technology 4.26

MNew product proposal and development 4.23
Rapid mass production start-up
External defect ratio 4.16

Customer satisfaction
Flexibility

Delivery

Productivity

# of new product introductions

Production cost - 1.92

L50 2.00 2.50 3.00 3.50 4.00 4.50

Note: N=73, Based on the mean value of the answers.

Fig. 2 Productive competitiveness
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Note: N=55, Based on the mean value of the answers.
Fig. 3 Age composition of regular workers
be the greatest source of advanced skills, will decline; (4) A mechanism must be created

to transfer the advanced skills of those with 20 or 30 years of experience to younger
workers. These findings are also supported by our case study.
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3.2.4 Relationship Between Productive Competitiveness and Shop Floor
Openness'

What are the key features of competitive manufacturing shop floors and their
respective organizations? According to our case study, one of the main traits of
competitive factories with active shop floors is their tendency to reach out to their
headquarters—or even other companies in some cases—to acquire capabilities and
secure the manufacturing of new products (in their parlance, “a factory with mar-
keting and sales capabilities”). Indeed, they do not solely conduct operations
assigned to them by their respective headquarters but think and act on their own,
performing marketing and sales-like activities in order to acquire new work. Against
this background, we used data from our questionnaires to analyze the relationship
between new product introductions and shop floor activation, focusing on
communication.

Items of Openness As an indicator of active shop floors, particularly in terms of
effective communication, we focused on “openness” (kazetoshi, which literally
means “ventilation” in Japanese and is an indicator of communication activity).
This term is generally defined as “the state, primarily found within companies, where
there is an environment of free communication of opinions, regardless of hierarchi-
cal rank, and where there is a strong flow of communication and information
sharing.”” Indeed, Study C included four items related to the general climate in the
workplace,’ and respondents were asked whether they agreed (two-point, yes-no
scale) with the following statements:

C1: In my workplace, there is an atmosphere in which it is easy to make work-related
requests or have work-related discussions even with those not directly linked to
my chain of command (yes = 1, no = 0).

C2: In my workplace, there is an atmosphere in which people can be included even if
they have different opinions (yes = 1, no = 0).

C3: In my workplace, there are intense discussions in the interest of problem-solving
that are not bound by age or rank restrictions (yes = 1, no = 0).

C4: Many opinions are taken from the shop floor and implemented (yes = 1, no = 0).

Table 2 shows key statistics for these four items. Cronbach’s a is 0.69, and the
simple sum of these is termed “openness.”

Results In our analysis, we created a dataset integrating the data from Studies A and
C under the framework defined by Study B. For most of the individual businesses in
our sample, we obtained 1 response to Study A, 3 to Study B (meaning that

'A part of this section was originally published in Inamizu and Fukuzawa (2017).

>Translated from the entry found at http:/www.practical-japanese.com (search date
20 February 2017).

3In selecting items describing workplace openness, we also considered indices related to “organi-
zational weight,” which is said to indicate poor openness (Numagami et al. 2007).
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Tablf- 2 Meﬁ;“’ 5D, and . Mean SD C2 C3 C4
correlations of the items o Cl 59 493
openness

2 |54 499 |51

C3 43 495 30 33%%

c4 |43 496 | 29w 36%* 33w

N = 3021, ** p < 0.01, *p < 0.05, + p < 0.1

Table 3 Correlations between competitiveness and openness

Correlation with

Al: Customer satisfaction 12
A2: External defect ratio .14
A3: Production cost —.14
A4: Productivity .06
AS5: Delivery 13
A6: Flexibility 17
A7: # of new product introductions 28%*
A8: Develop. of unique production technology 28%
A9: Mass production start-up .16
A10: New product proposal and development 35%*

N =282, **p<0.01, *p < 0.05, + p < 0.1

3 workplaces responded per business), and 30 to Study C (meaning that 10 workers
responded per workplace, with 3 workplaces for each business). When inserting data
from Studies A and C into Study B’s dataset, the same data from Study A were used
for all the workplaces belonging to the same business. As for Study C’s data, mean
values were calculated for each workplace.

After creating this integrated dataset, we analyzed only the workplace (shop floor)
from top-selling businesses. We did this because it allowed us to conduct an analysis
limited to each factory’s core workplace. Moreover, when creating this dataset, since
we inserted the same data from Study A for workplace at the same factory, we were
able to sift through and choose one workplace at each factory.

The process outlined above yielded a total of 81 factories. The sample included
38 cases of 1 workplace selected per factory, 31 cases of 2 workplaces selected per
factory, and 12 cases of 3 workplaces selected per factory. Therefore, the overall
number of workplaces was 136 (38 x 1 + 31 x 2 + 12 x 3). Workplaces with
missing values were excluded from the analysis.

Table 3 presents the correlation coefficients between openness and each item of
competitiveness. There is no visible correlation between QCDF and openness.
However, for items A7 (number of new product introductions) and A10 (new
product proposal/development), the correlations are positive and significant, with a
1% significance threshold.

We then concentrated on A7 and A 10 for the next steps of our analysis. Figures 4
and 5 show the respective frequency distributions of the two items. About half of the
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Table 4 Differences in mean openness

Lower group Upper group
N Mean |SD N Mean |SD t value
AT: # of new product introductions |50 | 1.65 724 |33 |2.01 676 | 2.278%
A10: New product proposal and 39 [1.57 656 |44 |1.99 727 | 2.807%*
development

** p <0.01, *p < 0.05, + p<0.1

Fig. 6 Relationships
among A7, A10, and
openness
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Openness
(Communication activation)

Lower group Upper group

=@=A7: #of new product introductions
==@==A10: New product proposal and development

total respondents assigned a score of 5 to both items, with a two-peak distribution.
We then split the respondents based on the scores given: those who had given a score
of 5 were assigned to the “upper” group, while scores ranging from 1 to 4 were
classified in the “lower” group.

Table 4 and Fig. 6 show the results of the analysis aimed at detecting differences
in mean openness indices between the upper group and lower group, for items A7
and A10. The results of the #-test for A7 (number of new product introductions)
revealed a significant difference (¢ = 2.278, p < 0.05). A similar 7-test for A10 (new
product proposal/development) also yielded a significant difference (r = 2.807,
p < 0.01). Thus, we can conclude that the openness indices related to A7 and A10
are higher for the upper groups than for their respective lower groups.
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3.2.5 Relationship Between Factory Competitiveness
and Multifunctionality*

As explained earlier, competitive factories in the electrical and electronics industries have
multiple functions beyond production, including design and production engineering, and
have been able to survive by finding their own new business opportunities and altering
product lines and operation structures based on superior productivity and design capa-
bilities. Indeed, in order to secure new work autonomously, a production site must
possess a number of fundamental functions, such as development, production engineer-
ing, and sales.

We used our survey data to quantitatively analyze the traits of highly competitive
factories and specifically (1) number of functions that can be fully completed within
a factory (self-contained functions), (2) factory competitiveness, and (3) relationship
between a factory’s self-contained functions and its competitiveness.

Factory Multifunctionality Existing research on cross-functional integration (Enz
and Lambert 2015; Frankel and Mollenkopf 2015; O’Leary-Kelly and Flores 2002;
Swink and Schoenherr 2015; Thomé and Sousa 2016; Turkulainen and Ketokivi
2012) primarily explores how a given factory integrates the four functions of design,
production engineering, production, and sales, as well as the relationship between
said functions and its performance. For each of the four functions, respondents were
asked to rate their location’s self-containment level on a five-point scale. A score of
one meant that the function was completely absent; three points indicated that the
function could be completed with help from HQ, the relevant business unit, or
another factory; five points corresponded to a situation of fully operational, self-
contained function.

F1: Product design

F2: Process design (production engineering)
F3: Production

F4: Sales

Figure 7 displays self-containment data for each of the four aforementioned functions
(N = 93) across the factories analyzed. As for the design functionality, approximately
54% of the factories are completely or almost independent (scores of 4 or 5), whereas
around 20% cannot perform this function at all (scores of 1 or 2), regardless of whether
the production functionality was moved overseas. About 90% of the factories have fairly
or highly self-contained production functionality (scores of 4 or 5).

Furthermore, we considered each individual factory and assigned a value of 1 to
the top scores for each function (score of 5, can be completed independently) and a
value of 0 to all other responses (scores between 1 and 4). We then calculated the
totals for the four functions, obtaining values between 0 and 4 corresponding to the
numbers of self-contained functions. Their distribution (N = 93) is shown in Fig. 8.

“A part of this section was originally published in Fukuzawa and Inamizu (2017).
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It emerges that approximately 41% of the factories (38 sites) had one or fewer
completely self-contained functions, whereas those able to perform two or more
functions independently were around 59% (55 sites).

Competitiveness and Multifunctionality Once the factories with missing values
were excluded, the sample was reduced to 68 sites. Their analysis revealed the
following aspects:

1. Ten sites had no fully self-contained functions.

2. Nineteen sites had exactly one fully self-contained function (of these, 15 had
production as their self-contained function).

3. Nineteen sites had exactly two fully self-contained functions (with the most
common combination being production engineering and production, in
13 factories).

4. Seventeen sites had exactly three fully self-contained functions (in all cases, these
were design, production engineering, and production).

5. Three sites had exactly four fully self-contained functions.

To evaluate the impact of a location’s self-contained multifunctionality on per-
formance, we split the factories into two groups, i.e., those with only one self-
contained function and those with multiple self-contained functions, and calculated
differences in the means of each competitiveness measure. The results are displayed
in Table 5.

The most significant gaps in competitiveness indices are found in MC3 (delivery
dependability and speed, t = 2.36, p < 0.5), MC4 (customer needs responsiveness,
t =3.6, p <0.1), MCS5 (customer service, t = 2.1, p < 0.5), and A10 (new product
proposal and development, t = 2.10, p < 0.05). The trend is also significant for A4
(productivity) at the 10% significance level. In short, factories with multiple fully
self-contained functions display higher ratings in delivery dependability and speed,
as well as in customer needs responsiveness. Moreover, they perform better in terms
of new product proposal/development than overseas transplants in China/ASEAN
countries.

4 Discussion and Conclusions

Our exploratory case study revealed some common features of competitive Japanese
factories: (1) being a self-driven factory, (2) gathering functions in one spot,
(3) combining human skills and machines, (4) being a fighting mother factory,
(5) making strenuous efforts for kaizen, and (6) overcoming unbalanced age
distribution.

Our survey shed light on shop floor level competitiveness, organization of
manufacturing sites, and shop floor communication across Japanese electrical and
electronics factories. Firstly, Study A empirically confirmed that, on average, Japa-
nese electrical and electronics factories are superior to their overseas transplants in
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Table 5 Differences in means of performance

Multifunctionality

=1 2=

(N =29) (N =39

Mean |SD Mean |SD t
MCI: Low price 3.00 0.85 |[3.36 1.18 1.46
MC2: Uniqueness of product 3.24 0.79 |3.54 1.12 1.28
MC3: Delivery dependability and speed 3.62 0.82 | 4.10 0.85 2.36*
MC4: Customer needs responsiveness 3.76 0.87 |4.44 0.60 3.60%*
MCS5: Customer service 3.79 0.90 |4.23 0.78 2.10*
Al: Customer satisfaction 4.03 0.87 |4.23 0.90 0.91
A2: External defect ratio 4.21 0.90 |4.31 0.89 0.46
A3: Production cost 1.90 1.18 | 1.77 0.99 | -047
A4: Productivity 3.59 1.09 4.03 0.99 1.72 +
AS5: Delivery 3.79 0.73 | 4.00 0.89 1.06
A6: Flexibility 3.90 090 |[3.92 1.20 0.10
AT: # of new product introductions 3.59 1.30 |3.85 1.39 0.79
A8: Develop. of unique production technology | 4.24 091 |4.46 0.85 1.01
A9: Mass production start-up 4.14 1.06 |4.33 0.96 0.78
A10: New product proposal and development 4.02 0.98 |4.51 0.85 2.10*

N =68, ** p <0.01, *p < 0.05, + p < 0.1

all measures of competitiveness except production cost. Research on “reshoring”
(Ellram et al. 2013; Gray et al. 2013; Shih 2014; Bailey and de Propris 2014)
suggests that American and European companies need to reconfigure their global
manufacturing locations especially because of increasing labor costs at their Asian
production sites in the 2010s. Recent studies have identified a number of factors that
influence the choice of manufacturing locations at the global level, such as cost
(labor and material), access to local markets, logistics, currency volatility, country
risk, and government trade policies (Ellram et al. 2013). Nonetheless, the issue of
productivity stemming from the lean production system has not been sufficiently
discussed in these lines of research, and it appears that Japan might be in the same
situation as American and European companies for what concerns reshoring.

On this point, Study A suggests that, when deciding to reconfigure their firm’s
global manufacturing bases, managers need to distinguish between the advantages of
factor cost (e.g., labor and material cost) in their overseas transplants and the
advantages of productivity deriving from high-level shop floor capabilities. If
wages in emerging countries continue to rise in the future, it will be reasonable to
manufacture both in the highly productive Japanese plants (remade in Japan) and at
overseas transplants by aggressively transferring lean production know-how from
the mother plants in Japan. In order to do so, it is essential to build organizational
capabilities for continuous productivity improvements.

Secondly, to analyze the relationship between factory competitiveness and orga-
nizational openness at the shop floor level, we used data from our questionnaires
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(Study A and Study C). Despite not revealing a correlation between openness and
QCDF, the results show a positive and significant relationship between openness and
“Number of new product introductions” and “New product proposal/development.”
Indeed, as our case study suggested, proposing new products to the headquarters
and/or to other companies—and the consequent frequent introduction of new prod-
ucts—is likely to lead to the activation of shop floor organizations. The proposal,
adoption, and resulting introductions of new products by factory managers lead to
additional work. Moreover, the outsourcing of production to overseas factories
causes increasingly significant reductions in production volumes at Japanese facto-
ries. Given this situation, additional work would help to activate factory shop floors.
As it is new work, it would also be unconstrained by the usual processing cycles that
the factory is accustomed to, which would have a positive impact on workplace
communication not only with other individuals but also with other company divi-
sions. Consequently, this would probably create a stronger feeling of openness in the
workplace.

Caution is necessary when considering the relationship between the activation of
shop floor organizational communication and QCDF. Workplaces with good levels
of openness are also proactively engaged in kaizen-style initiatives, which are
generally seen as contributing to better performance in QCDF and mass production
start-up (Koike 2012, 2013; Koike et al. 2001). However, the survey conducted as
part of this research was unable to find significant relationships among these items.
Normally, the start of production of new products would have a negative effect on
QCDF,” and, even in a high-performing factory with an active shop floor, frequent
introductions of new products might represent an obstacle in terms of maintaining
superior QCDF measures. Furthermore, active communication alone might not be
sufficient to improve QCDF, and some additional factors are likely to be critical for
the attainment of those results. All things considered, while the proposal and
subsequent manufacture of new products can have a negative impact on QCDF
measures, this does improve shop floor organizational openness and can be seen as a
rather effective way to activate shop floor communication.

Thirdly, our study suggests that steadily developing manufacturing competences
and design/development capabilities at the same time is critical for preserving the
superiority of the Japanese factory shop floor in the future. In other words, the key
functions of design, production, and marketing/sales should all be present at the
same manufacturing site. As Fujimoto et al. (2015) and Nakazawa et al. (2016)
explain, to maintain and improve their competitiveness, Japanese companies should
aggressively pursue market creation and new business opportunities by taking
advantage of their strengths in manufacturing and design activities.

5In Table 1, we can see an overall positive and significant relationship with A1-A10. However,
there does not appear to be a significant correlation among A7 (number of new product introduc-
tions), A2 (external defect ratio), and A3 (production cost). Moreover, no significant correlation
emerges among A10 (new product proposal and development), A3 (production cost), and A5
(delivery).
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Regarding multifunctionality, domestic production sites that are completely
autonomous in multiple functions (design/manufacturing/production) display the
following traits: (1) they are superior to their rivals in delivery dependability and
speed and in responding to market needs, and (2) they are better than comparable
factories in China/ASEAN countries at proposing and developing new products. Our
results indicate that, to increase global market competitiveness and retain superiority
in new product proposals and development, production sites should be fully self-
contained in multiple functions. Multifunctionality at a production site may result in
higher costs but also in better dynamic capability (e.g., Eisenhardt and Martin 2000;
Helfat et al. 2007; Teece et al. 1997; Zollo and Winter 2002; Fukuzawa 2015b),
which is needed to respond to environmental changes in order to create new markets
via new product proposals/development.

Finally, our evidence supports the idea that the current level of competitiveness of
Japanese factories relies on a large number of skilled workers. However, skill
transfer from factory veterans to younger workers is crucial to sustain the compet-
itiveness of Japanese shop floors in the future.
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The Effectiveness of Group Leaders m)
in the Lean Production System: Time Study S
and Agent-Based Model of Leaders’

Behavior

Nobuyuki Inamizu and Mitsuhiro Fukuzawa

Abstract This study adopts the mixed approach of simulation modeling and field
study to investigate the effectiveness of leaders engaged in the role of line chief in
lean production. The simulation results show that there is a tipping point at which
help from a line chief drastically improves production flow when the workload is
relatively high and problem occurrence is rare. However, the efficient production
flow thus achieved is vulnerable to slight changes in problem occurrence. The field
study conducted in a Japanese automobile assembly plant, especially the time study
of group leaders, supports the results of the simulation.

1 Introduction

A manager said to me, ‘What are you doing? Can you supervise the production line even
when you are working on the line?’ Then, I answered ‘What do you mean? We cannot keep
up with production if I don’t work on the line. You should see this immediately.” (Shimizu
2005, p 574)

In Shimizu (2005), a group leader from Toyota recalls the years of spectacular
economic growth in the 1960s. Group leaders were not supposed to work on the
production line, but Toyota experienced explosive car sales growth, and its produc-
tion could not keep up with demand.

Since the 1990s, many studies have examined the work feam in the production
line or on the shop floor. First, the Toyota Production System and the Lean
Production System as sources of strength for Japanese automobile companies
attracted widespread attention (Berggren 1992, 1993; DankBaar 1997; Fujimoto
1999; MacDuffie et al. 1996; Ohno 1988; Womack et al. 1990). Then, there was a
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surge in interest in the team as a new system of work organization (Appelbaum and
Batt 1994; Benders and van Hootegem 1999; Cutcher-Gershenfeld et al. 1994;
MacDuffie 1995, 2002; Morita 2008).

In general, lean production is a production system that responds well to changes
in market demand by implementing changes in production volume and variety. It
also achieves high productivity and high quality by eliminating intermediate stock
and surplus labor (buffer or muda) (Ohno 1988; Monden 2012). Lean production, as
defined above, is achieved by applying methods that follow four key concepts:
(1) just-in-time delivery (producing the necessary units, in the necessary quantities,
at the necessary time), (2) autonomation (an autonomous defects control mecha-
nism), (3) flexible workforce (adjusting the number of workers to changes in
demand), and (4) creative thinking or inventive ideas (capitalizing on workers’
suggestions) (Monden 2012, pp. 7-8). These concepts and methods are similar to
the operational constructs of lean production proposed by Shah and Ward (2007).

The lean work team is required to perform a number of tasks, in keeping with the
four key concepts. First, it has to (1) perform the standard work, (2) stop defective
products from moving to the next process stage (by stopping the production line and
immediately dealing with the defective products), and (3) be responsible for the
multistage process. Second, the work team has to (1) determine the real causes of the
detected anomalies, (2) revise the standard work through kaizen activities and quality
circles (QC), and (3) develop multiskilled workers through job rotation (Monden
2012). Existing studies have pointed out that team leaders play a central role in lean
production (Benders and van Hootegem 1999; Berggren 1992; Delbridge et al.
2000).

However, these studies have also noted that not enough research has been
performed on the role and behavior of team leaders. For example, Delbridge et al.
(2000) states that “...The role of the team leader within teams is typically neglected
or treated as unproblematic in debates over team effectiveness or organizational
performance. These findings suggest that this is a major oversight” (p 1475). We
cannot adequately understand lean production without understanding the details of
the leaders’ roles and behavior.

In general, there is vertical division of labor in a lean or TPS team. Each worker is
required to correctly complete standardized work. Team leaders (TLs) lead teams of
approximately five workers, and their tasks include addressing processing line
stoppages and other malfunctions (the so-called line chief role), as well as substitut-
ing for absent workers. A group leader (GL) usually leads four teams and concen-
trates on managerial tasks rather than working directly on the line. The main tasks of
a GL include managing the production site daily, revising operations standards, and
overseeing kaizen activities (Fujimoto 1999).

This chapter focuses specifically on the line chief position, which involves
engaging in production line management and maintaining production flow. If abnor-
malities arise along the production line, the line chief works to solve them. In
general, TLs are required to take on the line chief role, which directly affects
productivity and quality and enables the work team to adapt to changes in short-
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term production volume (Koike 2005; Mishina 1995). Yet, despite its importance,
the detailed reality of a line chief’s role has not been researched systematically.

Here, this issue is addressed through a mixed approach involving simulation
modeling and field study. Field studies can describe the actual and detailed behavior
of leaders, but their weakness is the poor generalizability of results. In this regard,
computer simulation can test the effects of many variables and possibly clarify the
boundary conditions of field study results. Nonetheless, computer simulation has a
weakness in the external validity of its results, which can be overcome through the
ample empirical data obtained from field studies. Moreover, compared to the
mathematical modeling approach, computer simulation can more easily deal with
the nonlinear phenomena often seen in organizations and societies (Davis et al.
2007; Harrison et al. 2007).

In particular, we adopt cellular automata (a simple agent-based approach) to
develop our model. Traffic flow analysis through cellular automata has advanced
over the past decade. Recently, these traffic flow models have been actively applied
to production management studies, especially lean production and TPS (Nishinari
2006). Therefore, we developed a simple production flow model using cellular
automata to examine the effectiveness of the line chief’s behavior. We also
conducted a field study in a Japanese automobile assembly plant that exhibited
strength in maintaining high productivity, despite the tough economic environment
subsequent to the 2008 financial crisis. This high productivity was supported by
leaders’ (line chiefs’) behavior. We then filmed the behavior of its leaders as line
chiefs for an hour each day over several days and analyzed the videos through a time
study.

In the following sections, we will first describe the simulation model, called lean
flow model, and present its results. Next, we will illustrate the field study results,
focusing on the time study. Finally, we will discuss the effectiveness of the leaders’
behavior in relation to their roles and responsibilities in lean production or TPS.

2 Lean Flow Model

The primary element of lean production or TPS is “just what is needed, only when
needed, only in the quantity needed.” A later process takes what is needed from an
earlier process, and an earlier process produces only the kind and quantity of parts
used by the later process. The second element of the production system is “quality
must be built into each process.” Workers are careful not to let any defects through to
the next process. Whenever a problem occurs, the worker calls the leader through the
so-called andon and asks him or her to deal with it. In their relief role, leaders keep
the production line flowing smoothly. These elements can easily be described by
Rule 184 of a simple cellular automata model and its revised model (Nishinari 2006;
Schiff 2008). The lean flow model is based on these models.
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Fig. 1 Lean flow model

2.1 Initial Setting

TASKSs are placed randomly in the space where cells are lined up side by side (see
Fig. 1).
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2.2 Rules of TASK Flow

Only Rule 1 is executed at the first period (f = 1), only Rule 2 is executed at the
second period (¢ = 2), and only Rule 3 is executed after the third period (¢ > 2).
Conditiont = 0 holds if the TASK stops at period ¢. Condition, = 1 holds if the
TASK moves at period .

Rule 1: Stop (Conditiont = 0) if the front cell is occupied. Otherwise, stop
(Condition, = 0) if a problem occurs. The probability of a problem occurring
depends on the “problem rate.” Otherwise, move to (Condition, = 1).

Rule 2: Remain stopped (Condition, = 0) if the condition at the previous period was
“stop” (Condition,.; = 0) and if there is no help from a line chief. The probability
of help depends on the “help rate.” Otherwise, execute “Rule 1.”

Rule 3: Execute “Rule 17 if the condition was “stop” two periods before
(Condition,_, = 0). Otherwise, execute “Rule 2.”

Rule 3 means that, without help, the stopped but not helped TASKs cannot move
until two periods have passed. Rule 2 means that the helped TASKs take only one
period to move. As shown in these rules, the line chief’s role is built into the Lean
Flow Model.

2.3 Input Parameters and Time Structures

We ran simulations, fixing the number of cells at 100 and changing each input
parameter as follows: (1) number of TASKs = 20-60, (2) problem
rate = 0.0001-0.001, and (3) help rate = 0.0-1.0. One period passes when all
TASKSs execute the above rules. One simulation run consists of 500 periods, and
we conducted 50 simulation runs in each setting.

2.4 Output Data

“Flow” as output data is calculated using the following equation:
Flow = number of TASKs whose Condition 7 is one/total number of TASKs

Flow at each period from 401 to 500 is averaged. Then, the mean value of each of
the 50 simulation runs under the same setting is also averaged. The obtained value is
“average flow.” This value indicates the degree of smooth production flow, which is
a performance measure of lean production or TPS.
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Fig. 2 Simulation results of the lean flow model

2.5 Simulation Results of the Lean Flow Model

We drew graphs showing the help rate as the abscissa and average flow as the
ordinate (Fig. 2). Each line displays the results under each problem rate. The help
rate indicates the degree of help from the line chiefs, while the problem rate indicates
the possibility of problem occurrence and work delays. We drew similar graphs for
each task density (total number of TASKs/number of cells). The task density, which
indicates the assembly line workload, is high when the line speed is high or when
there are many elementary tasks occurring at each station.



The Effectiveness of Group Leaders in the Lean Production System: Time. . . 255

When the task density is low (task density = 0.30 and 0.33), the average flow is
relatively high (more than 0.90) regardless of the help rate and problem rate. Even
when the front TASK stops and takes two periods (a long time) to be resolved, the
rear TASK does not need to stop because TASKSs take place at a distance from each
other, which results in sufficient buffer time.

As the task density increases (task density = 0.36, 0.39, and 0.42), the average
task flow decreases significantly when there is less help from line chiefs. However,
the average flow is greater than 0.9 when the help rate is 1.0.

Interestingly, when the problem rate is 0.0 and task density is 0.39, a slight
increase in the help rate, from 0.2 to 0.3, drastically improves the average task flow
from 0.88 to 0.99; that is, there is a tipping point at which the rate of help by line
chiefs improves the average task flow. At the same time, however, a slight increase
in the problem rate sharply worsens the average task flow. For example, when the
task density is 0.39 and the help rate is 0.3, an increase in the problem rate from
0.000 to 0.002 decreases the average flow from 0.98 to 0.89; that is, help from line
chiefs facilitates a drastic improvement in productivity to an extremely high level,
but, at the same time, such help amplifies the instability of production flow.

As the task density increases, the tipping point moves upward. For example,
when the task density is 0.36, the tipping point of the help rate is between 0.0 and
0.1, but it moves to around 0.2 under a task density of 0.39 and to around 0.4 under a
task density of 0.42. On the whole, when the average task flow is approximately
0.85, additional help drastically improves production flow.

Finally, when the task density is extremely high (task density = 0.51), the tipping
point cannot be seen. It is certain that the higher the help rate, the higher the average
task flow, but the maximum average task flow is only 0.96.

The simulation results can be summarized as follows:

1. When the task density is moderate (less than 1/3), good production flow can be
achieved without help from leaders.

2. When the task density is extremely high (more than 1/2), help from leaders
improves production flow, but these improvements are rather minimal. Thus,
the task density needs to be lowered (by either enhancing the capability of the
production line or facilitating a slowdown in the line speed).

3. When the task density is relatively high and the likelihood of problem occurrence
is extremely low, there is a tipping point at which help drastically improves
production flow. Nevertheless, in this scenario, the achieved efficient flow is
extremely unstable. A slight decrease in help or a slight increase in problem
occurrence significantly worsens production flow.

There are two key aspects regarding the third result. First, under certain condi-
tions (a relatively high workload and an extremely low problem occurrence), help
from line chiefs drastically improves production flow. Second, this helpful behavior
can amplify fluctuations in production flow.
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3 Field Study in an Automobile Assembly Plant'

3.1 Research Setting

Our research setting was Plant Y of Japanese automobile Company X, which pro-
duces small quantities of various models of cars. Since 2007, this plant has been
producing three models on one line. We focused on “Group a (chassis process)” in
Plant Y, which consisted of 12 workers, two TLs, and one GL. Each team leader
managed six workers.

Group a had 12 workstations, divided into two zones. Zone A comprised “a2-2
(tube installation),” “a3 (tank mounting),” “a6-1/16-2 (engine mounting),” and “a9-2
(muffler installation).” Zone B included “b2-1 (bumper installation),” “b3-1 (right-
liner installation),” “b5-1 (skid plate installation),” “b5-2 (left-liner installation),”
“b7-1 (normal load tightening),” “b8-1 (right-tire installation),” and “b8-2 (left-tire
installation).” In managing each zone, the two team leaders were responsible for
responding to and solving problems occurring in their respective zones. Thus, the
GL was in charge of two team leaders and 12 workers. Two more stations, “a5” and
“a7,” were added according to 4WD specifications. This group had a U-shaped
production line (Fig. 3).

We conducted our research from February to June 2010. We implemented
12 field studies, spending 8 h each day on our investigation. Our research team
had approximately 15 members, with about five participating regularly in each field
study. We examined the following factors: (1) production line work; (2) skill
development of workers, TLs, and GLs; (3) production line performance (e.g.,
man-hours per vehicle, operational availability, defect rates, time of line stops);
and (4) problems and problem-solving, specifically the details of the TLs’ (and GL’s)
relief activities and teamwork.

In particular, we focused on the behavior of the GLs acting as line chiefs (see
Fig. 3). We videotaped them for 1 h, twice daily, over several days and analyzed
them through a time study. For this analysis, we divided 1 h into 7 major categories
(and 27 detailed categories) and compared the proportions of each behavioral
category at each time period.

99 <,

3.2 Performance Analysis
3.2.1 Variations in Production Volume
At the beginning of the 2000s, Plant Y’s average monthly production volume was

approximately 6000 units. This number grew consistently until 2008, when it
exceeded its 10,000-unit production peak of 2007. During this period, production

'A part of this section was originally published in Inamizu et al. (2014).
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went from a single-shift to a double-shift system. After November 2008, the
production volume dropped significantly because of the global financial crisis.
Monthly production fell from 14,000 units in October 2008 to 7000 units in January
2009 and finally to 3000 units in February and March of the same year (see Fig. 4).
This drastic decrease caused production to revert to a single-shift system.

In April 2009, the Japanese government introduced an eco-car subsidy as a
measure to deal with the economic crisis. This policy encouraged consumers to
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replace their older cars with new gas-efficient models. Although the program only
ran until September 2010, similar incentives, such as the “eco-car tax break pro-
gram,” continued to support the industry. These initiatives led to a quick recovery in
market demand, beginning in April 2009. In June, demand for the model that Plant Y
produced picked up again. The production volume increased to over 7500 units in
September 2009 and fluctuated between 5000 and 7000 units thereafter. In March
2010, approximately 6000 units were produced.

3.2.2 Number of Workers

Because of the labor shortage triggered by the adoption of the double-shift system in
the mid-2000s, Plant Y employed many temporary workers, who accounted for 40%
of the direct task workforce at its peak. However, this number fell after 2007 and hit
zero by March 2009, after a significant decline in production. By the end of March
2009, the company did not renew the contracts of any of the plant’s temporary
workers. Yet, it did not lay off any regular workers at that time. Instead, the
management engaged surplus workers, who were not required at the production
line, in skill development and kaizen activities.

Despite the recovery of production volume after June 2009, the number of
workers, including backup and regular workers, steadily decreased. This is because
the management had sent any surplus workers to assist in the company’s other plants
in April of that year. In general, the capacity utilization ratio of each plant would
occasionally vary, as the demand for each plant’s product models fluctuated inde-
pendently. In these cases, the company sent surplus workers from idle plants in its
group to busy plants, so as not to recruit or lay off workers. As a result, each shop
floor had to face worker shortage.

Plant Y’s workers, who were working in other busy plants, could not return for
months because of existing contracts in the plants to which they had been tempo-
rarily assigned. Of course, it was also difficult to recruit new workers since Plant Y’s
workers in other busy plants would be returning later. Hence, it was necessary to
produce a higher volume of products with very few workers for approximately a
year. Figure 4 shows the gap between production volume recovery and manpower
(direct workers) in the assembly shop, indicating that Plant Y and Group o faced
difficulties in maintaining high productivity.

3.2.3 Man-Hours per Vehicle

Figure 5 shows the target, actual, and planned man-hours per vehicle from August
2008 to May 2010. It indicates the plant’s vehicle production efficiency. As seen in
this figure, the actual and target man-hours decreased more steeply after April 2009.
This means that Plant Y and Group « had the strength and capability to maintain high
productivity even in the face of a tough work environment.
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It is certain that the line speed picked up somewhat to respond to the increase in
production volume. Yet, productivity rate (man-hours/vehicle) is affected by several
other factors in a rather complex way. When the workers’ skills are constant, in order
to increase line speed, it is necessary to increase the number of workers and not the
working hours. Therefore, productivity rate (man-hours/vehicle) will not be
enhanced by increasing the line speed only. If the number of workers does not
increase, frequent work delays and mistakes occur in each station, which leads to an
increase in the number of working hours. As a result, the productivity rate
(man-hours/vehicle) will not improve. To increase productivity, it is necessary to
develop workers’ skills to enable each worker to perform more tasks within the same
number of working hours. By doing so, productivity will rise with the same number
of better skilled workers and higher line speed (shorter working hours). However,
workers’ skills cannot be developed overnight. In short, it takes time to improve
productivity. The question then is “What happened in Plant Y of Company X?”” This
will be shown by the time study concerning the GLs described in the following
sections.

3.3 Formal Jobs of GLs
3.3.1 Basic Job of GLs

The basic job of a GL is divided into daily, weekly, and monthly tasks. Daily tasks
consist in preparing a table of malfunction trends and a table of actual line stoppages,
conducting analyses on the number of defect process cases, and managing workers’
attendance. Weekly tasks include the preparation of an X-R control chart to monitor
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Table 1 The group leader’s job on a given day

Time Job

7:55-10:00 | Checking substitute workers (20 min); daily management check (30 min); acqui-
sition, verification, and confirmation of failure information

10:10-12:00 | Daily management check (20 min); quality focus time (30 min); acquisition,
verification, and confirmation of failure information

12:50-14:25 | Checking substitute workers (20 min); daily management check (20 min); acqui-
sition, verification, and confirmation of failure information

14:45-16:45 | Daily management check (20 min); quality focus time (30 min); acquisition,
verification, and confirmation of failure information

Overtime Process observation and maintenance of standards, etc., acquisition, verification,
and confirmation of failure information

screw tightening, of daily inspection check sheets for torque wrenches and torque
impact, and of check sheets for mistake-proofing devices. Monthly tasks comprise
revision of the standard operating procedure, skill management of workers, and
consolidation of kaizen proposals.

On any given day, the GLs’ duties are listed on their respective groups’
whiteboards, so that the members of each group and the supervisors can see what
kinds of tasks the GLs perform at which time. Table 1 shows an example of this
procedure.

Checking Substitute Workers When a substitute worker is needed, the GL decides
who he/she should be and confirms the status of his or her work, while the line is in
operation. A substitute worker is appointed when a worker is on leave or goes on a
business trip. In addition, when a substitute worker’s level of proficiency is not yet
100% for all the line operation tasks, the GL decides who should perform the
operations that the substitute worker does not do proficiently or who should provide
support.

Daily Management Check This involves standard tasks such as the filling out,
management and analysis of data on tools and mistake-proofing devices, as well as
checking malfunction occurrence data using dedicated check sheets.

Acquisition, Verification, and Confirmation of Failure Information When the pro-
duction line stops because of a failure, by filling out a dedicated sheet, the GL
records and analyzes data such as shutdown time, process in which the failure
occurred, failure details, and measures taken. Acquisition refers to the GL’s activity
of information gathering by interviewing workers on specific failures occurred.

Quality Focus Time Quality focus time refers to the time needed to make the
concentrated efforts required to improve quality. Quality improvement is conducted
through a cycle of measures that include careful examination of standards (e.g.,
standard operating procedure and work instructions), observation of the process
(e.g., work observation, production tools checks), danger prediction activities (e.g.,
presenting kaizen cases, quality circles, improvement of tasks that are difficult to
perform), confirmation of effectiveness (confirmation of malfunction information,
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checking quality assurance items), and creation of new standards (e.g., standardiza-
tion or, more specifically, revision of the standard operating procedure or work
instructions).

Process Observation and Maintenance of Standards Standards refer to the follow-
ing seven documents: standard operating procedure, work instructions, work proce-
dure, standardized work combination sheets, new worker education manual, QA
assessment, and changing point management. Process observation and maintenance
of standards consist in confirming the details of these documents as well as improv-
ing them. Improvement of the work environment is another responsibility of the GL
and involves, for example, improvement of the shelf where the standard operating
procedure is stored, oil injection to the carriage wheels, organizing parts boxes and
parts shelves, and replenishing parts.

Within Company X, the GLs could not use their discretion to adjust the line speed
(task time). Rather, the line speed was decided at the upper level (e.g., by the plant
manager), and GLs were required to maintain productivity and quality under the set
line speed (task time). Moreover, an important management index in the plant was
the rate of operational availability (time at which the equipment could actually
run/time at which the equipment is required to run). Each group was required to
achieve a certain level of operational availability.

3.3.2 Assuming the Job of Production Line Manager

A team leader’s job is generally to manage a line. However, there may be an unfilled
position because of a worker on leave, on a business trip, or supporting another
section. In such a case, if there is no excess manpower, the team leader will substitute
for the worker and join the line. Since the team leader operating as a worker cannot
respond to a malfunction that occurs at other stations, the GL takes on the job of
managing the line while performing his/her usual job. When the GL does not need to
do this, he/she can concentrate on basic duties.

The person responsible for managing a line on a given day is called “(today’s)
line chief” on the shop floor. As noted above, this role is usually performed by TLs
but sometimes by GLs. The key task of a line chief is to respond to malfunctions, but
he/she must perform many other tasks on the line in order to keep production
flowing.

Responding to Malfunctions A malfunction at Plant Y is defined as (1) a defect that
does not usually occur, (2) the breakdown of a machine before the end of its
operating life, (3) any single defect entering at a later stage in the process, or (4) a
situation when a worker sees that something is wrong or unusual. In principle, when
malfunctions occur, the workers’ expected course of action is to (1) stop working,
(2) notify the line chief of the malfunction, and (3) wait for the line chief’s
instructions. If there is a malfunction during operation, the person directly working
at that station must turn on the call lamp to notify his/her supervisors.
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On the other hand, the line chief’s general course of action involves
(1) confirming the call lamp, (2) confirming the details of the call, (3) dealing with
the task error or (4) dealing with the delayed operation, and (5) confirming the details
of the measures taken when the call lamp is on. Precautions to be followed are set for
each step:

(1) Confirming the call lamp: The line chief must give priority to the current
measure. Hence, even when he/she receives other calls, the line chief will not
respond until the current measure is completed. In case of an emergency call, the
line chief must inform the supervisors and continue to complete the current
measure. In addition, as a precaution, the line chief must turn on the lamp when
he/she receives an oral notification of the occurrence of a malfunction, so as not
to forget it while working on another measure.

(2) Confirming the details of the call: When the line chief arrives at the area from
where the call was made, he or she will interview the workers to verify the details
of the call and then will reconfirm the facts in case something is unclear. The line
chief will not turn off the lamp until he/she confirms the details of the
malfunction.

(3) Dealing with the task error: In the case of a task error, unless there is a delay
outside the area of the malfunction, the line chief must ensure that the worker
continues to complete the task. The line chief will execute the correctional task.

(4) Dealing with the delayed operation: In the case of a delayed operation, the line
chief will move the worker and ask him/her to perform the tasks for the next
vehicle in order to ensure that the latter can begin during the appropriate time
slot. The line chief will confirm all tasks and ensure that, after he/she has
substituted a worker, the tasks related to that vehicle are performed and that all
tasks are completed from the point when the delay occurred.

(5) Confirming the details of the measures taken: Using a relief note, the line chief
will record the details of the measures taken, including the order and frame
number of the vehicle. The line chief will keep the relief note record and refer to
if something else happens.

3.4 Empirical Results
3.4.1 Skills Map Analysis

Table 2 shows Group o’s skills map. The data indicate that 8 of its 12 workers were
single-station handling, and only the TLs mastered 5 or 6 stations in their own zones.
According to an interview with a manager, the GLs and TLs were considered to be
the most skilled of all the group members.

Our examination of standard work sheets reveals that there were actually larger
numbers of elemental tasks in each station. In addition, task time ranged from 99 to
102 s, which was somewhat shorter than the average for the plants within the
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company’s group. The tasks in each process were considered to be difficult at that
time. As a result, the single-station handling workers of Group o were, in fact,
multiskilled.

3.4.2 Work Shifts Analysis

Table 3 presents Group a’s work shifts for three typical days during our study. On
10 of the 12 days considered, the GLs worked as line chiefs in zone B. The GLs also
performed line management in zone B. Moreover, almost every day, the TLs worked
on the production line because workers had taken time off and there was no backup.
The GLs are usually required to perform administrative activities outside the pro-
duction line, but, in our study, they frequently had to engage in production line
management, which is the TLs’ standard job. Meanwhile, the TLs frequently had to
work in the production process, which is each worker’s standard job.

3.4.3 Time Study of GLs as Line Chiefs

For a close observation of the behavior of the GLs as line chiefs in zone B, we
videotaped them twice a day for an hour each time and subsequently analyzed five
videos made on the following dates: (A) March 17 morning, (B) March 17 afternoon,
(C) April 2 afternoon, (D) April 16 morning, and (E) April 16 afternoon.

For the GLs time study, we classified their behavior as follows: (1) responding to
a malfunction, (2) direct tasks (work on the production line), (3) indirect tasks (work
away from the production line), (4) communication, (5) confirmation, (6) instruction,
and (7) desk work (see Table 4). Note that direct and indirect tasks are performed
when there are no emergency calls from workers (tasks involving an emergency call
are classified into “responding to a malfunction”). Indirect tasks do not involve
activities directly performed at the production line, but rather the effort required to
achieve smooth production line flow (e.g., development of tools, parts modifications,
and equipment repairs). Desk work refers to GL duties performed at a desk located
near the production line. Communication typically includes the conversations
between a GL and other members of his/her group, such as workers, team leaders,
and others. Conversely, confirmation indicates a GL’s monitoring activity through
observation of the conditions of torque, line flow, and automobile assembly work in
progress, and not conversations with assembly team members. The line chief’s tasks
can be essentially summarized as (1) responding to malfunctions, (2) direct tasks,
and (3) indirect tasks. Communication, confirmation, instruction, and, especially,
desk work are a GL’s intrinsically required roles. We further divided the 7 major
categories above into 27 detailed categories.

Figure 6 shows the ratio of time spent working on the seven major categories
during the five videotaped sessions: (1) March 17 morning, (2) March 17 afternoon,
(3) April 2 afternoon, (4) April 16 morning, and (5) April 16 afternoon. As the figure
indicates, compared to March 17, the time spent on direct tasks increased drastically
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Table 4 Twenty-seven behavioral categories of group leaders as line chiefs

Major categories

Detailed categories

Line chief’s primary Responding to a
roles malfunction

Responding to a malfunction

Direct tasks

Direct task (engine mount)

Direct task (center muffier)

Direct task (undercover)

Direct task (routine)

Direct task (others)

Confirmation after completing direct tasks

Indirect tasks

Acquisition of and search for necessary parts
and tools

Correction of necessary parts

Correction of facility and equipment

Correction of parts conveyor

Writing of memos

Managing kanban

Group leader’s pri- Communication

mary roles

Telephone

Verbal communication with those in mana-
gerial positions

Verbal communication with workers

Verbal communication with others

Confirmation

Confirmation of installation and equipment

Confirmation of vehicles

Confirmation of workers’ tasks

Confirmation of the status of the line

Extracting torque values

Instruction

Instruction

Deskwork, etc.

Desk work

Acquisition of materials for deskwork

Waiting times

Others

Note: Time is also movement time

on April 2 and 16, although the time spent on responding to malfunctions did not
vary greatly across the five time periods. Relatively less time was spent on desk work
on April 2 and 16, while on the morning of March 17, this activity took up around

50% of the total time.

Figure 7 shows the detailed categories for direct tasks, to account for changes in
the composition ratio shown in Fig. 6. The increase in time spent on direct tasks was
attributed to “direct task (routine)” on April 2 and “direct task (engine mount)” on
April 16. The definition “direct task (routine)” refers to the following situation: when
a worker’s skills are insufficient, a work delay occurs at a certain rate (e.g., every five
units); the line chief must thus determine in advance the type and timing of relief
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Fig. 7 Breakdown of direct tasks

work required and also perform routine relief work periodically without an emer-
gency call. “Direct task (engine mount)” occurs at the engine mount stations (“a6—1"
and “a6-2").

Our observations clarified why few direct tasks occurred on March 17 and why
“direct task (routine)” on April 2 and “direct task (engine mount)” on April
16 increased. On March 17, proficient full-time employees performed all processes
(see Table 3), and the workers’ skill levels were all at 100% proficiency (see
Table 2). The GL acting as line chief spent much of his time doing desk work as
there were few human-caused errors.

On April 2, a worker in “b8-1" took a day off, and TL2 substituted for him at his
station. Accordingly, GL2 served as the line chief in zone B (see Table 3). However,
TL2’s skill level for “b8—1"" was 80%, which caused work delays every five or six
units (see Table 2). As a result, GL2 had to periodically help TL2 in “b-8,” thus
increasing his “direct task (routine).” Even though the TLs were originally skilled,
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extremely tough tasks at each station required even greater skills. In addition, the
shortage of redundant workers and the difficult tasks made job rotation impossible.
This is why work delays and misses frequently occurred when the workers changed
tasks. Under these circumstances, it was difficult for the TL to master the difficult
task at the tire mount station. Hence, the TL caused work delays.

On April 16, a worker in “a6—1” was absent due to sudden illness. TLI
substituted for him, GL1 (as backup) served as the line chief in zone A, and GL2
did so in zone B. It took time to develop effective teamwork between TL1 and the
other workers because “a6-1 (engine mount)” was a specific station manned by two
workers that required much collaboration. GL1 was not accustomed to doing relief
work in zone A since TL1 was almost always in charge of it (see Table 3). As a
result, GL2 had to help GL1 and TL1 despite being in charge of zone B. Even a TL
who is supposed to be skilled can cause work delays unless he/she works at a given
station every day. This is ultimately because it takes a long time to acclimatize
oneself to the high line speed.

4 Discussion and Conclusions

Existing studies on lean production and TPS indicate that the importance of the
leaders’ role and behavior has been overlooked for many years. In particular, they
point to the scarcity of systematic research based on detailed empirical data.

The analysis in this chapter adopted the mixed approach of simulation modeling
and field study to investigate the effectiveness of the behavior of leaders working as
line chiefs in lean production or TPS. The simulation examined the systematic
relationships among four variables: (1) production flow, (2) task load (task density),
(3) problem occurrence, and (4) frequency of help from line chiefs. The results show
that there is a tipping point at which help from a line chief drastically improves
production flow when workload is moderately high and problem occurrence is rare.
The efficient production flow thus achieved, however, is vulnerable to slight changes
in problem occurrence. This tipping point would not have been discovered without
computer simulation modeling.

Our field study supported the simulation results. The workers and leaders in Plant
Y were forced to do heavy work due to a wide gap between production recovery and
manpower decline. In such a severe environment (high line speed and many tasks for
each station), even the TLs, who are usually skilled workers, made mistakes and
caused delays. When the TLs were not required to substitute for absent workers
along the production line, the subject group achieved extremely efficient production
flow with very minor help from the GL. However, when the TLs substituted for
workers who were away, production flow became drastically unstable, and the GL
had to spend much time helping the TLs.
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We can conclude that the help behavior of line chiefs (acting as leaders in lean
production or TPS) is much more effective when task load is relatively high and
problem occurrence is extremely rare. However, there is still a weakness in the
efficiency of production flow.

This study did not focus on leader-led kaizen activities. In the future, on the basis
of this study’s simulation model, we will develop a model where the problem rate, or
the number of cells, changes through learning mechanisms. Of course, we need to
conduct a more detailed field research on kaizen activities and the leaders’ other roles
and behavior. This study just begins to shed light on the actual behavior and
effectiveness of leaders in lean production or TPS.
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The Diversity and Reality of Kaizen M)
in Toyota ik

Shumpei Iwao

Abstract In the existing literature, kaizen (continuous improvement) has often been
conceived of as the accumulation of similarly small, mutually independent, incre-
mental process innovations that are conducted by workers, work teams, and their
leaders. This chapter attempts to observe continuous improvement in a certain
factory for a certain period and to show the diversity and reality of kaizen in Toyota.
Through longitudinal observations, seven case studies are examined, showing that
(1) kaizen consists of a series of innovations with various scales, such as number of
stakeholders, amount of investment, and economic outcomes (e.g., cost reduction
effect); (2) kaizen sometimes induces small changes in product design and affects the
organizational activities of production design as a small-scale product innovation;
and (3) kaizen activities sometimes influence other kaizen activities. With regard to
these characteristics of kaizen, this study implies that (4) kaizen management needs
organizational design. For example, in Toyota’s case, not only work teams but also
product/process design engineers contribute to kaizen, and shop floor engineers play
a vital role in coordinating between shop floors and engineering departments on the
basis of the staff-in-line structure of organizations.

1 Introduction

Previous chapters have discussed the dynamic capabilities/abilities of Toyota and
other manufacturing firms in Japan. For example, chapter “The Effectiveness of
Group Leaders in the Lean Production System: Time Study and Agent-Based Model
of Leaders’ Behavior” deals with small-scale kaizen by work teams and discusses the
basic levels of kaizen abilities. This chapter intends to show the variety and reality of
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continuous improvements (kaizen') through a detailed field study of a leading
factory. Particularly, by means of case studies at Toyota’s Takaoka plant, we aim
to reexamine the conventional notion of kaizen as a series of mutually independent,
incremental process innovations driven by operators or work teams. In addition, we
explore organizational design for promoting kaizen outcomes based on an innova-
tion perspective.

Until now, kaizen has been regarded as one of the crucial factors in the pursuit of
industrial competitiveness indices, such as productivity, manufacturing quality, lead
time, and flexibility, in the automobile industry, as well as other industries (Imai
1986; Winter 2003; Anand et al. 2009; Fujimoto 2014; Iwao 2015; Iwao and
Marinov 2018).

The existing literature presents a roughly sketched notion of kaizen. It is some-
times recognized as including small but numerous changes in routines written in
standard operating procedures (SOP) and small design improvements to artifacts for
production, such as production equipment, tools, and software, or time/motion
studies (Imai 1986). Kaizen is also regarded as relying on process innovations that
improve task efficiency (Anand et al. 2009) or mutually independent activities
repeatedly leading to incremental progress, which are sometimes called continuous
innovation® (Boer and Gertsen 2003). Researchers further indicate that innovative
activities such as kaizen involve organizational decision-making and problem-
solving processes (Thompson 1965; Myers and Marquis 1969; Fujimoto 1999). In
addition, because kaizen consists of numerous decision-making/problem-solving
activities implemented by workers and their leaders, it is depicted as a different
type of innovation than that of research and development divisions (Imai 1986;
Bessant and Caffyn 1997). In particular, some studies suggest that the main contrib-
utors to kaizen as incremental process innovations are workers/operators and their
leaders (Imai 1986; Lindberg and Berger 1997; Bhuiyan and Baghel 2005). In
summary, past academic research describes kaizen as consisting of numerous
small incremental innovations that (1) have little variability in scale/size, (2) change
the way in which products are made and are categorized as process innovations,
(3) are mutually independent and have no interaction with other kaizen activities,
and (4) are implemented mainly by workers, work teams, and work team/group
leaders.

However, some issues still need to be explored: Does all kaizen in a firm only
consist of small-scale activities? Are kaizen activities related to each other? Are
workers and their leaders the only key players in kaizen? The present chapter will try
to answer these questions.

This article uses the word kaizen as an uncountable noun.

ZBoer and Gertsen (2003) define continuous innovation as process and product innovation, but they
also think of continuous innovation as relatively small and numerous changes.
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2 Methods

As mentioned above, previous studies do not seem to provide a full analysis of the
conventional notion of kaizen, and, from an empirical point of view, it might be
possible to gain more insights by describing and investigating the reality of kaizen in
certain firms.

Hence, to observe the detailed interactions of kaizen activities and reveal the
reality of this type of innovation, a fact-finding field survey is necessary (Barratt
et al. 2011; Eisenhardt 1989). Moreover, our focus is on research questions such as
“Are there interactions between small- and large-scale innovations?”” and “How can
we manage them?”, and the best way to approach them is through the case study
methodology, as it is suited to answering “why” and “how” questions (Yin 1994).
Additionally, we intend to build some new hypotheses (Eisenhardt 1989).

For this purpose, the author participated in kaizen activities at the Toyota Motor
factory in Takaoka from August 27, 2013, to September 21, 2013. Seven cases of
kaizen were recorded through direct observation and by interviewing participants.
The choice fell on Toyota because many studies consider it the leading company in
kaizen (Shingo 1981; Ohno 1988; Womack et al. 1990), and Takaoka® is a standard
factory comprising five units: press and welding, painting, molding, assembly and
testing, and quality control. Moreover, the author conducted unstructured 2 h follow-
up interviews with factory floor engineers from the body shop at the Takaoka plant
on January 31, 2014, February 13, 2014, August 29, 2014, and June 24, 2016, as
well as a 2 h interview with Katsuaki Watanabe, Toyota’s former president. After
these interviews, the collected data were checked and confirmed by the interviewees.

The data cover each kaizen case from its start, when the need for improvement
was detected, until its conclusion, when improvement effects were measured.* The
cases are arranged in ascending order according to the number of man-hours
required for coordination, while the scopes of coordination were calculated based
on sections and man-hours needed for coordination, and in-house development
hours were eliminated.

3 Analytical Framework

From the literature survey presented above, we see that kaizen is described as
“accumulation of small incremental process innovations that have little variability
in scale” and “mutually independent activities that are contributed to mainly by
workers/operators and their leaders in job shops.” To further analyze the field data,

3Womack et al. (1990) also studies Takaoka.

*Following D’Adderio (2011), an organizational routine change was deemed to have occurred
when an explicit operating procedure was altered.
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Existing notions of Kaizen Questions

(1) Small variability in scale/size Q1: Size of innovations

(2) Process innovations Q2: Organizational scope
(3) Mutually independent Q3: Main players

(4) Contributed mainly by workers Q4: Inter-Kaizen interactions

Fig. 1 Relationship between the four questions and existing notions of kaizen

the key research question (Are these existing notions true at all times?) was divided
into four secondary questions:

QI1: What is the size of the kaizen case in question?

Q2: How many organizational areas” contribute to the kaizen case in question?

Q3: Who are the main contributors to the kaizen case in question?

Q4: Does the kaizen case in question have coordinating interactions with other
kaizen cases? If so, which one(s)?

As described in Fig. 1, these four questions are logically linked to the testing of
the existing notions of kaizen.

Yet, Q1 remains problematic: How can we estimate the scale of innovation? Of
course, the scale of investments and outcomes is one aspect of the scale of innova-
tion (Boer and Gertsen 2003; Imai 1986). However, since innovative activities, such
as those of kaizen, always require coordination (Thompson 1965), the scale of
coordination must also be measured, and it is adopted here to estimate the scale of
each kaizen activity. Furthermore, decision-making efforts and problem-solving
through coordination with various stakeholders are needed, and this is why we
concentrate on the coordination required to deal with kaizen activities.

Thus, we introduce the concept of “scope of coordination” in addition to the
existing measurements of innovation scales, such as the scales of investment and
outcomes. Specifically, to measure the scale of each kaizen activity as an innovation,
determined by the scope of innovation, the scopes of coordination are measured by
the number of stakeholders affected by each kaizen activity, which we call “simple
scope of coordination,” and by the total man-hours required for coordination, called
“weighted scope of coordination.” In other words, simple scopes of coordination are
calculated as the number of sections involved in kaizen, and weighted scopes of
coordination are the man-hours consumed in coordination efforts, which allows us to
differentiate between light and heavy coordination efforts. Of course, if those

SFor example, operational improvement, process/production engineering, product/design engineer-
ing, etc. could be included in kaizen projects as innovations.
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participating in kaizen spend the same amount of time in each of the seven cases,
these two different aspects of the scope of coordination have no meaning. If
coordination efforts vary across the seven cases, then the weighted scope of coordi-
nation can prove useful to estimate coordination efforts required to carry out kaizen.
Coordination effort is also a part of the innovation scale of investment, as firms have
to pay wages/salaries for the time consumed in kaizen.

Using specific examples, the scope of coordination is calculated on the basis of
organizational sections, such as press and welding, painting, molding, assembly and
testing, quality control, product design engineering, production equipment engineer-
ing, purchasing, other factories, and other firms. If two operators in welding spend
two man-hours on planning and three man-hours on negotiating with each other, the
simple scope of coordination is one section, and the weighted scope of coordination
is five man-hours. Conversely, if two welding operators, three molding operators,
one production engineer, two product design engineers, and four engineers from an
equipment supplier meet for half an hour and kaizen is achieved, the simple scope of
coordination is five sections (welding, molding, production engineering, product/
design engineering, and the equipment supplier), and the weighted scope of coordi-
nation is six man-hours.

These two concepts of the scope of coordination make it possible to answer Q1,
Q2, and Q3. We also count coordination points, such as the number of meetings, and
plot the sum of the two scopes of coordination in each case. After calculating the
scale of kaizen as innovation through the scopes of coordination, investments, and
cost reduction effects, we will use our analytical framework (Table 1) to summarize
and analyze the seven cases in the Discussion section (Table 11).

4 Results of the Comparative Case Study

This study concerns kaizen in competitive factories. Hence, it uses data collected
during a field study of the Toyota Takaoka plant, which comprises five units: press
and welding, painting, molding, assembly and testing, and quality control. Its
organizational chart is presented in Fig. 2.

Our case studies assess the scope of coordination required to complete seven
kaizen activities while also considering the extent of changes to artifacts, the scale of
investment, and cost reduction effects. Kaizen participants include operators; team
leaders; group leaders; shop floor engineers; engineers from other areas, such as
design, purchasing, and production equipment; as well as other firm engineers.
Operators are designated as A, B, or C. Operators A perform standard tasks and
sometimes offer the team or group leaders ideas for kaizen initiatives. Operators B
are chiefly responsible for kaizen. Operators C perform preventive maintenance.
Kaizen may also require coordination outside the factory, for example, with design

SThis is calculated as 12 times 0.5 = 6.
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Table 1 An image of the
analytical framework
summary

Case Ql Q2 Q3 Q4
Case 1 - - - -
Case 2 - - - -
Case 3 — - - —
Case 4 - - - -
Case 5 - - - -
Case 6 - - -
Case 7 - - - —

Q1: What is the size of the kaizen case in question?

Q2: How many organizational areas contribute to the kaizen case

in question?

Q3: Who are the main contributors to the kaizen case in question?

Q4: Does the kaizen case in question have coordinating interac-
tions with other kaizen cases? If so, which one(s)?

Production engineering division

Product design division

Purchasing division

Other factories

Division Takaoka plant <«—— Factory manager
managers

Shop-floor
engineers

NS Factory staff ] Quality control

m m Assembly/TeSt
Engineers’ room
UEGILGECYEIGN]  NEGLEKIEGM «—— Group managers

Shop floor 1

Press/Welding

Press division

<+— Chief leader(s)
<+<—— Group leader(s)

<«—— Team leader(s)

Fig. 2 Organizational chart of Toyota (and other companies)



The Diversity and Reality of Kaizen in Toyota 271

and production equipment engineers at Toyota’s headquarters (rectangles in Fig. 2).
These engineers develop new products and equipment and make minor or major
alterations to existing products and equipment. Factory managers occasionally
suggest kaizen initiatives, as do Operators A and B.

Among these various figures, shop floor engineers have a unique role. They are
technical staff located close to the shop floor and not managerial staff. They walk
around the shop floor advising operators on technical issues and, if necessary,
coordinate and negotiate with multiple actors to realize kaizen. Most of them have
master’s degrees in factory engineering, and all provide support for changes that
affect the shop floor. Shop floor engineers have a wide range of responsibilities that
include quality, cost, manufacturing lead time, and flexibility. In other words, they
have both specialist and coordinator roles.

4.1 Case 1: Door Assembly 1

During the assembly of car doors in the body shop, the required parts are transported
from storage to the assembly line, and a button is pressed to indicate that they are
ready for assembly. The SOP details each step in this process and its sequence of
execution. The need for improvements was first detected (August 27, 2013) when
the line operators noticed a 1-second delay between the button being pressed and the
ready light switching on. The line operators told the supervisor that this was a wasted
time, and together they considered how to reduce it (1 man-hour). The line super-
visor concluded that changing the position of the sensor would eliminate the delay.
After confirming with the operators that the repositioning posed no safety problems,
the supervisor asked the plant maintenance section to move the sensor (0.5
man-hours). He also made necessary changes to the process specification list, thus
changing the operation standards. This improvement entailed no expense and
reduced manufacturing costs by 140,000 yen annually (August 30, 2013).” This
kaizen initiative took up about 1 man-hour for coordination.

In the Door Assembly 1 case, the total expenditure was 0 yen, the simple scope of
coordination was one section (i.e., only welding), the weighted scope of coordina-
tion was 1.5 man-hours, the starting point for kaizen was the line operator, and the
finishing point was the line supervisor. Although this kaizen activity was completed,
further changes were required by Toyota’s headquarters due to production start-up
for the Hybrid Harrier (Case 2). Two measurements of the scope of coordination
transition are plotted in Fig. 3. The horizontal axis shows the points of coordination,
where the scope of coordination was calculated. Table 2 displays a brief summary of
this case.

7100 yen was equivalent to approximately US$1 in 2015.
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Fig. 3 Transition of the scope of coordination in Case 1

Table 2 Summary of Case 1 based on the analytical framework

Case |Ql Q2 Q3 Q4

Case | Using 1.5 man-hours and O yen, | 1 section at the Workers (line opera- | Leads

1 140,000 yen cost reduction Takaoka factory | tors) and line chiefs | to Case
2

4.2 Case 2: Door Assembly 2

While improvement in the door assembly process was underway, the plant was
preparing to launch the Hybrid Harrier. This meant that its production volume was
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set to increase, which created pressure to reduce takt® time further. Since the number
of assembled models would also increase, a larger amount of parts would have to be
kept in the storage area. Hence, two targets had to be achieved: reduced takt time and
improved flexibility.

The need for kaizen was communicated by the group manager to all line chiefs
(chief leaders), group leaders, and team leaders (September 2, 2013). The line
supervisors decided that their knowledge was insufficient for improvements on
that scale, so they talked to other shop floor employees who had special responsi-
bility for improvement. The discussion revealed that after placing the parts on the
assembly line, the operators had to take several steps to press the button indicating
that the parts were ready for assembly. These steps were wasted motion, and the line
supervisors decided that the problem could be eliminated by repositioning the button
nearer the parts storage area. This discussion took up about 2 man-hours. The plant
maintenance team, however, noted that the repositioning would require electrical
rewiring, which entailed expenses. This prompted the involvement of shop floor
engineers, who concluded that costs could be reduced significantly if the button and
rope switch used to change between the on and off positions were connected via the
ceiling (0.5 man-hours). The line operators agreed, and, besides reducing takt time,
manufacturing costs went down by 290,000 yen annually after spending 30,000 yen
(September 10, 2013).

In this case, the total expenditure was 30,000 yen, and the simple scope of
coordination was 2 sections (welding and shop floor engineers’ room), the weighted
scope of coordination was 2.5 man-hours, and the starting point for kaizen was the
group manager, followed by a meeting among line supervisors and a revision of the
draft plan for kaizen by shop floor engineers. The finishing point was the line
operators. The kaizen activity succeeded and production of the Hybrid Harrier
began. This success highlights Takaoka’s manufacturing strategic direction of “mul-
tiple products on fewer lines” (Case 3). Two measurements of the scope of coordi-
nation transition are plotted in Fig. 4, and Table 3 displays a brief summary of this
case.

4.3 Case 3: Door Assembly 3

Although the Takaoka plant successfully began production of the Hybrid Harrier, the
plant management still faced problems. Headquarters had decided that the facility
needed to increase its flexibility and implement a production plan for multiple
product processes with many operational constraints. This plan called for further
improvements in the manufacturing process and provided impetus for kaizen. Shop
floor engineers concluded that two major problems had to be solved: the parts

8Takt is a Japanese-English term used in factories. Takt time means the time needed to assemble
one unit.
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Fig. 4 Transition of the scope of coordination in Case 2
Table 3 Summary of Case 2 based on the analytical framework
Case |Ql Q2 Q3 Q4
Case | Using 2.5 man-hours and 30,000 2 sections at the Workers and Leads
2 yen, 290,000 yen cost reduction Takaoka factory shop floor to Case
engineers 3

storage area would be insufficient for the greater numbers of model parts, and the
operations required to transport parts from the storage area would increase
(September 11, 2013). At the time, shop floor engineers from another plant were
working on a project at the Takaoka plant, and they were entrusted with solving
these problems. Weekly meetings took approximately 4 man-hours.

In these meetings, insufficient storage space was identified as the most urgent
problem, and a solution was soon proposed, i.e., to increase the factory’s parts
transportation capacity. However, shop floor engineers calculated that this solution
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would raise manufacturing costs by 1,730,000 yen. Then, line Operators A devised a
plan that envisaged changes in how parts were transported. Building upon this
suggestion (0.5 man-hours in coordination), the shop floor engineers proposed a
radical reorganization of the storage area, with parts arranged by frequency of usage
and larger component storage boxes, which they said would eliminate the need for
greater transportation capacity. Computer-aided design (CAD) systems were also
used in the planning. Negotiations with equipment suppliers (1 man-hour) resulted in
manufacturing costs falling by 2,160,000 yen annually, after an expenditure of
300,000 yen (September 20, 2013). In this case, the amounts of investment and
component change were moderate.

In the Door Assembly 3 case, the total expenditure was 300,000 yen, the simple
scope of coordination was three sections (welding, shop floor engineers’ room, and
equipment supplier), and the weighted scope of coordination was 5.5 man-hours.
The starting point for kaizen was Toyota’s headquarters, and the shop floor engi-
neers’ room comprised the project team. A draft plan made by the shop floor
engineers was revised by the operators, and the finishing point was the introduction
of the new equipment. Two measurements of the scope of coordination transition are
plotted in Fig. 5, and Table 4 displays a brief summary of this case.

4.4 Case 4: Kaizen Involving Component Changes

After the door subassembly is complete, the doors must be attached to the car body,
an operation that requires bolts, nuts, and nail guns. With the changes introduced at
Takaoka, the number of bolts and nuts had risen to five different types for each car
model. The operators became concerned about the increased likelihood of picking up
the wrong bolt or nut. They informed the shop floor engineers of the need for
improvement (August, 2013), and the engineers agreed that picking up the wrong
bolt or nut would diminish product quality. They suggested reducing the number of
bolt and nut types. This conversation consumed 1 man-hour. Achieving common-
ality of parts, however, meant that major characteristics of the bolts and nuts—such
as strength, length, and width—had to be changed and the shop floor engineers had
to obtain the consent of product engineers. Long negotiations (4 man-hours) with the
product design department led to the number of bolt and nut types being reduced to
two. After further negotiations with the purchasing department (2 man-hours), it was
agreed that buying large quantities of common parts would reduce total costs
(September 30, 2013). The line operators accepted the proposed improvement,
which was extended to two additional assembly processes.

Besides improving quality, this zero-investment kaizen activity reduced
manufacturing costs by 3,300,000 yen annually. In this case involving component
changes, the total expenditure was 0 yen, the simple scope of coordination was four
sections (welding, shop floor engineers’ room, product design division, and pur-
chasing division), and the weighted scope of coordination was 7 man-hours. The
starting point for kaizen was a conversation between a line operator and a shop floor
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Fig. 5 Transition of the scope of coordination in Case 3
Table 4 Summary of Case 3 based on the analytical framework
Case |Ql Q2 Q3 Q4
Case | Using 5.5 man-hours and | 3 sections at the Workers, shop floor Leads
3 300,000 yen, 2,160,000 Takaoka factory and an | engineers, and an to
yen cost reduction equipment supplier equipment supplier Case 6

engineer, and the shop floor engineers then coordinated with the product design and
purchasing divisions. The finishing point was acceptance by the line operators. Two
measurements of the scope of coordination transition are plotted in Fig. 6, and
Table 5 displays a brief summary of this case.
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Fig. 6 Transition of the scope of coordination in Case 4
Table 5 Summary of Case 4 based on the analytical framework
Case |Ql Q2 Q3 Q4
Case | Using 7 man-hours and | 4 sections at the Workers, shop floor engineers, |—
4 0 yen, 3,300,000 yen Takaoka factory production engineers, and pur-

cost reduction

including design eng.

chasing division

4.5 Case 5: Quality Improvement of the Painting Process

Quality control at the Takaoka plant revealed that 1 in 100 units had painting defects,
which prompted shop floor engineers to conduct a chemical analysis (2 man-hours).
Its results showed that the defective paint contained foreign matter from imperfect
washing of the surface before the paint was applied (August, 2013). The cause of the
problem was communicated to the assembly and paint shops. At the request of the



284 S. Iwao

shop floor engineers, the paint shop operators increased the washing time, but that
produced no improvement. This coordination phase took 2 man-hours. A component
analysis revealed the presence of a chemical from the markers that the operators from
the previous process, the body shop, used to indicate dates on the steel surface or to
mark the spots where parts would be welded. These findings were discussed in a
meeting involving shop floor engineers from all plant shops and representatives from
the company manufacturing the markers. The discussion continued for 2 hours (10
man-hours), during which time tests revealed that a different marker without the
problematic chemical could be used. The representatives of the supplier were asked
to provide the new markers, and the operators accepted this plan (September
20, 2013). The time spent reworking defective paint was reduced by 300 hours,
manufacturing costs went down by 1,560,000 yen annually, and quality was
improved at no expense.

In this case of quality improvement of the painting process, the total investment
was 0 yen, the simple scope of coordination was six sections (quality control,
assembly, paint shop, welding, shop floor engineers’ room, and marker supplier),
and the weighted scope of coordination was 14 man-hours. The kaizen activity was
started by the quality control engineers, who informed the assembly and paint shops.
Shop floor engineers from the three shops (assembly, paint, and welding) were called
on, and a meeting was convened. The finishing point was the acceptance by the line
operators. Two measurements of the scope of coordination transition are plotted in
Fig. 7, and Table 6 displays a brief summary of this case.

4.6 Case 6: Large-Scale Equipment Change (Sliding Puzzle)

During body assembly, the hood” is attached to the car body. Normally, there are ten
storage areas for hood components, from which two operators carry interior and
exterior components to the assembly line (Fig. 8). Since the hood components are
large, only a limited amount of parts can be stored in the same area, which would
create problems if the number of assembled car models per assembly line went
up. Yet, at Takaoka, an increase in this number was inevitable because headquarters
had required more flexibility on the production line. Hence, the manager of the body
shop instructed the shop floor engineers to find ways to accommodate more parts
(April, 2013).

While the line supervisors were planning improvements to the storage area (1
man-hour), the shop floor engineers heard that a similar problem had been solved at
Toyota’s Tahara plant and went there to learn the details (6 man-hours). At Tahara,
they discovered that using automated guided vehicles (AGVs) solves the issue of
limited storage space in plant management. However, the Takaoka shop floor
engineers thought that the AGVs were used inefficiently at the Tahara plant. Upon

°The hood is the hinged cover over the engine.



The Diversity and Reality of Kaizen in Toyota 285
Sections 20 -

15

10

5t /

Point 1 Point 2 Point 3 Point 4

—&— Simple scope of 2 4 6
coordination

Person-hours 20 -

15

10

Point 1 Point 2 Point 3 Point 4
—a— Weighted scope 2 4 14
of coordination

Fig. 7 Transition of the scope of coordination in Case 5

Table 6 Summary of Case 5 based on the analytical framework

Case |Ql Q2 Q3 Q4

Case | Using 14 man-hours and 6 sections at the Takaoka | Workers, shop floor -

5 0 yen, 1,560,000 yen cost factory and a marker engineers, and marker
reduction producer producer

returning to their plant, they discussed the problem with the line supervisors (5
man-hours). The meeting yielded a plan, proposed by the line supervisors and
expanded upon by the shop floor engineers, whereby AGVs could be used efficiently
if they moved along routes that resembled a sliding puzzle (Fig. 9). Nonetheless,
opposition arose among the operators because they would regularly need to change
the AGV batteries. The Takaoka shop floor engineers negotiated with the AGV
manufacturer (3 man-hours), who agreed to develop a model with a battery that
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Fig. 8 Hood assembly before improvement
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Fig. 9 Hood assembly after improvement

recharged automatically. The investment in equipment was 20 million yen, but it was
now possible (November, 2013) to assemble eight different car models on the same
line, compared with two car models before the change. The facility’s annual
manufacturing costs were reduced by 20,000,000 yen.
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Fig. 10 Transition of the scope of coordination in Case 6

Table 7 Summary of Case 6 based on the analytical framework

Case |Ql Q2 Q3 Q4
Case | Using 15 man-hours and 4 sections in Toyota Workers, shop floor Leads
6 20,000,000 yen, 20,000,000 | factories and an AGV | engineers, and AGV | to

yen cost reduction manufacturer manufacturer Case 7

In the case of the sliding puzzle, the total expenditure was 20,000,000 yen, the
simple scope of coordination was four sections (welding, shop floor engineers’
room, Tahara plant, and AGV manufacturer), and the weighted scope of coordina-
tion was 15 man-hours. The starting point for kaizen was Toyota’s headquarters. The
line supervisors were unable to make improvements at first, but, after visiting the
Tahara plant for benchmarking, the shop floor engineers modified Tahara’s original
idea and even coordinated with the AGV manufacturer and line operators. The
finishing point was the acceptance of the new process by the line operators. Two
measurements of the scope of coordination transition are plotted in Fig. 10, and
Table 7 displays a brief summary of this case.
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4.7 Case 7: Process Automation

The side panel'® is an exterior component and the largest of all automotive compo-
nents. Side panels are usually transported from a rotating pallet to the assembly line
using a forklift (Fig. 11). The Takaoka operators thought that this process could be
made more practical.

An operator informed the shop floor engineers, and they identified the problem: it
was inefficient to store the largest components on rotating round pallets (September
4, 2013). These engineers had been involved in launching the Hybrid Harrier and
took the initiative to find funding and negotiate with two equipment suppliers for the
provision of robots and cranes that could lift large and heavy components. The
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Fig. 11 Side members assembly before automation

'The side panel is also called the “side member.”
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Fig. 12 Side members assembly after automation

robots would eliminate the need for rotating round pallets and provide the opportu-
nity to use rectangular pallets, shortening the distance that the operators had to walk.
However, heavy components had to be lifted during line assembly, for which it was
proposed to suspend an inexpensive crane from the ceiling. This project required 10
man-hours. Responding to the (stamping press) logistics section’s concerns that
scheduling component deliveries would become overly complicated, the shop floor
engineers created an operation guidance board that displayed all relevant informa-
tion (1 man-hour). In order to acquire the 52 million yen needed to implement this
kaizen, one of the shop floor engineers negotiated with the production engineering
department (6 man-hours). Together, these improvements (Fig. 12) reduced yearly
manufacturing costs by 20 million yen, with improved flexibility, reduced inventory,
and shorter manufacturing lead time (January 2014).

For this kaizen activity, a budget of 52,000,000 yen was needed, the simple scope
of coordination was six sections (welding, shop floor engineers’ room, logistics
section of the stamping press division, production engineering division, and two
equipment manufacturers), and the weighted scope of coordination was 17
man-hours. The starting point for kaizen was a line operator, who had a talk with a
shop floor engineer. The shop floor engineers coordinated with the equipment
manufacturers and the production engineering division. The finishing point was
the introduction of the new equipment. Two measurements of the scope of coordi-
nation transition are plotted in Fig. 13, and Table 8 displays a brief summary of this
case.
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Table 8 Summary of Case 7 based on the analytical framework

Case |Ql Q2 Q3 Q4
Case | Using 17 man-hours and 6 sections, Toyota | Workers, shop floor engineers, | —
7 52,000,000 yen, and equipment production/equipm. engineers,
20,000,000 yen cost manufacturers and equipment makers
reduction

5 Discussion

The cases described in the previous section point to great differentiation in the
parameters of innovations through kaizen. For example, investments ranged from
0 yen (Cases 1, 4, and 5) to well over 1 million yen (Cases 6 and 7). Kaizen included
both small and large incremental innovations in investments, cost reduction effects,
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Table 9 Brief summary of the scales of innovation in the seven cases

291

Simple scope of Weighted scope of

Case coordination coordination Investment Cost reduction
Case 1 1 1.5 ¥0 ¥ 140,000
Case 2 2 2.5 ¥ 30,000 ¥ 290,000
Case 3 3 5.5 ¥ 300,000 ¥ 2,160,000
Case 4 4 7 ¥0 ¥ 3,300,000
Case 5 6 14 ¥0 ¥ 1,560,000
Case 6 4 15 ¥ 20,000,000 ¥ 20,000,000
Case 7 6 17 ¥ 52,000,000 ¥ 20,000,000
Table 10 Spearman’s rank correlation coefficient of the Toyota cases

Simple scope of Weighted scope of Cost

coordination coordination Investment | reduction
Simple scope of 1
coordination
Weighted scope of 0.909 * 1
coordination
Investment 0.283 0.593 1
Cost reduction 0.679 0.883 * 0.692 1

N =7%p<0.05

and scopes of coordination. A summary of these scales is presented in Table 9, with
significant variance in investments and cost reduction across the seven cases.
Although Cases 1, 4, and 5 required no actual investment,'! there are a tenfold
gap in the scale of investment between Cases 2 and 3, a 66.7 times gap between
Cases 3 and 6, and a 2.6 times gap between Cases 6 and 7. Cost reduction effects
have a tenfold gap between Cases 1 and 2 and Cases 3, 4, and 5 and even more than
tenfold gaps from Cases 3 to 5 and Cases 6 and 7.'> Moreover, according to
Spearman’s rank correlation coefficient, these Toyota cases (Table 10) display a
strong correlation between the two scopes of coordination and the weighted scope of
coordination and performance improvements, such as cost reduction, but not
between investment and the scopes of coordination (Table 10). We can infer from
these findings that the scope of coordination is a useful measure of the scale of
innovation through kaizen.

"Of course, a factor not to be overlooked is that the weighted scope of coordination is a kind of
investment.

12Based on these cases, we can say that kaizen consists of a variable scale of innovations, and we
can measure this by the scope of coordination, in addition to the amount of investment and cost
reduction effects.
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Moreover, many actors and activities interact with one another, and simple/
weighted scopes of coordination continue to change because of this on a case-by-
case basis. For example, some cases indicate that the scopes of coordination remain
small (Cases 1 and 2), while Cases 3 and 4 show that the scopes of coordination can
sometimes increase gradually. In Case 6, the simple scope of coordination remains
moderate, but the weighted scope of coordination escalates. In addition, Case
4 shows that small kaizen activities can occasionally become large at some point,
whereas Case 7 suggests that the opposite can also be true. Furthermore, kaizen can
be changed and at times even eliminated through coordination (as seen in Case 5).

Next, kaizen may sometimes require product design changes (Case 4), as well as
the involvement not only of operators but also of engineers (Cases 3 to 7). Addi-
tionally, some kaizen activities are in line with the policy of “multiple products on
fewer lines” (Cases 1, 2, 3, 6, and 7), and others are not (Cases 4 and 5). Based on the
analytical framework (Table 1), we can observe these variances in kaizen (Table 11)
and draw some conclusions. Indeed, the existing notion of kaizen—as an accumu-
lation of incremental innovations that (1) have little variability in scales, (2) are
categorized only as process innovations, (3) are mutually independent innovative
activities, and (4) are driven only by workers/operators, work teams, and their

Table 11 Summary of the seven cases based on the analytical framework

Case Q1 Q2 Q3 Q4

Case 1 | Using 1.5 man-hours 1 section at the Workers (line operators) and | Leads
and 0 yen, 140,000 yen | Takaoka factory line supervisor to
cost reduction Case 2

Case 2 | Using 2.5 man-hours 2 sections at the Workers and shop floor Leads
and 30,000 yen, Takaoka factory engineers to
290,000 yen cost Case 3
reduction

Case 3 | Using 5.5 man-hours 3 sections at the Workers, shop floor engi- Leads
and 300,000 yen, Takaoka factory and | neers, and an equipment to
2,160,000 yen cost an equipment supplier Case 6
reduction supplier

Case 4 | Using 7 man-hours and | 4 sections at the Workers, shop floor engi- -
0 yen, 3,300,000 yen | Takaoka factory neers, production engineers,
cost reduction including design and purchasing division

eng.

Case 5 | Using 14 man-hours 6 sections at the Workers, shop floor engi- -
and 0 yen, 1,560,000 Takaoka factory and | neers, and marker producer
yen cost reduction a marker producer

Case 6 | Using 15 man-hours 4 sections in Toyota | Workers, shop floor engi- Leads
and 20,000,000 yen, factories and an neers, and AGV to
20,000,000 yen cost AGYV manufacturer | manufacturer Case 7
reduction

Case 7 | Using 17 man-hours 6 sections, Toyota Workers, shop floor engi- -
and 52,000,000 yen, and equipment neers, production/equipm.
20,000,000 yen cost manufacturers engineers, and equipment
reduction makers
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leaders—is not completely adequate to describe the kaizen activities in Toyota
(Table 11).

Furthermore, due to the emergent nature of kaizen, shop floor engineers are
sometimes required to follow up on kaizen activities. For instance, if kaizen affects
only one operation and involves small improvements and low technical complexity,
as in Case 1, then the authority to initiate and implement the changes is delegated to
the shop floor operators and group leaders, who can reasonably predict what will be
affected (e.g., safety) and coordinate with the interested parties on a small scale.
Conversely, as seen in Cases 2 and 3, which involve equipment changes, line
operators and supervisors must rely on shop floor engineers, who possess the
required technical knowledge and can drive improvements. In the last four cases,
changes involve different functional departments or sections in the plant as well as
external firms. In these instances, shop floor engineers are responsible for coordi-
nating with all parties. Depending on the circumstances, shop floor engineers are
both improvement experts and coordinators.

In sum, one issue in kaizen management and continuous improvement from the
innovation perspective is determining the extent of coordination required to imple-
ment kaizen activities. Indeed, Toyota seems consistently able to assess the extent of
a kaizen initiative when it is introduced.'? Moreover, after deciding what scope of
coordination is sufficient, Toyota’s shop floor engineers take over coordination,
switching to the weighted scope of coordination in the seven cases. Decision-
making and coordination activities can also be seen in the interactions among the
seven kaizen cases (Fig. 14). Particularly, Case 1 was concluded with a change in
SOP, but further changes were required to start production on the Hybrid Harrier,
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o N O

v

Time

Fig. 14 Interactions among the seven cases

BOf course, it is doubtful whether Toyota can always determine the exact extent of coordination
needed for kaizen.
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and a shop floor engineer served the purpose of coordinating this change (Case 2).
Thanks to successful production start-up, the Takaoka plant implemented a
manufacturing strategy of “multiple products on fewer lines,” with contributions
from several actors, including shop floor engineers (Cases 3, 6, and 7) (Fig. 14).

The above evidence leads to the next question: Why are shop floor engineers able
to make these decisions? In all of the Takaoka plant shops, shop floor engineers work
near the floor and act as both specialists and coordinators, which is why this
organizational form is often referred to as staff in line."* This differs from the
traditional staff and line organizational structure, in which the staff and line organi-
zation mainly advises the line’s upper-level managers (Mintzberg 1980)."> On the
contrary, staff in line advises lower levels of the organization, such as workers/
operators, and coordinates with other participants depending on their abilities and
responsibilities. There are two main characteristics of the staff-in-line organization at
Toyota. First, engineers are physically and organizationally near the shop floor/
production line and normally act as its technical advisers. Second, they possess the
technical knowledge needed to coordinate with a range of actors when the impetus
for kaizen is large enough to require coordination. These two characteristics enable
smooth coordination among different functions, which is often required when an
organizational routine is changed through process or product improvement. The
staff-in-line form of organization minimizes the number and intensity of internal
conflicts that often accompany change. Since staff-in-line members are organiza-
tionally and physically near the plant floor, they naturally maintain contact and
communication with line operators and team leaders, who call upon their technical
knowledge. Their knowledge and experience enable them to understand how and
where changes in organizational routines occur.

Traditionally, descriptions of organizational structures, such as line and staff,
were rooted in military terminology (Simon 1947). Ever since Gulick and Urwick
(1937) studied how the line and staff organization facilitates organizational coordi-
nation, scholars have continued to underline the importance of coordination patterns
(Barnard 1938) and organizational structure (Mintzberg 1980; March and Simon
1958). Simon (1947) also noted that technical knowledge is a prerequisite for
complex decision-making. Moreover, technical knowledge, along with information
collected through constant contact with the plant floor, helps the staff in line reduce
the intensity of conflicts among functional departments and leads toward common
organizational goals—a process that this study defines as coordination.

A shared technical language (March and Simon 1958) facilitates the coordination
function of staff in line because major changes in routine affect other technical
departments, such as product/design engineering or manufacturing/equipment engi-
neering (e.g., Cases 4 and 6). At Toyota, staff in line apparently has the authority to

“The term “line” here means both organizational positions: line and production line.

Mintzberg (1980) calls an organization resembling staff in line “the Divisionalized Form orga-
nization” (p 335). However, here the staff in line is nearer the plant floor than in Mintzberg’s model
and is unique in serving two roles.
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implement changes suggested by other horizontal functional departments or by
upper levels of the vertical organization (e.g., Cases 3, 5, and 6). These changes
accommodate the realities of the plant floor, which is why the operators accept them
with little opposition. Thus, staff in line can coordinate horizontally and vertically
within the organization. Changes suggested on the plant shop floor are adjusted
during coordination to reflect shared organizational goals. These modifications are
accepted on the shop floor because it is understood that they originate from experts.
In other words, the shop floor has authorized the staff in line to make decisions
related to improvements, which eliminates opposition to these decisions (e.g., Cases
2,4, 5, and 6).

Thus, the effectiveness of coordination provided by the staff-in-line organization
is determined by the technical knowledge of the shop floor engineers as well as by
their easy access to shop floors, and, at Toyota, it has four characteristics:

* Collecting information to facilitate potential kaizen improvements

e Assessing which elements of the organization are affected by the proposed
changes in routines

e Communicating among technical specialists

* Adjusting the changes proposed by other parties without generating conflict

Yet, a staff-in-line organization does not always guarantee sufficient coordination
for kaizen, as coordinators need to be trusted by the operators, team leaders, and
group leaders. Toyota’s former president, Katsuaki Watanabe, emphasized this
while being interviewed: “To realize kaizen, engineers have to be nice, kind, and
respect shop floor people. Additionally, staff in line could help people on the plant
floor with knowledge and wisdom.”'® The evidence from our case studies suggests
that cultivating the beginnings of kaizen entails a certain degree of coordination,
which changes with the circumstances. Indeed, estimating this degree and bringing
together the necessary participants are crucial requirements for kaizen. Hence, a
staff-in-line organizational structure is effective in managing kaizen as innovation at
Toyota.

Here, we explored actual cases of continuous improvement (kaizen) and found that it
sometimes deviates from its current definition. Small changes in organizations become
radical and episodic when positive feedback exists in complex systems (Plowman et al.
2007; Weick and Quinn 1999), and kaizen activities also have that kind of chain effect
inside and between the cases. Some kaizen activities were initiated by the operators, and,
after completing one kaizen activity, another actor, such as Toyota’s headquarters,
requested additional changes (e.g., Cases 1 and 3) or vice versa (e.g., piloting preparation
for the production of the Hybrid Harrier). In summary, this chapter explains the nature of
kaizen as innovation and also partly discusses how to manage it.

"®Interview conducted on February 13, 2014.
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If changes are able to bring about further changes, coordination among these
changes is needed. Fujimoto (2007) notes that Toyota frequently generates both
large and small changes, such as R&D and continuous improvement in operations,
and that even small changes require coordination among vertical hierarchies in
manufacturing or horizontal functional departments. According to Fujimoto
(1999), Toyota’s manufacturing processes based on static organizational routines
have repeatedly changed, thanks to kaizen and Toyota’s ability to generate, select,
and implement new and improved organizational routines at the macro level of the
organization. However, it remains unclear how this ability is supported at the micro
level of actors in the organization. In other words, the principles underlying Toyota’s
ability to innovate by changing routines have not been investigated completely. Our
analysis clarifies that the coordination systems at Toyota might be a part of the
mechanisms that underlie Toyota’s kaizen ability.

6 Conclusions and Next Steps

Existing research views kaizen (continuous improvement) as a set of small, mutually
independent, and incremental process innovations made repeatedly by workers/
operators and their leaders. However, the question “Does the conventional notion
of kaizen always correspond with the actual characteristics of kaizen in firms?” has
not been sufficiently investigated through empirical research. To answer the said
research question, we conducted a series of in-depth field studies at one of the main
factories of the Toyota Motor Company, the Takaoka plant. Our results suggest that
previous views/notions of kaizen do not entirely reflect the reality of actual kaizen
activities. For instance, we found that kaizen sometimes requires small changes in
product design. The adequate scale of coordination depends on each case, and the
extent of coordination among those participating in kaizen changes with each
situation. Additionally, the ability to determine the extent of coordination and
bring together the relevant participants is important for the success of innovations
through kaizen.'” Some coordination activities cannot be handled only by the
operators and their leaders, and the shop floor engineers play a crucial role in
integrating kaizen activities of different sizes, such as coordination of scopes, into
one process. Furthermore, shop floor engineers have a staff-in-line organizational
structure serving a twofold role, i.e., technical experts and coordinators for kaizen. In
other words, effective kaizen, as a series of incremental innovations of various sizes
and characteristics, needs an organizational design that facilitates adequate coordi-
nation among individual kaizen activities.

Yet, some issues remain open for future research. Investigating the reality of
kaizen in industries other than the automotive is an important avenue to explore. In

""The scale of innovations (and variability thereof) is also a function of the scope of innovations
because innovative activities in this context are organizational in nature and require coordination.
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this regard, chapter “The Nature of Surviving Japanese Factories in the Global
Competition: An Empirical Analysis of Electrical and Electronics Factories”,
which analyzes various firms in several industries, suitably complements the dis-
cussion offered in this chapter.
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Balancing Standardization and Integration M)
in ICT Systems: An Architectural st
Perspective

Young Won Park and Takahiro Fujimoto

Abstract In this chapter, we first review the history of Japanese IT system imple-
mentation and define various IT requirements that serve both advanced market
standards and emerging market needs. Then, we introduce some examples of Korean
firms using a global standard IT system (GSIS). The essence of this effective
ambidextrous strategy is to maximize strengths and complement weaknesses,
which requires the synergistic combination of an integral architecture IT system
(i.e., integrated manufacturing IT system (IMIS)) and an open modular architecture
IT system (global standard IT system (GSIS)). We therefore present the IT system
evolution of Japanese firms from a product architecture perspective. By adopting a
dialectic approach, we provide a framework that identifies the dynamic relationships
among integrated manufacturing IT system (IMIS), global standard IT system
(GSIS), and global integrated manufacturing IT system (GIMIS). Thus, a global
integrated manufacturing IT system (GIMIS) is the synergistic combination of IMIS
and GSIS. We then investigate further through case studies of Japanese global firms
and illustrate how to implement the said global integrated manufacturing IT system
(GIMIS).

1 Introduction

Japan’s integrated manufacturing system has proven its usefulness in numerous
integral types of product architecture groups, including manufacturing and export-
driven product development projects, since the post-World War II period, and it still
does in the current global competition contexts. In practice, various high-
performance automotive products, industrial machinery equipment, and electrical
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machinery component parts have maintained their relative competitive advantage in
the global markets. Behind the said sustainable performance edge, there have been
effective teamwork by cross-discipline engineers and serious efforts to build infor-
mation technology capabilities ensuring effective flows of design information across
diverse organizational units. This is what we call integrated manufacturing IT
system (IMIS), which has supported the abovementioned integrated manufacturing
system (Fujimoto and Park 2015).

In this chapter, we first review the history of Japanese IT system implementation
and define various IT requirements that serve both advanced market standards and
emerging market needs. Then, we introduce some examples of Korean firms using a
global standard IT system (GSIS). The essence of this effective ambidextrous
strategy is to maximize strengths and complement weaknesses, which requires the
synergistic combination of an integral architecture IT system (i.e., integrated
manufacturing IT system (IMIS)) and an open modular architecture IT system
(global standard IT system (GSIS)). We therefore present the IT system evolution
of Japanese firms from a product architecture perspective. By adopting a dialectic
approach, we provide a framework that identifies the dynamic relationships among
integrated manufacturing IT system (IMIS), global standard IT system (GSIS), and
global integrated manufacturing IT system (GIMIS). Thus, a global integrated
manufacturing IT system (GIMIS) is the synergistic combination of IMIS and
GSIS. Based on case studies of Japanese global firms, we illustrate how to imple-
ment said global integrated manufacturing IT system (GIMIS).

2 Japanese Firms and Integrated Manufacturing IT System
(IMIS)

Generally, there are three distinct periods in IT evolution, in terms of IT usage
patterns, prior to the information and communication technology (ICT) age: (1) dig-
ital revolution period (1980s), (2) network revolution period (1995-2005), and
(3) user revolution period (2006—present) (Ministry of Internal Affairs and Commu-
nications 2013). Before the network revolution period (1995-2005), most Japanese
firms used to develop their own IT systems internally. As a result, integrated
manufacturing IT system (IMIS) has supported Japan’s Integrated Manufacturing
(Park 2009).

The Japanese information service industry first developed in the early 1960s
(Japan’s Information Service Industry Association 2015). Back then, computers
were rare and expensive, and information service firms, with their huge computer
systems, offered computing services to selected users (e.g., large banks and
manufacturing firms).

In the 1980s, with the rapid increase of software development, these firms
focused on creating software rather than providing computing services. Moreover,
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from the mid-1980s, large global firms established information service subsidiary
divisions to make the most of computer application technologies and experiences.

In the 1990s, as business networks and software information processing require-
ments grew more complex, many large Japanese firms were no longer able to
develop effective information systems using their internal capabilities alone.
Hence, they outsourced their complex information processing system needs and
diverse business solutions to information service firms with extensive technology
development capabilities. These information service firms became known as system
integrators.

In North America and Europe, system integrators continued to build best prac-
tices for different industries on a global scale and took on the role of global standard-
setting IT leaders. However, in response to specific user requests, Japanese system
integrators focused on building optimal, individually customized systems. They did
not go beyond the best practices of Japanese firms and thus failed to develop global
industry standards, unlike other global IT systems vendors.

In addition, from the mid-1980s, most Japanese firms discontinued their infor-
mation processing divisions to reduce the high fixed costs related to IT system
services. By the 1990s, due to extremely weak internal IT development capabilities,
they increasingly relied on external information system (IS) vendors and consultants
for their customized needs. Naturally, the numbers of competent internal information
system (IS) personnel remained very small. According to a recent information
service system trend report, the average outsourcing ratio in 2014 was 61% (JISA
2015), with projects focusing mostly on the integration between firm-specific legacy
systems and global standard IT systems.

In discussing the Japanese manufacturing system, it is important to understand
the concept of monozukuri, which can be defined in both broad and narrow terms
(Fujimoto 2001, 2003). This chapter is based on three broad aspects of manufactur-
ing (monozukuri in Japanese): (1) an integrated manufacturing IT system that
connects cross-functional tasks, including strategic management, R&D, design
engineering, manufacturing activities, marketing, sales, maintenance, and services;
(2) a broad information system focusing on design information, which is embedded
in all business processes; (3) and the purpose of the system is sustainable compet-
itiveness based on customer value. Combining these three aspects, we define
monozukuri as integrative communication processes of design information through
diverse media mechanisms (Fujimoto 2003).

The adoption of IMIS has contributed to the effective utilization of IT systems
integrating all functional processes, including product concept, system and detail
design, purchasing, production, marketing, logistics, and services. IMIS has mainly
dealt with design information for developing and manufacturing new products,
specifically in relation to quality assurance, cost reduction, effective design, produc-
tion efficiency, standardization, data management, and product information man-
agement. However, it has not been able to appropriately respond to the fast changes
in global monozukuri.

For along period, Japanese manufacturing firms have been making intense efforts
to defend their competitive market position in integrative monozukuri products and
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meet the challenges posed by open modular electronic products from emerging
competitors in Korea, Taiwan, and China. In such turbulent competing environ-
ments, Japanese firms have evolved their IT systems into what we call an integrated
manufacturing IT system (IMIS). Its drawback is that IMIS is context specific and
oriented toward local application, which is excellent for products targeting the
Japanese domestic market and advanced markets in North America and the
European Union. Yet, its application complexity does not fit with the features of a
global standard IT system (GSIS), which is mostly implemented for open modular
product types targeting emerging markets.

3 Korean Global Firms and Global Standard IT System
(GSIS)

3.1 Global Standard IT System (GSIS)

Japanese firms struggling to balance their internal technology with global standards
may find help close at hand. Korea has shown that a global standard IT system
(GSIS) is feasible. Samsung Electronics’s key strategy has been to use reverse
engineering in order to understand the technologies and functions that Western
and Japanese producers have launched. The firm then revises and redefines those
functions based on the market price for each region. Furthermore, it markets its
differentiated products using sports advertising and other marketing tools.
Samsung’s emphasis on groundbreaking innovation can be seen in the firm’s internal
structure. Instead of the usual R&D division, Samsung has an R&BD (research and
business development) division. By integrating the technology and business devel-
opment areas, Samsung has focused on applied research, with design and marketing
that take local needs into account. This implies that Korean firms have absorbed the
basic IT research processes of Japanese and Western firms and used Western patent
policies to focus on acquiring new technologies as well as recruiting highly talented
employees.

This emphasis on localization is hard to find in Japanese electronics firms, which
struggle largely due to a lack of local responsiveness. Indeed, Samsung has shown
that simply customizing products is not sufficient. It has created a “local expert
system” that dispatches employees to foreign countries with a single task: to explore
the region and absorb the local lifestyle. Based on the insights that they gain from
this different perspective, the local experts then create products that fulfill the needs
of the area’s actual lifestyle.

Besides factors such as a drop in the value of the won (the Korean currency) until
2010, a top-down corporate structure, and government support, the success of
Korean firms can also be attributed to leveraging product development systems
that fit the global markets and a global standard IT system (GSIS). To survive in
the household electronics industry, characterized by open modular architectures, the
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ability to balance an open innovation strategy, which uses external technology and
management resources, with integral core technology, to differentiate the products
manufactured, is more valuable than ever (Park et al. 2012; Hong and Park 2014).

3.2 Examples of Korean Global Firms

Korean firms use cross-functional teams to create products that meet customer needs.
While collaboration across departments can be frequently seen in Japanese firms
(Clark and Fujimoto 1991), Korean cross-functional teams are further supported by a
global standard IT system (GSIS) (Park 2017).

3.2.1 Samsung Electronics’s VIP Center

Samsung’s investment in the company’s information interface began in 1991, when
it created an in-house announcement and email system (Park 2016). It then sets up
systems, such as SINGLE and TOPIC and an ERP system in 2001. Through an
internal system concentrating all of the management information in one place,
Samsung has helped its executives identify problems faster. According to the
firm’s CIO, not only has this enabled them to solve issues at an earlier stage, it has
also decreased spans of control. Supported by these systems, Samsung has
succeeded in integrating its entire global production process, exemplified by the
selling of China-made products in Russia (Park et al. 2012).

All of these successes stem from the creation of an E-CIM Center and VIP Center.
After its new management declaration in 1993, Samsung set up a taskforce of
60 people to conduct product development analysis. Based on this information, the
company carried out benchmarking and prediction activities to identify its position
in the global industry. In addition, Samsung introduced the E-CIM Master Plan,
which set the goal to increase product development capacity to three times the level
of that time, and systematized all the product and component documents of the
conglomerate’s four groups into one data analysis system. One of its many activities
was to adapt a new development process that used CAD data in order to comply with
the requirements of concurrent engineering (CE). Through these revolutionary
steps—such as implementing EVT, DVT, Rapid Prototype Interface, Product Data
Management, and BOM-—referred to as Engineering Computer Integrated
Manufacturing, Samsung secured immense improvements, among which reducing
production lead times from 2 years to 4 months.

Before achieving these successes, however, Samsung Electronics faced the prob-
lem of discrete IT systems that could only be used within individual departments. In
order to overcome communication barriers across departments, Samsung developed
PDM, a horizontal interdepartmental interface for the control of BOM information
by the central management. PDM helped solve a number of internal issues, but it also
enhanced the company’s connection with its suppliers and resulted in outstanding
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sales of its Bordeaux TVs, largely due to decreased stocks and shorter delivery times.
This example clearly shows that Samsung succeeded in increasing its market share
by using its IT systems to match firm-level goals and customer demands (Chang
2008). Since its products require extremely fast production, the company set up a
VIP center focusing on the accomplishment of horizontal innovation and concurrent
engineering.

3.2.2 LG’s TDR Center

LG was founded in 1958 thanks to financial loans and technology from Germany
and Japan. Aided by the government’s export-driven policy of the 1970s, LG
developed large-scale mass production systems and expanded into the developed
nations of the West. However, as exports to the USA and Western Europe became
difficult in the 1970s, due to a wave of New Protectionism, LG shifted its strategy to
opening factories in the USA, Germany, and the UK to produce and sell locally. In
the 1990s, LG began to implement a global competitiveness strategy that involved
entering emerging markets, changing its brand name from Goldstar to LG, and
investing in sports marketing. While most of its production sites are located China
and India, 70% of its sales are made in the USA and Europe.

LG’s cross-functional team, which began as a revolutionary management initia-
tive in 1996, was first called Tear-Down Redesign (TDR) and was then renamed
Tear-Down Reengineering by Mr. Kim, the CEO of LGEIL (LG India). The work of
this team allowed LG to develop unique products, among which a color TV that
incorporated a cricket mode and multi-language system, closely based on local
needs. Supported by its TDR, LG has continued to release products such as refrig-
erators with door-lock function, air conditioners that can cleanse the air, washing
machines that keep mice away, and microwave ovens that can be used with unstable
voltages.

Such innovations have been supported by a global standard IT system, which has
played a significant role in facilitating the relay of know-how from LG Electronics’
parent factory to its foreign plants. This global information channel is especially
pertinent to LG’s TV business, as quick communication between LG Philips LCD
and other suppliers is critical. To achieve enhanced coordination, LG also
implemented the ERP and SCM systems. Supply chain integration was accom-
plished through design modeling, and a function was made available for monthly,
weekly, and daily planning of capacity allocations. Thanks to these efforts to
integrate the supply chain through process, system, and organizational revamping
and master planning lead times, which had previously taken 23 days and went down
to 3 days, and customer response times were shortened from 10 to 3 days. Hence,
greater integration resulted not only in increased visibility but also in increased
customer responsiveness.

The above case studies of two Korean firms illustrate how business success can be
achieved by responding to global needs thanks to the implementation of changes in
various aspects of the organization. Moreover, shifting to open modular products
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leads firms to compete in markets with relatively short product lifecycles, inevitably
causing the speed of production to become a key determining factor of competitive-
ness. To succeed in this battle, an efficient and coordinated product development
process spanning several departments is necessary. What can Japanese firms learn
from the examples of these Korean companies?

4 Proposal of a Global Integrated Manufacturing I'T
System (GIMIS)

Japanese integrated manufacturing (monozukuri) is based on factory-level embed-
ded system knowledge (Fujimoto and Park 2015), and Japanese monozukuri capa-
bilities in terms of technological depth and quality processes are well documented.
Japanese software system providers—once disregarded due to their perceived weak
competitiveness—are comparable with their US counterparts in selected areas
(Cusumano 2004; Cole and Nakata 2014). Yet, the existing IT systems are not
quite suited to the global expansion of Japanese monozukuri system capabilities, due
to their being characterized by large amounts of embedded knowledge at the factory
level. The said embedded knowledge should not be limited to the firm level, but it
should flow according to the concept of FOA (flow-oriented approach) (Tomita et al.
1999; Oku et al. 2010; Park et al. 2011; Fujimoto and Park 2015). An integrated
manufacturing IT system (IMIS) aims to respond to specific customer requests point
by point, support product development design processes, and maintain field-level
routine requirements within the factories. Therefore, an IMIS is mostly a user-
initiated IT system, not a vendor-designed IT system.

By contrast, the implementation of a global standard IT system (e.g., ERP) allows
firms to immediately adopt the best business processes of top global firms. However,
due to the rapid development of IT technologies, all IT systems, without exceptions,
keep upgrading their internal capabilities. A brief review of recent developments
indicates continuous progress in all IT system areas, such as MRP (material require-
ments planning), ERP (enterprise resource planning), CRM (customer relationship
management), SCM (supply chain management) IT solutions, CC (cloud comput-
ing), SOA (service-oriented architecture), IoT (Internet of Things), Industry 4.0, and
Al (artificial intelligence).

In view of such breathtaking speed in technological change, it is unreasonable to
overlook global IT standards. Naturally, Japanese firms are more likely to adopt
global standard IT systems (e.g., ERP and SCM packages) that go beyond firm-
specific IT system development.

However, the adoption of external IT systems often implies that firm-specific
contexts and organizational identity are neglected. In addition, even the best systems
become outdated and rigid over time, hence unable to respond flexibly and quickly
to dynamic and ever-changing needs. The only way to remedy these shortcomings is
to consider user initiatives and develop a unique system that reflects firm-specific
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Fig. 1 Global integrated manufacturing IT system (GIMIS). (Adapted from Fujimoto and Park
2015)

identity-based requirements. For the sustainable delivery of outstanding products
that exceed customer requirements, it is crucial to build an IT system that ensures
integration of product development processes and organizational capabilities. The
essence of this winning strategy is a firm’s ambidextrousness, which highlights
strengths and complements weaknesses. This new range of organizational capabil-
ities thrives on integral architecture for the integrated manufacturing of complex
products (e.g., automobiles and medical equipment), which is a typical trait of
outstanding Japanese manufacturing firms. Yet, it is also capable of adopting an
open modular architecture for consumer products (e.g., electronics), which requires a
large number of suppliers with limited manufacturing capabilities. In this way, it is
possible to attain long-term global competitiveness by penetrating both emerging
and advanced markets. Said ambidextrous strategy uses both integrated manufactur-
ing IT for integral architecture products and global standard IT for global modular
products. In other words, we argue in favor of a GIMIS (global integrated
manufacturing IT system) that integrates IMIS (integrated manufacturing IT system)
and GSIS (global standard IT system). Figure 1 illustrates an IT strategy for Japan’s
monozukuri industry that combines both (1) IMIS (integrated manufacturing IT
system) and (2) GSIS (global standard IT system).

As global competition intensifies also in emerging economies within a framework
of overall free trade, in spite of strong national opposition, Japanese firms pursue
“global long-term optimum management,” which requires both absolute domestic
advantage (based on operational productivity at the factory field level) and relative
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Table 1 Comparison between IMIS and GSIS
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IMIS (integrated manufacturing IT
system) GSIS (global standard IT system)
Purpose | Knowledge transfer of outstanding Jap- | Knowledge transfer of outstanding best
anese productivity performance practices of non-Japanese global firms
Strengths | Japanese domestic IMIS-based produc- | Global standards of Integrated IT prac-
tivity performance tices (e.g., MRP, ERP, SCM Packages)
Basis Complex production processes, efficient | Global standards of leading firms in
teamwork methods, and cross-discipline | advanced markets that also impact on the
workforce methods adopted in emerging economies
IT sys- Domestic production facilities Global production facilities
tem
location

global advantage (based on total cost competitiveness). This double-edged compet-
itive sword combines IMIS (integrated manufacturing IT system) and GSIS (global
standard IT system), concentrating on neither IMIS nor GSIS.

In the 2010-2012 period, global firms in emerging economies (including China)
experienced increasing pressure from rising labor costs. Naturally, outstanding
factory-level productivity performance through the monozukuri system is receiving
growing attention as a practical way to maintain production networks in emerging
economies as global export bases. Japanese firms adopt global long-term optimum
management by (1) maintaining highly productive manufacturing facilities in Japan,
as domestic knowledge transfer cores, and (2) linking emerging and advanced
economies through global production centers. The most appropriate IT systems
that support global long-term optimum management are IMIS (integrated
manufacturing IT system) for domestic production facilities and GSIS (global
standard IT system) for global production centers.

Table 1 summarizes the features of IMIS and GSIS, the two crucial branches of
GIMIS. Although so far no Japanese firm has successfully merged IMIS and GSIS,
there are signs of a shift toward GIMIS (global integrated manufacturing IT system).

For example, as a practical step toward the integration of IMIS and GSIS,
Komatsu, the Japanese global construction equipment firm, uses the global standard
software ERP, which facilitates daily collection of various cost performance reports
regarding global production centers and standardizes both CAD design information
and BOM production requirements.

Figure 2 shows a BOM-based architectural analysis framework, which is an
extension of the Komatsu-style GIMIS (global integrated manufacturing IT system).
In general, a bill of materials (BOM) is a record of component codes and assembly
sequences. Manufacturing firms use BOMs to monitor their complex flows from
order receipt to order fulfillment, detailing the various steps of product planning,
design, procurement, production, and maintenance activities. Depending on the
nature of their business operations, firms may use the so-called design engineering
BOM (E-BOM), manufacturing BOM (M-BOM), services BOM (S-BOM), and
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Fig. 2 Model of architectural analysis based on BOM of design information. (Adapted from
Fujimoto and Park 2015)

master BOM (MA-BOM). The master BOM is a massive database that covers
business processes including design, manufacturing, procurement, and maintenance
services.

Komatsu adopted KOMTRAX (in 2001) and CMS (Cash Management System)
(in 2007) in its construction equipment to manage operational efficiency, energy
consumption, and IT utilization rates in real time from distant locations. In 2009,
Komatsu also implemented a standardized BOM system (including both design
features and components codes) in all its production facilities around the world.
Such standardization efforts ensure flexible transfer of parts among production
facilities and simultaneous production in factory work units across the globe. Prior
to the standardization of components codes, Komatsu strengthened its network
infrastructure for data exchange from any parts of the world. In October 2008, it
delegated its network operations management to the US-based firm Verizon to
achieve effective worldwide connectivity.

Furthermore, Komatsu’s internally developed BOM system, called G-DMS
(Global Data Management System), unified data communication between R&D,
CAD design divisions, and factory ERP (Infor ERP LN). G-DMS is a single global
system in which each upstream local design unit uses general CAD systems and each
downstream local factory unit operates an MRP system installed with Infor ERP
LN. Design data flow from the CAD system via G-DMS to ERP. The internal
development teams of Komatsu also created interface mechanisms between CAD
and ERP. In this way, Komatsu’s G-DMS uses multiple global hubs to connect all
local systems with standardized CAD and ERP systems.
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The broad operational scope of G-DMS includes CAD-based component parts
data (BOM data), BOM editing functions, CAD-applied electronic design blue-
prints, CAD data release functions, paperless electronic design blueprint approval,
automatic notices and communication functions for global design changes, M-BOM
(manufacturing BOM) editing functions, direct data transfer of Infor ERP LN,
REACH (Registration, Evaluation, Authorization and Restriction of Chemicals),
and automatic evaluation of materials fitness tests according to export regulations.
The concept of G-DMS was first introduced in 2004, actual development took place
in 2005, and by 2006 the system had already been implemented in the Chattanooga
facility (TN, USA). In December 2006, Komatsu began large-scale production of
D52-22, a midsize bulldozer jointly developed by Japanese and American design
teams. In 2007, G-DMS was installed in domestic facilities in Japan, and then it was
introduced in the company’s facilities in Europe (2008), Brazil (2008), and China
and Russia (2011). While extending the scope of G-DMS implementation, Komatsu
also expanded its database and kept improving overall system functions, also adding
target cost functions for all new equipment. By 2009, G-DMS included a cost BOM
in its database, which enabled the management to monitor factory-level production
efficiency and productivity data, thus significantly reducing the number of
manufacturing processes involving extensive human activities. Komatsu’s GIMIS
(global integrated manufacturing IT system) is an example of how to combine IMIS
(integrated manufacturing IT system), to tap the full potential of Japanese
manufacturing capabilities, and GSIS (global standard IT system), to address fast-
changing global market requirements.

5 Conclusion

In Japan, during the post-World War II period, a historical context of “shared
destiny” among people led firms as a whole to own value-added flows in the form
of integrated manufacturing work environments. The Japanese style of IT support
for IMIS needs reflected this emphasis on IMIS-centered IT systems and enabled
Japanese factories to attain outstanding field-level productivity and flexibility. How-
ever, the focus on IMIS did not promote standards that could be shared by both
corporate strategic divisions and factory field operations, thus creating relatively
weak global system linkages.

On the other hand, the concept of GSIS (global standard IT system), with its
strong emphasis on the needs of specialized functional segments, is not necessarily
compatible with an approach based on IMIS (integrated manufacturing IT system).
Japanese manufacturing firms (with their monozukuri orientation) focus on sustain-
able competitiveness. Therefore, implementing GSIS by sacrificing field-level pro-
ductivity  performance is tantamount to seeking globalization for
globalization’s sake.

This chapter highlights the strengths of IMIS (integrated manufacturing IT
system) and points out the need for GSIS (global standard IT system). In other
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words, we argue in favor of a GIMIS (global integrated manufacturing IT system)
that integrates both IMIS and GSIS. In conclusion, Fig. 3 shows an ideal GIMIS
(global integrated manufacturing IT system), which might be a way to fulfill the
dynamic requirements of the emerging IoT and Industry 4.0 and, at the same time, to
achieve high levels of intelligent system specifications for IMIS needs sensing,
complex control mechanisms, and intra- and interfirm network connections. Future
research may examine related issues further to provide useful guidelines for global
firms, caught between the needs of unique firm contexts and global market
requirements.
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Part 111
Architectural Evolution and Demand
Creation in the Digital Industries

Let us now turn to the second main aspect regarding the evolution of industries and
firms during the period after the 1990s, i.e., architectural evolution and demand
creation in the digital industries, many of which are characterized both by open-
modular architectures with industry-standard interfaces linking mutually comple-
mentary products and components and by competition among rival platforms.

One of the main features of the platform-driven digital industry is that demand for
goods that are complementary within a platform tends to have a mutually reinforcing
effect. That is, increased demand for a core product/component usually brings about
increased demand for its complementary products/components, which results in a
cumulative effect of network externality. This cumulative effect sometimes leads to
the creation of major platform-leading firms (e.g., Apple, Google, Amazon,
Facebook, Microsoft, Intel, etc.) that, within a relatively short time, take over certain
segments of the digital industry and generate huge revenues and profits from the
extremely fast-growing platforms that they dominate. Yet, the question whether this
sort of mutual demand creation from complementary relationships might continue
endlessly remains unanswered at this point. Moreover, although the platform-
leading giants just mentioned are heavily concentrated in the US as of the 2010s,
some prototypical cases of platform-leading firms may also be found outside Amer-
ica—Nokia (Finland) and NTT Docomo (Japan) in the case of traditional cell
phones, as well as Nintendo and Sony in the case of video games.

Another important finding is that the abovementioned cumulative demand crea-
tion effect between complementary goods can be found at the level of both products
and components. This is particularly true when low-cost firms in emerging countries,
with relatively low technological integration capabilities, are involved in such
cumulative process in global competition. That is, when a platform and its core
products are architecturally open-modular, with industry-standard interfaces
established not only among products but also among their components, low-cost
firms in the emerging nations are soon able to develop core products. They do this by
combining the design information that is available in the open domain of the digital
platform in question.
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Fig. 1 Open architecture platform with complementary goods, a simple case

Based on the above characterization of the open-architecture sectors, we start Part
III with the case of the video game industry in Japan. Chapter “Creating New
Demand: The Impact of Competition, the Formation of Submarkets and Platforms”
illustrates the basic nature of the video game industry, where mutual demand
creation between game hardware and software did occur, as also seen for Internet-
driven digital products, such as smart phones and their application software.
Chapter “Decline in Demand Creation: The Development Productivity Dilemma
and Its Consequences” shows the mechanism of diminishing effects of cumulative
demand creation as the video game industry lifecycle progresses.

It is worth noting here that the video game industry is a relatively simple
prototypical case of platform-based industry, which can be represented by a
single-layer structure (see Fig. 1) with core products (i.e., video game consoles as
hardware) and complementary goods (i.e., game software). The core products
themselves, which are architecturally closed-inside, are developed and produced
by technologically capable firms, such as Nintendo and Sony, in advanced nations,
such as Japan. Apple’s smartphones (iPhone), with internally developed operating
system and hardware, may be described in much the same way.

Chapter “Investigating the Creation and Diffusion of Knowledge for Demand
Creation: The Case of the Telecommunications Industry” and Chapter “The Impact
of Platform Providers’ Knowledge on Interfirm Division of Labor: The Case of the
Mobile Phone Industry”, on the other hand, focus on the more recent and compli-
cated mobile phone segment (conventional cellular phones and Google/Qualcomm-
based smart phones), characterized by a multi-layer structure for mutual demand
creation with complementary products/components within an open-architecture
platform/product. It should be noted that there are at least two layers of open-
architecture platform/products in the case of mobile phones of this type.

As illustrated in Fig. 2, the core products themselves (e.g., conventional cellular
phones and smart phones) are architecturally open-modular-inside. Thus, even with
relatively limited technological capabilities, brand firms in emerging countries can
produce such core products by utilizing design information and production knowl-
edge in the open domain developed by core component firms (e.g., Qualcomm as
platform provider) and/or contract manufacturers.
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Fig. 2 Open architecture platform with complementary goods, a multi-layer case

Let us now look at each of the above cases in greater detail in Chapters from
“Creating New Demand: The Impact of Competition, the Formation of Submarkets
and Platforms”, “Decline in Demand Creation: The Development Productivity
Dilemma and Its Consequences”, “Investigating the Creation and Diffusion of
Knowledge for Demand Creation: The Case of the Telecommunications Industry”,
and “The Impact of Platform Providers’ Knowledge on Interfirm Division of Labor:
The Case of the Mobile Phone Industry”.
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Fumihiko Ikuine

Abstract How do companies go about creating demand? This chapter presents
the case of console games (home video games) in Japan. This market was formed
as a completely new market in the 1980s. The early days of software for consoles
(game software) are described, and the process of creating demand for this
market is considered. Emphasis is placed on the impact of corporate competition
on genres, the formation of submarkets, and platforms. Especially, we discuss the
contribution of Space Invaders as a successful predecessor and the role of the
Family Computer as a platform. Game software relies on an open architecture
with paired (complementary) products. Since these markets are open, it is diffi-
cult to define them in a simple and consistent manner. Rather, they are more like
agglomerations of multiple submarkets, within which interactions among
companies take place. Diversity both within and across these submarkets attracts
large numbers of consumers. Therefore, multiple submarkets coexist within the
video game market and create huge demand as a whole. The combination of a
platform and a successful predecessor enabled the coexistence of submarkets,
brought about competition among companies, and was a driving force that
stimulated vigorous demand for game software.

1 Introduction

Improvements in workplace (genba) capability are rewarded by consumers, who
purchase products and services, and workplace evolution and demand creation work
closely together (Nakazwa et al. 2016). This chapter explores the process of demand
creation along with increased product diversity. The case of console games (home
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video games)' in Japan is an excellent research subject to shed light on demand
creation. The reason for this is that a situation in which no previous demand existed
completely changed in the early 1980s.

The business of software for consoles (game software) in Japan was first
established in the 1980s, and by the late 1990s, it had grown into a 500 billion
yen market, with many titles also being exported overseas. Several products
launched in rapid succession helped this expansion. Indeed, from 1983 to
1999, 7162 products were released by 472 companies,” which means that on
average, 421 products were made available per year or more than 1 new product
every day.

Game software is a product that provides enjoyment. Players manipulate the
character (avatar) and interact with the computer, and this is combined with
changes in images and sounds. Three key characteristics derive from this process.
Firstly, the situation, which lets the player have fun through representation and
manipulation, varies from user to user. Since it is hard to know in advance which
situations might attract the most users, companies are confronted with a range of
uncertain and ambiguous needs. Secondly, users buy new products because they
become bored with the process that each individual game provides. Hence, to
induce users to make a purchase, companies need to constantly add elements that
differ from those in existing products. Thirdly, developers at competing compa-
nies can grasp the ideas and representations included in good products by playing
the games themselves. Moreover, game software is a wholly digital product. It is
thus relatively easy for developers to imitate other products if they have a certain
amount of knowledge about game software. Based on these characteristics,
companies concentrate their efforts on creating new and interesting products in
rapid succession.

This chapter will describe the rise of the console game business in the 1980s to try
and shed light on two main questions: How exactly was new demand for game
software created? And how were companies able to achieve differentiation among
products that were being launched one after the other? Our analysis places particular
emphasis on such factors as corporate competition, product categories of video
games (genres), and platforms.

'Games using computers can be categorized according to the hardware used. Computer games using
hardware specifically designed to play games at home are called console games. A console game
combines specialized hardware and the software running on that hardware. Other types of computer
games are arcade games, using hardware for playing games in public businesses; PC games, using
personal computers; handheld console games, using portable gaming hardware; and so on.

These figures exclude games that were merely different versions of existing products but ran on
specific hardware (platforms). If these are included, the number of products increases to 9879.
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2 Literature Survey

The business of game software in Japan has attracted the attention of researchers
inside and outside of the country. Representative research includes works focusing
on Nintendo, a key player during the 1980s and 1990s (Kohashi and Kagono 1995;
Subramanian et al. 2011; Uemura et al. 2013), as well as studies of game software
development and the game software business (Aoyama and Izushi 2003; Ikuine
2012; Izushi and Aoyama 2006; Shintaku et al. 2003; Storz 2008). Most of the
existing research asserts that the business of game software in Japan has grown
because several entrants have been offering many and diverse products. This chapter
supplements the existing research by taking a similar stance.

On the surface, the game software sector resembles the digital camera market
discussed by Benner and Tripsas (2012). Initially, the entry of a wide array of
companies led to the establishment of this new industry. According to them, both
the main features and the definition of the product (i.e., what a digital camera is) were
decided through corporate competition. The digital camera market took shape as
companies struggled to remain viable. This chapter explains the early days of the
game software business through a comparison with Benner and Tripsas (2012).

Nonetheless, the case of game software differs from that of the digital still camera
in that the game software market consists of multiple product categories, each of
which forms an essentially independent submarket. Each game software submarket
attracted different users and developed independently, which led to the growth of the
entire market. By focusing on product categories (genres), the evolutional process of
game software will be described to explore how interfirm competition brought
diversity to the sector, how the diversity of game software drove the formation of
submarkets, and how the growth of said submarkets created huge demand. At the
end of the chapter, we will discuss the role of a platform and of a successful
predecessor as the basis for product differentiation.

3 Case Description and Interpretation: Demand Creation
of Game Software

3.1 Early Days of the Video Game Business

Two businesses influenced the establishment of home video games in Japan.® One was
the computer game business in the USA, and the other was the arcade game* business in
Japan.

3For the history of home video games prior to 1983, see Fujita (1998, 1999a, 1999b, 2006), Akagi
(2005), Uemura et al. (2013), Nakamura (2016), and Kondo (2017).

*Arcade games are games placed by businesses in public places (bars, shopping malls, amusement
arcades). Because arcade games used more expensive hardware than home video game consoles,
technological standards remained high until the 1990s. See Akagi (2005) regarding the vicissitudes
of the arcade game industry.
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There are different stories about the origin of computer games, but most
researchers agree on the important role played by Nolan Bushnell, a key predecessor
in their development. Nolan Bushnell founded Atari in the USA. In 1972, Atari
released Pong—a new type of entertainment used in public places—and this drove
the company’s success and rapid growth. Around the same time, Ralph Baer
developed the Brown Box, which made it possible to play games at home. As
computer performance improved in the 1980s, the business of computer games
grew in the USA. Game consoles, in which one could insert various cartridges for
playing multiple games (consoles with exchangeable cartridges), arrived on the
scene in 1976-1977. Among these, the most representative products were Fairchild’s
Video Entertainment System (VES) and Atari’s Atari 2600. While some of them
garnered a measure of success, stable demand remained elusive in the USA.

In Japan, the situation was similar to that of the USA, even though the computer
game business started a little later. Taito released the original arcade game Space
Invaders in 1978, which proved to be a turning point in the history of the sector. The
craze for this game, labeled a “social phenomenon,” led to the widespread recogni-
tion of computer games and spurred many companies to trade Space Invaders or
develop similar games. During the Space Invaders’ boom, these entrants accumu-
lated financial resources, related technology, and business practices.

Just like in the USA, Japanese companies started selling consoles with exchange-
able cartridges using their own standards, and over ten types of gaming consoles
were on the market by the early 1980s. Only Nintendo survived and established a
viable console game business, with the launch of the Family Computer in 1983.

3.2 Start of the New Family Computer Market

Nintendo released 3 pieces of game software in conjunction with the launch of the
Family Computer and then went on to release 16 additional titles within the next
year. Examples of the earliest game software included transplants from such arcade
games as Donkey Kong and Mario Bros., computerized table games like Connect
Five’ and Mahjong, and sports-themed games such as Baseball and Tennis. Early
products covered four genres.® The appeal of the Family Computer console was that
it used exchangeable cartridges, so that a variety of games could be played on a
single piece of hardware. Nintendo was thus able to offer various games to children
and adults alike, providing a new form of entertainment as well as new ways to play
old games like Mahjong.

SA classic Japanese game resembling tic-tac-toe.

The term “genre,” used loosely by both companies and users, is a subjective determination of
product classification, rather than an objective indicator of product content. This chapter uses the
term “genre” consistently with its usage by Ambit Inc. See Ikuine (2012) for the pros and cons of
using “genre” as an index.
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Both the Family Computer hardware and its compatible software sold well.
Seeing this, other companies started to develop game software that could be played
on Nintendo’s Family Computer. In 1984, Hudson and Namco entered this busi-
ness by closing contracts with Nintendo. Namco was a major producer of arcade
games, while Hudson had achieved success with games for personal computers
(PC games). These two companies were instrumental in transplanting arcade
games and PC games to the Family Computer console. The entry of Hudson
gave rise to a new genre, i.e., the puzzle game, with such titles as Nuts and Milk
and Roadrunner, while Namco pioneered the shooter genre with titles like
Galaxian and Xevious. Pac-Man and other games also enjoyed popularity within
genres introduced by Nintendo. At the start of the business, three firms
transplanted various games, including original games, arcade-origin games, and
PC-origin games, to the Family Computer console. This triggered the growth of
both individual submarkets and the market as a whole (Fig. 1).

The success achieved by Nintendo, Hudson, and Namco with their Family
Computer titles encouraged the expansion of the sector. Sixteen companies entered
the market in 1985, followed by another 19 in 1986. During the 1980s, at least ten
companies entered the market every year.

The number of new products also grew, reaching 67 in 1985 and 114 in 1986. In
terms of genres, one new genre was added in 1985, while four new genres first
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Action RPG
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Data source: Author-created based on the data provided by Ambit Co., Ltd.

Fig. 1 Classification of game software by genres
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Fig. 2 New entrants and number of products in the 1980s

appeared in 1986. Overall, the industry went from 4 product genres in 1983 to
12 genres 4 years later (Fig. 2).”

New entrants contributed not only to increasing the number of products but
also to pioneering new submarkets. However, when they released new products
for the extant submarkets, they faced severe competition from their antecessors.
This is why they preferred developing novel products in various, so far
unexplored submarkets to attract new customers. As a result, companies aggres-
sively tried to rival one another in new submarkets until around 1986, and the
product space of game software grew larger (Table 1).

"The breakdown of companies that introduced the first product in a genre are Nintendo with six
genres, Namco with one genre, Hudson with one genre, Enix with two genres, SoftPro with one
genre, and Toshiba EMI with one genre.
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Table 1 The first products in each genre

The year of first The year of first million seller The year of first
product of genre (the first product of series) million seller
RPG (role- 1986 1986 1986
playing game)
Action 1983 1983 1983
Action RPG 1986 1986 1986
Adventure 1985 1996 1996
Gun shooting 1984 X X
Simulation 1986 1997 1995
Shooting 1984 1984 1984
Sports 1983 1984 1983
Other 1983 1998 1996
Table game 1983 X 1983
Puzzle 1984 1984 1984
Racing 1984 1984 1984
Simulation 1993 X
breeding
Action, music- | 1996 1998 1996
based
Simulation, 1986 X 1997
strategy
Action, 1988 1992 1992
fighting
Simulation, 1987 1994 1994
love story

Data source: Author created based on data provided by Ambit Co., Ltd., Tokyo Gungu Ningyo-
Donnya Kyokai “Monthly Toy Journal” (Gekkan Toi Jahnal)

Yet, corporate efforts to form submarkets by introducing titles in new genres
began to decline around 1987. Only four new genres were introduced during the
period from 1987 to 1999. After 1987, competition focused mostly on differentiating
products within the genres introduced until 1986 (Ikuine 2012).

3.3 Interfirm Relationships in the RPG Submarket®

How did new product releases establish submarkets, and how did competition
develop within those submarkets? Let us look at role-playing games (RPGs), the

8Fujii (2017) describes the early days of the RPG submarket and analyzes the strategies of Enix
and Square, emphasizing the rivalry between the two companies, top management’s strategic
decision-making, and the process of building a business system, along with organizational capa-
bility. This section is based on Fujii’s analysis.
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most popular game software genre in Japan and unique from a global
perspective.’

In May 1986, the first RPG, Dragon Quest (also known as Dragon Warrior), was
released by Enix, a new entrant that had already created two titles in 1985. The
development of Dragon Quest was influenced by table-talk RPGs and RPGs for
personal computers, which made it easier to play table-talk RPGs on computers
(Wada and Ichikoji 2016). Using features from existing games while also incorpo-
rating its own unique aspects, Dragon Quest was enjoyed by large numbers of
gamers and eventually became a million seller.'” This game displayed two new
key elements (Wada 2017). First, players could reasonably reach the final goal by
accomplishing a series of achievable targets for which they were awarded experience
points. Second, they could enjoy a fully fledged story and feel as if they were playing
the role of a hero/heroine in a virtual world, which led them to keep playing the game
to the end without getting bored. Thanks to the addition of new elements departing
from traditional RPGs, Dragon Quest resulted in a game that many Japanese users
wanted play.

Encouraged by the success of Enix’s Dragon Quest, more and more companies
launched products in the RPG genre. In 1986, three products, including Dragon
Quest, were launched by three producers. This grew to 18 new titles released by
14 companies in 1987. Despite a decline to 11 products by 8 companies in 1988, the
number continued to rise in 1989 and thereafter, with 59 games launched in 1994
(Fig. 3).

Many titles by various companies appeared on the market year after year, among
which the well-known Final Fantasy series by Square. In Final Fantasy, Square
took the basic elements of the RPG from Dragon Quest and added beautiful images,
impressive music, and other dramatic effects. As a result, Final Fantasy 3 also
became a million seller. Square succeeded in nurturing its own product series to rival
Dragon Quest and was furthermore able to release spin-offs, thus serializing the
Final Fantasy saga. Meanwhile, genre pioneer Enix released additional titles in the
Dragon Quest series every few years after 1990. Enix’s Dragon Quest and Square’s
Final Fantasy series became million-seller RPG products in Japan.'' Enix and
Square continued to launch new products in their game series, which became million
sellers and established the RPG submarket.

This is also known as “J-RPG” because of its unique content.

Million sellers are products that have logged unit sales of 1 million or more. As the penetration of
game consoles in Japanese homes at 10 million devices is considered to be the de facto standard,
titles that have penetrated 10% of this hardware market are viewed as successful. See Ikuine (2012)
for further details.

""There were only two million-seller RPGs released by other companies, i.e., one by Nintendo and
one by Sony Computer Entertainment (SCE).
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Fig. 3 Overview of the RPG submarket

3.4 Similarity in Differentiation: Competition
as Interlocution Revisited

The phenomenon that occurred in the RPG submarket has also been seen in other
genres. Once the first outstanding products, like Dragon Quest, are released, the new
submarket grows, and the genre is established. Then, titles based on the first
excellent products but containing some new elements are launched. Serial products
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deriving from said first good products as well as serial products from subsequent
products compete with one another and such competition boosts the market. Why
has this happened repeatedly?

Developers of game software companies seek to understand how to create good
products by conducting simulations of the consumption process, which revolves
around the uncertain and ambiguous needs of the users (Clark and Fujimoto 1991).
How should they go about creating new products able to attract large numbers of
gamers (users)? Some answers to these questions can most probably be found by
looking at successful products that have already received favorable reviews by users.

It is vital to keep in mind that Nintendo, Namco, and Hudson transplanted their
excellent products to the home video game console, which was critical to the
establishment of the business. The titles of these three companies revealed the
possibilities of console games, channeled the ambiguous needs of the users into
genres, and established submarkets. While not all of their products were hits,
latecomers took advantage of the opportunity to learn from the successes and
failures of these pioneers. Imitation, ingenuity, and repeated trial and error helped
build the knowledge needed to develop a wide range of new products.

A person with a certain level of knowledge can understand the underlying
mechanisms of game software by using (playing) it, even when the product is
made by another company. In other words, developers can learn much from others,
especially in the case of titles belonging to the same genre. Of course, a great portion
of the knowledge required for development is gained through in-house products.
Companies that create new blockbusters can accumulate useful development know-
how, and some of them are able to grasp the very essence of successful games and
use what they know to develop serial products. Accumulating and employing
development know-how nurtures each company’s uniqueness (taste).

In brief, developers can learn from both their in-house development experience
and other companies’ good products—and this is how the uniqueness of each
company eventually emerges. At the same time, similarities beyond company
boundaries have also emerged, and knowledge gathered both internally and exter-
nally has been instrumental in the continued development of moderately differenti-
ated products. As a result, product similarities within specific genres as well as
similarities within the Japanese market have gradually taken shape. To survive in the
highly competitive Japanese game software market, companies tend to behave
homogeneously and develop homogeneous products.

Through the above activities, developers have learnt to recognize what constitutes
a game, which in turn affects managers, distributors, and users. Thus, a fixed
concept, or common perception, of game software has spread uniformly across
Japan.
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3.5 Coexistence of Multiple Dominant Designs: In Contrast
to Benner and Tripsas (2012)

With companies pursuing moderate differentiation, each piece of game software was
somewhat alike but also somewhat different from the next. More specifically, almost
every product used a plus-shaped control button to manipulate the characters, adjust
the difficulty level, and calculate and display experience levels and scores. On the
other hand, the game rules, character portrayals, and gaming environments enjoyed
by the users were rather varied. Commonalities observed amid the many differences
were considered attributes of a single genre. Gradually, both commonalities and
differences started to be recognized, and this is how the genres of game software
were determined. Hence, the definitions of game software, as well as its genres, were
loosely formed ex post facto.

Despite ambiguous boundaries, the establishment of a genre made it effective to
learn through products, as mentioned above. Learning within the same genre also
occurred in the case of RPGs. Produced by outstanding innovators, Dragon Quest
provided many clues as to how the users’ appetite for purchasing could be
stimulated within the RPG genre. Indeed, Square was one of the main actors able
to take full advantage of such clues. It is not so much that game software in general
served as a model to emulate but rather that specific products representative of each
genre became the reference templates. Dragon Quest was a dominant design,
serving as model worthy of emulation within the RPG genre.

At the same time, Dragon Quest was quite different from Nintendo’s first
16 products. It also considerably differed from Galaxian and Xevious by Namco.
Therefore, it was recognized as not belonging to any of the genres existing in 1985.
In the same manner, Nintendo’s first 16 products were categorized into 4 genres.
This means that many users, businesspeople, and developers acknowledged the
existence of product genres from the very early days of the industry.

Since then, competition through differentiation has taken place within the
established genres, and multiple submarkets have emerged. Said genres and the
formulation of product definitions are not akin to the case of digital cameras, which
Benner and Tripsas (2012) studied. In game software, several dominant designs
coexist within the same market. A submarket having a dominant design at its core
is recognized as a genre—and it is these separate genres that attract the users. A
definition of game applicable to the entire video game market remains ambiguous
as companies continue to come up with various types of gaming experiences. This
results in the creation of a product space accommodating many diverse products
and generating enormous demand overall.
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4 Discussion: Platform Effect on Demand Creation'?

The platform for the use of game software was the central factor supporting this
loosely defined product and the coexistence of multiple genres. In other words, the
existence of platforms like the Family Computer sets the stage for companies to
compete by differentiation.

Platforms affected game software companies in two ways. Firstly, they provided
an opportunity to make up for a lack of management resources, particularly in terms
of technology. It is safe to say that game software companies lacked sufficient
resources to develop both software and hardware before they entered the business.
Nevertheless, once hardware and software were separated, thus paving the way for
the development of software alone, scarce resources were no longer an issue. 13 Enix
and Square were typical examples. The other effect linked to the establishment of
platforms was that wannabe entrants were confident that potential demand for game
software did indeed exist and, as a result, they were stimulated to enter the business.

On the other hand, the establishment of platforms also had an impact on con-
sumers, since platforms helped generate a certain amount of demand by organizing
the needs of gamers. Before the appearance of platforms, the concepts of what and
how one wanted to play remained undefined. Consumers, each with their diverse
wants and needs, vaguely thought “I want to play video games,” without clear
preferences as to which games they actually wished to play.

After the appearance of platforms, consumers, who still harbored various and
sundry desires, learnt how to satisfy them. As long as they had a platform, they could
expect to be entertained by playing some game created for that platform. With the
introduction of multiple games, consumers discovered that their latent desires could
be met with specific products. Consumers’ needs were thus generated, bundled, and
organized, which resulted in growing demand. In other words, the demand was not
fragmented by the power of platforms.

Such demand, organized through the existence of platforms, enabled companies
to engage in development activities to thoroughly meet it. Moreover, the further
systemization of organized needs was accomplished through multiple dominant
designs, as characterized by Dragon Quest. The platform became the conduit for
stimulating mass demand by bundling needs and leveraging commonalities among
diverse user preferences.

The second effect of platforms was to build up expectations about the future. The
experience with successful predecessors, like Space Invaders, gave users the feeling
that playing video games was worth spending money and time on. Positive memo-
ries reinforced their belief that they enjoyed gaming. At the same time, the

2 Tatsumoto (2017) reviews the effect of platforms on demand creation drawing on the two-sided
market theory. In other words, he explains how platforms can contribute to demand creation. Based
on his work, this section discusses why platforms can contribute to demand creation.
BNevertheless, the so-called platform paradox proposed by Wada et al. (2014) occurred
simultaneously.
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experience with successful predecessors told users that they would get bored in the
near future and led them to look at video games with a mixture of anticipation and
dread. In such a situation, platforms integrated their present state, past memories, and
future expectations, allowing them to overcome the anxiety of knowing that they
would eventually get bored and to expect their desires to be fulfilled by new games in
the future. From this point of view, the combination of a platform and a successful
predecessor was extremely important.

The third effect of platforms was to boost potential demand. Once users had a
platform, they became less reluctant to purchase new game software, simply because
they already owned the device, which obviously resulted in additional demand. For
their part, companies were in a position to make predictions about such additional
demand and aggressively invest to develop products in anticipation of it. Hence,
additional demand and aggressive development investments stimulated each other
and, through this mechanism, overall demand for platform-based game software
grew larger than the fragmented market itself.

As for the Japanese game software market, Space Invaders, representing the
successful predecessor, boosted potential demand, as did the Family Computer, as
the reference platform. Users had a very optimistic outlook, ascribable to the
combination of platform and successful predecessor, and happily bought both the
hardware and the software. Expecting additional demand induced by the platform,
companies wasted no time in developing new software. As a result, many diverse
games were launched, and the demand for game software grew beyond expectations.

5 Conclusions and Remarks

Japan’s console game business has successfully created a huge demand through a
sequence of key events. At first, successful predecessors appeared, as typified by
Space Invaders. The release of the Family Computer in 1983 was a turning point,
and from 1984 onward, many entrepreneurs and users became involved in console
games. Thus, a new market was born.

Multiple dominant designs were generated in this new market because of corpo-
rate competition based on differentiation. Due to partitions between genres in the
game software product space, companies could easily find ways to differentiate
themselves, thereby facilitating product selection by consumers. Indeed, the rapid
succession of new products has managed to sustain product demand over a 30-year
period continuing to this day.

The existence of such platforms as the Family Computer influenced demand
creation. Platforms did not merely provide business opportunities to market entrants
or represent vehicles for learning. Rather, they kept the market unified and prevented
it from fragmenting on the basis of separate genres.

The mechanism of competition through differentiation, occurring in game soft-
ware and its associated submarkets, is similar to that discussed by Numagami et al.
(1992). In the case of game software, however, several companies participated in
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successive interlocution and interactions that led to a certain amount of homogene-
ity. Further consideration should be given to the subject of interlocution among
many companies.

Moreover, the formulation of product categories and markets should be perceived
as the result of multiple processes both inside and outside the organizations (Miyao
2011, 2016). This chapter has merely touched upon these processes, which we
would like to investigate further building on existing research and drawing on the
abundant findings of video game case studies.
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Decline in Demand Creation: The m)
Development Productivity Dilemma and Its @
Consequences

Fumihiko Ikuine

Abstract What are the consequences of demand creation by firms? Specifically,
why does the ability to stimulate demand decrease in certain areas, as demonstrated
by the life cycle model? When certain industries are in decline, where might that lost
demand be redirected? In this chapter, we look at the game software business in
Japan to illustrate the mechanisms that reduce the ability to spur demand. In the early
days of an industry, development activities thrive, so that firms can respond to
vigorous demand. As more and more time is spent on continued development
activities, an increasingly large amount of development know-how (knowledge) is
accumulated. However, this accumulation of knowledge gives a specific direction to
said development efforts, and companies are faced with an implicit bias against
creating completely new products. This bias inhibits product diversification. Users
who witness this phenomenon often shift their buying intentions elsewhere, which in
turn reduces demand. In fact, users tend to transition to other areas via platforms,
particularly in circumstances where information technology flourishes. Thus, the
boundaries of the market as the venue for demand creation become blurred, so that
the market fuses with another market and eventually become extinct.

1 Introduction

As discussed in the previous chapter, Japan’s console game (home video games)
market rose to prominence in the early 1980s. While there were several options for
the business of games based on computers, in Japan the sector developed thanks to a
combination of hardware and software for use at home.' Since Nintendo’s Family

"Uemura et al. (2013) provides factual details about the launch of the Family Computer.
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Computer platform adopted an exchangeable cartridge system, many other compa-
nies entered this business, which soon increased the variety of console game
software that could be played on the Family Computer, and the industry grew at a
rapid pace. Nevertheless, the sector quickly matured. In the 1990s, handheld game
consoles were launched on the market. The early twenty-first century saw the advent
of online games,” as well as games played on mobile phones or social networking
services (SNS), while the home video game business matured and then went into
decline.

This chapter will explore the product evolution of game software from the
perspective of innovation. By interpreting product evolution, we will discuss how
product diversification is generated, how it deteriorates, and what type of impact it
has on demand creation. In addition, problems related to research focusing on this
industry will be considered. The question posed at the end of this chapter is how a set
of products and services comes to be perceived as an industry.

2 Literature Survey

2.1 Past Researches

Extensive research has analyzed the topic of changes in industries over time.
Representative examples are Kotler (2000), which discussed the industry life cycle
in the field of marketing, and Abernathy (1978), which investigated models of
innovation patterns. Studies of innovation patterns, among which Utterback and
Abernathy (1975) and Utterback (1994), looked at the fact that it becomes increas-
ingly difficult to create novel products and technologies over time. They argued that
this phenomenon is tied to the rise and fall of both industries and firms.

Following in the footsteps of Abernathy (1978), subsequent works reviewed in
greater detail the factors that influence innovation patterns. Key examples included
Henderson and Clark (1990), which studied organizational inertia; Shintaku (1994),
which discussed corporate strategy; and Christensen (1997), which explored value
network transformation.

Based on these studies, in this chapter we will turn our attention to the changes
that have occurred in the game software industry over time. In Japan, the business of
console games (home video games) went from being a new industry to reaching
maturity in less than 20 years. We will also discuss how home video games evolved
during this period. Thanks to the availability of information on individual products,
we can rely on appropriate evidence to consider the question of how an industry
matures after its inception.

ZResearch on online games includes Nojima (2002, 2008).
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2.2 Definition and Categories of Innovation

In examining the process of product evolution for what concerns game software, this
chapter builds on two previous studies of innovation: Abernathy (1978) and Aber-
nathy and Clark (1985). We apply the types of innovation proposed by Abernathy
and Clark (1985) to game software and identify innovation patterns similar to those
in Abernathy (1978).

The definition of product innovation used in this chapter is “the phenomena
leading to the renewal, growth, and maintenance of the home video game industry
through novelty and maturation that do not rely on hardware (i.e., game consoles).”
In other words, phenomena that induce changes in the market/consumer linkages are
recognized as innovations. Based on this definition, we divide product innovation
into two categories, depending on the degree of market/consumer linkage.

The first category is creative innovation, which disrupts the existing market/
consumer linkages or renders them obsolete. When it came about, this type of
innovation multiplied the products known as game software and was embraced by
consumers with such sentiments as “I never knew that such fun games existed.”
Increasing the possibilities for game software products motivated users to purchase
them, thus creating demand—that is, reinventing, advancing, and maintaining the
industry. In other words, creative innovation is innovation that expands the product
space (Hotelling 1929).

The second category is inherent innovation, which maintains or entrenches the
existing market/consumer linkages. This type of innovation is limited by the inherent
possibilities already pioneered by creative innovation. However, it increases the
degree of completeness of products within the range pioneered by creative innova-
tion, thus inducing users to purchase them. In other words, inherent innovation is
innovation that creates demand by enhancing the existing product space.

In the next sections, we will describe the evolutionary process of game software
along with the occurrence of these two types of innovation. We will then interpret the
innovation patterns and factors behind them, discussing their effects on demand
creation.

3 Case Description and Interpretation: The Evolution
of Game Software and the Development Productivity
Dilemma

3.1 Innovation Patterns of Game Software

This section explores the evolution of game software from 1983 to 1999, focusing on
product innovations. During this time, game software transitioned from a period of
creative innovation to a period of inherent innovation. Table 1 summarized the main
product innovations.
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The period from 1983 to 1986 was characterized by creative innovation. Titles
like Mario Bros. and Super Mario Bros., Dragon Quest (Dragon Warrior), and
The Legend of Zelda were certainly worthy of the label of “creative innovations.”
Highly innovative products leading to the establishment of new genres and new
series were developed and launched, and, as a result, the game software industry
grew rather quickly.

In contrast, the period starting in 1987 concentrated on inherent innovation. The
years from 1987 to 1994 witnessed such events as the launch of Dragon Quest
2 (Dragon Warrior 2) and Super Mario Bros. 3. Many other products based on
genres and series already existing before 1987 were released as well. Most users
bought products that were already part of a genre or series.

After 1987, there were phases when this trend was even more pronounced,
specifically from 1987 to 1994 and from 1998 to 1999. Even though major changes
in hardware occurred during this period, the contents of game software themselves
drew on existing genres or series. Nevertheless, a different picture emerged between
1995 and 1997. Sony Computer Entertainment (SCE) launched the hardware named
PlayStation, and the number of titles compatible with the PlayStation increased. The
PlayStation adopted breakthrough technologies known as 3D computer graphics and
the CD-ROM. Proactive utilization of these technologies led to the launch of
products that attracted many users, including games belonging to existing series
and genres, which in turn expanded the market.

Therefore, while creative innovation peaked about 3—4 years after the game
software business was formed, it subsequently stagnated and was followed by a
period of inherent innovation. In other words, the expansion of the product space
through creative innovation occurred before 1986, while after 1987 the focus shifted
toward filling up the previously established product space with inherent innovations.

Now let us look at the trends in terms of scale of the game software market during
the periods identified in Table 1. Figure 1 shows that the size of the market grew
every year until 1986 and was particularly large in 1986, 1995, and 1997.

The game software business grew by means of creative innovation until about
1986 and then matured rapidly through inherent innovation. In the years 1995-1997,
there was a spurt in market growth due to changes not only in game software but also
in the hardware on which the games ran. After 2000, online games, games played on
mobile phones, and SNS games became popular. The demand for playing computer
games was met by a new industry created by new companies, and the business of
console games stagnated.

3.2 The Development Productivity Dilemma: The Factor
of Innovation Patterns

What caused the transitions in the game software industry mentioned above? How
did the home video game software industry emerge, grow, and then mature? To try
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Notes: The red line shows the growth rate over the previous year

and answer these questions, let us analyze the behavior of the firms operating in the
game software industry.

In developing game software, companies can choose between two different
strategies: (1) appealing to users on the basis of novelty or (2) appealing to users
with products similar to existing products. The novelty-based product strategy is
both high risk and high return. The risk is that consumers may fail to recognize the
wholly new product as a game. At the same time, the said wholly new product has no
rivals and is thus very likely to capture the consumers’ attention. Conversely, the
similarity-based strategy of appealing to users by releasing titles similar to existing
products is both low risk and low return. The risk is low because consumers can
easily recognize familiar features and assess the attractiveness of the product by
relying on their experience with similar titles. At the same time, the game will be one
among many comparable products and will be confronted with severe competition.

As game software companies remain on the market year after year, they have to
deal with an implicit bias against creating completely new products. They naturally
tend to prioritize the development of titles similar to those already released, i.e., of
products belonging to existing series and/or genres. The reason for such an approach
is that, since their corporate activities have been continuing for a long period of time,
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these firms have unintentionally accumulated practical development know-how
(knowledge) through in-house development. Rational companies aim to increase
their development productivity by leveraging the development know-how thus
accumulated, as this allows them to attain lower development costs and shorter
development lead times, ultimately securing higher profitability.

Conversely, using this stored know-how makes it hard to take a fresh look at
concepts and ideas to be turned into games. As a result, game software firms struggle
to expand product content and develop truly novel products and often fail to strike a
difficult balance between improving development productivity and enhancing prod-
uct features.’

We can call this situation the Development Productivity Dilemma (DPD). Caught
in this loop, companies tend to develop similar products, serial products, and product
belonging to existing genres, so as to earn higher profits. This type of corporate
behavior encourages the purchase of serialized products and/or character-focused
games by users who already have experience with these titles and have helped build
their good reputation. Moreover, distribution companies tend to prefer handling
serialized products because of their past sales performance.

For the above reasons, companies developing and selling similar or serialized
products based on their accumulated know-how can improve revenues and overall
performance. This, in turn, grants them an advantage in further strengthening their
development know-how, human resources, capital, and other areas. Thus, a com-
petitive advantage is gained vis-a-vis other companies, ultimately creating barriers to
new entrants. The ensuing situation is that a number of companies already in the
business are gradually weeded out, fewer new companies enter the market,* while
those companies that are still operating successfully become increasingly homoge-
neous. They make the most of their in-house know-how and prioritize product
development in line with previously well-received products (Fig. 2).

In addition, the presence of platforms may have accelerated the Development
Productivity Dilemma. As discussed in the previous chapter, the establishment of
platforms increased demand creation in the early days of the business but actually
reduced it at later stages. Platforms aim to create monopolies or oligopolies so that
economies of scale can be achieved. When companies producing monopolistic or
oligopolistic platforms try to boost their profits, they raise the platform usage fees
charged to companies supplying complementary goods, and, as a consequence, these
suppliers become less profitable. When developing such complementary goods as

*Companies that do not carry out in-house development are not caught in the Development
Productivity Dilemma. They can take a fresh look at concepts and ideas and may create novel
products. However, they cannot improve their productivity at the same time and are consequently
unable to reduce development lead times and cut development costs. Therefore, they find them-
selves in a situation of competitive disadvantage compared to companies that develop their products
in house and accumulate development know-how.

“Shintaku, et al. (2003) clearly observes this phenomenon of fewer new companies entering a
market, established companies being weeding out, and revenues being concentrating in a small
number of companies.
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game software becomes less profitable, companies supplying game software are less
inclined to take risks. In such a situation, they choose the product strategy of
appealing to users through similarity with existing titles, due to its low risk,
triggering a dampening effect on the creativity of their developers. This reinforces
their tendency to develop products based on existing genres and series by using their
accumulated development know-how, and they are less willing to invest in novel
products leading to creative innovation.

As a result of this convergence in how companies behave, the industry as a whole
is full of follow-on products that draw on existing genres and series.” Moreover, it
becomes ever more difficult for novel titles in new genres or series to be developed,
as well as to generate large revenues. This type of product shift manifests itself with
the passing of time and, in the game software business, it brought about a move from
creative innovation to inherent innovation. Product diversification therefore comes
to a halt, and the forces of demand creation weaken.

The above changes started to be seen in game software rather soon, around the
mid-1980s. After creative innovation diminished in the late 1980s, the market was
supported by inherent innovation. From then on, companies and businesspeople who
had shared a common idea of what constituted a video game prior to 1986 continued
to launch products based on creative innovation. These titles remained popular
among users, who continued to buy game software for more than 10 years. After
the mid-1980s, inherent innovations occurred one after the other, also attracting
users. Owing to either inherent innovations or serialized bestsellers, users continued
to look for new titles, the market did not shrink, and the sector as a whole did not
suffer from declining profits. Consequently, companies could not detect any diffi-
culties in their development activities, which is precisely the problem with the

Fig. 2 Changes in development strategy

SWada (2011) verifies this hypothesis by using game software sales’ data. Evidence from the sales
patterns of game software confirms that heavier exploitation of development know-how causes less
novelty across titles, which changes their sales patterns.
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Development Productivity Dilemma. Users, developers, and businesspeople had
shared a common perception of game software shaped by creative innovation, and
it was not easy for them to doubt such a rooted concept.

However, as entirely novel products became obscure and variety waned, game
software as a product category started to run the risk of losing its appeal altogether,
and this decline in marketability led users to move away from console game
software. The Development Productivity Dilemma is thought to be the key factor
causing new industries to move from growth to maturity, stagnation, and eventually
decline, and this maturation also affects the firms within each industry. Since
increasing the size of the overall pie is no longer so effortless, companies face the
possibility of fighting over an increasingly small pie, and, as competition grows
fiercer, profitability inevitably suffers.

Businesses try to strengthen their competitive advantage by improving develop-
ment productivity. However, in environments in which the Development Productiv-
ity Dilemma is predominant, the fact that several companies make simultaneous
efforts to secure this advantage may cause the market size to shrink. Specifically,
firms do not necessarily derive value from their competitive advantage and may even
have to face a reduction in its value. The situation is paradoxical: building compet-
itive advantage leads to diminishing the value of competitive advantage, and declin-
ing profits are ascribable to that very same competitive advantage.

In other words, when a Development Productivity Dilemma exists, competitive
advantage must be built by improving development productivity. Yet, if most
companies improve their development productivity, this will not necessarily lead
to corporate growth or better competitive advantage. The ultimate irony is that
consolidating one’s competitive advantage diminishes the fruits (profitability) of
the competitive advantage that was built. Therefore, the phenomenon of the
so-called Development Productivity Dilemma seems to cause new businesses to
move from growth to maturity and decline.

3.3 Where Has Demand Gone?

The previous section described how the video game industry grew, matured, and
declined. Where exactly has demand for game software gone? Has it simply
disappeared?

Unlike automobiles, home electronics, and even game consoles, game software is
a digital good. Hence, there are no physical constraints associated with purchasing it,
such as where to put it, how long it can be used for, and what to do when it stops
working. It is therefore difficult to think that the decline in demand discussed above
has been caused by a transition from new demand to replacement demand. Rather,
the reason why demand for game software has fallen is that users have become bored
and no attractive new products have been released. As previously discussed, devel-
opers of game software have been caught up in a Development Productivity
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Dilemma. Therefore, they have been unable to create attractive products, likely
causing users to move away from game software.

Although users have actually moved away from game software, this does not
necessarily mean that they no longer want to play computer games, as confirmed by
the rise in popularity of mobile phone games since 2000. It is not difficult to imagine
that users who have stopped buying console games have started to play titles running
on different types of computing devices. Hence, our interpretation suggests that
people who like playing computer games have shifted their buying preferences to
other games, which has resulted in declining demand for console game software.

As explained in the introduction, game software—i.e., software for consoles—is
simply one of the existing types of computer games, along with games played on
handheld consoles, online games, games on mobile phones, and games on social
networks. If we consider only console games, we miss the coevolution of hardware
and software, which has generated several related industries. For instance, console-
based RPGs have been succeeded by the so-called multiplayer online role-playing
games (MORPGS) or massive multiplayer online RPGs (MMORPGS), and puzzle
games developed for consoles have influenced smartphone games. An example of a
single product is Pokemon GO, whose characters as well as game system have their
origins in Nintendo’s game software.

The above game types are characterized by overlapping customers and
overlapping companies. Furthermore, the perception of what constitutes a game
has had a considerable influence on the common perception of console games. This
situation is similar to the continuity between the horse and buggy industry and the
auto industry, which began with the horseless carriage. A similar mixture of multiple
industries also exists in computer games.

4 Discussion: Industry as Unit of Analysis

When thinking in such terms, analyses performed at the industry level appear to be
quite arbitrary. Yet, regardless of whether they deal with product life cycles,
innovation patterns, or design hierarchies, most studies take the existence of a clearly
defined industry as a given. In other words, they investigate what occurred after the
industry’s establishment and are therefore unable to answer questions about how the
industry was established and exactly what constitutes the industry itself (Shimizu
et al. 2016). Until Sect. 3 of this chapter, in looking at its evolution from establish-
ment to maturity, we regarded game software as a single industry. Was this
appropriate?

A broad definition of what constitutes game software was not formulated before
the industry’s establishment, but it gradually came into being later on. Companies
performed software development through moderate differentiation from existing
products. Consumers experienced the available products and eventually started to
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associate the salient elements of each title with elements common to game software
genres. The definition of what constitutes game software and the elements identified
within game software were thus loosely determined as specific products were
developed and consumer accumulated experience.

How the game software industry began was retroactively analyzed based on an ex
post facto definition of its product. In fact, we usually describe the beginnings of an
industry based on what that industry looked like after it took shape. Furthermore, we
may recognize as dominant designs those products that more fully embody product
categories that are still in existence. If that is the case, both the definition of the
industry and the recognition of dominant designs may vary depending on how the
observer interprets past facts. Generally speaking, the scope for defining an industry
differs according to the chronological perspective of the observer.

Moreover, because of the inability to extricate oneself from an analysis at the industry
level, it is more difficult to grasp interactions that transcend the industry. Arbitrary
definitions of industries and descriptions restricted by industry boundaries are common
problems in industrial research. The reason why these issues have grown so serious is
that tie-ups among products and services have become commonplace. The proliferation
of information technology (IT) has also been a significant contributing factor.

In the past, consumers developed their own consumption style by combining
various products and services that they bought separately. IT has served to make the
bundling of each consumer’s own products and services explicit, thereby enabling
companies to become involved. Indeed, companies can intervene even on products
and services that consumers already own, for example, by linking users’
smartphones to game consoles, PCs, televisions, home electronic devices, and so
on, after these have actually been purchased. Platforms like those proposed by
Gawer and Cusumano (2002) have therefore become commonplace in many
areas.® In other words, what has made industry-level analyses useful in both research
and actual practice is not that the products and services are bundled together, but that
consumers evaluate products and services on a standalone basis.

However, it is possible to attach another meaning to the concept of industry as a unit
of analysis if we recognize that changes have occurred in technologies and markets. An
industry as a unit of analysis reflects the relationship among the products and/or services
that we use in our everyday life. Even though all products and/or services can be
connected through IT, it would be mistaken to accept such a broad relationship covering
everything. Our past experience and common sense will help us determine the appro-
priateness of the relationship among the products and services in question. Such
common sense and past experience are essential in order to establish the appropriate
boundaries of an industry, which we can use as a unit of analysis. As nowadays all

5The sudden increase in research on business ecosystems since 2000, as indicated by the survey in
Tatsumoto (2012, 2017), reflects the potential and realities of tie-ups among products and services
made possible by information technology.
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products and/or services can potentially be connected through IT, the relationship that
most people can agree on will mark the industry boundaries.’

5 Conclusions and Remarks

This chapter explored the product evolution of game software. Major product
innovations occurred during the process of game software industrialization. In the
early days of the industry, several creative innovations were generated, the definition
of what constitutes a game was established, and genres were created to categorize
products. Creative innovation subsequently stagnated, and the focus shifted toward
differentiation within existing genres. Stagnation gradually spread to consumers too,
and the power to stimulate demand and motivate users to buy products declined. The
industry thus matured. The inherent phenomenon of the so-called Development
Productivity Dilemma in the creation of new products emerged and became increas-
ingly severe over time (Ikuine 2012, 2013).

The case of Japan’s game software as an industry provides some useful hints on
the subjects of demand creation and product evolution. At the same time, some
issues with industry-based research have become evident. This is because the
concept of industry is an arbitrary unit of analysis relying on ex post facto recogni-
tion. Basing the question of what constitutes an industry solely on the shaping of said
industry makes it easy to overlook innovation that transcends industry boundaries. In
an age whe