
Chapter 8
Stabilization Control of Quasi-periodic
Orbits

Natushiro Ichinose and Motomassa Komuro

8.1 Introduction

A quasi-periodic orbit possesses the properties of both a periodic orbit and a chaotic
orbit. Let xn be a quasi-periodic orbit in a discrete-time system. The quasi-periodic
orbit is aperiodic in the sense that we cannot choose a period d such that xn+d = xn .
Aperiodicity is the main property of a chaotic orbit. At the same time, the quasi-
periodic orbit is almost periodic in the sense that we can choose a recurrence time d
such that ||xn+d − xn|| < ε for a small positive ε and any n. Since the definition of
almost periodicity holds for a periodic orbit in which xn+d = xn , a periodic orbit is
a special case in almost periodicity.

In dynamical system theory, several control methods are available to stabilize
an unstable periodic orbit, such as the OGY method [10] and the delayed feedback
control [13]. In control theory, control methods to stabilize a fixed point (or an
equilibrium) have been discussed from various viewpoints. Especially, in discrete-
time systems, since a periodic orbit can be described by a fixed point by using
a composition of a map, the stabilization is reducible to that of a fixed point. In
this sense, the stabilization of a quasi-periodic orbit presents a challenging problem
because the stabilization is not reducible to a fixed point due to the aperiodicity of
the quasi-periodic orbit.

In general, quasi-periodic orbits are dynamics defined on a high-dimensional
invariant torus [2]. In this chapter, we focus on the simplest case of dynamics defined
on an invariant closed curve in discrete-time systems. In this case, a quasi-periodic
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orbit is characterized by its rotation number. We explain that a quasi-periodic orbit
is associated with an irrational rotation via its rotation number, which is reflected in
the design of control methods.

We apply the external force control, the delayed feedback control, and the pole
assignmentmethod, to stabilize an unstable quasi-periodic orbit. These control meth-
ods have been used to stabilize an unstable periodic orbit. We show that these control
methods are also applicable to an unstable quasi-periodic orbit.

8.2 Properties of Quasi-periodic Orbit on Invariant
Closed Curve

In this section, we summarize the properties of a quasi-periodic orbit on an invariant
closed curve. The rotation number introduced by Poincaré is an important invariant
in a quasi-periodic orbit on an invariant closed curve [14]. If a certain phase is
determined in the quasi-periodic orbit, the rotation number is defined by the average
phase difference for an iterate of a map. We consider a one-dimensional map:

θn+1 = f (θn),

where θn is the phase and f : S → S is the orientation preserving homeomorphism
of the circle S = R/Z. The circle S implies the set of real numbers modulo integers,
i.e., only the fractional part of the phase θn is considered. To calculate the phase
difference, we lift f to a map F : R → R such that f (θ) = F(θ) modulo integers
and F(θ + m) = F(θ) + m for any integer m. By considering the lifted dynamics
θn+1 = F(θn) and averaging the phase difference (θn+1 − θn), the rotation number
ω ∈ [0, 1] is calculated by:

ω = lim
N→∞

∑N−1
n=0 (θn+1 − θn)

N
= lim

N→∞
F N (θ0) − θ0

N
.

It has been proved that the rotation number ω is unique independently of the ini-
tial phase θ0. Although this is the simplest case of a one-dimensional system, sev-
eral numerical approximation methods of rotation numbers have been proposed
[1, 11, 14] and we can obtain the rotation number from higher-dimensional systems.

We consider an M-dimensional discrete-time system having a quasi-periodic orbit
on an invariant closed curve:

xn+1 = F(xn),

where xn ∈ R
M is the M-dimensional state vector and F : RM → R

M is the function
representing the system. If the rotation number is irrational, the quasi-periodic orbit
is topologically conjugate to the irrational rotation [9]:

θn+1 = θn + ω, (8.1)
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where θn ∈ S. If the state xn is in the quasi-periodic orbit, the following relation
holds:

xn = ψ(θn), (8.2)

where ψ : S → R
M is the homeomorphism from the phase to the state.

Using the irrational rotation, we can understand that the quasi-periodic orbit is
aperiodic. The irrational rotation (8.1) is solved as follows:

θn = θ0 + nω.

We first consider the case that ω is rational, i.e., ω = p/q for coprime integers p
and q. Then, θq = θ0 + p. In the circle S, the integer p implies zero because the
rotation returns to the same phase. Therefore, the dynamics are periodic (θq = θ0).
On the other hand, in the case of the irrational rotation number, nω is never an integer
for any n. Therefore, there is no period d such that θd = θ0 and xd = x0 from the
topological conjugacy (8.2).

We can also understand that the quasi-periodic orbit is almost periodic. The irra-
tional rotation number ω can be approximated by a rational number:

ω = p

q
+ ε,

where p and q are coprime integers. If we consider the period q, the following
relation holds:

θq = θ0 + p + qε.

Since the integer p is regarded as zero in S, the difference between these phases
is q|ε|. In general, we can choose a specific q such that the order of |ε| is limited
[8] by:

|ε| <
1

2q2 . (8.3)

Since the difference q|ε| is less than 1/(2q), we can obtain a smaller difference for a
larger q. From the topological conjugacy (8.2), we can choose a period q for a small
ε′ > 0 and any n:

||xn+q − xn|| < ε′.

Therefore, the quasi-periodic orbit is almost periodic in the period q.
The approximation theory of irrational numbers by rational numbers shows that a

continued fraction gives us a good representation [8]. The irrational rotation number
is represented by the infinite continued fraction:
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ω = 1

a1 + 1

a2 + 1

a3 + · · ·

,

where a1, a2, a3, . . . are positive integers. If we stop the continuation of fractions in a
finite order, the resulting continued fraction is a rational number. This finite continued
fraction is called a convergent. The convergent gives us a good approximation of the
irrational rotation number. Actually, the rational number p/q in which (8.3) holds
is a convergent [8]. Therefore, the almost periodicity of the quasi-periodic orbit is
associated with the continued fraction expansion of its rotation number.

8.3 Unstable Quasi-periodic Orbit

As an example of systems, we use a coupled map lattice with asymmetric connec-
tions [7]:

xn+1 = f (xn) + 1
2 (β − δ)( f (zn) − f (xn)) + 1

2 (β + δ)( f (yn) − f (xn)),

yn+1 = f (yn) + 1
2 (β − δ)( f (xn) − f (yn)) + 1

2 (β + δ)( f (zn) − f (yn)),

zn+1 = f (zn) + 1
2 (β − δ)( f (yn) − f (zn)) + 1

2 (β + δ)( f (xn) − f (zn)), (8.4)

where xn, yn, zn ∈ R are the states of the system and f is the logistic map f (x) =
1 − αx2. In this section, we discuss the mechanism for the generation of unstable
quasi-periodic orbits of the system.

If the three states synchronize, i.e., xn = yn = zn , the system (8.4) is reduced to
the one-dimensional logistic map:

xn+1 = f (xn).

Therefore, the system (8.4) has all possible solutions of the logistic map as the syn-
chronization solutions although those solutions may be unstable. Using the solutions
of the logistic map, we represent a synchronization fixed point as follows:

xn = yn = zn = x∗, x∗ = f (x∗) = −1 + √
4α + 1

2α
.

The stability of the fixed point is determined by the eigenvalues of a Jacobian matrix
of the system. The Jacobian matrix J ∗ at the fixed point is represented as follows:

J ∗ = γ

⎛

⎝
1 − β

β+δ
2

β−δ
2

β−δ
2 1 − β

β+δ
2

β+δ
2

β−δ
2 1 − β

⎞

⎠ ,
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where γ = f ′(x∗) = 1 − √
4α + 1. The Jacobian matrix has a real eigenvalue and

a conjugate pair of complex eigenvalues:

μ1 = γ, μ2,3 = γ
2 − 3β ± i

√
3δ

2
.

If the absolute values of all eigenvalues are less than one, the fixed point is stable.
We consider two cases in which the fixed point is destabilized by the distinct

settings of the eigenvalues: (a) |μ1| < 1 < |μ2,3| and (b) |μ1|, |μ2,3| > 1. We show
the dynamics of cases (a) and (b) in Fig. 8.1a and b, respectively. The dashed line
shows the synchronization set (xn = yn = zn) in which all synchronization solutions
occur. The fixed point exists in the synchronization set (shown as the gray dot). In
case (a), since the absolute value of the complex eigenvalue |μ2,3| is greater than
one, the Neimark-Sacker bifurcation occurs. Then, the system is desynchronized and
the stable quasi-periodic orbit emerges around the unstable fixed point (Fig. 8.1a).

In case (b), a quasi-periodic orbit exists similarly to case (a) because |μ2,3| > 1.
However, since μ1 is less than -1, the period-doubling bifurcation occurs at the same
time. The quasi-periodic orbit is stable on its stable manifold as shown in Fig. 8.1b.
However, the outer states except the stable manifold converge to the stable period-2
points. Therefore, this quasi-periodic orbit is unstable and has saddle-type instability.
Using the control methods, we aim to stabilize this unstable quasi-periodic orbit.

(a) (b)

Fig. 8.1 Stable and unstable quasi-periodic orbits of the coupledmap lattice (8.4). a The parameters
are fixed at (α, β, δ) = (0.7, 0.02, 0.5), in which the eigenvalues are |μ1| < 1 < |μ2,3|. The solid
circle shows the stable quasi-periodic orbit. The gray dot shows the unstable fixed point. The dashed
line shows the synchronization set. b (α, β, δ) = (0.79, 0.02, 0.06), in which |μ1|, |μ2,3| > 1. The
dotted circle shows the unstable quasi-periodic orbit. The period-2 points are stable in this case
(shown as black dots)
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8.4 External Force Control

The external force control was proposed by Pyragas to stabilize unstable periodic
orbits [13]. The feedback input is defined by the difference between the current state
and the external force that is the unstable periodic orbit itself. The control system is
defined by:

xn+1 = F(xn) + K un, (8.5)

where K is the matrix of the feedback coefficients, un is the feedback input,

un = yn − xn,

and yn is the external force. If the unstable periodic orbit is stabilized, the feedback
input vanishes (i.e., yn − xn = 0). Therefore, only a small external force is used to
stabilize the unstable periodic orbit [13].

To apply the external force control to stabilize the unstable quasi-periodic orbit,
it is necessary to determine the orbit itself in advance. If we find the stable manifold,
we would be able to determine the unstable quasi-periodic orbit because the orbit
is stable on it. In general, however, it is difficult to determine the stable manifold
analytically. Fortunately, a method that numerically estimates the orbit on the stable
manifold has been proposed based on a bisection method [6].

We consider two initial points on either side of the stable manifold and their
midpoint (Fig. 8.2).When each point is mapped by the system equation, themidpoint
and the initial point 2 approach each other, whereas the initial point 1 is separated
from them. Therefore, by observing the dynamics, we can identify the side on which
the midpoint is located relative to the stable manifold. We replace the initial points
with themidpoint and the initial point 1,which aremore proximately located on either
side of the stable manifold than the two initial points. These two points approximate

Fig. 8.2 Bisection method
to find the stable manifold.
The two initial points are
given. When each point is
mapped (shown as 0, 1, and
2), the midpoint and the
initial point 2 approach each
other. The initial point 1 and
the midpoint are more
proximately located on either
side of the stable manifold
than the two initial points

0

1

2

0

1

2

initial point 1

initial point 2

midpoint

period-2 point

period-2 point

stable manifold
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a point on the stable manifold with arbitrary precision by iterating this process.
Furthermore, by mapping the approximated point, we can obtain the orbit on the
stable manifold [6]. We use the unstable quasi-periodic orbit estimated numerically
by this bisection method as the external force yn .

To understand the structure of the external force control, we assume that the
external force yn is derived from a system identical to the control-free system:

yn+1 = F(yn). (8.6)

Note that (8.6) holds for the orbit yn , although it is unstable. We introduce the
following transformation [4, 12]:

Un = yn + xn

2
, Vn = yn − xn

2
.

The control system represented by (8.5) and (8.6) is rewritten as follows:

Un+1 = F(Un + Vn)/2 + F(Un − Vn)/2 + K Vn,

Vn+1 = F(Un + Vn)/2 − F(Un − Vn)/2 − K Vn . (8.7)

If the stabilization is achieved, Un = yn and Vn = 0.
This transformation has been discussed from the viewpoint of synchronization in

dynamical systems [4, 12]. In synchronization theory, the manifold Vn = 0 corre-
sponds to a synchronization hyperplane on which the two systems (8.5) and (8.6)
synchronize. If the origin of Vn is stable, i.e., the transverse direction of the synchro-
nization hyperplane is stable, the synchronization between the two systems is stable.
Although the driving orbit is assumed to be an attractor in synchronization theory,
this discussion holds even if it is an unstable orbit.

To evaluate the stability of the external force control, we calculate the Lyapunov
exponents of the subsystem (8.7). Since we evaluate the stability on Vn = 0, we
linearize (8.7) at the origin of Vn :

Vn+1 = (F ′(yn) − K )Vn, (8.8)

where F ′ is the Jacobian matrix of F . The largest Lyapunov exponent λ1 of (8.8) is
defined by:

λ1 = lim
N→∞

1

N
log

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

N∏

n=0

(F ′(yn) − K )v

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
,

for almost any vector v [3]. If the largest Lyapunov exponent is negative, the origin of
Vn is stable and hence the external force control stabilizes the unstable quasi-periodic
orbit. These Lyapunov exponents are called conditional Lyapunov exponents because
they are calculated for the subsystem driven by the external force [12].
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Fig. 8.3 Results of the external feedback control for the coupled map lattice (8.4). We show the
average feedback input (top) and the largest Lyapunov exponent (bottom) as a function of the
feedback coefficient k. The parameters are fixed at (α, β, δ) = (0.79, 0.02, 0.06)

In Fig. 8.3, we show the results of the external feedback control for the coupled
map lattice (8.4). We assume that the feedback input is given to only the state xn :

K =
⎛

⎝
k 0 0
0 0 0
0 0 0

⎞

⎠ , (8.9)

where k is the feedback coefficient. The average feedback input is defined by the
average of the input strength ||un||. If the average feedback input is sufficiently small,
the stabilization is achieved. In Fig. 8.3, the unstable quasi-periodic orbit is stabilized
when the largest Lyapunov exponent is negative.

8.5 Delayed Feedback Control

The delayed feedback control was also proposed by Pyragas to stabilize unstable
periodic orbits [13]. The feedback input un is defined by the difference between the
d-past state and the current state:

un = xn−d − xn,



8 Stabilization Control of Quasi-periodic Orbits 99

where d is equal to the period of the unstable periodic orbit. The control system
is the same as (8.5). Similarly to the external force control, if the stabilization is
achieved, the feedback input vanishes. However, whereas the external force control
requires the target orbit itself, the delayed feedback control does not require any
exact information of the unstable periodic orbit except its period.

Unfortunately, there is no delay d such that the feedback input vanishes in the
unstable quasi-periodic orbit because of its aperiodicity. However, since the quasi-
periodic orbit is almost periodic, we can choose a delay d in which the feedback input
is always small. The delayed feedback control may be applicable to the unstable
quasi-periodic orbit by using such a delay in the same way as the periodic case [5].

Using the unstable quasi-periodic orbit yn , we observe the average of the distance
||yn−d − yn|| between the d-past state and the current state. In Fig. 8.4, we show
the average distance for the coupled map lattice (8.4). When d ≤ 200, the delay
that gives the smallest distance is d = 59, which corresponds to a denominator of
a convergent explained in Sect. 8.2. In this sense, we can also choose such a delay
by using only the rotation number that generates convergents. We use the delays
giving the five smallest distances as the candidates for the feedback delay (circles in
Fig. 8.4).

In Fig. 8.5, we compare the unstable quasi-periodic orbit to an orbit of the delayed
feedback control with the delay d = 59. The matrix of the feedback coefficients K is
the same as (8.9). In this case, the stabilization is achieved in the sense that the orbit of
the delayed feedback control lies in the neighborhood of the unstable quasi-periodic
orbit. However, since the feedback input does not vanish, the difference between the
two orbits does not disappear.

In Fig. 8.6, we show the average feedback input for d = 59, 175, and 177. The
other candidates d = 118 and 116 are even numbers and the system has stable period-
2 points. Since the feedback input vanishes for the period-2 points in these cases, we
exclude them. Whereas the average feedback input of d = 59 is sufficiently small,
the stabilization is not achieved for d = 175 and 177.

Fig. 8.4 Average distance
between d-past state and
current state for the coupled
map lattice (8.4). When
d ≤ 200, the delays giving
the five smallest distances
are 59, 118, 175, 177, and
116 (indicated by circles).
The parameters are fixed at
(α, β, δ) =
(0.79, 0.02, 0.06)
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Fig. 8.5 Unstable
quasi-periodic orbit (solid
circle) and orbit of the
delayed feedback control
(dashed circle) for the
coupled map lattice (8.4).
The orbits are projected onto
the x–y plane. A partial area
of the orbits is enlarged to
indicate the difference
between them. The delay is
d = 59 and the feedback
coefficient is k = −0.4. The
parameters are fixed at
(α, β, δ) =
(0.79, 0.02, 0.06)
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Fig. 8.6 Average feedback
input of the delayed feedback
control for the coupled map
lattice (8.4). We use the
delays d = 59, 175, and 177.
The profiles of d = 175 and
177 almost overlap with each
other. The parameters are
fixed at (α, β, δ) =
(0.79, 0.02, 0.06)
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From the viewpoint of the stabilization of the unstable quasi-periodic orbit, a
smaller feedback input is required. We here attempt to realize a small feedback input
by usingmultiple feedback delays. Asmentioned in Sect. 8.2, the quasi-periodic orbit
is topologically conjugate to the irrational rotation.We consider a delayed phase θn−d

in the phase domain. Using the irrational rotation, we can represent the current phase
by the delayed phase:

θn = θn−d + dω, (8.10)

where ω is the rotation number. Let 〈dω〉 be the fractional part of dω. Intuitively, the
phase difference between θn and θn−d is defined by 〈dω〉 from (8.10). However, we
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require that the phase difference represents the lead and lag of the delayed phase for
the current phase. Therefore, we define the phase difference by:

D(θn, θn−d) =
{ 〈dω〉 if 〈dω〉 < 0.5

〈dω〉 − 1 otherwise
. (8.11)

We consider two delays, d1 and d2, and their phase differences from the current
phase:

D1 = D(θn, θn−d1), D2 = D(θn, θn−d2).

From the definition of the phase difference (8.11), D1 and D2 are constant and
independent of time n. If both delays give small feedback inputs, D1 and D2 are also
small.

The state of the quasi-periodic orbit is represented by the phase via the homeo-
morphism ψ . Thus, we represent the current state yn by using a linear interpolation
of the delayed phases:

yn = ψ(θn) ≈ ψ(θn−d2) − ψ(θn−d1)

θn−d2 − θn−d1
(θn − θn−d1) + ψ(θn−d1). (8.12)

Equation (8.12) can be rewritten by using the phase differences D1 and D2 (Fig. 8.7):

yn ≈
(

1 − D1

D1 − D2

)

yn−d1 + D1

D1 − D2
yn−d2 , (8.13)

where yn−d1 = ψ(θn−d1) and yn−d2 = ψ(θn−d2). As shown in Fig. 8.7, the interpo-
lated state is closer to the current state yn than either of the delayed states yn−d1 and
yn−d2 if D1 and D2 are sufficiently small. Therefore, by using two delays, we can
obtain a smaller feedback input than that of a single delay.

Fig. 8.7 Linear interpolation
of current state. Although the
homeomorphism ψ is a
vector function, we show
only a component in it. The
phase domain is enlarged at
the current phase θn . The
interpolated state is closer to
the current state than either
of the delayed states

θnθn−d1 θn−d2
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Since D1 and D2 are constant, we introduce a constant parameter τ :

τ = D1

D1 − D2
. (8.14)

Using (8.13), we construct the feedback input:

un = (1 − τ)xn−d1 + τ xn−d2 − xn .

Note that we require no information of the homeomorphismψ in the feedback input.
The parameter τ can be determined if the rotation number ω is given.

In the unstable quasi-periodic orbit of Fig. 8.5, the rotation number is estimated
to be ω ≈ 2622/5335 = 0.491 . . .. Using (8.11), we calculate the phase differ-
ences of the delayed states from the current state (Table8.1). To apply the linear
interpolation method to the delayed states, it is necessary that the phase differ-
ences of the two delays have different signs. Therefore, we use pairs of the delays
(d1, d2) = (59, 175), (59, 116), (118, 175), (175, 177), and (177, 116). Although
the above condition holds for the pair (d1, d2) = (118, 116), we exclude this pair
because the feedback input vanishes for the stable period-2 points. The parameter τ

is calculated for each pair by using (8.14).
In Fig. 8.8, we show the results of the delayed feedback control with the two

delays. Since the feedback input is sufficiently small except that for the case of
(d1, d2) = (175, 177), the stabilization is achieved. In the delays except (175, 177)
and (177, 116), we obtain a smaller feedback input than that of the single delay.

Table 8.1 Phase differences of delayed states for the coupled map lattice (8.4)

Delay d 59 118 175 177 116

Phase difference D (×10−3) −3.19 −6.37 7.50 −9.56 10.7

Parameters (α, β, δ) = (0.79, 0.02, 0.06)

Fig. 8.8 Average feedback
input of the delayed
feedback control with two
delays for the coupled map
lattice (8.4). The pairs of
numbers show the delays
(d1, d2). For comparison, we
show the profile of the single
delay d = 59 (dashed
curve). The parameters are
fixed at (α, β, δ) =
(0.79, 0.02, 0.06)
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8.6 Pole Assignment Method

As mentioned in Sect. 8.3, in the coupled map lattice, if the absolute value of the
complex eigenvalue |μ2,3| at the fixed point is greater than one, the quasi-periodic
orbit occurs. At the same time, if the absolute value of the real eigenvalue |μ1| is
greater than one, the period-2 points are stable and the quasi-periodic orbit is unstable.
Therefore, if we can stabilize only the real eigenvalueμ1, a stable quasi-periodic orbit
is realized. This type of control method is known as the pole assignment method and
is widely used in control theory [15].

The eigenvalues of the Jacobian matrix J ∗ at the fixed point are given by solutions
of s in the following equation:

det(s I − J ∗) = 0,

where I is the identity matrix, det(·) implies the determinant of a matrix, and the
left side of the equation corresponds to the characteristic polynomial of J ∗. Thus, if
μ1, μ2, . . . , μM are the eigenvalues of J ∗, the characteristic polynomial is given by:

det(s I − J ∗) = (s − μ1)(s − μ2) · · · (s − μM ).

Since a quasi-periodic orbit is assumed to exist, there is at least a conjugate pair of
complex eigenvalues whose absolute values are greater than one. We here assume
that only μ1 is an unstable real eigenvalue (|μ1| > 1). The aim of the control is to
replace μ1 with a stable real eigenvalue μ̂ where |μ̂| < 1. If such a fixed point is
realized, its characteristic polynomial is expressed by:

q(s) = (s − μ̂)(s − μ2)(s − μ3) · · · (s − μM ). (8.15)

The feedback input is defined by the difference between the fixed point and the
current state:

un = x∗ − xn,

where x∗ is the fixed point. The control system is the same as (8.5). Then, the
characteristic polynomial of the control system is given by:

rK (s) = det(s I − F ′(x∗) + K ). (8.16)

If we can design the feedback coefficients K such that rK (s) = q(s), the fixed point
of the control system (equivalent to x∗) has the objective eigenvalues. It is necessary
that all coefficients of rK (s) and q(s) are equivalent. Since we do not change the
eigenvalues except μ1, the quasi-periodic orbit can be stabilized.

Strictly speaking, this control method does not imply the stabilization of the
unstable quasi-periodic orbit itself. Since x∗ is a constant and xn is a quasi-periodic
orbit, the feedback input is large and hence the controlled quasi-periodic orbit is
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obviously distinct from the unstable quasi-periodic orbit. However, since the control
can be carried out by using only the information of the fixed point, the design of the
control system is markedly simple in comparison with the previous control methods.

In the coupledmap lattice,we consider a restrictedmatrix of feedback coefficients:

K = k

⎛

⎝
1 1 1
1 1 1
1 1 1

⎞

⎠ .

We find the feedback coefficient k such that rK (s) = q(s) holds. For example, the
coefficients of s2 in rK (s) and q(s) are respectively given by:

3k − 3γ (1 − β), γ (3β − 2) − μ̂.

Since these coefficients are equivalent to each other, we obtain the feedback coeffi-
cient k:

k = γ − μ̂

3
.

This relationship holds for the other coefficients of the characteristic polynomials.
Although this is a restricted case, the necessary and sufficient conditions for the
existence of K and the efficient design methods in general cases have been discussed
in control theory [15].

In Fig. 8.9, we show an orbit of the pole assignmentmethod. Although a difference
from the unstable quasi-periodic orbit is noticeable, a stable quasi-periodic orbit can
be observed by using the pole assignment method. Since the feedback coefficient is

Fig. 8.9 Unstable
quasi-periodic orbit (solid
circle) and orbit of the pole
assignment method (dashed
circle) for the coupled map
lattice (8.4). The orbits are
projected onto the x–y plane.
The controlled eigenvalue is
assigned to μ̂ = −0.9 and
the feedback coefficient is
calculated to be
k = −0.0465. The
parameters are fixed at
(α, β, δ) =
(0.79, 0.02, 0.06)
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Fig. 8.10 Bifurcation diagrams of control-free system (top) and control system by the pole assign-
ment method (bottom). We use α as the bifurcation parameter. Boxes show orbits on the x–y plane
for corresponding α shown by vertical dashed lines. The controlled eigenvalue is μ̂ = −0.9. The
other parameters are fixed at (β, δ) = (0.02, 0.06)

determined directly from the system parameters, the control method can be applied
to a variety of parameter values more easily than the previous methods. In Fig. 8.10,
we compare the bifurcation diagram of the control system to that of the control-
free system. In the control-free system, the period-doubling bifurcation to chaotic
orbits is observed. In the control system, a quasi-periodic orbit on an invariant closed
curve, which is the target orbit, can be observed for a wide range of parameter values.
However, besides the invariant closed curve, we observe a period-2 quasi-periodic
orbit (double closed curves) and a chaotic orbit. Since this control method does not
stabilize the quasi-periodic orbit directly, nor does it prevent the orbit from changing
its stability, the orbit stabilization is not always guaranteed. In general, this control
method is applicable to only parameter values in neighborhood of the Neimark-
Sacker bifurcation in which the unstable quasi-periodic orbit does not disappear.

8.7 Conclusions

We have applied three control methods, the external force control, the delayed feed-
back control, and the pole assignment method, to stabilize an unstable quasi-periodic
orbit. From the viewpoint of stabilization control, the reproducibility of the unstable
quasi-periodic orbit is an important factor. In the delayed feedback control, however,
there is an inevitable difference between the controlled and unstable quasi-periodic
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Table 8.2 Reproducibility of unstable quasi-periodic orbit and prior knowledge of control

External force control Delayed feedback control Pole assignment

Reproducibility High Middle Low

Prior knowledge Large (orbit) Middle (rotation number) Small (fixed point)

orbits because a quasi-periodic orbit is almost periodic and there is a delay mismatch
between the delayed state and the current state. In the pole assignment method, since
the control is applied to a fixed point, the stabilization of the unstable quasi-periodic
orbit is indirect and an intrinsically distinct quasi-periodic orbit is stabilized.

On the other hand, prior knowledge required to stabilize the unstable quasi-
periodic orbit is also an important factor. The external force control is the most
direct method for the stabilization. However, this method requires the unstable quasi-
periodic orbit itself as the external force constructed in advance. In the delayed feed-
back control, although calculation of the rotation number from the unstable quasi-
periodic orbit is required, suitable delays may be found by applying the delayed
feedback control exhaustively to many delays. On the other hand, since the pole
assignment method involves the control to a fixed point, we can apply advanced con-
trol theory in which the control is feasible even if there is no adequate knowledge of
the system. In Table8.2, we summarize the three control methods from the viewpoint
of the reproducibility of the unstable quasi-periodic orbit and the prior knowledge to
control it. Since these factors have a trade-off relationship, it is necessary to choose
a method by considering the required reproducibility.
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