Chapter 10
Ultra-discretization of Nonlinear Control
Systems with Spatial Symmetry

Masato Ishikawa and Takuto Kita

10.1 Introduction

Nonlinear control systems, as well as nonlinear dynamical systems in general,
are usually referred to nonlinear ordinary differential equations expressed by x =
f(x,u), where x € M is its state, M is a smooth manifold of states, u € U C R"
is the control input included in the set of admissible controls U, and f if a smooth
mapping f : M x U — TM.

Now, let us think of its discrete alternative in full sense, i.e., behavior of a system
whose variables are all discrete with respect to spacio-temporal axes. Suppose M, is
a finite set corresponding to a discrete version of the state space, Uy is also a finite set
of admissible control symbols. Then consider a discrete-valued difference equation

xlk+ 1] = fa(x[k], ulk]l), x € My, ue Uy, fa:MgxUz— My

where k € Z denotes the time step instead of the continuous time ¢ € R. This
approach is often called em ultra-discretization, mainly along the context of math-
ematical analysis of integrable systems such as various soliton equations [3]. The
prefix ultra-distinguishes the problem from so-called discrete-time systems, in the
sense that the dependent variable x is supposed discrete, as well as the independent
variable k. Upon facing to these ultra-discrete control systems, we are naturally led
to discuss which sort of controller design framework (i.e., how to design a state
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feedback law u[k] = k(x[k]) to fulfill the design requirement) can be established.
This is the central motivation in this chapter.

It would be technically possible to develop systems theory for general class of
My, U and f;. However, in this chapter, we dare to confine ourselves to a specific
class of systems in the following manners:

e M, is not only a mere collection of elements, but is associated with some structure
such as symmetry.

e There exist some first principles behind the system dynamics. In other words, f;
should be derived from some discrete version of first principles, not by straight-
forward discretization of f (see Fig. 10.4 below).

From these points of view, in this chapter, we consider to discuss discrete-valued
alternative of planar locomotion of rigid bodies. Planar locomotion is inherently
symmetric under isometric transformation, i.e., invariant under action of translation
and rotation without mirror reflection. The set of such a transformation is identi-
fied with the special Euclidean transformation group, say SE(2), parameterized by
{((x,y,0)|x e R,y € R,0 € S} ~ R? x S. The configuration space of the vehicle
SE(2) is supposed to be discretized as a hexagonal cellular space [6], while the shape
space (or joint space, usually referred to T") is also discretized as Zg of modular
arithmetic.

Control problems in planar locomotion have been attracting much interest of
nonlinear control theorists and robotics researchers since early 90s. Some notable
properties of such a system include: (1) the set of equilibria forms a submanifold of
the state space rather than an isolated point, (2) any equilibrium cannot be asymp-
totically stabilized by continuous state feedback as pointed out by Brockett [2], (3)
nevertheless the equilibrium can be reached from its neighborhood if it satisfies
the Lie algebra rank condition [10]. As the conventional control theory of planar
locomotion is based on nonintegrable nature of kinematic constraints, we start from
considering a discrete-valued version of nonholonomic constraints (an integer-valued
equation of integer variables), then discuss how the admissible motion that satisfies
the constraint look, compared to the continuous ones. Here we re-emphasize that the
issue addressed here is (relevant, though) different from a discretization of contin-
uous nonlinear systems or nonlinear sampled-data systems [1, 7, 9, 13]. In other
words, the resulting behavior can rather be viewed as a special class of cellular
automata [11, 12]. Our standpoint is just to observe what should happen, starting
from the discrete constraints as principal rules. This chapter partially includes the
results obtained by the authors, reported in [4].

In the rest of the chapter, ¢t € R denotes the time in continuous case, while k € Z
denotes the time step in discrete case. Moreover, we often use the following short-
form notation, C; := cos ;, S; := sin0;, C;; := cos(0; —0;) and §;; := sin(6; —0;)
to save the space.
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10.2 Basic Properties on the Hexagonal Cellular Space

10.2.1 Coordinate Settings

Suppose a tessellation of two-dimensional euclidean space R? with unit hexagons,
as shown in Fig. 10.1. Let O be a center of a hexagon. The x-axis is the line passing
through O which is assumed perpendicular to the edge of a hexagon, while y-axis
passes through one of its vertex (alternative definition can be possible). Here we
introduce the following three constants will play important roles throughout this
chapter,

which satisfy following elementary relations
012—}—,132: 1, az—ﬂzz—a.

Each cell is identified with the (x, y)-position of its center, e.g., («, ), (1 + «, B)
or (2,2p8) in Fig. 10.1.

For 6 refers to an angle on this space, it should be confined to 0, £y, +2y, £3y,
..., where 3y and —3y are identified to each other. As slight abuse of notation, we
identify yi (i € Z) with i itself, as long as it causes no confusion. In other words,
the space of angles is identified with the set of integers modulo 6:

Ze =1{0,1,2,3,4,5} = {0, £1, £2, 3},

The integer 3 € Zg will be treated as discrete counterpart of 7 € S. Similarly, cos 8
actually implies cos y 6 for any discrete angle 6 € Z¢. The cosine and sine of discrete
angles are summarized in Fig. 10.2. Fundamental trigonometric identities, such as
angle addition formulae, naturally hold as in the continuous case.

Fig. 10.1 Coordinate 1
settings on the hexagonal Ya "_“
cellular space and the unitary

constants used for the |<a>|
coordinates

| = |

(2,28) i

(. 8) [1+a,B) Yy

(0,0)

8y
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Fig.10.2 Cosine (left) and sine (right) functions defined on the hexagonal cells. The symbols shown
in the cells indicate values of functions at corresponding direction (e.g., cos(1) = «). Symbols shown
between two cells indicate their differences (e.g., cos(2) —cos(l) = (—a) —a = —1.)

In summary, we define the whole configuration space of planar rigid body, say
SEg (2), as follows:

X ny +odd(y)a
SE;(2) = y| = nyp Ny Ny € L,ng € Lg =7 X 1L X ZLg,
0 ne
(10.1)

where odd(y) is 1 if y is an odd integer, 0 otherwise.

10.2.2 Basics of Difference Calculus in Concern

For a function f(6), we define
Agf = f(O+ A0)— f(0),

where |AfB| < 1. Ay f is simply denoted by Af if the argument is obvious. Note
that A f depends on both 8 and A6. By definition, Af = 0if A8 = 0.

Differentiation of trigonometric functions are derived as follows. First, note that
cosine and sine of small angles are formulated by (see Fig. 10.2)

cos A0 = 1 — aAB?, sin A§ = BAG (f|A0] < 1).
Therefore

cos(f + AB) — cos = cos 6 cos AO — sin 6 sin AO — cos
= —sin Afsinf 4 (cos AG — 1) cos 6
= —BAOsinf — aAO? cos b,



10 Ultra-discretization of Nonlinear Control Systems ... 125

Table 10.1 Discrete version of calculus; differences of trigonometric functions for |[A6| = 1
Acosf

6=-2 0=—-1 |6=0 |6=1 |6=2 |6=3
A6 =1 (i.e., cos(6 + 1) — cos ) 1 o —a —1 —«
AO = —1(i.e,cos(d — 1) —cosb) | —« —1 —a o 1
Asinf
A0 =1 (i.e., sin(@ + 1) —sin0) 0 B B 0 —-B —-B
AO = —1(i.e.,sin(@ — 1) —sin ) B 0 -B —-B 0 B

sin(@ + AfB) — sinf = sinf cos A9 + cos O sin A9 — sinf
= sin A6 cos6 + (cos A — 1) sin O
= BABO cos® — a AB? sin 6.

Thus we have the basic difference formulae

Acosf = —BAHsinf — aAO? cosb, (10.2)
Asinf = BA6Ocosb — aAB%sind. (10.3)

In contrast to continuous differentiation, we should note that the differences are
neither linear nor symmetric with respect to A, due to the presence of AG2. This
asymmetry will yield the discrepancy between the continuous and discrete cases in
the following discussion. Moreover, differential algebraic relations such as (sin 0)" =
cos @ and (cosf) = —sin®d do not hold in the discrete case, while the following
phase shift relations are satisfied (Table 10.1):

Acos = cos(6 +2A0),
Assing = sin(0 + 2A0).

10.3 Locomotion Under Nonholonomic Constraints

10.3.1 Derivation of the Continuous Single-Cart Model

Let us start with a simple example concerning planar locomotion of single rigid body,
which we call a single cart, shown in Fig. 10.3(left). The state vector of this system
is & = (x0, y0,00) € X', 2 := SE(2) where (xg, yp) implies its position and 6y
implies its orientation angle relative to the x-axis. We assume that the cart is not
permitted to slide sideways. This means the nonholonomic constraint

Yo cos By — xg sinfy = 0 (10.4)
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admissible f

admissible cell
direction / S /
o,
(0. 90} ; . (0, y0)s" ;
:',. A
inadmissible admissible cell = *
direction
continuous case discrete case

Fig. 10.3 Single cart: nonholonomic constraint imposed by the rolling wheels

should be satisfied. The state equation, derived from the kinematic relation, is given
by the following differential equation

§=g1&)u1 + g2(&)uz, (10.5)
cos 6y 0
gi1(§) = |sinbp |, £(@&):=|0],
0 1

where u; € R is the forwarding velocity and u> € R is the heading angular velocity.
Each point & € 2" can be an equilibrium by setting u = 0. Brockett’s stabilizability
theorem [2] tells us that this system is not asymptotically stabilizable by any smooth
time-invariant state feedback law. This system, in turn, is called controllable if any
two equilibria can be reached from each other [10]. This is indeed satisfied since its
controllability Lie algebra

€ (&) := span{gi(§), g2(8), [g1, &21(8)} (10.6)
has dimension 3 at V& € 2, where
3 3 sin 6
lg1, g21(8) :== 8%25'1 - %gz = —cgs o

10.3.2 Derivation of the Discrete Version

Now let us discuss what happens if the single cart is placed on the hexagonal cellular
space (Fig. 10.3, right). The state vector of this systemis & = (x¢, Yo, 6o) as the same
as in the continuous case, but it must be an element of 2" = SEg (2).

Next, let us think of a condition which prevents the cart from sliding sideways.
Let Axg denote the progress of the variable x¢ from the current step k to the next
step k + 1, i.e.,
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Axg = xolk + 1] — xo[k]. (10.7)

Ayp and A6y are defined in the same manner. Then the discrete version of the
nonholonomic constraint is given by

Aypcosy — Axgsinfy = 0. (10.8)

Supposeu; € {—1, 0, 1}is the forwarding velocity and uy € {—1, 0, 1} is the heading
angular velocity. Then the state equation of the cart is immediately obtained as

AXxq cos fp 0
Ayo | = | sinfy Jui + | 0] usz, (10.9)
A6y 0 1
or equivalently,
A = g1(§)ur + g2(8)uz, (10.10)
cos 6y 0
g1(€):={sinfy |, g(&):=]0
0 1

The process of this derivation is summarized in Fig. 10.4. What we have derived
here is an integer-valued difference equation that satisfies the discrete nonholonomic
constraint (10.8), which should be distinguished from a direct discretization of the
continuous differential equation (10.5) although it apparently seems to be.

* Continuous Constraints ¢ Discrete Constraints

ycosh —asinf =0 Aycosf — Azxsinf =0

this work
Derivation Derivation

* Continuous System * Discrete System
cos 6 0 —_— cos 0
g= |sin®| ui+ 0| us general Ag= |sinf| u + |0] us

discretization 2

A@ 3
A@ % (x0,30),”
(o, y0) /

Fig. 10.4 Overview of the discretization approach in this work. At first, the continuous constraint
(nonholonomic velocity constraint) is replaced by its discrete couterpart, then the description of
dynamics (state equation) is derived which conform to the constraint
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Fig. 10.5 Primitive periodic input patterns. Sequence of control inputs u[k], u2[k] € {1, 0, —1}
are chosen so that each of their average over a period is zero

10.3.3 Holonomy and the Lie Bracket Motion

Using the discrete model of a single cart obtained above, let us investigate discrete
version of holonomy, i.e., the net effect of periodic inputs. Figure 10.5 shows primitive
8 patterns of four step periodic input signals with unit amplitude. The input (') is
the time-reversal signal of (a") and vice versa, and so for other pairs.

Figure 10.6 shows the effect of these inputs starting from the origin. The effect
of (a’) is just the opposite to that of (a) and so for the other pairs. In essence, the
holonomy is split into two types, the effect of (a)(b) and that of (c)(d).

As an analogy from the continuous case, we expect it possible to analyze this
effect by some discrete counterpart of Lie bracket. For this purpose, let us first define
discrete version of Jacobian matrix.

—BAOYS) — a AGSCo
Agi = g1(§ + A8 —gi1(5) = | BAGCo—ard3Sy |,

0
Fig. 10.6 Effect of Lie initial state: (z,y,6) = (0,0,0),
bracket; motions of the
single cart resulting from the (a") or (b") (c") or (d)
periodic input patterns corresponds to corresponds to
—lg1, 92+ —[91, g2]—

7
\

ot

R — 91
(c)or (d) (a) or (b)
corresponds to corresponds to

l91, 92]- [91, 92+
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where Sy = sin6y, Co = cos6y. The problem here is that Ag; is not linear with
respect to A& due to the presence of AG&. Now, let us remember that AO& may
be replaced by the linear term, i.e., Aé‘g = Afy if Aby > 1, while Aé‘g = —Aby

if ABy < —1. Then this leads us to define two branches of Jacobians J4(g1) and
J_(g1), as follows:

00 —BSy — aCo 00 —BSy+ aCo
Jy(g): =100 BCo—aSy |, J-(g1):=]00 BCo+aSy |,
00 0 00 0

which enable us to rewrite Agj as

Aot — Jy(gnAE, if Aby > 0,
8171 J_(g)AE, if Ay < 0.

Using J4 and J_, we can define the following two branches of Lie brackets:

BSo + aCy
(g1, 821+ (8) = J+(g2)g1 — J+(g)g2= | —BCo+aSo |,
0
BSo —aCy
(g1, 82]1-(§) :==J (g2)g1 — J-(gg2 = | —BCo — aSo
0
Their values at &€ = 0 are:
1 0 o —o
g10)=1{0], £20)=|0], [g1,&1+O)=|-8], [g1.&]- O =[-8],
0 1 0 0

which are consistent with the actual displacements shown in Fig. 10.6.

10.4 Connected Rigid Bodies: Locomotion Under
both Nonholonomic and Holonomic Constraints

10.4.1 Cart-Trailer Systems

In this section, we consider planar locomotion of multiple rigid bodies connected to
each other. Suppose a cart towing ¢ trailers as shown in Fig. 10.7(left). Each of the
carts 0, ..., £ — 1 has a free joint on the center of its wheel axis, which connects the
following cart to itself. The length of each connecting link is supposed to be 1. The
state vector is



130 M. Ishikawa and T. Kita

each pair should lie

in neighboring cells s 0
(an y())

(1’2:?/2) bo 4

¥ (.7}2,1/2) X (Ilvyl)

Q

/\0r
(«Tév ye) continuous (-TE ) M discrete

case

case

Fig. 10.7 Cart-trailer system is composed of a heading cart with articulated trailers, which under-
goes holonomic constraints due to rigid linkage

£ = (x0,0,60,...,00) € X,
2 :=SE(Q2) x T¢ 1,

where (xg, yo) denotes the position of the truck (cart 0) and 6; denotes the orientation
of the carti fori =0, ..., £. This system undergoes £ + 1 nonholonomic constraints

yicosf; —x;jsinf; =0, i=0,...,£—1 (10.11)
and £ holonomic constraints of rigid linkage as well:

Xi = Xj41 +cosbiqy,
Vi = Yi+1 +sinb;4q,

We also have to pay attention to the joint limitation
0iy1 —6il <m, i=0,...,¢4—1.

By taking all the constraints into account, the state equation is obtained as

& =g1&)ur + g26)uz, (10.12)
cos 6y 0
sin 6y 0
0 1
g1) = —sin(6; — 6p) , &)= ol
—sin(6y — 01) cos(61 — 6p) 0
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where u1 is the forwarding velocity and u; is the heading angular velocity of the
truck (cart 0). It is easy to show that this system is also controllable by analyzing its
controllability Lie algebra.

10.4.2 Derivation of the Discrete Version

Now let us turn to consider the discrete counterpart (Fig. 10.7, right). Each cart
is placed on the hexagonal cells, thus each joint angle is the difference between
adjoining cart orientation, e.g., 0;+1 — 6;. We also assume that the joint angles are
limited to

i1 —6il <3, i=0,...,0—1.
The state vector is

£ = (x0.0.00.....00" € Z,
2 =SEp(2) x 2§ .

Control inputs are assigned to the velocity of the trucks, i.e., u; is the forwarding
velocity and u; is the heading angular velocity of the front cart, respectively:

AxoCo + AyoSo = u1,
AbBy = usof. (10.13)

Nonholonomic constraint for the wheels are
Ay Ci — Ax; S; =0, i=0,...,¢. (10.14)

Holonomic constraints for rigid linkage are

i=1,...,¢ (10.15)

Xi—1 =x; +Cj,
yi-1 =i + 8,

The holonomic constraints should be kept satisfied in every step; hence the constraints
in the next step

(xi—1 + Axi—1) = (x; + Ax;) + cos(0; + Ab;),
(10.16)

Yi—1 + Ayi—1) = (yi + Ay;) +sin(9; + AG;)
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should also hold fori =1, ..., £. The state vector of this system is
& = (x0, 0,00, -, 60) € SEn(2) x Zg™ .

In order to obtain a difference equation for this system, we have to eliminate
AXxy, ..., Axp, Ayr, ..., Aye, X1,..., X0, V1, ..., ye from (10.13)-(10.16) and
derive explicit expression of A&. (We eliminate 4¢ variables from 5¢ 4 3 equa-
tions, resulting in £ + 3 solutions). First, substituting (10.2), (10.3) and (10.15) into
(10.16), we have

Axi—1 = Ax; — BAG; S; — OlAQl-ZCi,
Ayi—1 = Ay + BAGC; — aAB?S;,

or equivalently,
[ Axi = Axo+ Xy (BAO;Si + a AOCi)
Ay; = Ay + Z;:l (—ﬂA@iCi + O!A@?S,‘) .
Computing Ay;_1C; — Ax;—1S; leads us
Ayi1Ci — Ax;1C; = Ay;C; — Ax; S; + BAO; = BAG;,

where the nonholonomic constraints (10.14) are used. Thus A#; can be obtained by
recursive computation

BAO; = Ayi—1Ci — Axi—1S;
i—1
= AyoCi — AxgSj — > (/mej(c,-c,- +518)) + aAO3(S;C) — C,»Sj))
j=1
i—1
= ~Siom1 = > (BAG;Cij —ano?sy;). (10.17)
j=1

where Cij = COS(@,‘ — 9]‘), Sij = sin(@,- — Qj).

10.4.2.1 Single Trailer

The simplest case is a single trailer system (¢ = 1), whose state vector is § =
(x0, Yo, 6o, 61 )T. The state equation is given by

A& = g1(&)ur + g2(8)uz,
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initial posture step 1 step 2 step 3
2 T /\f\ /\ZI/
reference
path Uy = -1 I
uy = —1 up =1 uz =1
L. —> initial

______________________________ I~ SJ00ONe:::

step 4 step 5 step 6 final posture

Fig. 10.8 Backward parking of the single trailer for linear reference path. The vehicle moves
rightward in parallel from the initial position

Co 0
So 0

g16) = 0 , &)= 1 (10.18)
—S10/B 0

Forwarding motion this trailer system is not difficult to imagine from the single
cart case. Backward motion is also possible, e.g., by a skillful steering shown in
Fig. 10.8.

10.4.2.2 Double Trailers

When the cart is towing two trailers, i.e., if £ = 2, the state vector is &
(x0, ¥0, 6o, 61, 62). Behavior of the first four state variables is as exactly the same as
in the previous case (10.18), while A6, can be derived using (10.17) as follows:

BAO, = —Syouy — BAOICyy — 06A912521

= —Sui + BS21Crou1 B — 2 5215 ou1

= —51Crou1 — 521510”1

/32

Note that the state equation is not linear with respect to u any longer; this implies
the system behavior changes depending on the sign of u;.
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Fig. 10.9 Trailer with joint occupies a cell
off-axle hitching; the joint is behind the front cart \
located in the middle of two
carts
“'"-‘ front cart
($07 yo)
rear cart ‘
(w1,91)

10.4.2.3 Trailer with Off-Axle Hitching

Suppose that the hinge joint is not precisely at the center of the rear axis (see
Fig.10.9). This configuration is so-called off-axle hitching, where its behavior is
slightly different from the previous case. In this case, the holonomic constraint (10.15)
is replaced by

i=1,...,¢ (10.19)

xi—1 =x; +Ci + Ci—1,
yi-1 =yi + 8 + Si-1,

The state equation is obtained by solving (10.19) and (10.14) for (Axg, Ayg, A6y,
..., ABp). The single trailer case (¢ = 1) is given as follows:

Co
So 0
AE = ui + . (10.20)
0 us
—S10/B —Crouz — aSiou3 /B

Unlike the on-axle case, the right-hand side is not linear in u, any longer, and the
steering input u; affects both A6y and A6;.

10.5 Reachability Issues

Now we proceed to discuss a crucial problem to observe the region that the mobile
robots can reach from given initial state. In the case of continuous systems, we could
apply continuous-valued inputs to mobile robots. In the discrete-valued cases, how-
ever, we can give only discrete-valued inputs and robots placed on the hexagonal
cellular space. This causes essential differences of reachable state between continu-
ous systems and discrete-valued nonholonomic mobile robot systems. In this section,
we define a stepwise reachability set as the collection of all reachable states within
the given number of steps.



10 Ultra-discretization of Nonlinear Control Systems ... 135

10.5.1 Definitions

We restart with a slightly general formulation of system dynamics, where the state
equation of a discrete-valued nonholonomic mobile robot systems is expressed as
the following difference equation of integral values:

Elk + 1] = §[k] + A§ = G(§[K], ulk]). (10.21)

Let {u[k]|k € Z,} be a series of inputs to be applied. Then the stepwise evolution
of the system state is given by

§[1] = G([0], u[0]) = G1(§[0], u[0D),
£[2] = G(&[1], u[1]) = G2(&[0], u[O0], ul1D),

§[k]l = G(§[k — 1], ulk — 11) = Gx(&[0], u[0], ..., ulk — 11),
where Gy is recursively defined by

G1(§[0], u[0]) := G(&[O], u[0]).

Definition 10.1 (Stepwise Reachability Set) For the integer-valued difference equa-
tions (10.21), the k-stepwise reachability set from the state &£[0], denoted by
A(&]0], k), is defined as

A(E[0], k) := {Gk(£[0], u[O], ..., ulk—1]),uljl € 2, j =0, ..., k—1},

where §2 is the set of all admissible inputs.

Definition 10.2 (Neighborhood) For an integer-valued state & € Z", its neighbor-
hood is defined as

NE) ={+G1.....080)", 8 e{=1,0,1},i=1,... N}

10.5.2 Application

Let us turn to consider how the k-stepwise reachability set grows as k increases, when
applied to the case of wheeled mobile robot we discussed in Sect. 10.3. Figure 10.10
shows a visualization of the k-stepwise reachability set of the single cart from £[0] =
0,0,0)T.

In Fig. 10.10, thick-lined hexagons imply the reachable cells by k steps for k =
1,2, 3, 4. These cells contain some colored triangles, which imply the reachable
“orientation” by k steps. For instance, the 1-step reachability set consists of
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0,0,0)7, 0,0, )7, (0,0, =17, (1,0,0)T, (=1,0,0)T.

Atk = 1, the cart can move only in the initial orientation due to the nonholonomic
constraint (10.8), namely, it cannot step sideways. Next, in the 2-stepwise reachability
set, the cart can move to cells around the initial cell. However, the orientation of the
cart is different from the initial orientation. Therefore, the cart can not take any
state. Finally, the 4-stepwise reachability set shows that the cart can move to all
the neighboring cells around the initial one with arbitrary orientations there. This
analysis results in the fact

arg mkin{A(S[O, k]) 2 N(&[0D} = 4.

This indicates us a sufficient condition for controllability. By repeating these primitive
motions to neighboring cells, each of which is composed of 4 steps at most, the state
of the single cart can be transferred to any desired state in the whole hexagonal space.
In addition, the 4-step reachability set in Fig. 10.10 indicates the same property as
the continuous case that it is easy for the cart to move in the same direction as the
initial orientation.

Reachable states up to step 4
(all neighboring cells are reachable with arbitrary orientation)

Fig. 10.10 Stepwise reachability set planar locomotion under discrete nonholonomic constraint.
the grey triangles indicate the reachable states (considering its position and orientation) within the
specified steps. All the neighboring cells are reachable up to 4 steps with arbitrary orientation



10 Ultra-discretization of Nonlinear Control Systems ... 137

10.6 Other Possibilities of Cellular Tesselation

Thus far, we adopt regular hexagons for spatial discretization, mainly focusing on
its preferable properties such as isotropy, e.g., distance between neighboring centers
is always 1. Of course, this is not the only choice. The R? can also be filled with
regular squares or regular triangles as shown in Fig. 10.11. In this final section, let
us pursuit the possibility of square tesselation.

Positions of the cells can be addressed by the usual Cartesian coordinate system
(Fig.10.11). Here we have two choices in defining adjacency; one is the so-called
Neumann neighborhood, where each square cell is adjacent to 4 cells via its edges
(i.e., its top, bottom, right and left sides). Then the discrete space is associated with
4 directions, namely,

X Ny
SEnx(Q2) = vy =|nyB||nx.ny€Z,ng € Zyy =7 X17LX 7Ly,
% ngy

where Z4 = {0,1,2,3} = {0, £1,2}anda = 1,8 =1,y = % The other is the
so-called Moore neighborhood, where each square cell is adjacent to 8 cells via its
vertices as well as edges (i.e., all the surrounding cells). Then the discrete space is
associated with 8 directions, namely,

nyo
nyB || nx.ny € Z,ng € Ly =27 x Z x ZLsg,
ngy

SEm(2) =

< =
Il

where Z4 = {0, 1,2,3,4,5,6,7} = {0, £1,£2, £3,4}anda = 1,8 =1,y = %.

The cosine and sine function and its derivatives can be defined as before, shown
in Fig. 10.12 and Tables 10.2 and 10.3. Note that all the values concerned here are
limited to +1, 0, —1.

Fig. 10.11 Alternate choices of regular tessellations for R? (left triangular, right square)
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0 1 -1/ 01 1011
|f1cos1| |0 sin 0| —1|cos| 1 0 |sin| 0
0 -1 -1/ 0|1 —1|-1|-1

Fig. 10.12 Cosine and sine on square cells (/eft Neumann, right Moore)

Table 10.2 Discrete trigonometric calculus on square cells (Neumann neighborhood)

Acosf
0=-1 0=0 0=1 0=2

AG =1 -1 -1 1
AO = —1 -1 -1 1 1
Assinf
AO =1 1 1 -1 -1
AO = —1 1 -1 -1 1
Table 10.3 Discrete trigonometric calculus on square cells (Moore neighborhood)
Acos6

0=-3 |=-2 |06=—-1 |0=0 |[06=1 |0=2 |0=3 |0=4
AG =1 1 0 0 -1 -1 0 0
A=—-1 |0 -1 -1 0 0 1 1 0
Asin6
AG =1 0 0 1 1 0 0 -1 -1
Ad=-1 |1 0 0 -1 -1 0 0 1

Now the discrete version of nonholonomic wheel constraint for a single cart is

expressed as

AyocosBy — Axgsinfy = 0

for both cases of the Neumann and Moore neighborhood. This leads us to derive the

corresponding cart kinematics

A& = g1(&)ur + g2(8)uz,

g1(é) =

cos 6y
sin 6y
0

0
, &E&)=10],
1

(10.22)

which is apparently the same as the hexagonal version (10.10). Notable difference
can be found in the corresponding Lie-bracket motions, as shown in Fig.10.13
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starting from & = (0,0,0)”
[91, gal+ —g1, gz}

input(c’)(d") }' }' input(a
—0 I—N >I-> 91
91,92 :E' 1_' 91,92

input(a)(b) input(c)(d)

Fig. 10.13 Lie bracket motions of the single cart on square cells (Neumann neighborhood)

starting from ¢ = (0,0,0)7 starting from & = (0,0,1)”
input(a’)(b’)(¢")(d") input(c’)(d") g1

F %
—0 I—n;{[—v 9 mp“t 14 lag it
Ing "(‘C

input(a)(b)(c)(d) —g1 input(c)(d)

Fig. 10.14 Lie bracket motions of the single cart on square cells (Moore neighborhood)

and Fig. 10.14. In particular, for the case of Moore neighborhood, the net effects are
different between § = 0,2,4,6 and 6 = 1, 3,5, 7, depending on multi-valuedness
of the corresponding Lie bracket operations (see Fig. 10.6 for comparison).

10.7 Conclusion

In this chapter, we discussed possibility of discrete-valued version of locomotion
of rigid bodies on the horizontal plane. We showed that, many intrinsic properties
consistent with the continuous case can be derived starting from simply defined
discrete constraints. We also examined the k-stepwise reachability set A(&[0], k)
for these systems, to confirm possibility to maneuver the system state to any states.
Other cases including both holonomic and nonholonomic constraints, and alternate
possibilities on cellular tessellation were also discussed.

We showed only a clue to respond to the authors’ primitive motivations in this
chapter. It is not surprising that a lot of unsolved problems to be discussed are left for
the future works; For example, stability and stabilization issues are not discussed at
all. Characterization of stability must be crucial in developing theoretical analysis of
system behavior. The typical Lyapunov approach may have a difficulty, in the sense
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that the converse theorem is not likely to hold in discrete-valued (i.e., discontinuous)
cases. Moreover, discrete version of Brockett’s theorem [2] must be a quite interesting
issue. Other topics contain control design theory, e.g., design of discontinuous, time-
varying or hybrid controllers have been central issues of continuous nonholonomic
systems. Some ideas of existing design approaches, e.g., time-varying approaches
[8], may remain effective in discrete cases.

The authors believe it important to discuss if there exists any underlying mechan-
ics/physics as first principle, i.e., discrete equivalents of energy, Lagrangian,
Hamiltonian or variational principle that are consistent with the current results.
It would also be interesting to relate it with discrete mechanics proposed by
Marsden et al. [5]. The current work can be considered a Lebesgue-type approach to
discrete mechanics, in contrast that the aforementioned one [5] can be regarded as a
Riemann-type approach.

The authors expect the current work to be a first step toward establishment of
discrete-valued nonlinear system theory under spatial symmetry.

Acknowledgments The authors are grateful to continuous encouragement by Professor Koichi
Osuka.
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