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Preface

The Electronic Navigation Research Institute, ENRI, is a national laboratory in
Tokyo, Japan. ENRI specializes in air traffic management, communication, naviga-
tion, and surveillance, i.e., ATM and CNS, for aviation. As one of its contributions
to aviation, ENRI organizes a workshop titled “ENRI International Workshop on
ATM/CNS (EIWAC)” to develop civil aviation by exchanging and sharing updated
information about ATM/CNS in the world. The third EIWAC, EIWAC2013, was
held in February 2013 in Tokyo. The agenda of EIWAC2013 included keynote
speeches by opinion leaders in civil aviation, a panel discussion, and technical
presentations by specialists. In addition, the exhibitions by institutes or companies
from the aviation field provided good opportunities for exchange and discussion of
samples or data.

This book is designed to provide a view of current and future ATM and related
systems discussed at EIWAC2013. The topics that appear in this book span a
wide area, ranging from the EIWAC keynote speeches and mathematical models of
aircraft trajectory to error analysis of systems in the field. The technical topics were
selected from the proceedings presented in the technical sessions for EIWAC2013.
The presentations were appreciated for their usefulness by attendees from the areas
of ATM and CNS. In addition, the presentations were recognized by reviewers
as works with significant contributions on new proposals, methods, experience, or
surveys summarizing essential papers in related areas. After the selection process,
the articles were compiled for this book.

An introduction to EIWAC2013 is provided in Part I. The papers on ATM such as
conflict detection, separation assurance, trajectory prediction, and optimization are
included in Part II. Papers on tools and evaluation for ATM are in Part III, and those
on theory and experience for improving CNS are in Part IV. More than ten papers in
the CNS area were presented at EIWAC2013 but only two of those are found in this
Part. Most contents of the papers not in this book will appear in other publications
such as related project reports on CNS systems. Finally, Part V contains a paper that
is refined material for a tutorial session.

I hope that this book will be a good record of what researchers achieved at
EIWAC2013 in the way of drafting the future for ATM and CNS. I hope, also, that
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vi Preface

this book will be distributed so as to allow these excellent research results to be
accessible to readers throughout the world.

I would like to express my deep appreciation to the members of the EIWAC2013
Technical Program Committee and the Associate Editors for their special support in
drafting the editorial policy. They are listed in this book with special thanks.

Tokyo, Japan Shigeru Ozeki
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Introduction to the Third ENRI International
Workshop on ATM/CNS (EIWAC 2013)

Kazuo Yamamoto

Abstract ENRI organized the third ENRI International Workshop on ATM/CNS
(EIWAC 2013) in Tokyo to share comprehensive information on the latest
ATM/CNS technologies and operations among EIWAC participants. In this chapter,
the overview of EIWACs, the speaker, title and summary of each keynote speech in
EIWAC 2013 are presented. The contents of discussion in the EIWAC panel session
are summarized. The discussion in the EIWAC has demonstrated the problems that
present aviation system is facing and the prospective solutions for realizing future
aviation system.

Keywords ATM • CNS • EIWAC • ENRI • Global air navigation plan

1 Introduction

Electronic Navigation Research Institute (ENRI) is an Independent Administrative
Institution in Japan funded mainly from the Ministry of Land, Infrastructure,
Transport and Tourism. ENRI has been conducting research, development and test
on electronic navigation systems for more than 45 years. ENRI expanded its area of
activity and is now an only institute in Japan specialized in Air Traffic Management
(ATM), Communication, Navigation and Surveillance (CNS) for aviation.

Demand for increasing air traffic capacity, efficiency and safety has become
more and more conspicuous in the world. It is said that the solution to the demand
is a fully-harmonized global air navigation system based on modern performance
based technologies and procedures. However, it is not necessarily easy for the
people in aviation society in Japan to share comprehensive information on the latest
ATM/CNS technologies and operations for the above system. In addition to that,

K. Yamamoto (�)
Electronic Navigation Research Institute (ENRI), Chofu182-0012, Japan
e-mail: yamamoto@enri.go.jp

Electronic Navigation Research Institute (ENRI), Air Traffic Management and Systems,
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4 K. Yamamoto

ENRI has been expected to contribute to realizing safer, more efficient and seamless
Asian sky. Thus ENRI decided to organize an international workshop discussing
ATM/CNS technologies, operations and the Asian sky improvement. We named the
workshop “ENRI International Workshop on ATM and CNS” (EIWAC). The first
workshop was held in 2009 and the newest one (EIWAC 2013) was held in February
2013 in Tokyo.

The purpose of this book is to provide distinguished subjects presented and
discussed in EIWAC 2013. In this chapter, the overview of EIWACs is described
first. The speaker, title and summary of each keynote speech in EIWAC 2013 are
presented. Then, the panelists, topics and the contents of discussion in the EIWAC
panel session are summarized. Selected and revised papers from the contributions
presented in the technical sessions will be provided in the following chapters.

2 Overview of EIWACs

In March 2009, ENRI organized the first ENRI International Workshop on ATM
and CNS [1] in Tokyo with the theme “Towards Future ATM/CNS.” It was the first
international workshop specialized in ATM/CNS and related topics in Japan. The
EIWAC consisted of the plenary session where keynote speeches were performed
and the technical sessions. Twenty-two presentations in six sessions including four
keynote speeches were performed. The second EIWAC [2] was held at Tokyo
Akihabara in 2010. Forty-five presentations in 19 sessions including seven keynote
speeches were performed. A panel session was added in the second EIWAC
to discuss future automated ATM. The workshop was a great success by many
impressive presentations and very active discussion with more than 500 participants.
The third EIWAC [3] was held at Tokyo Odaiba on February 19–21, 2013.

Table 1 is a brief summary of the EIWAC series. It shows that keynote speeches
and foreign guests are increasing in number and the variety of keynote speeches is
expanding with each event. The quality of presentations has been improved from one
event to next because in the second EIWAC, reviewing process was introduced to
submitted contributions. Then, more precise reviewing was done by more specialists
not only from ENRI but from other institutions in the third EIWAC. The number of
supporters is also increasing from one event to next.

Challenges we offered first in the EIWAC 2013 were as follows:

• Invitation of outstanding and influential keynote speakers from International
Civil Aviation Organization (ICAO), operators, and an aircraft manufacturer,

• Very innovative topics and discussion in the panel session,
• Many young researchers and students in the technical and poster sessions,
• Tutorial concerning mathematical modeling and applications to trajectory opti-

mization problems,
• Many speakers and audience from Asian countries especially from Republic of

Korea and Thailand, and
• Close review of selected contributions for this publication.
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Table 1 Summary of the EIWAC series

Serial Number 1 2 3

Name EIWAC 2009 EIWAC 2010 EIWAC 2013
Date, Year March 5–6, 2009 November 10–12,

2010
February 19–21,

2013
Venue Ohtemachi Sankei

Plaza, Tokyo
Akihabara

convention hall,
Tokyo

Odaiba Miraikan
hall, Tokyo

Theme Towards future
ATM/CNS

Safety, efficiency
and environment

Drafting future sky

Keynote speakers 4 7 9
Panel session Title: “Future of

Automation in
ATM”, six
panelists

Title: “Future ATM:
Centralized,
de-centralized or
best mixed”, four
panelists

Other sessions Poster session and
Tutorial

Technical sessions 6 19 17
Total presentations 22 including 13

foreign speakers
45 including 33

foreign speakers
46 including 33

foreign speakers
Participants 480 including 20

foreign guests
550 including 60

foreign guests
540 including 80

foreign guests
The states of

participants
7 14 13

Proceedings ENRI International
Workshop on
ATM/CNS,
March 2009

The second ENRI
International
Workshop on
ATM/CNS,
November 2010

The third ENRI
International
Workshop on
ATM/CNS,
February 2013

The number of organiz-
ing/programming
committee members
and their affiliations

11 from ENRI 16 from ENRI,
University of
Tokyo (UoT) and
Japan Aerospace
Exploration
Agency (JAXA)

20 from ENRI, UoT,
JAXA, Japan
Civil Aviation
Bureau,
Direction des
Services de la
Navigation
Aérienne and
Korea Aerospace
Research
Institute

Supporters 4 6 13

Above summary and challenges show that more and more people in the world
have been interested in the EIWAC with each event. The topics in the EIWAC have
become more and more updated, refined and important. Therefore, we believe that
EIWAC has become one of the most attractive symposiums about ATM/CNS and
related topics in the world.
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3 Keynote Speeches

Keynote speakers and presentations at the plenary sessions in EIWAC 2013 are
summarized in this section. The presentations are available at ENRI website [3].

3.1 Nancy Graham, “The ICAO Approach to Global
Air Navigation Plan”

Nancy Graham is director of air navigation bureau of ICAO. Her presentation can
be divided into two topics as summary of the 12th Air Navigation Conference and
the steps which should be taken after the conference. In the 12th Air Navigation
Conference, held at ICAO headquarters from 19th to 30th November 2012, four
important milestones were presented as “Global Air Navigation Plan (GANP)”,
“2012 Safety Report”, “ASBU Block 0 iKit” and “Air Operator Certificates (AOC)
iKit.” Where, Aviation System Block Upgrade (ASBU) shows the target availability
timelines for a group of operational, technological and procedural improvements to
realize a fully-harmonized global air navigation system.

Figure 1 depicts the ASBU composing of four Blocks (Block 0–3) and four
performance improvement areas [4]. Where, smaller white squares in each block
are called “Modules” representing operational performance to be attained and the
means to be realized.

Secondly, she presented several steps to be taken after the conference. Most of
these steps are aiming to promote Block 0 implementation. Followings are examples
of these steps:

Fig. 1 Aviation system block upgrade (ASBU)
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• Environmental and operational assessments of Block 0 modules,
• Technical meetings to help promote Block 0 and Block 1,
• Incentives and financing policies for operators and Air Navigation Service

Providers (ANSPs) to introduce new technologies and procedures,
• End-to-end demonstration of new ATM concepts, and
• Reinforcement of Block 0 implementation strategies.

From her presentation, we can conclude that ASBU has become an important
guideline for our future ATM policies. We have to take into account implementation
of already developed technologies in practical operations on a step by step manner.

3.2 Mark Reeves, “Developments in NextGen”

Next Generation Air Transportation System (NextGen) is a comprehensive initiative
that United States government is promoting to introduce next generation air
transportation system to US airspace by 2025. Mark Reeves, director of Federal
Aviation Administration (FAA) presented several examples for operational upgrade
that NextGen will bring as:

• From ground based Navigation & Surveillance to Satellite based Navigation &
Surveillance,

• From Air Traffic Control (ATC) communication by voice to by digital communi-
cation,

• From disconnected information systems to more readily accessible systems, and
• From fragmented weather forecasting to forecasts embedded into decisions.

Then he described recent operational improvements and successes based on
NextGen as:

• Expansion of Automatic Dependent Surveillance Broadcast (ADS-B) and Per-
formance Based Navigation (PBN),

• Optimized profile descents,
• Greener skies over Seattle by fewer emissions and by PBN arrival procedures,
• Better access to small airports, and
• Surface data-sharing for more efficient ground operations.

As a near future plan, he explained Mini-Global Demonstration in 2014 which is
designed to show the validity of System Wide Information Management (SWIM).

From his presentation, we could obtain the update of NextGen activities and the
current topics that NextGen is focusing. The information will help us harmonize our
R&D plans with NextGen.
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3.3 Patrick Souchu, “From SESAR to Standardization”

Single European Sky ATM Research (SESAR) is an ATM improvement program
involving all aviation players for defining, committing to and implementing a pan-
European program for Single European Sky. Patrick Souchu, Direction des Services
de la Navigation Aérienne (DSNA) and council chair of European Organisation
for Civil Aviation Equipment (EUROCAE) as well, reported five major SESAR
activities recently released as:

• Traffic Synchronization: (a) Development of streaming techniques including
point merge procedures in a multi airport terminal control area, (b) Development
of ATC assistance tools in the application of initial 4D (i4D) concept and
upgraded airborne system,

• Airport Integration and throughput: (a) Detection and alert of runway incursion
and infringements of restricted areas by aircraft and vehicles, (b) Linking airport
operations plan with network operations plan for better surface management,

• Moving from Airspace to 4D trajectory management: Coordination between Air
Traffic Service (ATS) units through flight objects exchange mechanisms,

• Conflict management and automation: Introduction of short term conflict alert
system using Mode S Down-linked aircraft parameters, and

• Network collaborative management and demand capacity balancing: (a) Devel-
opment of the short term air traffic flow and capacity management procedures,
(b) Enhancement of flight plan processing based on 4D profiles and aircraft
performance.

As council chair of EUROCAE, he described EUROCAE and its activities
as well. EUROCAE is a non-profit organization with an objective of developing
technical standards in support of the aviation society mainly in Europe. He explained
a brief history of EUROCAE, working group activities and the relations with other
bodies such as ICAO, the Radio Technical Commission for Aeronautics (RTCA),
SESAR Joint Undertaking and European Aviation Safety Agency (EASA). He
stressed the gaps among R&D, standardization and implementation in many
aviation systems.

When the SESAR R&D activities are compared with the NextGen presented by
Mark Reeves in Sect. 3.2, we found several topics that were emphasized in one
project but not in the other. It shows that the environmental differences between
USA and EU will cause different highlights of the problems. Thus, we must
examine the problems we are now facing and estimate the importance and urgency
in Japanese sky.

3.4 Kazuo Yamamoto, “JCAB CARATS and ENRI’s
R&D Activities”

Kazuo Yamamoto, former director of research planning and management of
ENRI described the relationship between Japan Civil Aviation Bureau’s (JCAB)
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Collaborative Actions for Renovation of Air Traffic Systems (CARATS) and
ENRI’s R&D activities. In the presentation, he provided the overview of JCAB
CARATS and ENRI’s major R&D projects and the results. Some practical outcomes
derived from the cooperation between ENRI and CARATS were also presented.

3.5 Martin Eran-Tasker, “Future ATM – From Asian
Operator’s Point of View”

Martin Eran-Tasker is technical director of Association of Asia Pacific Airlines
(AAPA). The first half of his presentation was concerning the facts about current
Asian air traffic and business environment as:

• 655 million passengers, 18 million tons of cargo per year and 4,984 aircraft,
• Moderate global economy and volatility oil price,
• Increasing passenger traffic but stagnated cargo demand, and
• Significant and rapid traffic growth in the long run.

Under such environment, Martin Eran-Tasker described how future ATM system
should be to keep pace with Asian traffic growth. He first pointed out that as “Cost
of No Action”, congestion, delay, degradation of aviation safety and lack of capacity
for growth would be brought about in Asia Pacific sky. Thus, he said that “do
nothing” is not an ATM option and common political will and policy solutions must
be shared in Asia Pacific region. Then he presented near term wish list by Asia
Pacific airlines as:

• Promotion of seamless airspace between north Asia and rest of Asia Pacific,
• Adoption of PBN for en-route implementation of Required Navigation Perfor-

mance (RNP) 4 and for approach of Non Precision Approach (NPA), Approach
Procedure of Vertical guidance (APV) and GPS Landing System (GLS),

• Rapid implementation of ADS-B out and surveillance based separation assur-
ance, and

• Regional but globally harmonized and interoperable thinking and solutions.

He concluded that the lack of seamless Asian sky is causing inefficient and
constrained airspace, increasing operational cost and fuel consumption. We then
have to recognize that ATM safety and operational efficiency go beyond national
airspace and/or borders, thus globally harmonized and interoperable policies and
solutions are indispensable.

3.6 Yoichi Nakamura, “MRJ Features and Navigation
Perspective”

Mitsubishi Regional Jet (MRJ) is a new passenger airplane that Mitsubishi Aircraft
Corp. has developed and is now in the process of final assembly after a long blank
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of passenger airplane production in Japan. Yoichi Nakamura of Mitsubishi Aircraft
Corp. presented the general specification/features of MRJ family and its expected
operations.

First, key concepts of MRJ were presented about efficiency, operational per-
formance and accommodation. Then, major features of MRJ for operation were
presented as:

• Equipment of almost all the latest CNS systems as Aeronautical Telecommu-
nication Network (ATN) Baseline 1, RNP10/RNAV2&1, RNP Authorization
Required (AR), Satellite Based Augmentation System (SBAS), Localizer Perfor-
mance with Vertical (LPV) guidance, ADS-B out etc. for meeting future ATM,

• Flight deck with future CNS/ATM environment and improved situation aware-
ness by large and high density Primary Flight Display (PFD) and navigation
displays,

• Flight Management System (FMS) with all navigation functions and capabilities
to control RNAV/RNP and SBAS or Wide Area Augmentation System (WAAS)
operations, and

• Vertical Situation display, graphical flight planning and the route window
displaying the progress of planned flight.

His presentation suggested that future operation will be more dependent on the
performance of aircraft CNS/ATM systems than that of present airplanes.

3.7 Blair Cowles, “Aircraft Operator’s ATM Overview”

Blair Cowles, assistant director of the International Air Transport Association
(IATA) described the role of IATA, important facts of present world air transport and
market forecast. Then, he explained Safety, Operations and Infrastructure (SO&I).
As the means of infrastructure enhancement, he proposed the implementation
of PBN, continuous descent operations (CDO) and continuous climb operations
(CCO). Environments that may cause inefficiencies and delays were also pointed
out as:

• Fragmented air navigation services,
• Regulations to equip many CNS systems, and
• Non-harmonized skies.

He emphasized the necessity of harmonized ATC and regional air navigation
service network in Asia Pacific region to attain seamless skies. He said the necessity
of political leadership and mandate as well for establishing Asia Pacific regional
plan.

He concluded that we should plan for the future growth, consider future
regional structures to manage the transition to future ATM system. He called for
infrastructure improvement in states and between states to realize seamless ATM in
Asia Pacific.
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3.8 Franck Giraud, “Certification & Oversight
of Air Navigation Service in EU System”

Franck Giraud is director of international cooperation of French civil aviation
authority. He first described that formerly in Europe, Air Navigation Services
(ANSs) were provided by EU public entities. However, during 1998–2004, EU
decided to separate ANSs and regulatory functions in the context of Single European
Sky. After 2004, European states reorganized their own ANSs.

Franck Giraud then presented EU principles of certification and surveillance of
ANS after 2004. The EU principles are based on three concepts and activities as:

• Certification of ANSP, which means that an ANSP must be certified by the
national supervisory authority,

• Continuous safety oversight, which means that once an ANSP gets initial
certification, a process of continuous oversight of the ANSP must be performed,

• Specific applications to technical systems in three ways of supervision as:

– Guarantee the safety of changes in a system,
– Apply specific regulation to operation software in a system, and
– Apply specific requirements for interoperability of systems all around Europe.

He showed practical procedures for a technical system certification. For example,
when an ANSP conducts safety analysis of the ATM system that has been changed
or updated, the ANSP will identify the items that may affect safety and analyze them
to get the results. The results will be sent to the authority for approval.

His presentation provided important information about future roles of an ANSP
and the authority. It also showed that the core of certification requirements is based
on Safety Management System (SMS) retained by each ANSP.

3.9 Akbar Sultan, “NASA NextGen Operations Research”

Akbar Sultan is deputy director of Airspace Systems Program, National Aeronautics
and Space Administration (NASA) headquarters. His presentation covered NASA’s
Airspace System Programs (ASPs). He showed current major projects belonging to
the ASPs as:

• Automation technologies to mitigate traffic bottlenecks and weather restrictions,
• Dynamic weather routing,
• Spot and runway departure advisor, airspace model tools, and
• Future ATM Concepts Evaluation Tool (FACET).

Recent international partnerships for bi-lateral benefits were also presented:

• NASA/FAA research transition teams,
• ASP Industry Days and technical interchange meetings, and
• ATM technical demonstrations.
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Before concluding his remark, he addressed the importance of partnership of
researchers belonging to different organizations. ENRI is now discussing practical
topics for future ENRI–NASA collaboration with him.

4 Panel Session

EIWAC 2013 Panel was held on February 19th 2013 with the theme “Future ATM:
Centralized, decentralized or best mixed?” The objective of the panel is to provide
EIWAC 2013 participants with the idea on post ASBU operation. The panelists
were Patrick Souchu of DSNA, Todd Lauderdale of University of California, Shinji
Suzuki of University of Tokyo and Blair Cowles of IATA. And the moderator was
Shigeru Ozeki of ENRI.

In the panel, Shigeru Ozeki summarized the current status and future ATM plans
discussed in ICAO, NextGen, SESAR and CARATS. Several key technologies and
future ATM plans appeared in these projects were: (a) Airborne participation in col-
laborative ATM, (b) Traffic complexity management, (c) Airborne self separation,
(d) Full 4D trajectory based operation, (e) SWIM, (f) Performance based operation,
and so on.

Then, each panelist was asked to express his opinions about the future ATM
plans.

Prof. Suzuki addressed from aircraft dynamics point of view, that predictability
of aircraft trajectory will be greatly influenced by wind. As the range of efficient
speed control of present airplanes is strictly limited, centralized traffic control will
need enormous meteorological data for timely and precise speed control, he said.

Mr. Souchu expressed his opinion from ANSP’s point of view that air traffic will
greatly depend on the operation environment. If airspace is not very crowded and the
possibility of conflict is low, decentralized operation will achieve better performance
than centralized one. On the contrary, if traffic density is very high, centralized
operation will be more efficient. He said that standardized flight procedures will
be indispensable depending on the traffic density in airspace.

Mr. Cowles presented his opinion from an aircraft operator’s point of view
that no matter what flight procedures are introduced, we should take advantage of
present aircraft’s navigation performance and avoid expensive additional equipage.
He stressed that most present FMSs have primary performance of trajectory based
operation and we should pursue more efficient operation under current FMS
performance.

Dr. Lauderdale expressed his opinion from a traffic researcher’s point of view. He
said that distributed autonomous system is flexible but will be difficult to bring about
optimum solutions for total traffic. On the other hand, centralized system can bring
total optimum solutions but easily be affected by uncertainties. He suggested that
appropriate harmonization of centralized and distributed or autonomous systems
will be an answer.
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Fig. 2 EIWAC 2013 panelists and moderator (Mr. Ozeki, Prof. Suzuki, Mr. Souchu, Dr.
Lauderdale and Mr. Cowles from left to right)

These opinions showed the necessity of function sharing of different aviation
systems for future ATM. A panelist pointed out if such function sharing is to be
introduced, human factor will be more and more important because each system
will be operated by different people.

Finally, moderator Mr. Ozeki addressed that the discussion suggested post ASBU
ATM framework and the prospects for future air traffic would be bright. He finally
expressed his gratitude to the panelists and the participants in the session for their
proactive and fruitful discussion. Figure 2 shows the moderator and panelists.

5 Conclusions

The third ENRI International Workshop on ATM and CNS (EIWAC 2013) was held
in February 2013 for the purpose of sharing comprehensive information on the latest
ATM/CNS technologies and operations among EIWAC participants from all over
the world and of seeking potential partners for collaboration.

History and overview of the EIWAC series were described first. Then, the topics
and opinions presented by the keynote speakers belonging to different organizations
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as regulator, ANSP, operator, R&D institute and university were summarized. The
keynote speeches have shown that the speakers have common recognition about the
problems that present aviation system is facing, but have diverse views for solving
the problems and for realizing the future aviation system.

Noteworthy opinions and major conclusions in the panel session titled “Future
ATM: Centralized or Decentralized or Best mixed?” were presented. The discussion
in the panel focused on several key technologies based on centralized operation
and decentralized or distributed autonomous operation. An important conclusion of
the discussion was to construct an appropriate function sharing framework between
centralized and decentralized operations for future aviation system. We can say that
the panel has suggested us post ASBU ATM environment.

ENRI is now planning to hold next EIWAC in 2015. The next EIWAC will also
attract many people in the aviation society worldwide and can contribute to the
advancement of global aviation system.
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Probabilistic Conflict Detection in the Presence
of Uncertainty

Yoshinori Matsuno and Takeshi Tsuchiya

Abstract In order to satisfy the increasing demand in air traffic, the automated
air traffic control systems are necessary for facilitating and alleviating the work
of air traffic control. The primary concern of air traffic control is to maintain
safe separation between aircraft, and one of the major safety critical situations is
a midair conflict. In this paper, for the automated air traffic control systems, the
problem of probabilistic conflict detection in the presence of various uncertainties
during flight is considered. The aircraft dynamics are described by using stochastic
differential equations, and the future aircraft’s trajectory is determined by solving
the stochastic optimal control problem. A computationally efficient numerical
algorithm combining the pseudospectral method with the generalized polynomial
chaos method to solve the stochastic trajectory optimization problems is proposed.
By using the stochastic trajectory optimization method, the novel probabilistic
conflict detection algorithm is proposed. Through the numerical simulations for
trajectory prediction and conflict detection, the performance and effectiveness of
the algorithms are illustrated.

Keywords Air traffic management • Conflict detection • Stochastic optimal
control • Generalized polynomial chaos

1 Introduction

The demand in air traffic has been growing mainly in the Asia-Pacific region,
and current air traffic management (ATM) system is under considerable stress. To
satisfy the increasing demand, the International Civil Aviation Organization (ICAO)
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published a new operational concept of global ATM in 2005 [9]. NextGen [5]
and SESAR [4], the two major ATM programs initiated by the United States and
Europe, respectively, are currently ongoing in order to support the new era of air
transportation. In Japan, CARATS [16], the long-term vision for air traffic systems,
was also proposed in 2010. In these ATM programs, the automated air traffic control
(ATC) systems are necessary to meet future growth in air traffic by facilitating
and alleviating the work of ATC. The primary concern of ATC is to maintain safe
separation between aircraft, and one of the major safety critical situations is a midair
conflict. When the minimum separation standard between aircraft is violated, a
conflict occurs. The protected zone of an aircraft is generally defined as follows:
the minimum allowed horizontal separation of en route airspace is 5 nm, and the
vertical separation requirement is 1,000 ft. Air traffic controllers currently monitor
the trajectories of aircraft and whether there are some potential conflicts within a
lookahead time horizon.

There are two interconnected procedures to predict a midair conflict, i.e., trajec-
tory prediction and conflict detection. In addition, typically, most of the proposed
methods to solve the problems of trajectory prediction and conflict detection can
be categorized into two approach, i.e., deterministic and probabilistic [11]. Because
all problems in the real world contain uncertainties which arise due to disturbances,
modeling and estimation errors, we cannot predict the future position of the aircraft
completely. Therefore, in this study, we consider the problem of probabilistic
conflict detection and propose the novel stochastic conflict detection algorithm by
considering various uncertainties during flight, which is the key element for the
realization of the future air traffic systems.

For trajectory prediction and conflict detection in a probabilistic setting, the
empirical distribution model of future aircraft’s positions [12,17,24], the dynamical
model by using stochastic differential equations that describe the aircraft motion
[8,19], or other probabilistic aircraft model [2,14] is applied to the aircraft’s motion
model. In this paper, we model the aircraft dynamics by using stochastic differential
equations, and determine the future aircraft’s trajectory by solving the stochastic
optimal control problem. The previous work in the area of stochastic optimal control
includes the following. Blackmore et al. proposed the particle control method
using mixed integer linear programming techniques [1]. However, their proposed
approach relies on linear system dynamics, and is therefore difficult to apply to
nonlinear aircraft dynamics. Liu and Hwang solved stochastic optimal control prob-
lems by discretizing the aircraft’s continuous dynamics to get a controlled Markov
chain and then finding an optimal control law [15]. But the problem becomes
intractable as the number of discrete states grows. Application of various statistical
tools to the stochastic optimization problems is another commonly used approach.
Lecchini-Visintini et al. proposed a Markov chain Monte Carlo framework to
determine an approximate optimal control input [13]. Kantas et al. applied Bayesian
optimal design and sequential Monte Carlo method to automatically generate
optimal and safe maneuvers [10]. Prandini et al. also employed the Monte Carlo
simulation [19]. However, using these statistical methods takes much computation
time, and it is very difficult to implement them in the real applications of ATC.
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Therefore, to reduce the computational burden, we employ a recently developed
computationally efficient method, generalized polynomial chaos (gPC) [22, 23], to
solve the stochastic trajectory optimization problems. The gPC method applied to
the stochastic trajectory optimization problem by Cottrill and Harmon [3], however
their application is limited to a very little number of uncertainties or random
variables. Therefore to overcome this disadvantage, we employ other approach
which can be used for the larger number of random variables (≥5), and propose
the stochastic optimization method. By using the stochastic trajectory optimization
method, the novel conflict detection algorithm is proposed.

The paper is organized as follows. Section 2 presents the stochastic trajectory
optimization method for trajectory prediction. In Sect. 3, probabilistic conflict
detection algorithm is provided. Section 4 gives the numerical results and the
effectiveness of our proposed algorithms is illustrated. Finally, conclusions and
future research direction are provided in Sect. 5.

2 Trajectory Prediction

Our proposed stochastic optimization method combines the deterministic opti-
mization method with the gPC method. In this section, we first introduce the
deterministic trajectory optimization method, thereafter we propose the computa-
tionally efficient stochastic approach.

2.1 Deterministic Optimization Method

The following general continuous-time optimal control problem in Bolza form is
considered. Determine the state variables, x(t) ∈ R

nx , the control variables, u(t) ∈
R

nu , the initial time, t0, and the terminal time, t f , on the time interval, t ∈ [t0, t f ], that
minimize the cost function given by:

J = φB(x(t0),x(t f ))+
∫ t f

t0
g(x(t),u(t), t)dt (1)

subject to the dynamic constraints:

dx
dt

= f (x(t),u(t), t) (2)

the inequality path constraints:

cmin ≤ c(x(t),u(t), t)≤ cmax ∈ R
nc (3)
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and the boundary conditions:

bmin ≤ b(x(t0),x(t f ))≤ bmax ∈ R
nb (4)

where φB and g define the Mayer and Lagrange terms in the cost function,
respectively, f is the system dynamics, c defines the path constraint functions, and
b expresses the boundary condition functions.

In this research, we apply the direct collocation pseudospectral method, which
has increased in popularity for solving optimal control problems in recent years.
Especially the Radau pseudospectral method [18] is employed to solve the optimal
control problems. In the pseudospectral method, the dynamic variables (the state
variables, x(t), and the control variables, u(t)), which depend on time, are approx-
imated and parameterized using Lagrange polynomials. The cost function (Eq. (1))
and the constrains (Eqs. (2)–(4)) are also discretized using a quadrature rule, and
the continuous-time optimal control problem is discretized and transcribed into a
nonlinear programming (NLP) problem, then an NLP solver, such as sequential
quadratic programming (SQP), is applied to determine the optimal solution.

In this paper, we employ the General Pseudospectral Optimization Software
(GPOPS) [20], which is performed in MATLAB and using SNOPT [7] as the NLP
solver. Using GPOPS, the continuous-time optimal control problem is transformed
into the NLP problem for SNOPT NLP solver which finds the optimal solution.
Therefore, GPOPS is employed as the deterministic solver in the gPC algorithm
described in the next subsection.

2.2 Stochastic Optimization Method

Uncertainties during flight are considered as random variables, and the aircraft’s
motion is described as stochastic differential equations. One of the most commonly
used methods for solving stochastic differential equations is Monte Carlo method,
or one of its variants such as the quasi Monte Carlo method. Monte Carlo method
generates random samples of random variables based on their prescribed probability
density function. Each random sample is inserted into the stochastic differential
equations, and the stochastic problem is transformed into the deterministic problem
that can be solved using deterministic methods. Using a set, or ensemble, of deter-
ministic solutions, the statistical information (e.g., expected value (mean), variance
and covariance) can be calculated. The Monte Carlo method is straightforward to
implement because it only requires repetitive application of deterministic solvers.
However, it is well known that the mean converges slowly and a large number of
executions are needed for accurate results, which implies excessive computational
burden.

The gPC method is also easy to implement by using sample points of the random
variables and repetitive executions of deterministic simulations as in the Monte
Carlo method. However, to reduce the computational burden, the gPC algorithm
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uses the collocation points as the sample points and a polynomial approximation to
determine the solution as described in detail later. By the gPC method, the stochastic
solutions are expressed as orthogonal polynomials of the random variables, and the
different types of orthogonal polynomials, such as Hermite and Legendre, can be
chosen to achieve better convergence.

There are two main methods of the gPC algorithm, i.e., the Galerkin and the
stochastic collocation. With respect to the implementation, a disadvantage of the
Galerkin method is that it can be cumbersome and difficult to implement for
complex and nonlinear systems [23]. In contrast, the stochastic collocation approach
is straightforward and easier to implement because it can be solved by using
the deterministic numerical solvers [22]. Therefore, in this paper, the stochastic
collocation form of the gPC method is employed. The stochastic collocation form
of the gPC algorithm is explained as follows.

By the gPC method, the solution z(p) is approximated by the summation of the
orthogonal polynomial of independent random variables p=(p1, . . . , pN)∈R

N . The
Mth order approximation of the solution zM(p) is written as the following equation.

zM(p) =
M

∑
m=1

CmΦm(p) (5)

where Cm is the coefficient, and Φ(p) represents the N-dimensional orthogonal
polynomial basis function obtained from the one-dimensional basis function of each
random variable φ(pi) (i = 1, . . . ,N) by the tensor product rule.

Φm(p1, . . . , pN) =
N

∏
i=1

φ li
i (pi) (m = 1, . . . ,M, li = 1, . . . ,P) (6)

where P is the total degree of one-dimensional bases φ li , and M is the total
number of tensor product basis functions and determined by the following binomial
coefficient.

M =

(
N +P

N

)
(7)

In this paper, the normalized orthogonal polynomial basis is used by satisfying
the following orthogonality condition.

E[φ j(pi)φ k(pi)] =

∫
φ j(pi)φ k(pi)ρi(pi)d pi = δ jk (8)

where δ jk is the Kronecker delta function, and ρi(pi) is the probability density
function corresponding to the ith random variable pi.
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In addition, the coefficient Cm in Eq. (5) is determined by the following equation.

Cm = E[z(p)Φm(p)] =
∫

z(p)Φm(p)ρ(p)d p (9)

where ρ(p) is the joint probability density function given by:

ρ(p) =
N

∏
i=1

ρi(pi) (10)

Applying the stochastic collocation method, the integral in Eq. (9) can be
approximated by using Gaussian quadrature. A set of collocation points and quadra-
ture weights is chosen based on the quadrature rule. Though the N-dimensional
quadrature is derived from the one-dimensional quadrature by the tensor product
rule in the research by Cottrill [3], we employ the sparse grid quadrature based on
extensions of one-dimensional or univariate Gaussian quadrature [6]. In general,
as the number of random variables gets larger, the tensor product grid suffers the
curse of dimensionality. However, the sparse grid with Q collocation points p j ( j =
1, . . . ,Q) and associated weights α j ( j = 1, . . . ,Q) consists of a very small number
of the collocation points, and it can reduce the computational burden and increase
the number of random variables or uncertainties. As in the Monte Carlo method, the
stochastic problem is transformed into the deterministic problem on each collocation
point, and can be solved by repetitive application of the deterministic method.

The approximation of Eq. (9) based on the quadrature rule is given by the
following equation.

Cm ≈
Q

∑
j=1

z(p j)Φm(p j)α j (11)

where z(p j) denotes the deterministic solution using the jth collocation point p j of
the random variables.

The approximate stochastic solution is determined by Eqs. (5) and (11) as
the orthogonal polynomials of the random variables. The stochastic solution is a
distribution function of the random variables and can be evaluated for any given
random inputs. In addition, the statistical information of the stochastic solution can
be calculated by using the coefficients given by Eq. (11), and evaluates how the
solution varies with the random variables. The expected value of the solution is
described as the following equation.

E[z(p)]≈ E[zM(p)] =
∫ [

M

∑
m=1

CmΦm(p)

]
ρ(p)d p =C1 (12)

The variance is calculated by the following equation.
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var[z(p)] = E[(z(p)−E[z(p)])2] ≈ E[(zM(p)−E[zM(p)])2]

=

∫ [
M

∑
m=1

CmΦm(p)−C1

]2

ρ(p)d p

=
M

∑
m=2

[Cm]
2 (13)

By the theory of the gPC method, the stochastic solution including the statistical
information (expected value and variance) is approximated and determined. Using
the gPC algorithm mentioned above, in this paper, the gPC method with GPOPS as
the deterministic trajectory optimization solver is applied to the stochastic trajectory
optimization problems.

2.3 Stochastic Trajectory Prediction Algorithm

In this study, the time of arrival at the waypoint from the aircraft’s current position is
predicted by using our proposed stochastic optimization algorithm. The procedures
of the algorithm are listed as follows.

1. Generate a set of collocation points pj ( j = 1, . . . ,Q) and associated weights
α j ( j = 1, . . . ,Q).

2. Calculate the values of the orthogonal polynomial basis functions Φm(p j) (m =
1, . . . ,M, j = 1, . . . ,Q).

3. Solve the Q deterministic trajectory optimization problems using the Q colloca-
tion points p j ( j = 1, . . . ,Q), and determine the solution z(p j) ( j = 1, . . . ,Q) (z is
the time of arrival or the terminal time t f of the trajectory optimization problem
in this paper).

4. Calculate the coefficients Cm (m = 1, . . . ,M).
5. Calculate the statistics of the approximate solution, the expected value E[z(p)]

and the variance var(z(p)), from the coefficients Cm.

2.4 Numerical Simulation

In this subsection, numerical simulation is conducted to verify the effectiveness and
performance of our proposed stochastic trajectory optimization method.
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Fig. 1 Problem setting for
trajectory prediction

2.4.1 Problem Setting

We consider the aircraft flying in two-dimensional plane, the ξ and η coordinate
frame as shown in Fig. 1. The state variables are defined as x(t) = (ξ ,η ,ψ)T where
ψ is the heading angle, and the control variable u(t) is the bank angle. The control
variable is bounded as |u(t)| ≤ 35◦. The aircraft dynamics are described in the
following equations.

ξ̇ = vcosψ +wξ

η̇ = vsinψ +wη

ψ̇ =
g
v

tanu (14)

where g is the acceleration of gravity: 9.8m/s2, v is the airspeed (true airspeed), and
(wξ ,wη ) are the wind velocities in the ξ and η directions. v is assumed to be the
constant speed of 480 knots.

As shown in Fig. 1, the initial and terminal conditions (t f is the terminal time)
are as follows.

x(0) = (0,0,0)T

x(t f ) = (40,0,0)T (15)

For solving the optimal control problems, the cost function J is minimized and
given by the following equation.

J = 10−4 · t f +

∫ t f

0
u(t)2dt (16)

Furthermore, as the uncertainties during flight or random variables for the gPC
method, the wind prediction error, the airspeed measurement error, and the current
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Table 1 Comparison between gPC and Monte Carlo methods

Algorithm Total number of sample points E[t f ] (s)
√

var[t f ] (s) Computation time

gPC 51 300.24 7.04 45 s
Monte Carlo 20,000 300.21 7.08 5.5 h

position estimation error are considered. In this paper, we consider the aircraft
flying in two-dimensional horizontal plane, and the wind prediction error and the
current position estimation error are divided into two components, i.e., the longitude
and latitude directions. Then, we consider five random variables. In addition, we
assume that these uncertainties are modeled as the standard deviations of the
Gaussian distributions, and the values are 5.17m/s for the wind prediction errors,
2.57m/s for the airspeed measurement error and 50m for the current position
estimation errors [2, 17, 21, 24]. The wind prediction error represents uncertainty
in the meteorological prediction, and for simplicity the only wind prediction error is
considered. Because the Gaussian distributions are used for the uncertainties in this
paper, Hermite polynomial basis functions collocated at Gauss-Hermite quadrature
points are selected for the gPC method as suggested in the paper by Xiu [22].

The stochastic solution of the terminal time t f is calculated by using our proposed
stochastic approach. In addition, to verify the effectiveness and performance of
our proposed method, the stochastic solution is computed by using Monte Carlo
method, one of the most commonly used methods for solving stochastic differential
equations, and compared with the solution that is calculated by using our proposed
approach.

2.4.2 Simulation Results

Table 1 shows the expected value E[t f ] and standard deviation
√

var[t f ] (derived
from the variance var[t f ]) of the terminal time t f by using the gPC and Monte Carlo
methods. The estimated solutions given by the gPC and Monte Carlo methods (i.e.,
E[t f ] and

√
var[t f ]) closely match each other. It indicates that the gPC algorithm

can estimate a reasonable solution. In addition, as shown in Table 1, by using
the Monte Carlo method, the estimation of the solution converges after 20,000
iterations, requiring about five and a half hours. On the other hand, the gPC method
requires only 51 collocation points for five random variables by using the sparse grid
quadrature. The total number of multidimensional bases M and one-dimensional
bases P are 56 and 3, respectively. Computation time is approximately 45 s for
solving the 51 trajectory optimization problems and determining the solution by
constructing the gPC approximation. Our proposed algorithm performs much faster
than the Monte Carlo method does. Therefore our proposed gPC method provides
an accurate approximate solution of the stochastic trajectory optimization problem
while dramatically reducing computational cost.



26 Y. Matsuno and T. Tsuchiya

3 Conflict Detection

By using the trajectory prediction algorithm described in Sect. 2, we propose the
estimation method of the conflict probability between aircraft in this section. First,
the conflict probability between aircraft is defined, thereafter the estimation method
of the conflict probability is described.

3.1 Conflict Prediction

In this study, the specific conflict scenarios, the merging situations at the waypoint
(merging point), are considered. As described in Sect. 2, the time of arrival at
the merging point from the aircraft’s current position can be predicted. Based on
this trajectory prediction algorithm for two or multiple aircraft, a possible conflict
between aircraft is detected. A conflict (not a collision) is defined as a situation
where two or more aircraft come within the required minimum separation standard
between each other. We consider multiple aircraft flying at the same altitude, and
the required minimum separation is set to 5 nm horizontally. For simplicity, it is
assumed that all aircraft pass at the merging point at the same speed of V knots.
Therefore, the minimum distance separation can be transcribed into the minimum
time separation ΔTsep = 5 ·3600/V s.

The purpose of the conflict prediction is to compute the probability that any two
aircraft will be in conflict at the merging point. By using the stochastic trajectory
prediction algorithm, the expected value and variance (or standard deviation) of the
time of arrival at the merging point are calculated. The probability distribution of
the time of arrival is assumed to be the Gaussian distribution. Therefore, we can
determine the Gaussian distributions of the two aircraft, labeled A and B, PA(t)
and PB(t), respectively. The conflict probability between the two aircraft can be
determined by using these Gaussian distributions. The estimation method of the
conflict probability is described in the next subsection.

3.2 Conflict Probability Estimation

We use the convolution integral to estimate the conflict probability. The conflict
probability CPA−B between the aircraft A and B is given by the following equations.

CPA−B =

∫ ΔTsep

−ΔTsep

PA−B(τ)dτ (17)

PA−B(τ) =
∫ ∞

−∞
PA(t)PB(t + τ)dt (18)
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where PA−B(τ) given by Eq. (18) expresses the conflict probability when the time
separation (the time difference of the time of arrival) at the merging point between
the aircraft A and B is τ . Therefore, by using Eq. (18), the conflict probability is
described in Eq. (17), because the conflict occurs when τ satisfies the following
condition: −ΔTsep ≤ τ ≤ ΔTsep.

By the theory of the convolution integral, PA−B(τ) given by Eq. (18) is expressed
as the Gaussian distribution. Therefore, by using Eqs. (17) and (18), the conflict
probability between any two aircraft can be estimated.

4 Numerical Simulation

In this section, numerical simulation is conducted to verify the effectiveness and
performance of our proposed stochastic approach to detect conflicts. We consider
various conflict scenarios, especially merging situations, between two or multiple
aircraft.

4.1 Problem Setting

We consider the aircraft flying in two-dimensional horizontal plane. The two cases
are considered: the meteorological prediction for the aircraft dynamics is not
considered in Case 1, and considered in Case 2. The meteorological prediction data
are provided by the Japan Meteorological Agency as a grid format of longitude
and latitude. Therefore, to obtain the required wind predictions, linear and bilinear
interpolations are applied. In addition, because the meteorological prediction data
are provided as a grid format of longitude and latitude, the longitude θ and latitude
φ coordinate frame is considered in Case 2, whereas the ξ and η coordinate frame
is considered in Case 1. The state variables are defined as x(t) = (ξ ,η ,ψ)T in Case
1 and x(t) = (θ ,φ ,ψ)T in Case 2, and the control variable u(t) is the bank angle.
The control variable is bounded as |u(t)| ≤ 35◦. The aircraft dynamics in Case 1
are given by Eq. (14), and the dynamics in Case 2 are described in the following
equations.

θ̇ =
vcosψ +wθ
(R+ h)cosφ

φ̇ =
vsinψ +wφ

R+ h

ψ̇ =
g
v

tanu (19)
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Merging Point
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B

Fig. 2 Problem setting for
conflict detection in Case 1

where R is the Earth’s radius: 6.37× 106 m, h is the altitude, and (wθ ,wφ ) are the
wind velocities in θ and φ directions. The altitude is assumed to be a constant
35,000ft.

As the uncertainties during flight, the wind prediction error, the airspeed
measurement error, and the current position estimation error are also considered as
described in Sect. 2.4.1. In addition, Hermite polynomial basis functions collocated
at Gauss-Hermite quadrature points are chosen for the gPC method. Furthermore,
for solving the optimal control problems, the cost function J given by Eq. (16) is
minimized.

For the gPC method, the number of collocation points for five random variables
is set to 51 by using the sparse grid quadrature, and the deterministic trajectory
optimization problems are solved repetitively. In addition, the total number of
multidimensional bases M and one-dimensional bases P are 56 and 3, respectively.
The solutions including the statistical information such as the expected value and
variance (or standard deviation) are calculated. The merging situations in Case 1
and 2 are explained as follows.

4.1.1 Merging Scenario in Case 1

As illustrated in Fig. 2, we consider the merging scenarios of the two aircraft, labeled
A and B, flying at the same altitude and the same speed of V = 480 knots (true
airspeed). The distance between the position of the aircraft A and the merging point
is set to D nm, and the distance between the position of the aircraft B and the
merging point is longer and set to D+ dsep (dsep ≥ 0) nm. The initial and terminal
conditions of the aircraft A and B are as follows.

xA(0) = (−D,0,0)T

xA(t f A) = (0,0,0)T

xB(0) = (0,−(D+ dsep),π/2)T

xB(t f B) = (0,0,π/2)T (20)



Probabilistic Conflict Detection in the Presence of Uncertainty 29

Merging Point

L
at

it
ud

e,
 d

eg

Longitude, deg

B C

A

Fig. 3 Problem setting for
conflict detection in Case 2

where t f A and t f B are the terminal time (or the time of arrival at the merging point)
of the aircraft A and B, respectively.

We can generate various merging situations with various combinations of D and
dsep. In this paper, D is set to 80 and 160 nm and dsep is set to 5 and 10 nm, and the
total number of the merging scenarios is four. For each combination, the conflict
probability is estimated and evaluated by using our proposed stochastic method
described in Sect. 3.

4.1.2 Merging Scenario in Case 2

As shown in Fig. 3, the merging scenario of the three aircraft, labeled A, B, and C,
flying at the same altitude (35,000ft) and the same speed of V = 450 knots (true
airspeed) is considered. The initial and terminal conditions of the aircraft A, B, and
C are as follows.

xA(0) = (138.5,34.75,0)T

xA(t f A) = (140,35.5,π/2)T

xB(0) = (139,34.25,0)T

xB(t f B) = (140,35.5,π/2)T

xC(0) = (139.5,34.25,0)T

xC(t fC) = (140,35.5,π/2)T (21)

where t f A, t f B, and t fC are the terminal time (or the time of arrival at the merging
point) of the aircraft A, B, and C, respectively.

Using our proposed stochastic approach described in Sect. 3, the conflict proba-
bility between the pairwise aircraft is estimated and evaluated.
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4.2 Simulation Results

In Case 1, Figs. 4 and 5 show the probability distributions of the time of arrival at
the merging point for the combinations of D and dsep. Table 2 indicates the conflict
probabilities for the combinations of D and dsep. As shown in Table 2, when dsep

is 10 nm, the conflict probability is lower than that of when dsep is 5 nm due to
the longer time separation between the aircraft A and B. When dsep is 10 nm, as D
becomes larger, the conflict probability becomes much higher. On the other hand,
when dsep is 5 nm, the conflict probability of when D is 160 nm is not much different
from that of when D is 80 nm. The reasons of this are as follows. As shown in
Figs. 4 and 5, when D becomes larger, the standard deviation of the time of arrival
gets larger and the probability distribution grows wider. Accordingly, when dsep is
10 nm, the range in which the two probability distributions overlap each other is
much larger. In contrast, when dsep is 5 nm, the range of when D is 80 nm is not
much different from that of when D is 160 nm. As a result, when dsep is 10 nm, the
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Table 2 Conflict probability
in Case 1 (D,dsep) (nm) Conflict probability

(80,5) 0.49928
(80,10) 0.038099
(160,5) 0.467965
(160,10) 0.177118
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Fig. 6 Probability distribution of time of arrival in Case 2 (mean value: 674.55 (A), 736.66 (B),
641.28 (C), standard deviation: 15.01 (A), 17.27 (B), 14.94 (C))

Table 3 Conflict probability
in Case 2 Combination of aircraft Conflict probability

A and B 0.16687
A and C 0.37491
B and C 0.0076496

conflict probability of when D is 160 nm is higher than that of when D is 80 nm.
On the other hand, when dsep is 5 nm, the conflict probability of when D is 160 nm
is not much different from that of when D is 80 nm.

In addition, the computation time for calculating the time of arrival and each
conflict probability is about 1 min. Our proposed probabilistic approach can provide
reasonable solutions while dramatically reducing computational cost.

In Case 2, Fig. 6 shows the probability distributions of the time of arrival at the
merging point for the three aircraft. The position of the aircraft C is nearest to the
merging point among the three aircraft and the mean value of the time of arrival of
the aircraft C is the smallest as shown in Fig. 6. On the other hand, the position of the
aircraft B is farthest to the merging point and the mean value of the time of arrival
of the aircraft B is the longest. As shown in Fig. 6 and Table 3, the distributions of
the three aircraft and the conflict probabilities are effectively calculated. In addition,
the computation time for calculating the time of arrival is approximately 1 min. In
Case 2, the conflict probabilities and the time of arrival can be calculated by using
our proposed computationally efficient method.
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Therefore, through the numerical simulations in Case 1 and 2, we can confirm the
effectiveness and performance of our probabilistic algorithm for detecting possible
conflicts by using the computationally efficient gPC method.

5 Conclusions and Future Work

In this paper, we proposed the gPC method for solving the stochastic trajectory
optimization problem and estimating the conflict probability. As the sample prob-
lems, the numerical simulation for the trajectory prediction demonstrated that our
proposed computationally efficient method can generate the accurate approximation
of the solution of the stochastic trajectory optimization problem by determining and
characterizing the statistical information, i.e., the expected value and variance. In
addition, we estimated and evaluated the conflict probability between the pairwise
aircraft in two merging scenarios by using the stochastic trajectory prediction
algorithm. Through the numerical simulations for trajectory prediction and conflict
detection, the performance and effectiveness of our novel probabilistic approach
was evaluated and verified.

The purpose of trajectory prediction and conflict detection is to resolve an
impending conflict. For conflict resolution, we need to decide the time to initiate
a resolution maneuver and select the maneuver to execute. For solving the problem
of conflict resolution, knowledge of the conflict probability help to establish the
optimal time to initiate the resolution maneuver as well as the characteristics of the
maneuver. Further research will focus on applying stochastic trajectory optimization
for conflict resolution problems. Besides, for improving our stochastic algorithms,
our proposed stochastic method is currently being extended for three-dimensional
aircraft dynamics. In addition, the random variables will be assumed to have the
different kinds of probability density function, and it will lead to a mix of the
different kinds of polynomials in the gPC method. Furthermore, we will consider
the time-varying random variables such as time-varying wind prediction error. By
introducing the time-varying random variables, the number of random variables and
computational burden will be increased, however, our stochastic approach has a
potential for solving such a difficult problem.
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Automated Separation Assurance with Weather
and Uncertainty

T.A. Lauderdale and H. Erzberger

Abstract There are three major components to automating the tasks of air-traffic
controllers: resolving aircraft-to-aircraft conflicts, providing arrival scheduling, and
helping to ensure that aircraft remain clear of severe weather. The Advanced
Airspace Concept provides functionalities to address all three of these components
in an integrated fashion and provides redundant systems to handle uncertainties and
failures. This paper discusses recent enhancements to components of this system to
efficiently handle complex weather environments and to reduce the effect of aircraft
performance uncertainties. The weather avoidance functionality incorporates an
understanding of aircraft operations by limiting the complexity of the proposed
solutions. To capture this understanding, the algorithm uses geometric calculations
instead of a grid-based approach. Current research using this new functionality is
discussed. Also discussed are methods to increase the robustness of the system to
unavoidable differences between predicted aircraft trajectories and the trajectories
that are actually flown.

Keywords Separation assurance • Weather avoidance • Robust automation

1 Introduction

Future air transportation systems are expected to rely upon increased automation
for separation assurance and trajectory management to increase airspace capacity.
There are many proposed designs to provide this increased level of automation
including providing enhanced tools to air-traffic controllers and moving some of
the responsibility for separation assurance to the flight deck.

T.A. Lauderdale (�) • H. Erzberger
Aviation Systems Division, NASA Ames Research Center, Moffett Field, CA 94035, USA
e-mail: Todd.A.Lauderdale@nasa.gov; Heinz.Erzberger@nasa.gov

Electronic Navigation Research Institute (ENRI), Air Traffic Management and Systems,
Lecture Notes in Electrical Engineering 290, DOI 10.1007/978-4-431-54475-3__3,
© Springer Japan 2014

35

mailto:Todd.A.Lauderdale@nasa.gov
mailto:Heinz.Erzberger@nasa.gov


36 T.A. Lauderdale and H. Erzberger

One concept for automated ground-based separation assurance is the Advanced
Airspace Concept (AAC) [4] made up of the Autoresolver strategic separation algo-
rithm [6, 7] and the Tactical Separation-Assured Flight Environment (TSAFE) [12]
for tactical conflict resolution. This paper is a sequel to [5], which describes new
developments in the evolution of the Autoresolver. A new algorithm for automated
avoidance of complex weather scenarios is presented along with a synopsis of recent
research to increase the system’s robustness to trajectory prediction errors.

A new weather avoidance algorithm was developed and added to the Autore-
solver recently. Convective weather cells are modeled by polygons, and the algo-
rithm uses efficient geometric calculations to determine lines of tangency to
these weather polygons. It generates weather-conflict-free paths through complex
arrangements of such cells. A first implementation of the weather avoidance
algorithm was presented for a single cell in [6]. This paper presents the more
complete design for avoiding multiple cells.

Increasing the robustness of the algorithm to errors in predictions of future
aircraft states is the other research area discussed here. Accurate trajectory predic-
tions are the foundation of the Autoresolver, but even the highest fidelity trajectory
prediction system will not be completely accurate due to unknowable or uncertain
information. The algorithm has been shown to be especially sensitive to errors
around the top-of-descent point [10], and one method to improve the algorithm
in that area will be discussed. Also discussed is a method to improve system
performance by including knowledge of past trajectory prediction accuracy.

2 Autoresolver

The AAC Autoresolver is designed to automate many of the tasks that an air-traffic
controller currently performs. The Autoresolver detects and provides resolutions
for potential losses of separation between aircraft. It also provides conflict-free,
continuous-descent trajectories for aircraft merging at an arrival-metering fix. The
Autoresolver handles predictions and resolutions of weather incursions as well. The
resolution trajectories are created in an integrated fashion so that a resolution for one
type of problem does not result in a new conflict of a different type. As a strategic
trajectory-planning tool, it provides efficient resolutions by minimizing delay, fuel
burn, or a combination of both [1]. As a result of this integrated approach to airspace
problems the Autoresolver can also be used to analyze flight plan change requests
from flight crews or airline operation centers to ensure that they do not create new
conflicts.

Accurate predictions of aircraft trajectories are required to ensure that the
Autoresolver generates safe and efficient solutions. The Autoresolver has been
designed to separate the resolution process from the trajectory prediction process.
Thus the Autoresolver generates simplified route, altitude, and speed change com-
mands and sends them to an independent trajectory prediction system. This process
of generating simplified trajectory changes and sending them to an independent
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system that computes high-fidelity trajectories is called “trial planning”. Since
these two functionalities have been separated, the Autoresolver can more easily
adapt to improvements in trajectory prediction capabilities. Also, separating the
trajectory prediction and resolution processes allows the Autoresolver to function
with different types of aviation software systems, including fast-time simulations,
real-time simulations, and operational airspace automation tools.

3 Complex Weather Avoidance

The Autoresolver is designed to solve airspace problems on the order of 20–2 min
before the problem occurs. As mentioned previously, one class of problems that
must be dealt with in this time frame is resolutions to avoid severe weather regions.
An approach to avoiding such weather conflicts will now be presented.

3.1 Algorithm Inputs and Assumptions

The primary inputs to the weather avoidance algorithm are polygons representing
regions of airspace to avoid. One possible source of these weather avoidance
polygons has been provided by researchers at MIT Lincoln Laboratories with their
Convective Weather Avoidance Model (CWAM) [3]. CWAM provides avoidance
polygons that are based on weather observation data such as precipitation intensity
and cloud tops. The avoidance polygons are created by studying historical trajecto-
ries and historical weather to create a probabilistic prediction of the likelihood that
pilots will avoid regions with certain weather characteristics.

The weather avoidance polygons can be of arbitrary shape and have arbitrary
positions relative to the path of the aircraft (Fig. 1). Several techniques have been
developed for other applications to create paths through fields of polygons. For
example, Dijkstra’s algorithm could be used to find the shortest path through a
gridded model of the airspace. Instead of using these grid-based methods, which
are susceptible to generating multiple dog-legged trajectories we solve the problem
geometrically where limits on the complexity of maneuvers are built into the
solution process.

Since weather is an unpredictable, dynamic process, forecasts play an important
role in this weather avoidance procedure. At the time the avoidance route is created,
the precise position and shape of downstream weather cells is not know, but the
current prediction of that future weather can be used. For example, when looking
for weather conflicts at a point 10 min into the future along a predicted trajectory,
polygons capturing the current forecast for weather 10 min into the future can be
used. To simplify the subsequent discussion, the fact that downstream weather cells
are actually forecasts is not highlighted.
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Fig. 1 Schematic of a
complex weather scenario

a b

Fig. 2 Tangents can be found using a polygon (a) or a search if the polygon is not known (b)

The core of the geometric solution relies on two simple algorithms: the first
determines tangent lines from a point to the boundary of a (possibly) non-convex
polygon, and the second calculates tangent lines between non-intersecting, non-
convex polygons. Algorithms to calculate these lines for randomly shaped polygons
are freely available. If, instead of a polygon, a bitmap such as a weather radar image
is available, an approximate direction of a tangency line can still be determined. To
accomplish this, the predicted trajectory must by overlaid on the bitmap and then for
any point on the trajectory that lies in a forbidden color of the bitmap. By probing
for cell penetration through incremental heading changes as illustrated in Fig. 2 the
tangency point can be determined.

One key constraint imposed on the resolution path is that route changes generated
by the algorithm be limited to at most two additional route waypoints. Such a
constraint is necessary in order to limit pilot workload. A third waypoint may be
added to resolve aircraft-to-aircraft conflicts that arise from the re-route around the
weather.

In general, the algorithm attempts to generate up to four possible resolution
routes depending on the number of additional waypoints required. There will be one
to each side of the weather cell and two between the cells. The final route selected
by the algorithm is the one that is predicted to have the least airborne delay.
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Fig. 3 Route must avoid initial and subsequent polygons

Another important aspect of the procedure is that, like all Autoresolver func-
tions, it relies upon an external trajectory prediction system to determine if a
proposed solution actually solves the problem. Simplified geometric calculations
are performed by the Autoresolver to determine paths that are theoretically weather-
conflict free, but these simplified paths are then passed to the external trajectory
prediction system; the external system can generate high-fidelity trajectory predic-
tions and check these trajectories against current and forecast weather as well as for
aircraft-to-aircraft conflicts.

3.2 Avoidance Procedure

The current position of the aircraft is used as the origin of the weather avoidance
route, and a suitable downstream waypoint is chosen as the return waypoint. In
the example shown in Fig. 3, Cell 1 triggered the initial weather-conflict detection.
Generally paths on both sides of this weather cell will be found, but, for illustration
purposes, the subsequent discussion will focus only on the path to the left. For this
path, the tangent from the current position to the left of that weather cell is created.
If, as in the figure, the tangent line is not conflict-free to the tangent point of Cell 1,
but, instead, happens to intersect another cell (Cell 1a), then that cell replaces Cell
1 as the primary conflict cell and a tangent line to that cell is found. Replacement
of weather cells that initially triggered the resolution process but were subsequently
replaced by a different cell is a standard procedure used in all the following steps.
The intersection of the two tangent lines from the current position and the return
waypoint to Cell 1a is used as a new waypoint in the route. If this new trajectory
is free of weather conflicts, then this route is a valid candidate for the weather
avoidance route.
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Fig. 4 Tangents between two cells are added if return route is blocked

If the route between the primary weather cell and the return waypoint is not
conflict free (Fig. 4), then the tangent line between the two active cells is determined
and two waypoints are used for the resolution. In this case, the first waypoint
is located at the intersection of the tangent line from the current position to the
primary weather cell and the tangent line between the two cells. Similarly, the
second waypoint is located at the intersection of the tangent line from the return
waypoint to the second weather cell and the tangent line between the cells.

Since more than two additional waypoints are not allowed, and if, as in Fig. 5, a
conflict is detected on the tangent path, then an iteration process is followed. The
position of the first waypoint is varied along its initial tangent line in increments
from the point of tangency. For each trial waypoint, the tangent line to the new
conflict cell is calculated and the intersection with the return waypoint tangency line
is used as the second waypoint. Among these trajectory iterations, the conflict-free
trajectory with the minimum delay is used as the weather avoidance route.

The entire process discussed above is repeated for the other tangency point of the
original conflict polygon, which in this case would result in a turn to the right. Also,
whenever two waypoints are needed to solve the problem (Fig. 4), interior tangency
paths between the two weather polygons are included using the procedure, discussed
previously, for exterior tangent lines. Figure 6 shows the four resulting weather
avoidance paths. The entire path-finding algorithm can be repeated for different
return waypoints, within a reasonable distance, to improve efficiency if desired.

Since weather is often moving and changing, as discussed previously, this
process relies on forecast weather for downstream cells. These forecasts are
inherently uncertain, so it can be important to ensure some additional space around
each weather cell. To create this space, a horizontal buffer distance may be used.
Any time a waypoint is found in the resolution process, it is moved a prescribed
distance away from the weather cell. The line bisecting the angle formed by the
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Fig. 5 Iteration is required for blocked tangent lines

Fig. 6 Four possible weather
resolution paths

two tangent lines defines the direction of motion. If, as shown in Fig. 7, this buffer
distance causes a new weather cell to be active, then the tangent to that cell is found,
and the resolution process continues. This buffer should be sized based on weather
forecast accuracy such that it is unlikely that the aircraft will have to be rerouted due
to motion and changes of the weather. Of course, all trajectories are constantly being
scanned for weather conflicts in case the weather changes more than estimated.
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Fig. 7 Additional buffer added to handle changing weather

After the weather routes are created they are checked for predicted separation
violations with other aircraft. If conflicts are found, they are resolved using the core
Autoresolver functionality by maneuvering the other aircraft, adding an additional
route waypoint, or temporarily changing the cleared altitude of the flight along the
weather avoidance route. Also, for aircraft near their arrival fix, weather resolutions
are performed and the schedule to the arrival fix is adjusted to reflect that change.
Finally, it is important to note that all resolutions for aircraft-to-aircraft conflicts
and arrival-metering trajectories are checked to ensure that they are free of weather
conflicts.

3.3 Evaluation and Operating Concepts

This weather avoidance procedure was developed, evaluated, and refined in a
fast-time simulation platform, the Airspace Concept Evaluation System [8], using
CWAM weather polygons and realistic traffic patterns. Figure 8a shows an example
of a one-waypoint resolution around weather from one of these fast-time simula-
tions. For this resolution, the larger cell triggered the resolution, but the smaller
cell became important. A buffer was used in this resolution process that placed the
waypoint away from the boundary of the smaller cell.

A more complex resolution scenario from the same simulation is depicted in
Fig. 8b. In this case, the return waypoint is located behind two weather cells. In
constructing the tangent lines, other weather cells closer to the aircraft cause a
two-waypoint solution to be required. Again, the additional buffer is evident in the
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a b

Fig. 8 (a) An example one waypoint resolution from simulation, and (b) a more complex
resolution involving multiple weather cells and requiring two waypoints

solution in the distance of the final trajectory from the weather cells and in the fact
that the resolution did not attempt to pass between the weather cells.

The weather resolution process in the Autoresolver is integral to a concept for
improving the efficiency of routes through changing weather, known as Dynamic
Weather Routes (DWR) [11]. In evolving weather situations aircraft routes, often
planned up to an hour in advance, can become inefficient as the weather moves and
changes in intensity. These routes are usually designed to travel longer distances
to circumnavigate areas of weather. In the DWR concept, a system continually
(approximately every 12 s) evaluates the routes of aircraft in weather by checking
for possible shortcuts to downstream waypoints. If one of these shortcuts is free of
weather and provides enough flight-time savings, then the airline operations center
can uplink the revised route to the aircraft for execution. If the shortcut has a weather
conflict the shortcut trajectory can be sent to the Autoresolver to create a conflict-
free route. If this new route saves enough time over the current route, then this route
can be sent to the aircraft.

Results of real-time evaluations of the DWR concept show an average of around
10 min of savings for many aircraft in varied weather conditions [11]. NASA
is currently evaluating the DWR system in the field in collaboration with an
airline. In this evaluation the Autoresolver weather-avoidance algorithm is a critical
component.

4 Robustness to Trajectory Uncertainty

The Autoresolver algorithm relies on accurate predictions of future aircraft states to
efficiently maintain safety. Unfortunately, perfect trajectory predictions will never
be possible due to unknowable or uncertain information, so the Autoresolver system
must be designed to be robust to these errors. For weather resolutions the impact of
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trajectory prediction error is usually overshadowed by the uncertainty of the position
of the weather, so a simple buffer around weather as discussed previously is used.

Maintaining separation between aircraft, on the other hand, is very sensitive to
trajectory prediction errors, and the main goal of the research discussed in this
section is to design the Autoresolver such that it can maintain aircraft separation
under various types of trajectory prediction errors in the most efficient way possible.

Two recent, related approaches to deal with these uncertainties will be discussed
in the following sections. One is to increase vertical separation requirements around
the predicted top-of-descent point. The other is to use historical performance
characteristics of the trajectory prediction system to improve conflict detection
performance and to select more robust resolutions.

4.1 Top-of-Descent Vertical Buffers

An analysis of the Autoresolver algorithm in the presence of different sources of
trajectory prediction errors showed that the system was most susceptible to errors in
prediction around the aircraft’s top-of-descent point [10]. In this analysis, aircraft
were assumed to be performing Flight Management System based continuous
descent approaches where the aircraft would determine the top-of-descent point.
Errors in the ground-based system’s ability to predict this top-of-descent point can
lead directly to losses of separation because aircraft are already flying exactly at their
required vertical separation. Conflicts arising from such errors are often detected
with only short times to loss of separation and may be difficult resolve. Also, the
ground-based top-of-descent predictions generally do not improve as the aircraft
approaches its descent point.

To improve the system’s robustness to these types of errors, a special vertical
buffer was added around the predicted top of descent. This buffer is illustrated by
the difference between the vertical separation requirement around the top-of-descent
points in Fig. 9a, b. Details of how this buffer was created are presented in [2].
The basic idea of this buffer is to provide a measure of safety in case the aircraft
descends earlier or later than was predicted. The effect of the buffer is to clear out
the airspace immediately below and in front of the predicted descent point. Since
these buffers will clear more airspace than is needed compared to a perfectly known
descent point, the sizes of these buffers should be tailored to the accuracy of the
trajectory prediction system.

These top-of-descent buffers were added to the Autoresolver and simulated in
fast time with different levels of trajectory-prediction error [2]. The buffers reduced
the total number of losses of separation due to top of descent errors by over 80 %, but
also increased the total number of maneuvers by about 50 %. Research is ongoing
to tailor the buffers more precisely to the amount of trajectory prediction error. A
long-term solution is for aircraft to downlink their top of descent points for use by
the ground system, thereby largely eliminating the need for the buffers.
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a b

Fig. 9 (a) The standard separation criteria and (b) the tailored vertical buffer around the top-of-
descent point

Fig. 10 Illustration of
trajectory predictions with
associated uncertainties

4.2 Probabilistic Conflict Detection

A more general method of dealing with trajectory prediction errors uses the
knowledge of past performance of the trajectory prediction system to influence
the detection and resolution processes directly. One way to do that is to create a
probabilistic conflict detection system where the probability of conflict between two
aircraft depends on their predicted trajectories and a characterization of the probable
quality of those trajectories.

Figure 10 shows two trajectories with ovals representing confidence bounds
of select trajectory points. These confidence bounds depend on the trajectory
prediction system and the trajectories being predicted. For instance, a specific
system may do a better job of modeling one type of aircraft than another, it may
predict entirely level trajectories more accurately than trajectories that contain
altitude transitions, or it may have increased lateral uncertainty around turns.

In [9] a mathematical framework is presented that integrates this type of
uncertainty information to provide a probability that any two trajectories will result
in a loss of separation. In the paper, doing conflict detection based on this system
provided a benefit by reducing both missed alerts and false alerts by over 5% each
as compared to the performance of a deterministic conflict detection system.
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An additional benefit of using probabilistic detection in an automated separation
assurance system is that the probability that a proposed conflict resolution maneuver
will result in a conflict can also be calculated. This information can be used to select
resolutions that are less likely to result in a subsequent conflict. Using a combination
of delay and probability of conflict to select among a set of candidate resolutions
reduced both the total number of resolutions and the total delay in a simulation [9].

5 Conclusions

This paper presented the advances made in two important areas of research for the
AAC ground-based automated separation assurance system. First, a description of
a new algorithm to avoid complex weather situations was shown. The algorithm
enables selection of efficient routes around arbitrary combinations of weather
regions using an algorithm based on geometric calculations. Second, recent efforts
to enhance the robustness of the separation assurance system to trajectory prediction
errors were presented. Handling these unavoidable errors is necessary to ensure a
reliable and efficient automation system.
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Reduced Wake Vortex Separation Using
Weather Information

Naoki Matayoshi

Abstract Current wake vortex separation minima are a major impediment to
increasing traffic capacity since they require greater separations than radar sep-
aration minima. The concept of dynamic wake vortex separation, which allows
reduced separations in favorable weather conditions when wake durations on flight
paths become shorter, would allow an increase in capacity. The Japan Aerospace
Exploration Agency (JAXA) has developed a methodology that calculates a reduced
wake vortex separation that is equally safe as current separation minima. The
methodology uses a probabilistic wake vortex prediction model to probabilistically
assure that the wake vortex encounter risks at reduced separations do not exceed
those at current separation minima. JAXA has also developed an airport terminal
traffic simulation environment to demonstrate the traffic capacity gain at a congested
airport when reduced wake vortex separations are introduced and take-off/landing
sequences are optimized. The simulation result showed a greater than 10 % capacity
gain, and confirmed the effectiveness of the proposed methodology.

Keywords Aircraft separation • Wake vortex • Weather information

1 Introduction

The demand for air travel continues to grow, and there is a strong demand to reduce
aircraft separations to increase traffic capacity. The wake vortex separation minima
are a major impediment to this since they require 4–6 nm separations, which are
greater than radar separation minima of 2.5–3 nm that specify minimum separation
under radar surveillance (Table 1). However, these wake vortex separation minima
were established in the 1970s when knowledge of wake vortices was limited, and
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Table 1 ICAO wake vortex separation minima

Leading aircraft Following aircraft Radar
Non-radar

Departure Arrival

Heavy (≥136 ton) Heavy 4 nm 2 min 2 min
Medium 5 nm 2 min 2 min
Light 6 nm 2 min 3 min

Medium (≥7 ton) Heavy – – –
Medium – – –
Light 5 nm – 3 min

Light All categories – – –

might therefore be overly conservative, assuming the worst case. During the past
few decades, knowledge of wake vortices has greatly increased thanks to advances
in lidar measurement and CFD analysis techniques [1, 2]. Based on this, the concept
of dynamic wake vortex separation, which allows reduced separations in favorable
weather conditions when wake durations on flight paths become shorter, has been
studied intensively [3–6]. In this concept, the current wake vortex separation minima
are considered to be adequately safe, and the wake vortex encounter (WVE) risks at
reduced separations must be equal to or lower than the risks at current separations.
Here, the WVE risk means a probability that a following aircraft encounters a
leading aircraft’s wake vortex which is strong enough to be hazardous to flight.
However, there are still only a limited number of researches that discuss how to
control the WVE risk at reduced separations, apart from a few studies that mainly
discuss wake vortex advection due to crosswinds and so are applicable only to
crosswind conditions [5, 6].

This paper discusses methods to probabilistically assure that the WVE risks at
reduced separations do not exceed those at current separations for a wide range of
weather conditions by using a probabilistic wake vortex prediction model which
can consider more complicated wake decay and advection processes than crosswind
advection. First, we introduce the concept of dynamic separation according to
weather conditions. Second, we describe a method to control the hazard probability
that the WVE risks at reduced separations exceed those at current separations by
quantifying the errors in the WVE risk evaluation. Finally, we demonstrate the
expected separation reduction and capacity gain by introducing dynamic separation.

2 Concept of Dynamic Separation

Wake durations on flight paths largely vary according to the surrounding weather
conditions such as prevailing wind, turbulence intensity and atmospheric stability.
The WVE risk therefore varies with the surrounding weather conditions even if
aircraft maintain a constant separation as current separation rules require (Fig. 1).
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Fig. 1 Concept of dynamic separation

However, based on a long history of safe aircraft operations, these various risks
at current separations are all considered to be practically safe. If we determine
a target risk level within these risks at current separations and reduce separations
until the expected risks at reduced separations reach the target risk level, the WVE
risks at reduced separations would be acceptably safe since the maximum risk at
reduced separations, equal to the target risk level, is within the risks experienced at
current separations (Fig. 1). Other separation constraints such as radar separation
minima remain active in this separation reduction process. This concept of dynamic
separation according to weather conditions is proposed as a candidate of the next
separation standard in International Civil Aviation Organization’s (ICAO) global
air navigation capacity and efficiency plan (GANP) [7].

3 WVE Risk Evaluation Considering Wake Vortex
Prediction Errors

To realize dynamic separation, it is necessary to calculate WVE risks in various
weather conditions by predicting wake vortex behaviors. However, we have to
be aware that the WVE risk calculation process may have errors, mainly due
to wake vortex prediction errors. If we underestimate the WVE risks at reduced
separations, the true WVE risks at reduced separations might exceed the target risk
level. Likewise, if we overestimate the WVE risks at current separations, the target
risk level based on those overestimated WVE risks might exceed the true WVE
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risks at current separations. Therefore, if we have errors in WVE risk calculation
either at current separations or at reduced separations, it may lead to the WVE
risks at reduced separations becoming higher than those at the current separations.
Although the concept of dynamic separation is widely accepted as a candidate of
the next separation standard, the methodology to calculate the WVE risk and to
reduce separations considering the risk calculation errors is not yet established.
Here, we propose a method to probabilistically assure that the WVE risks at reduced
separations do not exceed those at current separations.

3.1 Errors in WVE Risk Calculation

The WVE risk is defined as a probability that a following aircraft enters the hazard
area of a wake vortex generated by a leading aircraft. The hazard area indicates an
area that wake-induced turbulence can be hazardous to flight. To calculate the WVE
risk, we need probability density distributions (PDDs) of aircraft position, wake
vortex position and circulation intensity (product of wake-induced wind velocity
and distance from wake vortex’s core). In our method, the PDDs of aircraft position
are considered as prescribed distributions based on flight procedure standards. The
WVE risk calculation errors therefore derives mainly from errors in the PDDs of
wake vortex position and circulation intensity that are predicted using a probabilistic
wake vortex prediction model.

3.2 WVE Risk Evaluation Considering Wake
Vortex Prediction Errors

The PDDs of wake vortex position and circulation intensity are produced based on a
database of several thousand wake vortex observations acquired in various weather
conditions. We must consider the following two major PDD error sources:

1. The uncertainty of the PDD: The PDD has an uncertainty since it is based on
a finite number of observations. The reliability of the PDD increases with the
number of observations from which it is derived.

2. The uncertainty of the surrounding environmental conditions: The PDDs are
derived from wake vortex observation data normalized by using the leading
aircraft (wake vortex generator) flight conditions and the weather conditions that
prevailed when the observations were conducted. Thus, the accuracy of a PDD
depends on the accuracies of the information about these conditions.

Such PDD errors can be quantified by the confidence interval of the PDDs [8].
Using this confidence interval information, we can calculate the reduced separations
whose WVE risks do not exceed those at current separation as follows (Fig. 2):
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Fig. 2 WVE risk evaluation method

Step 1: Calculate the confidence intervals for each of the PDDs of the wake vortex
position and circulation intensity based on [8]. The lower limits of the PDD’s
confidence interval (PDDL) satisfy the requirement that the probability that “true
PDD is higher than PDDL for all ranges” is “1−PL”. In the same manner, the
upper limits of the PDD’s confidence interval (PDDU) satisfy the requirement
that the probability that “true PDD is lower than PDDU for all ranges” is “1−PU”.
PU and PL are configurable parameters that specify the confidence levels of the
confidence intervals.

Step 2: Estimate the WVE risk at current separation under various weather
conditions (PCur_Est) by using the PDDL. The probability that the true WVE risk
(PCur) is lower than the estimated risk (PCur_Est) is PL. We then set the target risk
level within the estimated WVE risks at current separation.

Step 3: Estimate the WVE risk at a reduced separation under a target weather
condition (PRdc_Est) by using the PDDU. The probability that the true risk (PRdc)
is higher than the estimated risk (PRdc_Est) is PU . Therefore, when we reduce
wake vortex separation to the point at which the estimated risk at the reduced
separation becomes equal to the target risk level based on the estimated risk
at current separation (PRdc_Est =PCur_Est), the hazard probability (PHzr) that the
true WVE risk at reduced separation exceeds the true risk at current separation
(PRdc >PCur) is expressed as shown in Eq. (1).

1−PHzr > (1−PL)(1−PU)> 1−PL−PU (1)

where, “1−PHzr” is a probability of “PRdc ≤PCur”; “1−PU” is a probability of
“PRdc <PRdc_Est (= PCur_Est)”; “1−PL” is a probability of “PCur_Est <PCur”.
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In fact, there are three wake vortex parameters: circulation intensity and lat-
eral/vertical positions. We therefore have to modify Eq. (1) accordingly by applying
the above procedure to all three variables.

1−PHzr > ((1−PL)(1−PU))
3 > 1− 3(PL +PU) (2)

As shown in Eq. (2), we can control the hazard probability by changing the
confidence levels of the PDD confidence intervals used in the WVE risk evaluations.
Although we do not consider the errors of the PDDs of aircraft position in this paper,
such errors can be handled in a similar manner.

4 Airport Terminal Traffic Simulation
with Reduced Separation

Here, we describe the airport terminal traffic simulation environment to demonstrate
the expected capacity gain by introducing reduced separations based on our
proposed methods.

4.1 Target Airport

We selected Tokyo international (Haneda) airport as the target airport since wake
vortex separation is a major constraint to capacity at this airport, especially when
southerly winds prevail [9]. As shown in Fig. 3, RWY16L/R are used for departures
and RWY22 and 23 are used for arrivals when southerly winds prevail. In this
configuration, there are three situations where wake vortex separation limits aircraft
separations: (1) between successive landings on RWY22; (2) between successive
take-offs from RWY16L/R; (3) between take-off from RWY16L and landing on
RWY23. Table 2 shows the current separations with and without wake vortex

Fig. 3 Runway operations
for southerly winds at Tokyo
international airport
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Table 2 Required separations with/without wake vortex separation

Situation
Wake vortex separation

Without With

Successive landings on RWY22 115 s 120 s
Successive take-offs from RWY16L/R 95 s 120 s
Take-off from RWY16L and landing on RWY23 47 s 102 s

Table 3 Specifications of JAXA’s non-hydrostatic mesoscale weather forecasting model

Item Specification

Basic equations Non-hydrostatic, compressible with terrain-following coordinates
Prediction range 164 km× 164 km
Grid resolution 2 km× 2 km× 300 m
Inputs GPV (20 km resolution; provided by the Japan Meteorology Agency)
Outputs Wind, pressure, temperature, relative humidity, icing/turbulence index
Output rate Every 10 min

separations for these three situations. The required separations without wake vortex
separation are mainly due to radar separation minima and runway occupation time
constraints. In particular, the separation between “take-off from RWY16L and
landing on RWY23” varies largely by wake vortex separation existence. In such
cases, we can expect a large capacity gain by introducing reduced wake vortex
separation.

4.2 Weather Condition

Weather information around the target airport is necessary to simulate wake
vortex behaviors. In this simulation, JAXA’s non-hydrostatic mesoscale weather
forecasting model (Table 3) was used to produce realistic weather data around the
airport such as prevailing winds, turbulence intensity and atmospheric stability. A
domain size of 164 km× 164 km with a grid distance of 2 km was used, which
covers the whole of the airport’s terminal airspace. Using this model, one year
of weather data around the airport were generated and approximately 1,000 cases
where southerly winds prevailed were chosen for the simulation.

4.3 Probabilistic Prediction of Wake Vortex

There are several parametric wake vortex prediction models such as D2P/P2P/S2P
developed by DLR [10–12], DVM/PVM developed by UCL [13], and the
AVOSS model developed by NASA/NWRA [14]. These models output a wake
vortex’s circulation intensity and position considering its generation, decay and
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Fig. 4 Wake vortex generated by a “heavy” aircraft on approach to an airport. Measured values
are normalized by the equation: X*= (Xmeas −Xl)/(Xu −Xl), X = y, z, Γ , where X* is a normalized
value, Xmeas is a measured value, Xu is a upper value, Xl is a lower value

advection processes. The initial vortex intensity depends on aircraft parameters
such as lift (weight) and airspeed. Ambient atmospheric parameters such as
wind speed/direction, turbulence intensity and stratification govern the decay and
advection processes. The ground effect is also modeled as a function of the wake
vortex’s circulation intensity, its height above the ground and the time elapsed since
its generation.

In our simulation, the S2P model is employed since it is capable of providing
PDDs of wake vortex circulation intensity and vertical/lateral positions in real-
time. Considering wake decay and advection processes, the S2P model predicts the
uncertainty bounds (the upper and lower limits) of wake vortex parameters, and
then applies the prescribed PDDs normalized by the calculated uncertainty bounds
to express wake vortex random behaviors (Fig. 4). Since the uncertainty bounds
account for wake vortex deterministic behaviors influenced by flight conditions and
local weather conditions, the PDDs are independent of these. We therefore require
only a single PDD for each wake vortex parameter derived from the wake vortex
observation database. In our simulation, the PDDs based on about 2,400 wake vortex
observation data presented in [11] were used. However, we must consider the PDD
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Table 4 Accuracy level of
available weather information

Parameter
Errors (1σ )

Case 1 Case 2

EDR (m2/3/s) 0.05 0.025
Brunt–Väisälä frequency (1/s) 0.005 0.0025
Wind (m/s) 3.0 1.5

Fig. 5 PDD confidence intervals of wake vortex horizontal position

errors when we estimate WVE risks as we discussed. We calculated the confidence
interval of the PDDs with a condition of PU =PL = 10−3/6. By using these confi-
dence intervals in the WVE risk evaluations, we can control the hazard probability
PHzr to be lower than 10−3. In addition, we assume two different accuracy levels of
available weather information in wake vortex prediction. The wake vortex behavior
heavily depends on weather parameters listed in Table 4. The eddy dissipation rate
(EDR) indicates atmospheric turbulence intensity and the Brunt–Väisälä frequency
indicates atmospheric stability. Both parameters mainly affect wake vortex decay
process. The wind mainly determines wake vortex advection process. Therefore,
the accuracy of wake vortex prediction largely changes according to the accuracy
levels of available weather information. The first case in Table 4 assumes the current
weather forecast accuracy commonly available in Japan. The second case assumes a
near-future weather forecast accuracy whose errors are set to be half of the first case.

Figure 5 exemplifies the calculated confidence intervals of the PDD of the wake
vortex horizontal position. The vertical axis shows the probability of existence and
horizontal axis shows the horizontal position normalized by the predicted horizontal
position. The value of 0.5 on the horizontal axis means that the predicted position
matches the actual position perfectly. The envelope of the PDD becomes larger
if available weather information accuracy degrades. This means that the WVE
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risks are overestimated and the expected separation reduction is smaller. Thus, we
can obtain an appropriate safe separation margin according to the accuracy of the
available weather information.

4.4 Aircraft Trajectory Model

The nominal routes of departure/arrival traffic were set based on the Aeronautical
Information Publication (AIP) and flight procedure standards published by the Japan
Civil Aviation Bureau. The PDDs of aircraft positions around the nominal paths
were produced based on radar surveillance data and a probabilistic trajectory model
used in the risk collision model for the ILS landing [15]. In our simulation, the
PDDs of the aircraft position remain constant regardless of surrounding weather
conditions and aircraft types.

4.5 Aircraft Types

The aircraft types considered in the simulation are heavy and medium category
aircraft in current wake vortex separation rules. These two categories are dominant
among aircraft types flying at the target airport. A B747 size aircraft was used as a
leading aircraft, since a heavier aircraft makes a stronger wake vortex and makes it
difficult to reduce separations. As following aircraft, the lightest aircraft type was
chosen from each of the heavy and medium categories: a B767 size aircraft was
chosen from a heavy category and a B737 size aircraft from a medium category.

4.6 Hazard Area of Wake Vortex

The size of a hazard area of wake vortex depends on the wake vortex circulation
intensity and the flight characteristics of a following aircraft. In our simulation, a
hazard area was defined as an area where aircraft rolling moment induced by wake
vortex could be more than 5◦/s2. Based on JAXA’s flight simulation results, we set
the hazard area size as shown in Fig. 6. Since two cores of wake vortex are not nec-
essarily located at the same altitude due to surrounding weather conditions such as
vertical windshear [10–12], the highest altitude of hazard area is set to be Δz higher
than a higher wake vortex core and vice versa as shown in Fig. 6. The vertical extent
of the hazard area is larger for medium category aircraft than heavy category aircraft
since lighter aircraft are more prone to wake vortex disturbance. On the other hand,
the horizontal extent of the hazard area is larger for heavy category aircraft since
heavy category aircraft have a longer wing span than medium category aircraft.
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Fig. 6 Hazard area of wake vortex

4.7 WVE Risk Calculation

As previously mentioned, the WVE risk is defined as the probability that a following
aircraft enters the hazard area of the wake vortex generated by a leading aircraft. In
other words, the WVE risk equals to a probability that a wake vortex exists within
a region of the hazard area whose center is the position of a following aircraft. This
probability is calculated as follows:

Step 1: The probability PWΓ (Γ , yL, zL) that “a wake vortex generated by a leading
aircraft located at (yL,zL) and whose circulation intensity is Γ exists within a
hazard area whose center is the position of a following aircraft” is expressed as
shown in Eq. (3) below. PWΓ is a function of Γ since the size of the hazard area
varies according to Γ :

PWΓ (Γ ,yL,zL) =

∫ +∞

−∞

∫ +∞

−∞
PWF (Γ ,y,z) pF (y,z)dydz (3)

where PWF(Γ ,y,z) is the probability that a wake vortex whose circulation
intensity is Γ exists within the hazard area whose center coordinate is (y,z),
and pF(y,z) is the probability that a following aircraft exists at the coordinate
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(y,z). The former probability is calculated using the probabilistic wake prediction
model (S2P model) and hazard area size information. The latter probability is
calculated using the aircraft trajectory model.

Step 2: The probability PWL(yL,zL) that “a wake vortex generated by a leading
aircraft located at (yL,zL) exists within a hazard area whose center is the position
of a following aircraft” is expressed as shown in Eq. (4) below:

PWL (yL,zL) =

∫ +∞

0
PWΓ (Γ ,yL,zL) pΓ (Γ )dΓ (4)

where pΓ (Γ ) is the probability that the wake vortex circulation intensity is Γ .
This probability is calculated using the probabilistic wake prediction model.

Step 3: The probability PW that “a wake vortex generated by a leading aircraft
exists within a hazard area whose center is the position of a following aircraft” is
expressed as shown in Eq. (5) below:

PW =
∫ +∞

−∞

∫ +∞

−∞
PWL (y,z) pL (y,z)dydz (5)

where pL(y,z) is the probability that a leading aircraft exists at the coordinate
(y,z). This probability is calculated using the aircraft trajectory model.

The obtained probability PW is the WVE risk. Note that we use the lower limits
of the confidence intervals of the wake parameters’ PDDs to calculate the WVE risk
at current separations, and use the upper limits to calculate the WVE risk at reduced
separations.

5 Simulation Results and Discussion

5.1 WVE Risk Distribution

Figure 7 shows the simulated WVE risk distributions in one year of southerly wind
operations (about 1,000 different weather conditions) for three situations shown in
Table 2. Each point in Fig. 7 expresses the maximum WVE risk during an approach
or a departure in one weather condition. The lateral axis shows the maximum
WVE risk and the vertical axis shows the altitude of a following aircraft where the
maximum risk is expected. The aircraft separation between leading and following
aircraft was fixed to 120 s for all situations.
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Fig. 7 Maximum WVE risk distributions
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5.1.1 WVE Risk Variation due to Weather Conditions

Figure 7 indicates that the WVE risks vary largely due to weather conditions from
10−1 to 10−12. From this, we can expect the separation reduction in many favorable
weather conditions whose WVE risks are quite low. Figure 8 compares weather
parameters between high WVE risk conditions (higher than the yearly averaged risk)
and low WVE risk conditions (lower than the yearly averaged risk) for successive
take-offs from RWY16L/R. The comparison result indicates that strong crosswinds
and large EDRs are effective to mitigate WVE risks. This is because wake vortices
are drifted away from the flight path by strong crosswinds and wake vortex decay is
accelerated under turbulent atmosphere expressed by large EDRs.

5.1.2 Vertical Distribution of WVE Risk

Successive Landings on RWY22 and Take-Offs from RWY16L/R

Figure 9 shows the vertical profile of the occurrence frequency of the maximum
WVE risk. In successive landings or take-offs where leading and following aircraft
fly the same path, the maximum WVE risks are mainly occurred at either above
1,500 ft or below 500 ft. The WVE risk increases at above 1,500 ft since the
variations of aircraft position are larger than lower altitudes. For example, the WVE
risk increases if a following aircraft flies lower than a leading aircraft since wake
vortex has a tendency to descend by itself. The occurrence probability of such
situation becomes higher as the variation of aircraft position becomes larger. On the
other hand, the WVE risk increases at below 500 ft since descent of wake vortex is
blocked by ground surface and wake vortex lingers near the flight path. To mitigate
these two WVE risk peaks at high and low altitudes, GBAS-based flexible flight
paths such as dual thresholds or curved approach would be beneficial since leading
and following aircraft can fly different flight paths.

Take-Off from RWY16L and Landing on RWY23

The maximum WVE risk mostly occurs at below 100 ft since the flight paths of
take-off from RWY16L and landing on RWY23 intersect over RWY23 (Fig. 3).

5.2 Separation Reduction

Table 5 shows the simulated separation reduction for three situations shown in
Table 2. The reduction shown is averaged over one year of southerly wind operations
(about 1,000 different weather conditions). We employed three different target WVE
risk levels: 50 % / 70 % / 90 % cumulative values of the WVE risks at current
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Fig. 8 Comparison of weather parameters between high and low WVE conditions (successive
take-offs from RWY16L/R). (a) High WVE risk conditions. (b) Low WVE risk conditions
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Fig. 9 Vertical profile of the occurrence frequency of the maximum WVE risk
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Table 5 Simulated separation reductions (averaged over approximately 1,000 dif-
ferent weather conditions)

Target risk level (cumulative risk
value at current separations)

Situation
Errors in weather
information 50 % 70 % 90 %

(1) Following aircraft: Heavy category
Successive landings on

RWY22
Case 1 0 s 0 s 2 s
Case 2 0 s 1 s 3 s

Successive take-offs from
RWY16L/R

Case 1 3 s 5 s 10 s
Case 2 4 s 7 s 13 s

Take-off from RWY16L
and landing on
RWY23

Case 1 0 s 1 s 7 s
Case 2 1 s 7 s 16 s

(2) Following aircraft: medium category
Successive landings on

RWY22
Case 1 0 s 0 s 2 s
Case 2 0 s 1 s 3 s

Successive take-offs from
RWY16L/R

Case 1 3 s 5 s 10 s
Case 2 4 s 7 s 13 s

Take-off from RWY16L
and landing on
RWY23

Case 1 0 s 2 s 8 s
Case 2 1 s 7 s 17 s

separations. For example, if we employ the 50 % cumulative values as the target
risk level, we have chances to reduce separation at 50 % of all take-off/landing
operations unless other separation constraints prohibit. Here, we discuss three
factors affecting separation reduction.

5.2.1 Target Risk Level

The separation reduction depends heavily on the target risk level. The highest target
risk level of 90 % cumulative value leads to over 10 s reduction in two situations.
On the other hand, the lowest target risk level of 50 % cumulative value brings
reductions of only a few seconds. As a natural consequence, a higher target risk
level brings a larger separation reduction since it gives more chances to reduce
separations. However, the total amount of the WVE risks does increase if we
employ the higher target risk level. Although the safety of reduced separations
remains acceptable while the target risk level is set to be within the risks at current
separations, we have to realize that the selection of the target risk level is a trade-off
between the separation reduction and the WVE risks.
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5.2.2 Type of Following Aircraft

The type of following aircraft (heavy or medium category) makes little difference
to the separation reduction, since the size of hazard area does not greatly vary by
aircraft type.

5.2.3 Accuracy of Available Weather Information

Poor accuracy of available weather information decreases separation reduction. In
particular, the reduction of the separation between “take-off from RWY16L and
landing on RWY23” is largely affected by the weather information accuracy. In this
case, the flight paths of leading and following traffic are different. The flight paths
of following traffic are therefore located at the tails of the PDDs of the wake vortex
positions in most weather conditions except for strong crosswinds. Meanwhile, the
prediction results of wake vortex position are widely spread when the accuracy of
the available weather information is poor. In such cases, the probability of wake
vortex existence at the tail of the PDD increases as shown in Fig. 5, and the WVE
risk therefore increases.

5.3 Expected Capacity Gain

The airport capacity gain expected from the separation reduction shown depends
on the airport operating conditions such as aircraft types and take-off/landing
sequences. We obtained the maximum 4.5 % capacity gain when we assumed the
airport operating conditions at the most congested time period (8–9 a.m.) of the
target airport. In this time period, the ratio of heavy to medium category aircraft was
almost one to one. In addition, the capacity gain increased up to 14.5 % when we
optimized the take-off/landing sequences. Wake vortex separations can be reduced
by increasing the opportunities of successive take-offs/landings of the same category
aircraft. This result demonstrates the effectiveness of dynamic separation using
weather information and the optimization of the take-off/landing sequences.

6 Conclusions

This paper presented a methodology that calculates a reduced wake vortex separa-
tion that is equally safe as current separation minima. We proposed that the wake
vortex encounter risk at reduced separation should be estimated using the upper
confidence interval of the PDDs of wake vortex parameters, and the risk at current
separation estimated by using the lower confidence interval. By doing this, we
can control the hazard probability that the wake vortex encounter risks at reduced
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separations exceed those at current separation to be lower than a threshold value.
We also presented an airport terminal traffic simulation environment to demonstrate
the traffic capacity gain for a congested airport by introducing reduced wake vortex
separations and optimizing take-off/landing sequences. The simulation result shows
a 14.5 % capacity gain. This result supports the effectiveness of the proposed
methodology.

To realize dynamic separation according to weather condition, our proposed
methodology would greatly help since it can calculate reduced separations with
acceptable safety level using probabilistic weather information. However, it might
be difficult to achieve sufficient safety level only by such probabilistic risk assess-
ment especially at the introduction phase of dynamic separation. One possible
solution is to utilize a real-time wake vortex monitoring system combined with our
proposed methodology as a “safety net”. Such real-time wake vortex monitoring
system has been studied by several organizations [16]. Another factor to be
considered is how to produce the detailed weather information around the airport
with probabilistic accuracy information which is necessary for probabilistic wake
vortex prediction. JAXA has started a development of a new weather forecasting
model that is capable of providing probabilistic forecast accuracy information
according to weather conditions.
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Basic Analysis of Winds Aloft Forecast Used
for En-Route Trajectory Prediction

Hiroko Hirabayashi and Yutaka Fukuda

Abstract This paper provides the impact of a meteorological forecast model on
the trajectory of aircraft for future Air Traffic Management based on trajectory
operation. The ground speed of aircraft was calculated under the influences of
seasonal wind conditions and meteorological forecast accuracy during cruise flights
on the waypoints in the course towards Tokyo International Airport. Aspects of wind
conditions of cruise altitude vary from season to season depending on the position
of the waypoint, and whether jet stream exists or not. Aircraft ground speed tends
to vary based on the direction of aircraft movement in addition to wind conditions.
The predictions of ground speed were calculated using meteorological forecast data
of 15 h prior or later. The results show that prediction accuracy of ground speed
improves if recent prediction data is used. And ground speed prediction accuracy
becomes lower and high RMS values overlap when and where wind speed widely
varies.

Keywords Air traffic management • Meteorological forecast • Trajectory

1 Introduction

Trajectory-Based Operation (TBO) is the axis of a global Air Traffic Man-
agement (ATM) concept which is being developed by the International Civil
Aviation Organization (ICAO) to accommodate a demand for safe, efficient and
environmentally-friendly flights through technical advances in the air transport
industry with increasing traffic volume [1]. For the purpose of realization of the
TBO, prediction of aircraft trajectory is required not only in the aircraft on-board
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system but also in the ground system. One of the applicable aircraft performance
models to predict aircraft trajectory is Base of Aircraft Data (BADA), which the
Eurocontrol Experimental Centre provides [2]. To create a precise prediction of air-
craft trajectory, a prediction model reflecting regional variations is being developed
by comparison between predicted trajectory and actual measurement data [3–5].

The impact factors for the prediction of aircraft trajectory are aircraft kinetics,
intentions of the pilot or air traffic controller, atmospheric conditions, and so on. The
atmospheric conditions such as wind speed, wind direction and temperature are one
of the key factors for predicting aircraft trajectory because atmospheric conditions
affect aircraft speed during flight. Reflecting close to real conditions where aircraft
is passing will help in developing a high-accuracy prediction model of aircraft
trajectory, and the advancement of the wind prediction model for aircraft trajectory
has been studied [6]. One high-altitude atmospheric condition data to be used is
Numerical Weather Prediction (NWP) that the Japan Meteorological Agency (JMA)
provides. NWP uses mathematical models of the atmosphere and oceans to predict
the weather based on current weather conditions. The NWP model performance is
checked whenever new atmospheric models are developed [7]. However, the impact
on aircraft speed has never been analyzed. In order to clarify the impact of the
meteorological forecast model on the trajectory, aircraft ground speed (GS) during
cruise flights were calculated using values in the NWP model.

2 Methods

2.1 Aircraft Ground Speed Calculation

GS, which is the speed of the aircraft relative to the ground, was calculated in this
study. The measurement and indication of airspeed are ordinarily accomplished on
board connected to a pitot-static system. True airspeed (TAS) is the speed of the
aircraft relative to the atmosphere. Figure 1 shows the vector relationship between
the TAS and GS. The formula is as follows:

V GND =V TAS cos ∅D +W cos (∅W −∅T ) (1)

where VGND is ground speed, VTAS is true airspeed, W is wind speed, ∅W is wind
vector angle, ∅T is track vector angle and ∅D is drift angle, the drift angle is
calculated as follows:

∅D = sin−1
(

W
V TAS

sin (∅W −∅T )

)
(2)

The simplest way to calculate TAS is by using a function of Mach numbers as
follows:

V TAS = M×√
γ ·R ·T (3)
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Fig. 1 Relation between
track direction and wind
direction

where M is Mach number, γ is adiabatic index of air, R is Real gas constant of air
and T is Temperature.

Generally, aircraft maintain a constant Mach number during cruise flight. GS was
calculated using the constant Mach number 0.84 in this study.

2.2 Target Waypoints

In the case of Japan, air traffic flow concentrates on Tokyo International Airport
from each part of the country. Three main traffic flows were targeted in this study,
from New Chitose (Sapporo), Fukuoka and Naha to Tokyo. Fixed waypoints, HPE
(Hanamaki), IGOSO and SHIBK, located 200–300 NM (1 NM= 1,852 m) from the
departure airport, were chosen as the points where GS was calculated, as shown in
Fig. 2.

2.3 Meteorological Model

The JMA has currently operated several NWP models to cover various types of
forecasts. The Meso-Scale Model (MSM) is intended for use in basic data for
prediction of disasters and for aviation with higher horizontal resolution. East–west
and north–south direction of wind elements and temperature are gained from the
Japan Meteorological Business Support Center online data service. Wind speed and
wind direction were calculated from east–west and north–south directions of wind
elements. Table 1 shows a brief overview of MSM Grid Point Value (GPV). Three
pressure altitudes (300, 250 and 200 hPa) which are close altitudes that jet aircraft
fly at as a cruising altitude in general, were used for this study. Forecast hours 15,
12, 9, 6, 3 and 0 were used for the meteorological forecast data analysis.
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Fig. 2 Flight course and
target waypoints

Table 1 Summary of MSM (GPV)

Delivered range Northern latitude between 22.4◦ and 47.6◦

Eastern longitude between 120◦ and 150◦

Grid system Latitude and longitude intervals
Latitude 0.1◦ × longitude 0.125◦

Initial value 00, 03, 06, 09, 12, 15, 18, 21 UTC (eight times a day)
Forecast hours 15 h forecast (00, 06, 12, 18 UTC)

33 h forecast (03, 09, 15, 21 UTC)
3 h intervals

Pressure altitude hPa
(feet in ISA;
1 foot= 0.3048 m) 100 (53,083 ft) 150 (44,647 ft) 200 (38,662 ft)

250 (33,999 ft) 300 (30,065 ft) 400 (23,574 ft)
500 (18,289 ft) 600 (13,801 ft) 700 (9,882 ft)
800 (6,394 ft) 850 (4,781 ft) 900 (3,243 ft)
925 (2,500 ft) 950 (1,773 ft) 975 (1,061 ft)
1,000 (364 ft)
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2.4 Applicable Period

For the purpose of examination of seasonality in high altitudes, 140 days (4 weeks
from each of the five seasons as defined below) of MSM (GPV) data in 2011 were
used.

• Winter: January 23 to February 19,
• Spring: April 24 to May 21,
• Summer: July 24 to August 20,
• Typhoon season: September 1 to September 28 and
• Autumn: October 23 to November 19; total 140 days

In the case of Japan, typically four seasons are characterized by atmospheric
temperature difference and position of air mass. The months with the lowest
temperature are January/February and the highest are July/August, which were
defined as winter and summer respectively in this study. In addition to the four
seasons, the typhoon season was also considered. Several cyclones with disturbance
wind averagely pass through the Japanese archipelago in September. Two typhoons
passed through the Japanese archipelago in September, 2011.

Every 3 h of the three pressure altitudes, 3,360 GS were calculated at each
waypoint at one forecast hour, totaling 60,480 GS.

3 Wind Aspect at High Altitudes

There is a strong westerly wind that is a jet stream near the tropopause where jet
aircraft fly at cruising altitude. The width of a jet stream is typically a few hundred
kilometers and its vertical thickness is often less than 5 km. The condition of the
wind near the tropopause varies due to the influence of the jet stream.

Figure 3 represents the wind speed and wind direction of 250 hPa at each
waypoint. The dots are terminal points of one wind vector. The main stream of
upper wind at each waypoint is westerly wind. Strong westerly winds are shown in
the winter at IGOSO and SHIBK, meanwhile wind at HPE is weak and broadens
widely throughout the season.

4 Seasonal Tendency of Aircraft Ground Speed

4.1 Seasonally-Varying GS

GS was calculated using values in the NWP. Table 2 shows mean and standard
deviations of GS in each season assuming that aircraft maintains Mach number 0.84
during cruise flight at 250 hPa. There is not much difference in GS along each
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Fig. 3 Terminal points of wind vectors

Table 2 Aircraft ground speed at each waypoint at 250 hPa (kt)

Waypoint Winter Spring Summer Typhoon season Autumn

HPE Mean 454 449 497 463 461
SD 23 34 25 27 29

IGOSO Mean 613 572 506 531 584
SD 44 32 15 31 28

SHIBK Mean 611 558 493 507 544
SD 32 27 17 22 18

waypoint during the summer whereas it varies between IGOSO/SHIBK and HPE
in other seasons. The variation among these waypoints is caused by flight direction
to the destination airport. Especially in the winter, the gap of mean GS between
IGOSO/SHIBK and HPE is wide. GS varies widely in the winter in the case of
SHIBK and IGOSO, and in the spring in the case of HPE according to standard
deviation.

Figure 4 shows distributions of GS at 250 hPa at each waypoint [probability
density functions (PDF) and cumulative distribution functions (CDF)]. The peak
of GS varies among seasons at IGOSO/SHIBK whereas peaks at HPE do not vary
much from season to season. At SHIBK and IGOSO, GS is fast and varies widely
especially in the winter.

4.2 Ground Speed Change in Three Hours

Table 3 shows the mean and maximum changes in GS over a period of 3 h. GS varies
widely in the winter especially at IGOSO (Table 2), and the change in 3 h varies
widely in the spring at HPE. The largest change is 57 knots (1 knot= 0.5144 m/s)
in 3 h at HPE in autumn.
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Fig. 4 GS distributions

Table 3 Mean and
maximum change of GS in
3 h (kt)

HPE IGOSO SHIBK

Mean
Winter 8 8 6
Spring 10 8 6
Summer 6 5 5
Typhoon season 6 5 5
Autumn 8 5 4
Maximum
Winter 45 33 21
Spring 47 42 29
Summer 32 32 25
Typhoon season 34 27 24
Autumn 57 34 22
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5 Meteorological Forecast Data Analysis

5.1 Weather Prediction Errors

Meteorological forecast data at zero hour is assumed as a true value in this study.
Differences between data of forecast hours (FT= 15, 12, 9, 6 and 3) and zero
are regarded as prediction errors. Wind speed prediction errors, wind direction
prediction errors and temperature prediction errors are distributed symmetrically
and their peaks are almost zero (Fig. 5).

Ninety-five percent of temperature prediction errors are within ±2◦. Inside ±7
knots of wind speed, prediction errors are satisfied in 94 % of the FT3 and 76 % of
the FT15. Accuracy of wind direction prediction errors drop in the summer and the
typhoon season. One of the reasons for lower accuracy of wind direction predictions
in the summer and the typhoon season is that the motion of typhoons which bring
strong swirling wind is difficult to predict.

5.2 Ground Speed Prediction Errors

Prediction accuracy of GS improves when using weather data predicted in more
recent hours. Differences between GS calculated using meteorological forecast
hours (FT= 15, 12, 9, 6 and 3) data and that of zero hour data were defined as
GS prediction errors in this study. Figure 6 shows the distribution of GS prediction
errors of FT15, FT9 and FT3. The mean of prediction error are −0.2 knots in the

Fig. 5 Weather prediction error distributions
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Fig. 6 GS prediction error distributions

Table 4 The percentage of prediction errors within ±7 kt

Winter (%) Spring (%) Summer (%) Typhoon season (%) Autumn (%)

Wind speed prediction error within ±7 kt
HPE 96 91 91 84 93
IGOSO 90 92 96 94 95
SHIBK 95 92 96 94 96
Ground speed prediction error within ±7 kt
HPE 98 94 93 96 97
IGOSO 88 93 96 96 94
SHIBK 96 92 94 94 96

FT3, −0.5 knots in the FT9 and −0.8 knots in the FT15 respectively. More than
90 % of GS predictions fit within ±15 knots in the FT15, ±9 knots in the FT9 and
±6 knots in the FT3.

5.3 Seasonal Tendencies of Errors

Table 4 is the percentage of prediction errors of FT3 data both of wind speed and
GS, which are within ±7 knots. Seasonal tendency of wind speed prediction errors
are similar to that of GS prediction errors. The lowest-accuracy season is winter at
IGOSO in both GS prediction errors and wind speed prediction errors. Table 5 is
RMS values of GS prediction errors of FT3 data. The prediction accuracy becomes
lower in the winter and RMS values are high.
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Table 5 RMS of GS prediction errors (kt)

Winter Spring Summer Typhoon season Autumn

HPE 3 4 4 4 3
IGOSO 5 4 3 4 4
SHIBK 4 4 4 4 3

Table 6 Days showing a maximum value of GS prediction error (kt)

FT3 FT6 FT9 FT12 FT15

HPE Date and time September
28 00Z

September
28 03Z

July 27 06Z September 5
00Z

September 5
00Z

MAX GS
prediction
error

25 28 35 41 42

IGOSO Date and time November 5
21Z

May 3 03Z November 5
21Z

September 2
18Z

September 3
03Z

MAX GS
prediction
error

24 29 29 38 53

SHIBK Date and time September
20 06Z

September
20 06Z

May 19 03Z September
20 06Z

September
20 06Z

MAX GS
prediction
error

22 34 30 40 44

5.4 Large Error Situations

Days showing high-level GS prediction error are in Table 6. The largest GS
prediction error was 53 knots at IGOSO on September 3. A typhoon passed through
the Japanese archipelago on that day and the timing of a large error overlapped
with the centre of the typhoon as it passed (Fig. 7). Upon viewing other days’
meteorological analysis charts, the areas where high GS prediction errors were
calculated were areas where air turbulence potentially occurs in most of the cases.
Turbulence is caused by unstable atmosphere conditions such as typhoons (tropical
cyclones) with a high cumulonimbus cloud, near the trough with horizontal/vertical
wind shear along a strong jet stream, convective cloud area caused by unstable air
and so on. A large change in wind speed and direction in a short time occur when
those unstable atmosphere areas move. The mean of the amount of change in ground
speed in 3 h is 23 knots on the days in Table 6. It is three or four times larger than
the mean of all the days in Table 3.
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Fig. 7 Analysis chart for aviation (ABJP) valid 03 UTC of September 3, 2011

6 Discussion

Prediction of aircraft trajectory accuracy is the key in the implementation of TBO
for future ATM. Meteorological conditions affect aircraft attitude and speed during
flight. The purpose of this study is to be able to analyze GS influenced by seasonal
changes in atmospheric conditions and meteorological forecast accuracy.

6.1 The Impact of Jet Stream

The existence of a jet stream is important for aviation because of its strong wind
speed. Airline industries not only reduce the flight hours but also save fuel when
the flight course is set by utilizing a jet stream, especially for east–west long-range
flights. It is also known as clear air turbulence (CAT) caused by horizontal and
vertical wind shear connected to the jet streams. In the northern hemisphere, the
polar jet stream moves southward to approximately 25◦ at farthest during the winter
and northward to approximately 45◦ during the summer in a meandering shape.
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Fig. 8 Mean of aircraft ground speed and wind speed at each waypoint (250 hPa)

Aspects of wind conditions at cruising altitude vary in each season depending on
the position of the waypoint, and whether a jet stream exists or not.

GS during cruising flights varies due to both seasonal changes in wind and flight
direction. Figure 8 represents the mean of GS and wind speed in each season in
the same chart. GS of IGOSO/SHIBK are shown as lines with similar wind speed
at each season, whereas GS of HPE is a contrasting line. The fastest GS was
calculated in the winter for east-bound aircraft, and in the summer for southwest-
bound aircraft.

6.2 GS Prediction Accuracy

GS prediction accuracy improves if recent weather forecast data is used. The
mean of prediction error is −0.2 knots in the FT3. The zero hour weather data
of MSM (GPV) is not an actual measured value of the atmosphere. It is the
calculated value for the default used in predicting future atmospheric conditions,
and serves as a useful reference value for determining the average atmospheric
condition in the grid area. There are unpredictable atmospheric disturbances such
as turbulences occurring in small local areas that do not show up in the MSM.
Currently, data-link communication between aircraft during flight and ground-based
systems has improved. By reflecting actual atmosphere tendencies from measured
meteorological elements by aircraft during flight into algorisms of ground prediction
systems, the accuracy of trajectory prediction will improve even more.
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It is expected that the required time tolerance will be 30 s at the en-route waypoint
in the initial 4D trajectory data link of operations [8]. The difference of 9 or 10
knots during cruise flight rises by approximately 30 s at 200 NM away. And a 7-
knot peak of wind vector error is required to satisfy the 6-knot longitudinal error
in trajectory accuracy requirements [9]. In en-route phase, the planned TAS by the
airline relatively fits with the actual TAS. The mean of the difference between the
actual TAS and the planned TAS was −4 knots [10]. GS prediction error shows up
as the sum of TAS prediction error and wind prediction error. Although there were a
few large GS prediction error areas, the mean of GS prediction error was small and
relatively matched within ranges of trajectory prediction requirements, under the no
TAS error condition in this study. Therefore, GS prediction error appears mainly to
be due to the aircraft kinetic model error such as TAS prediction.

When it comes to a climbing or descending phase, it has been clarified that
the estimate error of wind, especially wind direction, is large under a height of
20,000 ft (1 foot= 0.3048 m) by the estimation of TAS/CAS from radar data [10].
Atmospheric conditions in a climbing or descending phase also have an effect on
aircraft trajectory, however there is not much impact in comparison with cruising
altitude. The mean and standard deviations of wind speed at 20,000 ft in the
winter, the season the wind speed is strongest, were approximately 60 and 20
knots respectively in an additional study. The wind speed was approximately half
compared to cruising altitude.

When and where the GS prediction accuracy became lower overlapped with
when and where wind speed widely varied. The largest GS prediction error was
53 knots in this study. In most of these large error cases, the area where a high
GS prediction error was calculated was where air turbulence potentially occurs.
Turbulence is caused by unstable atmosphere conditions. To make short intervals
to update the atmospheric conditions forecast with the assistance of actual weather
data from aircraft during flight by data-link, the accuracy of predictions will improve
in the future. The first step, to examine atmospheric conditions which have the
possibility to cause large prediction errors will be helpful to determine an indicator
in regard to trajectory prediction accuracy depending on weather conditions.

6.3 Comparison of Accuracy Between GS and Weather
Prediction Errors

For the purpose of determining which weather prediction errors impact GS predic-
tion errors, the correlation of the accuracy, which is the percentage of prediction
error contained in a certain range of error, of weather prediction errors and GS
prediction errors was assessed. Figure 9 shows the correlation between GS pre-
diction accuracy and weather prediction accuracy at IGOSO. Wind speed prediction
accuracy shows the most matched linear relationship with GS prediction accuracy
rather than that of wind direction and temperature prediction accuracy. Stronger
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Fig. 9 Comparison of accuracy between GS prediction errors and weather prediction errors

Fig. 10 Wind vector
subtraction

wind blows at aircraft cruising altitude than at ground height in most of the cases,
so wind speed prediction errors have an influence on GS prediction errors at cruising
altitude.

A wind vector contains both wind speed factors and wind direction factors. The
difference between the forecast hour wind vector (Wforecast) and the zero hour wind
vector (Wzero) is one degree of exactness of prediction (Fig. 10). As wind vector
subtraction (|Wforecast −Wzero|) increases, prediction accuracy lowers. So, a similar
analysis was conducted between GS prediction errors and wind vector subtraction.
The coefficient of determination (R2) of wind speed prediction accuracy and GS
prediction accuracy within ±7 knots was 0.91, 0.99 and 0.96 at HPE, IGOSO
and SHIBK respectively. The relationship between the GS prediction accuracy and
the wind vector subtraction within ±9 knots was 0.97, 0.91 and 0.96 respectively
in a similar analysis. Wind vector subtraction within ±9 knots derived a higher
coefficient than that of within ±7 and ±10 knots.
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Fig. 11 Wind vector subtraction between FT15 and FT10

As described above, the wind speed was the most influential component in
GS prediction, and the correlation of wind vector subtraction and GS prediction
accuracy was also high. Figure 11 represents the contour of wind vector subtraction
between FT15 and zero with a brown color scale at the time of the largest GS
prediction error (the same day as in Fig. 7). When the wind speed is high, the wind
vector subtraction tends to be large. Even when the wind speed is weak, wind vector
subtraction tends to be large when whirling wind (i.e. cyclones) moves, because it
is difficult to predict the movement accurately.

Wind vector subtraction is capable to express dynamic wind vector change such
as cyclones, even when the wind speed is weak. One of the indexes to express
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weather forecasts uncertainty is “ensemble”, and a time-lagged ensemble of weather
model forecasts were estimated and used to estimate the level of uncertainty in
hypothetical aircraft trajectory predictions [11]. One possible next step of this
study would be inserting the wind forecast uncertainty index into the wind vector
subtraction value to define “hot spot” which have the possibility to cause large
prediction errors.

7 Conclusion

GS was calculated under the influences of seasonal wind conditions and meteoro-
logical forecast accuracy during cruise flight on three way points towards Tokyo
International Airport from north, west and southwest directions. The prediction
of aircraft trajectory at cruising altitude is more likely to be affected by wind
factors than during climb or descent phases because of a jet stream, that is a strong
westerly wind. Aspects of wind conditions at cruising altitude varied in each season
depending on the position of the waypoint, and whether a jet stream existed or not.
The tendency of GS varied by direction of aircraft in addition to the wind conditions.

The results showed that prediction accuracy of GS improved by using weather
data predicted in more recent hours, as expected. Although there were a few
large GS prediction error areas, the mean of GS prediction error was small and
relatively matched within ranges of trajectory prediction requirements, under the
no TAS error condition in this study. There was also a new finding of relation
between prediction accuracy and meteorological conditions, when and where the
GS prediction accuracy became lower overlapped with when and where wind speed
widely varied.

The wind speed component was the dominant element in making an impact
on aircraft ground speed prediction errors among meteorological prediction errors.
Also wind vector subtraction is one degree of exactness of prediction. Wind vector
subtraction is capable to express dynamic wind vector change such as cyclones,
even when the wind speed is weak. The results lead to suggest that one possible
next step in this study would be inserting the wind forecast uncertainty index into
the wind vector subtraction value to define “hot spots” which have the possibility to
cause large prediction errors.
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Flight Trajectory Optimization for Modern Jet
Passenger Aircraft with Dynamic Programming

Navinda Kithmal Wickramasinghe, Akinori Harada, Hironori Totoki,
Yuto Miyamoto, and Yoshikazu Miyazawa

Abstract Future Air Transportation Systems (ATS) would eventually have to
treat the ever increasing demands in aviation industry. Fuel consumption and
flight time could be significantly reduced by modifying the current sector based
system into a more relaxed user priority based ATS. Trajectory Based Operations
(TBO) is considered as one of the key technologies in this transition. This paper
concentrates on a proposed flight trajectory optimization tool based on Dynamic
Programming (DP), meteorological data and an aircraft performance model to
obtain fuel minimum 4D-optimal flight trajectories for a single jet passenger aircraft
considering the effect of wind conditions. Major drawbacks such as “Curse of
Dimensionality” in DP are overcome with a unique method called “Moving Search
space Dynamic Programming (MS-DP)” method. A quantitative evaluation has
revealed that an average reduction of 9% in fuel consumption could be achieved
with a tradeoff of flight time which exceeds at an average of 7% compared to a
series of flight data measured by a commercial GPS receiver in an airliner cabin.

Keywords Aircraft performance optimization • Flight time • Fuel consumption

1 Introduction

Future Air Transportation Systems (ATS) would eventually have to treat the ever
increasing air traffic, sky-rocketing fuel prices, CO2 emission, noise pollution
concerns and economic instability in the aviation industry with effective solutions

N.K. Wickramasinghe (�) • A. Harada • H. Totoki • Y. Miyamoto
Graduate School of Engineering, Kyushu University, Fukuoka 819-0395, Japan
e-mail: navinda@aero.kyushu-u.ac.jp; a-harada@aero.kyushu-u.ac.jp;
totoki@aero.kyushu-u.ac.jp; yuto-m@aero.kyushu-u.ac.jp

Y. Miyazawa
Department of Aeronautics and Astronautics, Kyushu University, Fukuoka 819-0395, Japan
e-mail: miyazawa@aero.kyushu-u.ac.jp

Electronic Navigation Research Institute (ENRI), Air Traffic Management and Systems,
Lecture Notes in Electrical Engineering 290, DOI 10.1007/978-4-431-54475-3__6,
© Springer Japan 2014

87

mailto:navinda@aero.kyushu-u.ac.jp
mailto:a-harada@aero.kyushu-u.ac.jp
mailto:totoki@aero.kyushu-u.ac.jp
mailto:yuto-m@aero.kyushu-u.ac.jp
mailto:miyazawa@aero.kyushu-u.ac.jp


88 N.K. Wickramasinghe et al.

to provide a reliable, safe and efficient service to its customers [1]. The current
ATS is considered as a safe system but the aging operational procedures and ground
based Air Traffic Control (ATC) systems will overrun the capacity it was originally
designed for in the next couple of decades. Especially, in terminal airspaces of
busy airports, aircraft are bound to follow vector control procedures to maintain
a smooth air traffic flow. International flight routes such as North Pacific (NOPAC)
Composite Route System (CRS) and Pacific Organized Track System (PACOTS)
are relatively more relaxed than domestic flight routes and are optimized daily
according to weather forecasts and air traffic conditions, which are called as User
Preferred Routes (UPR). Hence, a study on benefits obtained in a futuristic domestic
airspace is vital to understand the necessary solutions to meet the future demands
with a cost effective and efficient approach.

Collaborative Action for Renovation of Air Traffic Systems (CARATS) is the
proposed long term research plan for the improvement of Japan ATS. It has
introduced 4D-Trajectory Based Operations (TBO) as one of the key technologies
to realize the transformation of sector based Air Traffic Control (ATC) system into
a more relaxed and efficient Air Traffic Management (ATM) system. This is a core
solution in the “Free Flight” concept, which is considered as a safe flight operating
capability and would let the operators to select the optimal flight path and speed in
real time [1]. 4D-flight trajectory optimization is formulated as an optimal control
problem to be proposed in TBO and had been extensively studied over the last few
decades [2–4]. Various mathematical programming approaches such as calculus
of variations and direct method have been proved to have positive impact on the
optimization process [5, 6]. On the contrary, these methods possess disadvantages
in providing the global optimum and predicting the computational time due to
iterative calculation methods they use in the process. Therefore, a reliable numerical
optimization method is a necessity to obtain optimal solutions to be applied in
TBO concept. Therefore, Dynamic Programming (DP) is considered as one of the
most suitable tools to evaluate the global optimum while contemplating the required
constraints [7].

This research is dedicated to contribute towards a futuristic ATS with the
objective of developing a 4D-flight trajectory optimization tool for a single jet
passenger aircraft to minimize the fuel consumption by considering the presence
of wind conditions. DP is utilized in the optimization process to obtain the global
optimum and a unique calculation method is proposed in order to overcome the
drawbacks of DP. A quantitative evaluation is implemented to generate optimal
trajectories along one of the busiest domestic flight routes between Haneda and
Fukuoka, and obtained results are compared with a series of flight data measured
in airliner cabin by using a commercial GPS data logger. Air data are estimated by
applying meteorological data from Japan Meteorological Agency (JMA) to assure
the clarity of measured GPS data. The aircraft performance is analyzed with the
application of Base of Aircraft Data (BADA) aircraft performance model by the
European Organization for the Safety of Air Navigation (EUROCONTROL).
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2 Optimal Trajectory Design

Generally, an aircraft’s motion is expressed by six degree of freedom (6 DOF)
equations of motion. In this study, state variables are reduced by using point
mass approximations and omitting the state variables which represent the aircraft’s
attitude. Furthermore, the dynamics of velocity direction change is neglected while
the dynamics of velocity change which is directly related to energy is considered.

2.1 Equations of Motion

An aircraft’s 3D-translational motion is reviewed in Fig. 1. The azimuth angle
relative to air ψa, path angle relative to air γa and the engine thrust T are used
as control variables and the equations of motion are solved with respect to the state
variables of latitude φ , longitude θ , geo-potential altitude H and true airspeed VTAS.

dθ
dt

=
1

(R0 +H)cosφ
(VTAS cosγa sinψa +Wx) (1)

Fig. 1 Definition of point mass equations
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dφ
dt

=
1

R0 +H
(VTAS cosγa cosψa +Wy) (2)

dH
dt

=VTAS sinγa (3)

m
dVE

dt
cos(γa − γ)cos(ψa −ψ) = T −D−mgsinγa (4)

m Aircraft mass γ Path angle
g Gravity acceleration ψa Azimuth angle relative to air
R0 Earth radius ψ Ground track angle
D Aerodynamic drag Wx Zonal wind component
γa Path angle relative to air Wy Meridional wind component

Southerly winds and westerly winds are considered as positive and the vertical
wind component is assumed negligible. The aircraft’s position is defined by latitude,
longitude and geo-potential altitude and the aircraft’s speed is given with true
airspeed and speed VE which is on Earth-centered Earth-fixed coordinate system.
Each velocity direction is calculated by path angle and azimuth angle relative to air
and, path angle and ground track angle respectively. Speed VE is considered due to
the effect of wind vector on the acceleration of aircraft. This acceleration vector is
parallel to VE and its cosine component is added to Eq. (4) to evaluate the required
engine thrust which is parallel to VTAS vector. Parameters relative to aerodynamic
system are depicted with index a.

2.2 Meteorological Data

The Japan Meteorological Agency (JMA) provides a variety of weather data
on global and domestic atmospheric conditions. These are known as Numerical
Weather Prediction (NWP) models and periodically updated weather data are
available for commercial use. Physical variables shown in Table 1 are provided
by two main NWP models, Global Spectral Model (GSM) and Meso Scale Model
(MSM) in a grid point value (GPV) format on a coordinate frame defined by
longitude, latitude and barometric pressure surface. The precision of these data
was reviewed by referring to an airline onboard flight data [8]. Results depict that
numerical data provided by GSM model are more precise than MSM model and
is suitable to be used in trajectory optimization analysis. This difference emerges
according to so called position error which occurs in weather prediction by MSM
model due to its fine mesh resolution [9]. Hence, GSM model for Japan region was
applied in this study and its fundamental properties are given in Table 1.
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Table 1 GSM Japan region model fundamental properties [10]

Article Model properties

Data format GRIB2
Initial time value 00, 06, 12, 18 (UTC)
Region Longitude: 120–150◦ , latitude: 20–50◦

Resolution Longitude direction: 0.25◦

Latitude direction: 0.2◦

Barometric pressure levels 12 levels {mean sea level 100 hPa}
Physical variables Geopotential altitude, temperature, vertical flow, relative

humidity, wind velocity

Table 2 Operational
limitations for performance
optimization

Limitation Value

Maximum operating calibrated airspeed 310 kt
Stall speed (for reference mass) 149 kt
Minimum operating calibrated airspeed Stall speed× 1.3 kt
Maximum operating Mach number 0.84
Maximum operating altitude 43,100 ft

2.3 Aircraft Performance Model

Generally, a model capable of providing sufficient and precise data is essential to
discuss an aircraft’s performance, especially to conjecture the fuel consumption at
a specific flight condition. Base of Aircraft Data (BADA) model 3.9 developed and
maintained by European Organization for the Safety of Air Navigation (EURO-
CONTROL) is applied in the proposed optimization model to evaluate the aircraft’s
performance [11]. The operational limitations provided in BADA model for the
subjected aircraft are given in Table 2 and are used to sustain the validity of obtained
solutions.

A review on the variations in thrust, fuel consumption, airspeed and other
parameters is a necessity when performing a dynamic optimization for a complete
flight profile. Models which are defined in the BADA model are used to estimate
these variations. The aerodynamic model provides useful equations to calculate the
lift and drag coefficients and the fuel consumption model provides unique compu-
tational algorithms to obtain the fuel flow for each phase of flight. The nominal
fuel flow is a function of true airspeed and the minimum fuel flow is a function
of altitude which applies for idle thrust conditions. The thrust model provides the
maximum thrust available at each flight phase. According to a numerical analysis
we could understand that the numerical error of evaluating the fuel consumption is
±5% compared to an airliner onboard flight data [12]. Therefore, the same model
was applied to calculate the fuel consumption of both reference trajectories and
corresponding optimal trajectories to reduce the effect by this error.
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Fig. 2 Transition from
Earth-centered Earth-fixed
coordinate system to polar
coordinate system

2.4 Dynamic Programming Approach

Generally, a steady or quasi-steady flight of an aircraft is assumed by categorizing
its flight into climb, cruise and descent phases in order to evaluate the performance
optimization. In case we assume that prognostic wind data is in possession, it
creates a further necessity of dynamic optimization to achieve a flight trajectory
which could minimize the fuel consumption. Hence we apply the DP method in our
optimization analysis because of its unique qualities provided in [13].

2.4.1 Application of DP

State variables φ and θ are transformed to ξ and η in the Polar coordinate system
and they represent downrange angle and cross range angle respectively as shown in
Fig. 2. This provides a feasible calculation platform for our proposed optimization
model.

The downrange angle which transits monotonously with time, depicts the
progress angle from initial point P1 along the Great Circle Route (GCR), which
is the shortest aerial path between the initial point P1 and terminal point P2. The
cross range angle provides the lateral deviation from GCR at an arbitrary point Pj.
Unit vectors r0 and rf are along the initial and terminal points respectively and unit
vectors r1 and r2 are used in the coordinate system transformation process. Then the
three state variables H, η and calibrated airspeed VCAS are discretized and applied
in the optimization model. Note that state variable VTAS is transformed to VCAS and
is expressed as V.



Flight Trajectory Optimization for Modern Jet Passenger Aircraft. . . 93

Fig. 3 DP logic on trajectory transition (dimension of velocity is omitted to simplify the image)

2.4.2 Performance Index

The total fuel consumption is defined as the performance index J, which is the
integral of fuel flow FF during the flight time tf − t0 as shown in Eq. (5).

J =

∫ t f

t0
FF(t) dt (5)

Then the optimal performance index Jopt is derived with H, V, η and ξ which
could be expressed as Jopt(H,V,η ,ξ ). The global optimum is obtained by solving
the combinatorial optimization problem for all transitions between the grid points.
According to DP algorithm, the principle of optimality is defined as follows:

Jopt
(
Hhk+1 ,Vik+1 ,η jk+1 ,ξk+1

)
= min

hk → hk+1

ik → ik+1

jk → jk+1

[(
Hhk ,Vik ,η jk ,ξk

)
+ΔJ

]
(6)

ΔJ = FF
∣∣∣ξk+1
ξk

Δt (7)

The increment of performance index for each transition is derived by �J where
the fuel flow is assumed to be constant in each transition. Figure 3 depicts the DP
logic on trajectory transition in the state space grid.
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Although DP possesses various advantages as an optimization method, it also
has several major drawbacks [13, 14]. To reduce these effects we have utilized a
unique method called “Moving Search space Dynamic Programming (MS-DP)”,
constructed by integrating the concept of gradient method and DP. Since the number
of calculations is proportional to the square of number of grid points on the plane of
independent variable, it could be drastically reduced if the search area in state space
is limited. In this method, optimization calculations are implemented in a partial
space around a reference trajectory to reduce the computational time. If a solution
is obtained in the partial search space, a new search space is generated around
the solution and optimization calculation continues until the solution is converged,
where the new solution is identical to the previous reference trajectory. The validity
of this unique calculation method is thoroughly discussed in [13].

2.5 GPS Data Analysis

A series of flight data were used in this study as reference data to understand the
benefits obtained by the proposed optimization tool. A commercial GPS data logger
was used inside the cabin of an airborne aircraft (after departure warnings are turned
off and before landing warnings are turned on) to measure the aircraft’s 3D-position
(latitude, longitude and geometrical altitude) and ground speed. An analysis was
implemented to confirm the validity of these data before utilizing them as reference
data in the optimization process [15].

2.5.1 Lateral Deviation from Airway

The maximum deviation from the airway was recorded only at a magnitude of
several dozen meters [15] and large deviations were noticed near the waypoints
due to the performed maneuvers in order to maintain its predetermined flight course
and heading angle change procedures.

Figure 4 illustrates the quantitative evaluation on the deviation of a series of flight
routes from its corresponding airways. The bias error from the radius of fuselage is
considered in this analysis for clarity because the data are measured at the airliner
cabin window seat.

2.5.2 Estimation of Air Data

Pressure altitude and Mach number are estimated with the application of weather
data to understand the current flight procedures. Figure 5 resembles not only a
quantitative evaluation of the deviation from predetermined pressure altitude but
also the accuracy of weather prediction data. Also, from the BADA model we
are aware that the subjected aircraft generally performs at a cruising speed of
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Fig. 4 Quantitative evaluation for lateral deviation from airway

Fig. 5 Quantitative evaluation for deviation from cruising pressure altitude

Mach 0.84. Yet a quantitative evaluation for the deviation of Mach number could
not be achieved because we were not aware of the precise Mach number setting for
each flight case [15].

From the obtained results we could confirm that GPS measured flight data are
sufficiently reliable to be used as reference data. We could also confirm that present
day passenger aircraft are,

• Capable of maintaining flight profiles with high precision along the airway and
the cruising pressure altitude according to provided onboard flight data on its
Flight Management Systems (FMS).

• Bound to follow vector control procedures before entering the terminal airspace
of busy airports in order to adjust the arrival sequence.

3 Results

A total of 14 flights are analyzed with seven flights each from Haneda (RJTT)
to Fukuoka (RJFF) and Fukuoka (RJFF) to Haneda (RJTT) which are shown in
Table 3. The estimated flight profile in the optimization process for each flight case
is given in Table 4. Initial and terminal values of altitude and calibrated airspeed are
set to be identical at each flight case to perform a fair evaluation.
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Table 3 Reference GPS data

Data record time (JST)

Flight case (FC) Year/month/day Departure/destination Initial time Final time

01 2011/6/18 RJFF/RJTT 14:02 15:20
02 2011/6/19 RJTT/RJFF 20:00 21:48
03 2011/6/26 RJTT/RJFF 19:58 21:28
04 2011/7/31 RJTT/RJFF 19:59 21:30
05 2011/8/28 RJTT/RJFF 18:50 20:31
06 2011/9/02 RJFF/RJTT 09:53 11:30
07 2011/9/24 RJFF/RJTT 10:57 12:20
08 2011/10/01 RJFF/RJTT 15:04 16:22
09 2011/10/02 RJTT/RJFF 19:54 21:41
10 2011/10/08 RJFF/RJTT 16:11 17:29
11 2011/10/10 RJTT/RJFF 11:22 12:59
12 2011/10/15 RJFF/RJTT 16:04 17:42
13 2011/10/17 RJTT/RJFF 10:20 12:00
14 2011/10/21 RJFF/RJTT 9:55 11:20

Table 4 Estimated flight profile

Variable Description

Flight route RJTT: 35.5483◦N 139.9078◦E
RJFF: 33.8903◦N 130.3317◦E

Down range Resolution: 31 grid points
Altitude Minimum: 3,000 m, maximum: 13,000 m

Resolution: 101 grid points
Calibrated airspeed Minimum: 100 ms−1, maximum: 160 ms−1

Resolution: 61 grid points
Cross range 2.5◦ on each side of Great Circle Route

Resolution: 101 grid points

3.1 Quantitative Evaluation

This section discusses the results obtained 4D-flight trajectory optimization tool.
They are compared with the previously discussed flight data and achieved benefits
are reviewed. Figure 6 depicts the total reference data used in the analysis and data
plots in Fig. 7 illustrate the achieved efficiency in fuel consumption with respect to
exceeded flight time compared to reference GPS data.

We could achieve an average of 9% for fuel consumption efficiency with
exceeding the flight time with an average of 7%. The GPS logger does not provide
data regarding the aircraft mass at respective measuring points. Hence, we have
utilized the reference mass value of 208,700 kg as the initial mass at all cases.

The results in Fig. 7 show that the optimal routes tends to spend more flight
time than the reference GPS route in order to reduce the fuel consumption. In case
of flights from RJTT to RJFF, it is reasonable that most of the optimal trajectories
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Fig. 6 GPS measured data over Haneda (RJTT)↔ Fukuoka (RJFF) flight route

Fig. 7 Tradeoff between fuel consumption and exceeded flight time

tend to exceed flight time largely compared to their respective reference trajectories
because both reference trajectory and optimal trajectory perform close to GCR.
Furthermore, in flight cases from RJFF to RJTT, the flight time excess is smaller
or negative. From this quantitative evaluation it could be considered that current
flight plans in FMS give higher priority to save flight time than saving the amount
of fuel consumed. Critical points of the optimization process are explained in detail
in the next subsections with particular flight cases and obtained optimal results at
each respective case.

3.1.1 Preference of Descent Speed

Subfigures a–i in Fig. 8 illustrate several parameters related to aircraft’s perfor-
mance based on FC: 10. The most prominent feature of this analysis is the selection
of speed and altitude as shown from Fig. 8a–d. Aircraft on the reference trajectory
(refers to as ref. aircraft) tends to perform a longer cruise phase and a descent
with steep rate. Also the ref. aircraft performs the cruise phase at a predetermined
flight altitude and at high speeds in all phases of flight. On the contrary, aircraft on
the optimal trajectory (refers to as opt. aircraft) performs at a higher altitude and
a relatively lower airspeed. This is because aircraft achieve efficient performance
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Fig. 8 Characteristics comparison for FC: 10. (a) Flight altitude. (b) Calibrated airspeed. (c) True
airspeed. (d) Mach number. (e) Wind vector along downrange direction. (f) Wind vector along
cross range direction. (g) Fuel consumption. (h) Lift drag ratio. (i) Fuel flow
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Fig. 9 Lateral flight profile comparison for FC: 10

when flying close to the service ceiling of flight envelope according to BADA
model. Furthermore opt. aircraft uses tailwinds efficiently to reduce the aircraft
speed which are depicted in Fig. 8e, f. This results a reduction of fuel consumption
as illustrated in Fig. 8g and a higher lift drag ratio as shown in Fig. 8h compared
to ref. aircraft. The reduction of fuel consumption is also visible from the fuel flow
comparison in Fig. 8i. Furthermore, the aircraft applies idle thrust settings at descent
phase at both cases to save unnecessary fuel burn. Slower speed and smooth descent
rate results the opt. aircraft to spend more flight time to reach the destination. Due
to the existence of strong uniform tailwinds, opt. aircraft tends to follow the GCR to
minimize the flight range while the ref. aircraft is bound to vector control procedures
near Haneda airport as shown in Fig. 9. The color bar represents the wind magnitude
along the flight space at cruising altitude of opt. aircraft.

In this comparison, ref. aircraft performs with 6,152.6 kg of fuel consumption
at a flight time of 3,305 s while the opt. aircraft performs with 5,630.2 kg of fuel
consumption at a flight time of 3,683 s which results an efficiency of 8.5% in fuel
consumption with a tradeoff of 11% in exceeding flight time.

3.1.2 Vector Control Procedures

This subsection discusses results compared to FC: 12 which the ref. aircraft
experiences vector control and holding procedures at the terminal airspace of
Haneda airport. From Fig. 10a it is visible that ref. aircraft had to maintain a
level flight during its descent as a result of vectoring. On the other hand, the opt.
aircraft performs a typical flight mission upon the assumption of relaxed ATC
procedures. Similar to results on FC: 10, the opt. aircraft tends to perform at a
higher altitude to obtain greater performance. Furthermore, from Fig. 10b, c it is
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Fig. 10 Characteristics comparison for FC: 12. (a) Flight altitude. (b) Calibrated airspeed. (c)
True airspeed. (d) Lift drag ratio. (e) Fuel flow. (f) Fuel consumption

understood that ref. aircraft climbs at a steep rate and performs a longer cruise and
descent with a holding at relatively high speeds. This results a lower lift drag ratio
and also additional fuel flow as depicted in Fig. 10d, e. Hence, the reduction in
fuel consumption is clearly visible from Fig. 10f. Also according to current ATC
procedures, aircraft approaching Haneda airport from West direction have to pass
through the initial fix located at South of airport. Yet, with the assumption of ATC
constraints free ATS system is applied, Fig. 11 indicates that opt. aircraft tends
to use the advantage of tailwinds and laterally deviates from GCR which results a
significant reduction of fuel consumption and flight time compared to ref. aircraft.
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Fig. 11 Lateral flight profile comparison for FC: 12

Fig. 12 Lateral flight profile at 25,000 Pa barometric pressure altitude

The opt. aircraft performs with 5,643.7 kg of fuel consumption at a flight time
of 3,791 s while the ref. aircraft performs with 6,905.5 kg of fuel consumption at a
flight time of 4,220 s which results an efficiency of 18.3% in fuel consumption and
an efficiency of 10.1% in flight time. This flight case results the largest reduction of
fuel consumption and also reduction in flight time.

3.1.3 Effect of Wind Shear

To clarify the effect of wind shear on lateral deviation of an aircraft in our proposed
model, a comparative analysis was performed by creating two optimal trajectories
in the presence of strong wind shear, one with the ability to laterally deviate (refers
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to as 4D-flight) and the other without this ability (refers to as 3D-flight). The lateral
flight profile is given in Fig. 12 with the magnitude of wind shear. According to the
BADA model, aircraft achieves high performance at high altitudes. Therefore both
optimal flight paths tend to perform at high altitudes close to the service ceiling.
Yet, in the presence of strong headwinds in the region we could understand that the
aircraft would try to pass through where the effect of headwinds is relatively small.
Hence, the 4D-flight has taken the tradeoff with flight range into consideration and
as a result, the flight range has become larger compared to 3D-flight but has been
able to reduce the fuel consumption and flight time. This example clearly indicates
that the strong wind shear could have a great impact on flight trajectory optimization
to succeed future demands in an effective approach.

In this case, 3D-flight performs with 9,651.1 kg of fuel consumption at a flight
time of 6,031 s while the 4D-flight performs with 9,349.9 kg of fuel consumption
at a flight time of 5,948 s which results an efficiency of 3.12% in fuel consumption
and 1.38% in flight time.

4 Conclusions

We conclude this study with an overview of this research followed by a discussion
on obtained results and future works to be accomplished [16].

Flight trajectory optimization of a jet passenger aircraft for climb, cruise and
descent phases has been formulated as an optimal control problem by considering its
inherent performance characteristics by assuming no ATC constraints are engaged.
The aircraft’s 3D-position and airspeed were considered as state variables to
implement the optimization in a provided grid space with heading angle, flight path
angle and engine thrust as control variables.

Dynamic Programming method was introduced as a suitable optimization tool
because of its unique qualities. Also a unique calculation method called “Moving
Search Space Dynamic Programming (MS-DP)” method was proposed to overcome
DP’s drawbacks and demonstrated its validity through a numerical analysis [12].
Other utilized models were also checked for their validity to be applied in the
optimization process.

A commercial GPS logger was used in airliner cabin to measure a series of flight
data and their reliability was thoroughly checked by estimating several air data.

A quantitative evaluation was performed and its benefits were reviewed. An
average of 9% fuel efficiency could be obtained with a tradeoff of 7% exceeding
flight time by creating optimal trajectories for 14 flight cases between Haneda
(RJTT) and Fukuoka (RJFF). In a free arrival time optimization process we
could understand that the aircraft on optimized routes adjusts the Top of Descent
(TOD) setting and performs the descent phase with a smoother rate compared to
conventional operating procedures. It is also a fact that present ATC system bounds
the aircraft through vector control procedures which results additional fuel burn and
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flight time. By providing a more relaxed airspace, pilots would be able to perform
efficient flight missions such as,

• Flying at minimum flight distance at the presence of uniform headwinds or
tailwinds.

• Adjust the descent airspeed to maintain a high lift drag ratio as a continuous
descent approach.

• Perform lateral deviations from predetermined airway to use strong tailwinds or
avoid strong headwinds to reduce unnecessary fuel burn.

The constrained workspace of this study has to be emphasized, namely providing
free airspace for a single passenger aircraft to perform a 4D-optimal trajectory nei-
ther considering any ATC restrictions nor constraints. However, the main objective
of this research is to generate a fundamental, yet reliable optimal flight trajectory
model to lay the foundation for future studies in the field of Air Traffic Management.
Considering multiple aircraft influences the optimal control problem to be more
complicated. By enhancing the scope of DP applications such as to analyze optimal
flight trajectories with arrival time constraints [17] and Conflict Detection and
Resolution (CD&R) methods for multi objective optimization strategies, one could
achieve an overall optimization of the system.
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Evaluation of an Automated Taxi Concept
in a Distributed Simulation Environment

Stephan Kocks, Astrid Oehme, Tobias Rad, Boris Budweg,
and Thomas Feuerle

Abstract Taking into account the actual predictions for the growth of air traffic
in Europe in the next 20 years, major hub airports will become more and more
the bottlenecks in the overall air transport network. Amongst other factors, current
taxi procedures and the dependency on airfield view for both, controllers and
flight crews, have a large impact on an airport’s efficiency and capacity. The
ROLF project (Rollführung, Taxi Guidance), a sub-project of the research project
iPort (Innovative Airport) within the scope of the German Aeronautical Research
Program (LuFo IV), aimed at operational changes at airports to meet future
requirements regarding the arising European airspace demand by introducing an
increased level of automation. Following the project’s objectives, a concept of
operations was developed by the ROLF partners that describes in detail the systems
and procedures necessary for automated taxi operations. This paper focuses on a
human-in-the-loop evaluation of the operational concept in order to investigate its
feasibility and the general acceptance by its users from flight deck perspective. At
first, the operational concept is introduced in the context of an Advanced Surface
Movement Guidance and Control System (A-SMGCS). A simulation environment
spatially distributedover multiple locations in Germany is described, which was
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the base for the evaluation study. Finally, the conducted simulation study and
evaluation results are presented. Several positive effects with regard to automated
taxi procedures were observed.

Keywords A-SMGCS • Automated taxi operations • Surface management
system • Cockpit display system • Electronic flight bag • Taxi guidance
application • Data link • Simulation environment • Human-in-the-loop evaluation

1 Introduction

Despite the global economic recession since 2008, air traffic in Europe is expected
to have doubled in the next 20 years. This positive economic development will
lead, however, to a capacity bottleneck and increasing accident risks especially at
major congested hub airports. According to the most-likely scenario of the current
EUROCONTROL long-term forecast [3], approximately two million flights will not
be accommodated in 2030 — around 10% of the demand.

Due to strict regulations in terms of environment protection as well as spatial
restrictions, it becomes nearly impossible to expand existing airports, especially in
areas with a high population density like Europe. As a consequence, a change of
current taxi procedures and the integration of novel Air Traffic Management (ATM)
technologies and concepts such as Advanced Surface Management Guidance and
Control Systems (A-SMGCS) [6] are needed to obtain the required safety, capacity,
and efficiency.

1.1 Current Taxi Operations

Surface operations constitute a demanding and high-workload task for both Air
Traffic Control (ATC) and flight crews as various tasks have to be accomplished
simultaneously. Today, ground movement operations are primarily based on visual
surveillance by ATC and the use of ground surveillance radar. For this purpose, the
controllers observe all movements on the maneuvering area and issue clearances to
the individual aircraft via voice radio. The flight crews have to interpret their given
taxi instruction, confirm it, and mentally integrate this detached information with
the other information necessary for taxiing. At the same time, they are required to
visually monitor surrounding traffic for possibly arising conflicts and to configure
the aircraft for departure.

Navigation on aerodrome surface is typically based on visual aids such as
signs, painted markings, and lighting. Furthermore, paper copies of airport charts
help the flight crews to locate themselves on the ground. Guidance support via
individual lighting, if available, is operated manually and activated depending on
local procedures based on visibility conditions. Consequently, the flight crews have
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to continuously observe the maneuvering surface in order to find visual cues and
compare the followed route with regard to the issued clearances until the final taxi
destination. However, this might be difficult at complex and unfamiliar airports.
Especially during low visibility conditions the risk of disorientation by the pilots
will increase, which again might lead to hazardous accidents including runway
incursions. Simultaneously, the capacity of the airport decreases because of greater
separation distances and lower taxi speeds.

1.2 The ROLF Project

The ROLF project (Rollführung, Taxi Guidance), a sub-project of iPort (Innovative
Airport) within the German Aeronautical Research Program (LuFo IV) aimed
at innovations and operational changes at airports to meet future requirements
regarding the arising European airspace demand. In continuation of Roll:MOPS
(Rollverkehr: Management- und Optimierungssysteme, Ground Traffic: Manage-
ment and Optimization Systems) [4, 10], ROLF focused on a higher level of
automation in surface traffic management and visual guidance via ground and
onboard solutions in order to

• increase resources,
• increase safety,
• reduce environmental impact of ground traffic, and
• reduce the dependency on direct airfield view.

Within the scope of the project, a concept of operations (ConOps) was developed
that describes in detail the systems and procedures necessary for automated taxi
operations. Special effort has been made to take the changing role of the human
actors into account. Simulation trials were conducted with airline pilots in order to
validate the operational concept in terms of safety, efficiency, and usability and work
performance. For this purpose, a simulation environment was set up containing an
ATC simulator and three cockpit simulators equipped with the developed systems
and applications. The individual components were located at multiple locations in
Germany.

ROLF-ConOps supports the key goals proposed by the Single European Sky
ATM Research (SESAR) program [8]. Considering automation to be an enabler
for a safer and more efficient operational environment, it represents one possible
solution for future surface management procedures.

1.3 About

This paper focuses on the human-in-the-loop evaluation of the concept of operations
with the goal to investigate its feasibility and the general acceptance by its users
from flight deck perspective. Section 2 introduces the operational concept developed
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by the ROLF consortium and provides a detailed description of its respective
ground and onboard systems as well as procedures. Section 3 presents the spatially
distributed simulation environment, which was the base for the validation study. The
conducted simulation study is described in Sect. 4, followed by a presentation of the
evaluation results in Sect. 5.

2 Concept of Operations

ROLF-ConOps addresses the ATM community, including airport operators, air
traffic controllers, pilots, system developers, suppliers, researchers, and authorities.
Following the project’s objectives, the concept concentrates on an increased level
of automation in ground traffic management based on integrated surveillance
sensor technology with the goal to submit a complete, generic system concept for
automated ground traffic control. ROLF-ConOps contains a detailed description of
systems and processes, and their corresponding interactions and information flows,
concerned actors, their roles and responsibilities from final approach and landing to
take-off. Thus, each phase of the taxi process defines a distinct use case, which is
elaborated for two levels of automation.

The main components are a Surface Management System (SMAN), Airfield
Ground Lighting (AGL), and two different kinds of Onboard Display Units (ODU):
a Cockpit Display System (CDS) and an Electronic Flight Bag (EFB). The SMAN
is the core system and provides a central A-SMGCS information platform that
coordinates the traffic of the airport. The AGL provides individual guidance for each
aircraft. Both onboard systems depict the own-ship position, surrounding traffic as
well as the dedicated route on an Airport Moving Map (AMM). The communication
between the SMAN and CDS/EFB is realized via a digital data link. The systems
are described in detail in Sect. 2.2.

In order to enable a successive implementation, care was taken to ensure that
the concept in a first step is able to support cooperative as well as non-cooperative
traffic. During its preparation, the users of the novel components, i.e. controllers and
pilots, have been constantly involved.

2.1 Addressed Levels of Automation

ROLF-ConOps envisions two levels of automation: The semi-automated level
includes procedures comparable to an automation level 2–6 of the automation scale
proposed by Wickens et al. [11]. The 10-point scale describes the allocation of
decision making and action selection when a task is jointly performed by a human
and a system. It ranges from low automation with manual performance only (1)
to full automation without the possibility of intervention for the operator (10).
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The highly-automated procedures in ROLF strive for full automation and include
automation level 7–10 use cases.

Semi-automated procedures support mixed traffic as currently present. The
controller is indeed supported by a ground management system, which assists
decision making in providing a narrowed set of alternative options. However, he/she
is responsible for action selection and execution and communicates via voice with
the pilots of non-cooperative aircraft. Additionally, controller and pilot are informed
in parallel via dedicated Human Machine Interfaces (HMI) about the current
situation. By using data link with cooperative aircraft, aural misunderstandings of
controller and pilot are reduced.

In high-level procedures, the controller role is a more passive one. General
procedures and route assignments are automatically processed via SMAN and
therewith highly flexible, supporting a more efficient surface management. Only
if procedures are not complied with, the resulting conflicts have to be resolved
via direct communication of human controller and pilot. System failures will be
remedied by manual control procedures. Thus, the controller remains a fallback
system and will be mainly confronted with conflict resolution. The pilot will have
to comply with instructions given via airfield lighting and onboard system.

Being in operation in the near future, semi-automated procedures are of high
interest regarding hitherto unexplored feasibility and human factors issues. Thus,
we concentrated on these levels of automation in our simulation study.

2.2 Systems

In the subsequent sections the basic system components providing the function-
alities necessary for ROLF-ConOps procedures are presented. The components
are consortium-specific, i.e. they possibly have to be adapted to the respective
operational concept of other airports and users.

As already mentioned, two different approaches have been investigated concern-
ing the onboard units: the integration of software into already existing Cockpit
Display Systems and the use of external Class 2 Electronic Flight Bags. While a
CDS application must ensure a very high certification level to guarantee that no
safety-relevant system will be disturbed, an EFB can be installed in addition to
already available cockpit instrumentation involving an easier and faster certification
process. Therefore, an EFB is more suitable for the retrofit market, while the
integrated solution is focusing on new aircraft developments.

2.2.1 Surface Management System

The SMAN is a back end software system that provides automation services for
surveillance, routing, guidance, and control. Designed especially for large and
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medium sized airports, the SMAN coordinates all aircraft on the maneuvering area
with the goal to optimize traffic flow enabling safe and efficient taxi operations.

The routing function allows to create, store, retrieve, edit, delete, and assign taxi
routes for all flights. Each taxi route is a directed path between any two defined
points located on the centerline of a runway, taxiway, or stand. When calculating an
individual route, the SMAN takes into account the current traffic situation as well as
various objectives and constraints such as distances, routing preferences, restricted
areas, and physical limitations.

The primary guidance function is to support the flight crews in quickly leaving
the runway and following their assigned inbound or outbound taxi routes. In
addition, it indicates to taxiing pilots and drivers to hold short of an active runway
and crossing taxiway.

The primary control task is to predict and detect potential conflicts as well as to
support controllers in providing lateral separation by sequencing converging traffic
at intersections. During take-off and landing, the SMAN automatically controls
the runway stop bars to prevent aircraft or vehicles from entering a runway. In
low visibility operations, the SMAN can be used to provide longitudinal spacing
between following aircraft by dynamically switching intermediate stop bars.

The Integrated Controller Working Position (ICWP) represents the HMI for
the ATC controller working on an airport equipped with a SMAN. It supports
the controller in monitoring the aerodrome surface by displaying the positions of
aircraft and vehicles and their relevant flight plan information as well as indicating
the status of the all stop bars. In case the SMAN detects a conflict situation,
appropriate warnings and alerts are issued. Also, the ICWP provides for means
of interacting with the SMAN. At any time, the controller can assign and modify
routes or enter clearances and advisories for the individual aircraft. The ICWP of
Frankfurt/Main airport is depicted in Fig. 1.

2.2.2 Airfield Ground Lighting

The AGL visually guides the flight crews along their assigned taxi routes by
dynamically switching taxiway centerline lights in front of the aircraft (individual
Follow-the-Greens). It provides unambiguous guidance for each flight from the
runway to the parking stand and vice versa.

During taxiing, the SMAN continuously updates the individual route segments
and transmits them to the Airfield Lighting Control System (ALCS) taking into
account upcoming holding points at intersecting runways and taxiways as well as
preceding aircraft. The ALCS converts the information into individual commands
in order to switch the corresponding centerline lights. The lights behind the aircraft
are automatically switched off.



Evaluation of an Automated Taxi Concept in a Distributed Simulation Environment 113

Fig. 1 Integrated controller working position

2.2.3 Cockpit Display System

The CDS is represented by a taxi guidance application that has been designed for
the integration into one of the center displays of the Main Instrument Panel (MIP).
Unlike the traditional interaction via keyboard and/or trackball, it can be operated
via touch screen.

The main goal of the CDS is to improve the flight crews’ situational awareness
and to reduce their mental workload during ground movement operations by
dynamically rendering the own-ship position as well as surrounding traffic on
a high-resolution airport map. The map is based on an Aerodrome Mapping
Database (AMDB) that contains highly reliable and precise information about the
geometry of an airport. The AMDB complies with the ARINC 816 specification [1],
which is already in use in the Onboard Airport Navigation System (OANS) of the
Airbus A380.

The CDS fully supports data link communication. For this purpose, the system
establishes a connection to the SMAN during approach in order to exchange tactical
routing data such as requests, clearances, confirmations, and other information
necessary to perform taxi operations.

As shown in Fig. 2, a significant feature of the CDS is the ability to visualize
assigned taxi routes and cleared taxi route segments graphically and textually. The
routing functionality is based on a taxi network that is generated from AMDB
data and supplemented by manual airport specific adjustments, e.g. to account for
missing connections. By knowing the own-ship position, the route to follow, and
the upcoming holding points, the system detects and warns the flight crew about
possible conflicts such as route deviations or unauthorized holding point overruns.
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Fig. 2 HMI of the taxi guidance application (CDS)

All incoming instructions are ordered by priority and depicted in a message box
with their respective arrival time. Dependent on the type of message, they must be
confirmed to the SMAN, i.e. acknowledged or rejected, manually by the pilots. In
case a new message arrives, the CDS informs the pilots visually and acoustically in
order to draw their attention to the display. Reports and requests, e.g. for start-up
and taxi, can be communicated via an interactive menu.

An interface to the Radio Management Panels (RMP) of the flight deck allows
the CDS to monitor the current active radio frequencies as well as to automatically
set the active/standby frequencies issued by the SMAN. As radio communication
is considered as backup only in automated taxi operations, this functionality eases
the frequency change for the pilots and always guarantees that the correct radio
frequency is selected in case of an emergency situation. However, the pilots can
change a preset frequency at any time.

2.2.4 Electronic Flight Bag

The EFB is represented by a software application that does not only focus on
surface operations but supports the flight crews in all phases of flight. Following the
concept of a paperless cockpit in terms of aeronautical information, the so called
Gate-to-Gate software provides all required information in one single application.
Depending on the flight phase, all operational relevant information are selected and
seamlessly presented in a graphical and textual way to the pilots required to perform
the current task [7].
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Fig. 3 HMI of the Gate-to-Gate application (EFB) [7]

Operated via touch screen, the application facilitates two modes: the live mode
and the planning mode. While in live mode the application automatically adjusts
the actual map area according to the current aircraft position and flight phase,
in planning mode the user can browse through the different phases in order to
familiarize with the relevant information of the current or a planned flight. The HMI
layout orientates on the different flight phases [9].

Concerning the taxi phase, the global objectives of Gate-to-Gate correspond to
the ones of the CDS application in terms of an increase of situation awareness and
a workload reduction. For that purpose, the EFB depicts an airport map with the
own-ship position as well as the current traffic situation (cf. Fig. 3).

A data link connection enables the system to communicate with the SMAN, even
though the data exchange is limited to the reception of the assigned taxi route.
Consequently, focusing on supporting situational awareness instead of providing
guidance information, Gate-to-Gate depicts the overall taxi route until the final taxi
destination without indicating the cleared taxi route segment. However, in case a
route is about to cross an active runway, the respective runway holding point is
automatically highlighted by the system and added to a textual route strip at the top
of the HMI. New arriving route messages are chronologically listed in the JOBS tab.
In order to visualize an issued route on the AMM, the corresponding message has
to be selected by the pilot first.
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Usually, the Gate-to-Gate application will be executed on two EFB devices, one
for each crew member. Both EFBs are provided with identical information and
display the same content, but can be operated individually.

Gate-to-Gate is also able to graphically depict relevant Notice to Airmen
(NOTAM) messages, e.g. runway or taxiway closures, as well as actual weather
for each individual phase of flight. This has already been investigated in [9] and was
not part of our study.

2.3 Execution of Procedures

The ConOps comprises general, optional, and abnormal procedures (procedure
violations) for inbound and outbound movements. General procedures are described
from final approach and landing to take-off. Optional procedures include taxiway
sequencing and route modification, while abnormal procedures address for instance
route deviations or an overrun of holding point indication devices.1 Additionally,
fallback procedures were detailed for a set of system failures such as SMAN or data
link breakdown.

2.3.1 Semi-automated Procedures

The semi-automated procedures support the processing of cooperative and non-
cooperative traffic, while radiotelephony (R/T) is the backup for fully equipped
aircraft, e.g. when procedure violations occur and a conflict has to be solved.2

SMAN provides conventional guidance, i.e. the manual or semi-automatic switching
of stop bars to indicate traffic to stop. In addition, SMAN continuously and dynam-
ically updates information about released route segments for each aircraft to enable
individual Follow-the-Greens. The controller receives route proposals, has to assess
them and select and execute as he/she prefers. The route proposals are transmitted
via data link to the CDS/EFB and the pilot has to confirm their reception. SMAN,
CDS, and AGL detect and predict potential hazards, i.e. procedure violations or
abnormal procedures. Primarily, SMAN provides and distributes alerts for ICWP,
AGL, and CDS because it continuously scans the airport state for actual or potential
conflicts. CDS and AGL trigger respective system alerts for controller and pilot as

1Generic terms were used to support adaptation to the conditions of different airports.
2From the controller/SMAN point of view an aircraft is fully equipped, if all tactical routing
data can be exchanged with the onboard component via data link, e.g. requests, reports, routes,
clearances, and confirmations. The aircraft is considered as not equipped, when it does not support
data link communication at all or only parts of it. In this case, all taxi instructions are to be issued
via voice radio.



Evaluation of an Automated Taxi Concept in a Distributed Simulation Environment 117

well, if either component predicts/detects a respective hazard first. The component
then transfers the information to SMAN, which distributes the information to the
remaining component.

The semi-automated procedures were evaluated in the study described in Sect. 4.

2.3.2 Highly- and Fully-Automated Procedures

In highly-automated procedures SMAN provides advanced guidance, i.e. an auto-
matic control of the airfield lighting based on surveillance data as well as ATC
clearance/advisory input (automation level 10 in [11]). Conflict detection and
exchange with CDS are the same as for semi-automated procedures. Conflicts are
resolved via voice communication.

The procedures at full automation level have not been tested in the simulation
study.3

3 Simulation Environment

In order to enable a human-in-the-loop evaluation of the operational concept and
its systems, a complex simulation environment was required consisting of both
ATC and cockpit simulators. Due to the fact that such simulators were available
at the individual partners’ sites, we decided to use the existing hardware to
conserve project resources and to adapt it to our needs. The overall simulation
environment was spatially distributed across Germany and composed of one ATC
simulator located in Freiburg and three cockpit simulators located in Braunschweig,
Darmstadt, and Frankfurt/Main. Furthermore, a couple of auxiliary systems were
provided as described in Sect. 3.3. Figure 4 schematically depicts the architecture of
the simulation environment.

The communication between the facilities was handled via internet. Primarily,
the following data were exchanged:

• aircraft state vector data of the cockpit simulators
• surveillance/traffic data
• flight plan data
• airfield lighting data
• data link communication data
• voice communication data

3At the time the study was prepared, especially conflicts and their resolution were not defined in
detail (switch from full automation mode to manual control with voice communication and back).
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Fig. 4 Architecture of the simulation environment

3.1 ATC Simulator

The ATC simulator comprised two controller working positions each equipped
with a 24′′pen touch display. While the first ICWP was configured to represent
an apron working position responsible for pushback and taxiing, the second ICWP
represented a tower working position responsible for landing, runway crossing, line-
up and take-off as well as taxiing in the vicinity of the runways. On both positions,
the operational version of the ICWP was running connected to the operational one
of the SMAN (executed on a dedicated server in Berlin).

3.2 Cockpit Simulators

All three cockpit simulators were based on modern sidestick controlled aircraft
operated by two pilots. They provided the necessary controls, actuators, indicators,
and navigation aids to operate the aircraft during final approach, landing, taxi, and
take-off. The key components of the simulators orientated on their real counterparts,
which gave the pilots the ability to concentrate on the changes introduced by the
experimentation setup. The cockpits came with a cylindrical or spherical screen
with a viewing angle of approximately 180◦. In order to guarantee a consistent
outside view including individual AGL visualization, it was generated by the same



Evaluation of an Automated Taxi Concept in a Distributed Simulation Environment 119

Fig. 5 Cockpit simulator in Frankfurt with integrated CDS

rendering software at all locations. For the voice communication, operable RMPs
were installed as well as headsets and push-to-talk (PTT) keys.

The cockpit layout, flight simulation engine and system simulation itself varied
through the three locations. While the simulator located in Braunschweig was a full
replica of an Airbus A320, Darmstadt was running a generic Airbus like flight deck.
The third simulator in Frankfurt represented an Airbus like cockpit with single sided
controls only.

The CDS application was integrated with a single instance into the center MIP
of the cockpit simulators in Darmstadt and Frankfurt (cf. Fig. 5). As the CDS
application fully supports data link communication, both simulators are classified
as equipped from controller/SMAN point of view.

The EFB was mounted in a twin configuration at both sides of the simulator
in Braunschweig (cf. Fig. 6). Due to the limited data link functionality of the EFB
application, the simulator in Braunschweig was considered as not equipped by the
controller/SMAN.

3.3 Auxiliary Systems

To support the distributed simulation, several auxiliary systems were needed. They
are briefly described in the subsequent sections.
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Fig. 6 Cockpit simulator in Braunschweig with integrated EFB

3.3.1 Outside View

The outside view was provided by a 3D real-time rendering engine that generates
synthetic images from tower and cockpit perspective, i.e. buildings and aircraft with
photo-realistic textures as well as realistic aircraft and airfield lights. Changing
ambient light enables the simulation of airport operations at different times of
day. Weather phenomena such as rain, snow, and fog can be activated in order to
reduce visibility. For the trials described within this paper, fog was used to limit the
horizontal visibility during degraded visibility conditions.

Via a direct connection to the SMAN, the outside view was also responsible
to control the status of the airfield lighting system at the level of single lamps
or sections in case of individual guidance. Based on the Roll:MOPS results, a
maximum length of 300m was chosen for the illuminated route sections.

3.3.2 Data Link

The data link used for the exchange of tactical routing data between the SMAN
and CDS/EFB applications was based on the Universal Access Transceiver (UAT)
technology. For each party participating in the communication process, a dedicated
hardware device was available composed of a server unit and transceiver. The
ground and onboard components were connected to the server unit located in
Nuremberg via internet; the radio frequency part was realized by a cable connection.
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The internal protocol used for connection establishment, handshakes as well
as the transmission of payload was specified and already validated within the
scope of the Roll:MOPS project. The specification of the data messages exchanged
between the SMAN and the CDS/EFB was done in ROLF.

3.3.3 Traffic Simulator

The traffic simulator generated aircraft and vehicle movements according to a flight
plan database following an event driven approach. Each aircraft/vehicle has a certain
degree of autonomy within the simulation. In particular, an aircraft maintains its own
longitudinal spacing and lateral separation to avoid collisions, holds at illuminated
stop bars or runway holding points. All flight plan related data as well as position
and movement information were provided to external systems via several outgoing
data interfaces. The traffic simulator was running on a dedicated server in Berlin.

3.3.4 Voice Communication System

The purpose of the voice communication system was to realistically copy VHF R/T
communication. This was realized by a Voice over IP (VoIP) solution which was
adapted to the needs of the simulation. The overall system comprised one server
located in Braunschweig and multiple clients connected to the individual ICWPs
and RMPs. For each frequency in use, a half-duplex voice channel was provided.
Voice transmission could be activated via PTT keys. A logging module allowed the
recording of channel occupancy times.

4 Simulation Study

The simulation study was conducted in order to validate aspects of the ROLF-
ConOps from flight deck perspective, especially concerning the differences between
common procedures and procedures with a higher level of automation to be
introduced in near future, i.e. semi-automated procedures. The study extends work
of the former project Roll:MOPS, in which AGL and onboard systems were
compared as to their support of pilots’ situational awareness in field trials [10].
In the simulation study we focused on three blocks of high level objectives derived
from SESAR key performance indicators: safety, efficiency, and usability and work
performance. We expected that compared to a baseline, operations with a higher
level of automation would lead to a decrease in workload, an increase in situational
awareness, and a reduction of voice radio channel occupancy. Another goal was to
assess the feasibility of such distributed simulations for follow-up projects.
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4.1 Participants

Eleven male airline pilots with an average flight experience of 5,063h (range: 300–
11,000h) took part in the study, including five captains, two senior first officers,
and three first officers.4 None of the participants had any experience with moving
maps. Seven pilots participated twice in our test trials. As the study focused on
investigations from flight deck point of view, no ATC controllers were involved.

4.2 Scenarios and Missions

The simulation scenarios consisted of combinations of the two independent vari-
ables visibility and procedure, which were varied in two levels each: high visi-
bility (10,000m), low visibility (300m), baseline procedures (no individual AGL,
CDS/EFB with AMM only and R/T communication), and (semi-)automated proce-
dures (individual AGL, full CDS/EFB functionality and data link communication)
resulting in the four scenario combinations HighVisBase, HighVisAuto, LowVis-
Base, and LowVisAuto. Within each scenario, all of the participating cockpit
simulators at the three locations had to jointly follow eight missions, i.e. five
inbound and three outbound missions with predefined start and end points, which
were based on an authentic flight plan with dense traffic.

In order to test our hypotheses, the pilots had to give their opinion regarding
perceived safety, automation trust, mental effort, situational awareness, perceived
support, smoothness of procedures and communication as well as perceived effi-
ciency via respective questionnaires and interview questions with open answering
format after each scenario. Channel occupancy was assessed as well.

4.3 Setting and Procedure

The scenarios were conducted at a Frankfurt airport model in a planned expansion
stage for 2014. Each cockpit simulator was operated by two pilots; the ICWPs
were operated by one trained pseudo-controller each. Other traffic was controlled
automatically by the traffic simulator. On each of three test days, the pilots had to
perform three out of the four research scenarios with a length of 1 h each in a quasi-
randomized order. Thus, each scenario was performed in a different frequency,
with one elicitation for HighVisBase, two elicitations for LowVisBase, and three
elicitations each for HighVisAuto and LowVisAuto. The trials were preceded by a
day of technical and procedural tests. The daily procedure of a test day is visualized
in Fig. 7.

4One not stated.
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A test day started for the pilots with an introduction to the tasks, setup, and
simulator, followed by a training phase for simulator handling and procedures. Taxi
instructions were given by the pseudo-controllers. The flight plan information was
given verbally by the test instructor. Subsequently, three scenarios were performed.
After each scenario, a questionnaire was filled in by each pilot.

5 Simulation Results

Assessed data were mainly submitted to repeated measures analysis of variance
(ANOVA) (e.g. [2])5. To remedy the unbalanced frequency of elicitations for each
scenario (cp. Sect. 4.3), the data of LowVisBase, HighVisAuto, and LowVisAuto
were aggregated. The results are reported following the three main objectives
addressed with the simulation study. All parameters used in the subsequent sections
are named in the following list:

5ANOVA is a statistical method to determine the differences between more than two group means.
Repeated measures refers to successive measurements within one group, whose variation of means
between measurements is analyzed.
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d Effect size
F(x,y) Empirical test value of the F-test, which is used for comparing the

group differences, with degrees of freedom x and y
f Effect size
M Mean value
p Exceedance probability
SE Standard error
t(x) Empirical test value of the t-test, which is used for comparing the

mean differences, with degrees of freedom x
Cronbach’s α Internal consistency of a scale
(1−β ) Test power

5.1 Safety

The perceived safety was assessed via seven items with the levels low (0) and
high (6), e.g. In the previous session there was a risk of taking the wrong
intersection. The internal consistency was satisfying with Cronbach’s α = 0.75,
thus the items were aggregated to one scale via averaging. The factor visibility
was not significant with F(1,5) = 0.63, p = 0.46, f = 0.36, (1− β ) = 0.10. The
factor procedure was significant with F(1,5) = 22.65, p < 0.01, (1− β ) = 0.96
and a large effect of f = 2.13. The safety risks were rated higher in the baseline
procedures than in the automated procedures: MBaseline = 2.59, SEBaseline = 0.24
vs. MAutomation = 0.99, SEAutomation = 0.15. The interaction between visibility and
procedure was not significant.

As another safety aspect, automation trust was assessed via five items each for
ODU and AGL, which were drawn from the Automation Trust Index SATI [5].
The items leveled between none (0) and extreme (6). The internal consistency for
both system components were satisfactory with Cronbach’s αAGL-items = 0.83 and
Cronbach’s αODU-items = 0.91, which again supported aggregating to respective
scales. Because of the small number of answers for the baseline scenarios, which
was due to a lack of applicability of the items for these procedures, the ANOVA
was conducted for the automation scenarios only. Main factors thus were visibility
and system. Visibility again was non-significant with F(1,16) = 0.15, p = 0.71,
f = 0.10, (1−β ) = 0.07. The system assessments differed only by tendency with
F(1,16)= 3.55, p= 0.08, f = 0.47, (1−β )= 0.43, while AGL was rated as slightly
more trustable with M = 5.35 (SE = 0.13) than ODU with M = 4.89 (SE = 0.21).
Note that the assessments for both systems were far above the neutral acceptance
score of 3.00.
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5.2 Efficiency

Efficiency was assessed via ratings of perceived efficiency and the measurement of
the overall R/T communication.

The items for perceived efficiency did not reach acceptable internal consis-
tency (Cronbach’s α = 0.49) and thus were analyzed individually. Each item varied
between the levels never (0) and always (6). For the item regarding the maintenance
of continuous taxi speed the factor procedure was significant by tendency with
F(1,5)= 5.29, p= 0.07, f = 1.03, (1−β )= 0.46 and MBaseline = 3.42 (SEBaseline =
0.46) vs. MAutomation = 4.28 (SEAutomation = 0.31). There were no effects for the
second item having to stop due to other traffic. The rating for having to wait for
a taxi clearance was significant for the factor procedure with F(1,5) = 10.35,
p < 0.05, f = 1.44, (1− β ) = 0.73 and a higher level of having to wait during
baseline procedures with M = 3.38 (SE = 0.39) than during automated procedures
with M = 2.78 (SE = 0.47).

R/T communication was analyzed for usage frequency and average busy time for
the factors visibility, procedure, and group (pilots vs. controllers). The controllers
occupied the channel significantly more frequently than the pilots with F(1,3) =
29.34, p < 0.05, (1 − β ) = 0.94 and a large effect of f = 3.18. Visibility had
no significant influence on R/T usage frequency with F(1,3) = 0.45, p = 0.55,
f = 0.39, (1− β ) = 0.08. Automation, i.e. using data link, decreased R/T usage
by tendency with MBaseline = 93.44s (SEBaseline = 17.84s) vs. MAutomation = 27.85s
(SEAutomation = 10.00s) and F(1,3) = 6.30, p = 0.09, f = 1.45, (1−β ) = 0.41. No
interaction between visibility, automation, and group was statistically significant.
The group-factor was non-significant for the average R/T time (F(1,3) = 1.91,
p = 0.26, f = 0.80, (1−β ) = 0.17) as well as visibility (F(1,3) = 0.31, p = 0.62,
f = 0.32, (1 − β ) = 0.07). Procedure was highly significant with a large effect
of f = 2.23 and F(1,3) = 14.99, p < 0.05, (1− β ) = 0.73. The average talking
time was M = 4.43s (SE = 0.55s) in automated procedures and M = 5.20s (SE =
0.45s) in baseline procedures. The interaction between visibility and procedure was
significant as well with F(1,3) = 16.65, p < 0.05, f = 2.35, (1−β ) = 0.77: While
the average R/T time was different in the HighVis conditions with increased R/T
time in baseline procedures, both distributions overlapped in the conditions with
constrained visibility (cf. Fig. 8).

5.3 Usability and Work Performance

Usability and work performance were assessed via subjective ratings of workload,
situational awareness, and perceived support.

Workload items included the human processing stages of information acquisition
and analysis, decision making, and action implementation (e.g., In the previous
session, how much effort did it take to understand and memorize ATC clearances?).



126 S. Kocks et al.

1

2

3

4

5

6

7

HighVis LowVis

A
ve

ra
ge

 R
/T

 t
im

e 
(s

)

Baseline
Automation

Fig. 8 Average R/T time: interaction between visibility and procedure

The seven items with levels between none (0) and extreme (6) had a good internal
consistency of Cronbach’s α = 0.88 and thus were aggregated to an overall
workload score. Visibility was highly significant for the workload assessment with
F(1,5) = 105.54, p < 0.01, f = 4.61, (1−β ) = 1.00 with higher scores in LowVis
conditions (M = 2.92 (SE = 0.18)) compared to HighVis conditions (M = 2.29
(SE = 0.19)). Procedure was significant as well with F(1,5) = 17.13, p < 0.01,
f = 1.85, (1 − β ) = 0.91 and higher mean score for the baseline procedures
(M = 3.38 (SE = 0.16)) than for the automated procedures (M = 1.83 (SE = 0.33)).
The interaction between visibility and procedure was statistically significant with
F(1,5) = 8.90, p < 0.05, f = 1.33, (1− β ) = 0.67. As Fig. 9 depicts, visibility
conditions were influential in baseline procedures, whereas in automated procedures
workload leveled quite similarly with MHighVis = 1.65 (SEHighVis = 0.31) and
MLowVis = 2.01 (SELowVis = 0.34).

Situational awareness was appraised with three items with the levels never (0)
and always (6), which did not interrelate well (Cronbach’s α = 0.59). Thus, ANOVA
were calculated for each item separately. The awareness for the own position varied
significantly with procedure: F(1,5) = 11.16, p < 0.05, f = 1.50, (1−β ) = 0.76,
with higher scores for automated procedures (M = 5.86 (SE = 0.07)) compared to
baseline procedures (M = 4.92 (SE = 0.27)). Visibility and the interaction between
procedure and visibility were non-significant. The awareness of other traffic in the
vicinity varied significantly with visibility with F(1,5) = 10.97, p < 0.05, f = 1.48,
(1−β ) = 0.75 and procedure with F(1,5) = 10.23, p < 0.05, f = 1.43, (1−β ) =
0.73. In good visibility, the pilots rated to be more aware of other traffic (M = 4.78,
SE = 0.30) than in low visibility (M = 3.76, SE = 0.28). Automated procedures
increased the awareness for other traffic (M = 5.25, SE = 0.10) compared to the
baseline procedures (M = 3.29, SE = 0.55). The interaction between the factors
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was significant as well with F(1,5) = 12.33, p< 0.05, f = 1.57, (1−β ) = 0.80 (cf.
Fig. 10). There were no significant effects for the third item, which related to being
surprised by unexpected events.

The perceived support addressed the assistance in inbound and outbound pro-
cesses by data link communication, AGL, and ODU. The assistance devices were
assessed via single items with the levels absolutely inappropriate (0) and absolutely
appropriate (6). Naturally, there were only a few answers for baseline conditions.
The remaining completed visibility conditions with automated procedures were
analyzed via t-test for paired comparisons. There were no significant differences
between visibility conditions for data link communication with t(17) = 0.42,
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p = 0.68, d = 0.00, AGL with t(17) = −0.20, p = 0.85, d = 0.00, and ODU with
t(17)= 1.53, p= 0.15, d = 0.00. Comparisons between baseline and automation for
both LowVis conditions were significant by tendency for AGL with t(8) = −2.68,
p = 0.03,6 d = 1.00, i.e. the support via AGL was rated higher in automated
procedures than in baseline procedures. For the ODU, there was no significant
difference between the two procedures in LowVis conditions with t(7) = −1.17,
p = 0.28, d = 0.00.

5.4 Pilots’ Comments

The onboard systems were assessed positively for baseline (9 out of 10) and
automated procedures (16/25).7 The moving map was stated to support situational
awareness. AGL was not commented much, if so however, it received positive
statements (e.g. “intuitive lighting guidance”). There were several suggestions for
improvements of automated procedures, e.g. the usage of sound signals for changing
taxi clearances in the ODU and possibilities for more requests in automated
communication. Overall, the pilots were skeptic to rely on data link communication
only, because they expect a reduction of situational awareness.

We received several critical comments to standard procedures (8/12) and com-
munication (9/11) with pseudo-controllers, e.g. “taxi-clearance was not precise”.
Pilots stated that the “controllers were not completely used to standard phraseol-
ogy”.

6 Conclusions and Outlook

A concept of operations focusing on a higher level of automation in ground traffic
management and visual guidance was introduced. It represents one possible solution
to meet the future requirements concerning the expected growth in European air
traffic. An evaluation study was conducted within a spatially distributed simulation
environment in order to validate certain aspects of the operational concept with its
respective systems and procedures from flight deck perspective.

We observed several positive effects with regard to our hypotheses: Automated
procedures were frequently rated more advantageous in terms of perceived safety,

6Due to alpha-error inflation with multiple t-tests, a significance level of 0.025 was set as alpha-
error correction.
7Example: “Moving Map surely helps to improve pilots’ situation awareness. Nevertheless the
previous scenario [LowVisAuto, A/N] with an operable ALGS [AGL, A/N] in combination with
an OBGS [ODU, A/N] made the whole operation safer and more effective. Misunderstandings with
ATC confused us many times whereas the OBGS gave clear advices.”



Evaluation of an Automated Taxi Concept in a Distributed Simulation Environment 129

workload, and efficiency than baseline procedures. Visibility only affected workload
and the awareness for other traffic in that low visibility increased perceived effort
and decreased the respective perception. However, some of the positive effects
of automated procedures may have been due to the reported misunderstandings
between pilots and pseudo-controllers in standard procedures.

R/T communication was reduced in automated procedures compared to the
baseline scenarios. This might seem not surprising, because in automated pro-
cedures data link was applied for most communication processes. However, in
badly designed automated procedures and with necessary switches between types of
communication for requests, R/T time might have leveled the same for automated
and baseline procedures or might even have been increased with automation. This
was not the case in our study. Pilot comments suggest, however, that certain
information should still be transmitted via voice in order to support situational
awareness. Here, mere reduction of R/T time will not suffice as supportive argument
for high levels of automation.

Overall, the distributed simulation was assessed as feasible and sufficiently
realistic for research regarding operational procedures by the participating partners.
As the concept was evaluated from flight deck point of view, a supplementary study
with controllers or a full study with operators from both sites, air and ground, will
yet have to show the benefits for ATC and the interaction between controllers and
pilots regarding usability, acceptance, and workload.

Concerning the fully-automated taxi operations, the concept of operations is still
under development. Once completed, a next step is to investigate the concept with
specific scenarios with fully-automated procedures. Especially the drawbacks of a
high level of automation with regard to the controller have to be thoroughly explored
before a system providing for such procedures can come into effect.
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A Visualization Tool for Analyzing Task
Demands in En-Route Air Traffic Control
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Abstract For achieving effective utilization of advanced air traffic operation
systems such as Air Traffic Flow Management (ATFM), harmonization with control
activities of Air Traffic Control Officers (ATCOs) is one of the key issues to be
tackled. In the present research, a process visualization tool of ATC tasks called
COMPASi (COMPAS in interactive mode/COMPAS: COgnitive system Model
for simulating Projection-based behavior of Air traffic controllers in dynamic
Situations) has been applied to analyze the effects of air traffic flow control
on ATC task demands. Through simulation-based experiments using COMPASi,
beneficial and adverse effects of air traffic flow control on ATC task demands were
successfully demonstrated in a couple of traffic situations where different control
strategies of an ATCO were adopted. This result has indicated the applicability
of COMPASi as a support tool for evaluating the effectiveness of ATFM with
consideration of controllers’ working methods.
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1 Introduction

Rapid increase in air traffic demands in recent years requires higher levels of
safety and efficiency of air traffic operations. In response to the increasing amount
of air traffic, Air Traffic Management (ATM) involving advanced management of
airspace, air traffic flow and capacity is being introduced in addition to traditional
sector-based traffic control. One component of ATM is Air Traffic Flow Manage-
ment (ATFM). ATFM aims at enhancing air traffic efficiency and reducing the
workload of controllers in each sector by applying time-based control to air traffic
at departure airports and specific points.

However, regardless of the introduction of ATFM, features and characteristics
of Air Traffic Control (ATC) tasks in each sector are almost the same. Air Traffic
Controllers (ATCOs) in charge of sectors are required to deal with multiple aircraft
at the same time in constantly changing air traffic situations and weather conditions.
For completing multiple controlling tasks safely in such a task environment, a
controller needs to regulate task demands in his/her task execution process by
adopting an appropriate air traffic control strategy, which can lead to the saving of
the controller’s cognitive resources for responding to unexpected situation changes.
Thus, the authors consider that the effects of ATFM on working methods of
controllers should be carefully analyzed as a part of the evaluation of ATFM.
Mismatches between air traffic flow control by ATFM and a control strategy of an
ATCO may lead to additional ATC task demands and put burden on the controller.

There is a lot of research aiming to reveal cognitive aspects of controllers. Ranta-
nen et al. [1] and Yang et al. [2] conducted experimental studies with emphasis on
controllers’ temporal awareness affecting task prioritization and task performance.
Several research works have analyzed features of controllers’ conflict judgment
[3–6]. However, there are only a few research efforts focusing on concrete and
dynamic control activities of ATCOs such as adaptation of their working methods
corresponding to traffic situations [7, 8]. In addition, a support tool that is capable
of analyzing a controller’s working methods is not common. Thus, the authors have
developed a process visualization tool of ATC tasks for the purpose of analyzing
ATCO’s control activities and their effects on traffic flow. The process visualization
tool called COMPASi (COMPAS in interactive mode/COMPAS: COgnitive system
Model for simulating Projection-based behavior of Air traffic controllers in dynamic
Situations) has functions to detect ATC tasks in a changing traffic situation and
visualize them using color codes. The basic validity of COMPASi was evaluated
through detailed comparison of two visualization results of ATC tasks: one was by
COMPASi and the other was by an ATC training instructor [9]. COMPASi was also
applied to a performance comparison of two different control strategies for the same
traffic scenario [10].

The purpose of the present research is to examine applicability of COMPASi for
evaluating effectiveness of ATFM with consideration of controllers’ working meth-
ods. Several combinations of traffic situations and controllers’ working methods
with and without flow control by ATFM were simulated on COMPASi and analyzed
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based on ATC task demands. The rest of this paper is organized as follows. First,
a brief explanation of en-route ATC tasks and target sector is presented (Sect. 2).
Second, the overview of COMPASi is introduced (Sect. 3). Third, simulation results
are presented and discussed (Sects. 4 and 5).

2 En-Route ATC Tasks and Target Sector

En-route air traffic control is a part of ATC services provided for in-flight aircraft.
In en-route control, a team of controllers takes charge of a divided airspace called a
“sector”. The present research has adopted an actual sector, i.e., Kanto-North (T03)
sector in Japan, as the target sector. This chapter introduces a brief summary of the
en-route ATC tasks and describes features of air traffic flow in sector T03.

The ATC tasks have two major purposes: to ensure the safety and efficiency of air
transportation. The primary goal is to achieve the maintaining of safety by assuring
a minimum separation of 5 nautical miles (NM) horizontally or 1,000 ft vertically
between aircraft. Figure 1 shows sector T03 which is the northern part of the Tokyo
region in Japan. The size of sector T03 is approximately 120× 120 NM. The small
white circles labeled with capital letters, i.e., GLAXY, SWAMP, and TLE, in Fig. 1
indicate geometrical points called fixes that are used for aiding in air navigation.
Two hub airports, Tokyo (Haneda) International Airport and Narita International
Airport, are located southward of sector T03. In addition, multiple smaller airports
and air force bases are located in the surrounding area of this sector. Furthermore,
overflight aircraft between North America and East Asia pass through this sector in
an east–west direction. Thus this sector provides ATC services to various kinds of
commercial and military flights as listed below:

Fig. 1 Major traffic flows in
T03 sector [9]. Black
triangles indicate flight
directions of aircraft on
respective airways
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• Departure/arrival flights from/to Tokyo airport and Narita airport (traffic flows in
a north–south direction)

• Departure/arrival flights from/to other smaller airports and air force bases located
in/around sector T03 (traffic flows in multiple directions)

• Overflight aircraft (traffic flows in an east–west direction)

In addition to assure minimum separation, regulations require an ATCO of sector
T03 to achieve additional targets of altitude and separation of aircraft. For example,
an aircraft arriving at Tokyo airport has to establish a 10 NM in-trail separation from
another aircraft arriving at the same airport and also has to reach 13,000 ft by the
TLE point (see Fig. 1). In order to achieve the target states of aircraft, the ATCO
can issue speed, altitude, and heading/re-route instructions to the aircraft.

3 COMPASi

This chapter shows a brief description of COMPASi, a visualization tool of ATC
tasks used in the present research.

3.1 Overview

COMPASi is a kind of PC-based ATC simulation tool equipped with a situation
awareness model of a controller that is capable of detecting ATC tasks in a given
traffic situation. Figure 2 shows the conceptual diagram of COMPASi. Given
the initial states of traffic (e.g. aircraft’s initial position, altitude, indicated air
speed, and so on) and the log of ATC instructions, the COMPASi simulates air
traffic flow with continuous performance calculation of aircraft and issuing of
ATC instructions based on the instruction log file which contains altitude, speed,
heading, reroute instructions to respective flights and the time of their issuance. The
situation awareness model equipped with COMPASi analyzes a simulated air traffic
situation and automatically detects ATC tasks in the situation. The detected tasks
and issued ATC instructions are outputted as a time series graph (see Fig. 4). The
graph illustrates issued ATC instructions and situation changes resulting from the
instructions along the timeline, which is a visualization of the ATC task process.
Further details of COMPASi are described in [9].

3.2 ATC Task Index

The ATC task index is an index for identifying ATC tasks and their execution states.
Table 1, entitled “Task Demand Levels (TDL)”, shows the ATC task levels used
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Fig. 2 Conceptual scheme of COMPASi [11]

Table 1 Task demand levels (adapted from [12])

Lv. Situation/task demand Display color on COMPASi

4 Time-critical situation in terms of conflict resolution(s) Red
3+ Multiple separation assurances [conflict

resolution(s)/in-trail spacing] between the target
aircraft and two or more related aircraft

Magenta

3 Separation assurance (conflict resolution/in-trail spacing)
between the target aircraft and one related aircraft

Orange

2 Altitude change Yellow
1 (ATC tasks are completed) Green

in the present research proposed by an experienced ATC training instructor in our
research group [12, 13]. COMPASi detects ATC tasks based on TDL. TDL consists
of four levels reflecting necessary ATC tasks for each aircraft as listed below:

• Lv. 1 indicates that all required ATC tasks for the target aircraft in the sector are
completed.

• Lv. 2 indicates a local situation in which the target aircraft requires altitude
change.
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• Lv. 3 indicates a local situation in which the target aircraft requires a separation
assurance task to be completed for conflict resolution or in-trail spacing.

• Lv. 3+ indicates multiple separation assurance tasks between the target aircraft
and two or more related aircraft.

• Lv. 4 indicates a potentially risky situation that is a time-critical condition in
terms of conflict resolution. The time horizon of Lv. 4 (3.5 min before loss of
minimum separation occurs) is determined by the conflict alert displayed in an
ATC console, which activates 3 min before loss of minimum separation occurs.

Aircraft coming from an upstream sector have various task levels ranging from
Lv. 1 to Lv. 3+. By completing necessary ATC tasks in the sector, the TDL of each
aircraft lowers to Lv. 1. In other words, TDLs of all aircraft have to be Lv. 1 before
they enter a downstream sector.

TDLs can be utilized for comparative analyses of ATCO’s control strategies in
terms of safety and efficiency by specifying ATC tasks in an air traffic situation and
their temporal transitions, which is called “Task Demand Level based performance
Analysis (TDLA)” in this paper. For example, potential risk of loss of separation
between aircraft is shown by TDLs at or above Lv. 3, i.e., Lv. 3, Lv. 3+, and Lv. 4.
Thus, the durations, accumulations, and resolutions of these levels can reflect the
effectiveness of proactive risk management of an ATCO, e.g., conflict prevention.
In addition, since greater levels of TDLs generally indicate more complex tasks,
the decrease of TDLs possibly implies the effectiveness of the ATCO’s workload
management by regulating task demands.

In order to evaluate the effectiveness of TDLA, it was applied to an analysis of
results of a Human-In-the-Loop Simulation (HILS) experiment with professional
participants [12]. Through the analysis, TDLA successfully visualized differences
in task performance caused by varieties in adopted control strategies.

3.3 Input and Output

For simulating air traffic flow, COMPASi requires a set of aircraft performance
data, flight plans, and inputs of ATC instructions. Aircraft performance data and
flight plans are stored in Excel files. Thus, a user of COMPASi can easily modify
contents in those files to change simulation settings. A flight plan contains data
of an aircraft’s initial position, altitude, speed, flight planned route, etc. ATC
instructions, i.e., altitude, heading, speed, and re-route instructions to aircraft, can be
issued automatically based on an instruction data file containing sets of timing and
contents of ATC instructions. They can be also manually input by a user during a
simulation run for modifying ATC instructions and traffic situations for the purpose
of comparative analysis.

One of the output data from COMPASi is TDL. TDL of each aircraft is provided
in two forms: color-coded call sign and lateral trajectory on a simulated radar display
(Fig. 3), and a time series graph called Chart of ATC task Processing State (CAPS)
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Fig. 3 Screenshot of COMPASi

(Fig. 4). CAPS also contains information of the contents and timings of ATC
instructions [Fig. 4(1)], flight distance [Fig. 4(2)], and the number of instructions
[Fig. 4(3)]. In addition, for supporting macroscopic evaluation of efficiency of air
traffic flow, sums of flight distances and issued instructions are given for each flight
type such as departure flights, arrival flights, over flights, and so on [Fig. 4(4)]. TDL
and the number of instructions can reflect efficiency of ATC from the viewpoint of a
controller. On the other hand, flight distance can reflect the efficiency of ATC from
the viewpoints of a pilot since it is a major factor affecting fuel consumption of
aircraft.

4 Simulation-Based Experiment

This chapter describes simulation-based experiments conducted to examine the
applicability of COMPASi as a support tool for analyzing the effects of ATFM
on ATC task demands. For the experiments, three examples of traffic situations
including with and without flow control by hypothetical ATFM and two control
strategies of ATCOs were prepared. Our basic assumption is that if COMPASi can
visualize the difference of task demands resulting from combinations of control
options of flow control and ATCO’s control strategies, then COMPASi has the
possible applicability as an analysis tool for identifying what types of traffic
situations should be made or avoided by ATFM with consideration of controllers’
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Fig. 4 Example of CAPS. (1) issued ATC instructions, (2) flight distance (each aircraft), (3) the
number of ATC instructions (each aircraft), (4) the sums of flight distances, issued instructions,
and the number of aircraft (each flight type)

working methods. A part of the results of the simulation-based experiments has
already been reported in our previous research [14]. In this paper, findings of the
previous research are summarized in Sect. 4.2. Simulation results of the present
experiment are described in Sect. 4.3.

4.1 Traffic Scenario

Figure 5 shows a traffic scenario used in the simulation-based experiments. The
scenario is a part of the air traffic scenario used in HILS research [13]. As illustrated
in Fig. 6, the experiment simulated the effects of ATFM on air traffic by the
modification of the traffic scenario. For example, a time-based control of a specific
aircraft by ATFM that yields a 30 s delay can be simulated by moving the initial
position of the aircraft back by 5 NM (which corresponds to the distance the aircraft
flies in a little over 30 s).

As shown in Fig. 5, inbound flights are coming from upstream sectors to the
target sector (sector T03). COA9, NWA907, and ANA011 are flights arriving at
Narita International Airport. ANA882, ANA50, and JAL1002 are ones arriving at
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Fig. 5 Traffic scenario. Additional departure flights from Tokyo airport and Narita airport
(ADO11 and JAL3047) appear several minutes later

Tokyo International Airport. In addition, departure flights from Tokyo airport, Narita
airport (additional two flights, i.e., JAL3047 and ADO11, appear several minutes
later), and Sendai airport exist around the south and north-east boundaries of the
target sector. A controller in charge of sector T03 has to achieve target states of these
aircraft following regulations while continuously assuring the minimum separation
(1,000 ft vertical or 5 NM lateral). The simulated wind condition is 240◦ at 80 knots
at 40,000 ft and 60 knots at 20,000 ft. The traffic scenario involves the following
ATC tasks:

• Altitude change: Descent/climb clearance has to be issued to each aircraft so that
the aircraft can reach its target altitude before passing specific geometrical points.

• In-trail spacing: 10 NM in-trail separations have to be assured for two aircraft
groups consisting of three aircraft each. The Narita airport inbound flights
are flying on the same airway. On the other hand, the Tokyo airport inbound
flights are coming from different directions. In addition, JAL1002 (the following
aircraft) is catching up to ANA50 (the leading aircraft) because the ground speed
of JAL1002 is faster than that of ANA50.

• Conflict resolution: Expected lateral and vertical flight paths of departure flights
intersect with those of some arrival flights. In such cases, ATC instructions are
required to resolve conflicts for the purpose of assuring the minimum separation
and achieving target states of each flight.
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Fig. 6 Modification of traffic scenario for simulating ATFM

As described above, the traffic scenario covers somewhat diverse traffic situations
including an aircraft group coming from multiple directions and a “catch-up”
situation (following aircraft JAL1002 is faster than leading aircraft ANA50). It also
contains all types of major ATC tasks listed in Table 1.

4.2 Experiment 1

This section summarizes the results of Experiment 1 conducted in our previous
research [14]. In Experiment 1, two control options of ATFM affecting in-trail
spacing tasks of three flights arriving at Tokyo airport, i.e., ANA882, ANA50, and
JAL1002, were examined. The first option (Opt. 1) is that a 30 s delay is given
to JAL1002 by ATFM (the situation was simulated by moving the initial position
of JAL1102 back by 5 NM). The second one (Opt. 2) is that 30 s delay is given
to ANA882, which is simulated by moving the initial position of ANA882 back by
5 NM. The simulated ATCO’s control strategy for flights arriving at Tokyo airport is
to line them up in the order of ANA882, ANA50, and JAL1002 for in-trail spacing.
In order to achieve this sequence, flight distance of ANA882 is shortened by a
shortcut instruction, while that of JAL1002 is extended by a radar vector instruction
(Fig. 7). The control strategy described above is called “Strategy A (ST-A)” in this
paper. Three cases of simulations listed in Table 2 were conducted in Experiment 1.
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Fig. 7 Control Strategy A [11] adopted in Experiment 1. Dotted arrows indicate flight directions
of ANA882 and JAL1002 following ATC instructions. The numbers indicate the arrival sequence
of the Tokyo airport inbound flights

Table 2 Simulation cases in
Experiment 1

Control strategy ATFM

Baseline Case A ST-A No
Case 1A ST-A Opt. 1
Case 2A ST-A Opt. 2

According to the comparison of Fig. 8 (Baseline Case A) and Fig. 9 (Case 1A),
preventive and/or rapid decreases of TDLs were achieved by Opt. 1 of ATFM
(Case 1A) as shown in Fig. 9 (1)(2). On the contrary, as indicated in Fig. 10
(3)(4), Opt. 2 of ATFM (Case 2A) caused Lv. 4 of TDL indicating a potential
loss of minimum separation between ANA882 and ADO11 which did not appear
in Baseline Case A. That is, Opt. 1 of ATFM harmonized with the ATCO’s control
strategy and contributed to reducing task demands. Opt. 2, on the other hand,
conflicted with the ATCO’s control strategy and caused additional task demands.
This fact indicated that the appropriate combination of a control option of ATFM
and the ATCO’s control strategy is a key factor in achieving effective reductions in
ATC task demands.
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Fig. 8 CAPS of Baseline Case A

Fig. 9 CAPS of Case 1A. Boxes (1) and (2) indicate preventive and/or rapid decreases of TDLs
by Opt. 1 of ATFM

Fig. 10 CAPS of Case 2A. Boxes (3) and (4) indicate increases of TDLs by Opt. 2 of ATFM

4.3 Experiment 2

In addition to simulation cases in Experiment 1, further combinations of control
options of ATFM and ATCO’s control strategies were examined. The traffic scenario
and two control options of ATFM used in Experiment 2 are completely the same
as those in Experiment 1, but the control strategy for flights arriving at Tokyo
airport is different. The control strategy adopted in Experiment 2 is to line up
flights arriving at Tokyo airport in the order of ANA50, JAL1002, and ANA882.
To achieve the sequence, ANA882 was vectored in an eastward direction so as to
follow JAL1002 (Fig. 11). In this paper, this control strategy is called “Strategy B
(ST-B)”. Simulation cases in Experiment 2 are listed in Table 3.

Figures 12–14 show time series graphs of TDLs in three cases described in
Table 3. In cases where ST-B was adopted, both of the two options of ATFM
contributed to reducing task demands.

According to the comparison of Fig. 12 (Baseline Case B) and Fig. 13 (Case 1B),
Opt. 1 of ATFM (Case 1B) lowered the TDL of ANA50 from Lv. 3+ to Lv. 3 at an
earlier time frame than Baseline Case B as shown in Fig. 13 (1). Opt. 2 of ATFM
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Fig. 11 Control Strategy B [11] adopted in Experiment 2. Dotted arrows indicate flight directions
of ANA882 and JAL1002 following ATC instructions. The numbers indicate the arrival sequence
of the Tokyo airport inbound flights

Table 3 Simulation cases in
Experiment 2

Control strategy ATFM

Baseline Case B ST-B No
Case 1B ST-B Opt. 1
Case 2B ST-B Opt. 2

Fig. 12 CAPS of Baseline Case B
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Fig. 13 CAPS of Case 1B. Box (1) indicates rapid decrease of TDL by Opt. 1 of ATFM

Fig. 14 CAPS of Case 2B. Boxes (2) and (3) indicate decrease and increase of TDLs respectively
by Opt. 2 of ATFM

(Case 2B) also achieved an earlier drop of the TDL of JAL1002 from Lv. 3 to Lv.
2 [Fig. 14 (2)] although the adverse effect, i.e., the increase of TDL caused by Opt.
2, occurred [Fig. 14 (3)]. The TDLs of the rest of the parts in Figs. 13 and 14 are
almost the same as those in Baseline Case B.

The effects of ATFM on ATC task demands in Experiment 2 are different from
those in Experiment 1 although the traffic scenario and two control options of
ATFM in both experiments are completely the same. This result demonstrates that
COMPASi can visualize the difference of ATC task demands resulting from adopted
control strategies.

5 Discussion

In Experiment 1 and Experiment 2, COMPASi successfully visualized beneficial
and adverse effects of control options of ATFM on ATC task demands in a couple
of traffic situations where different ATCOs’ control strategies were adopted. This
fact indicates the applicability of COMPASi as a supporting tool for analyzing ATC
task demands under flow control by ATFM. As the results of both experiments
have indicated, the appropriate combination of a control option of ATFM and the
ATCO’s control strategy is needed to achieve effective reductions in ATC task
demands. Since COMPASi can analyze the difference of ATC task demands with
consideration of ATCOs’ control strategies, it may contribute to identify what types
of traffic situations should be made or avoided by ATFM from controllers’ position.

The simulation results also indicate the possibility that the introduction of ATFM
may influence the choice of control strategies by ATCOs. Thus, ATCO’s working
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methods under ATFM should be carefully analyzed for supporting ATCOs, e.g.,
addressing human factor issues, providing necessary training programs, etc. The
comparison of results of Experiment 1 and Experiment 2 has revealed that ST-B
may have more tolerance or adaptability to situation changes caused by differences
in control options of ATFM than ST-A. Nevertheless, it is very difficult to determine
a recommended control strategy under flow control by ATFM in part because
an appropriate control strategy strongly depends on the situation. For example, if
JAL1002 is followed by another aircraft group arriving at Tokyo airport, adopting
ST-B may cause additional tasks for in-trail spacing between the last aircraft in the
arrival sequence of the leading group, that is ANA882 in ST-B, and the following
aircraft group since ST-B requires a greater extension of flight distance of the last
aircraft than ST-A. The authors consider that this kind of discussion for enhancing
ATCOs’ skills to the variety of situations should be emphasized in training programs
for controllers working with ATFM.

6 Concluding Remarks

The present research attempted to visualize the effects of simulated flow control by
ATFM on ATC task demands using COMPASi. In Experiment 1 and Experiment
2, beneficial and adverse effects of control options of ATFM on ATC task demands
were analyzed in a couple of traffic situations where different control strategies of
ATCOs were adopted. This fact has demonstrated the applicability of COMPASi
as a support tool for evaluating the effectiveness of ATFM from the perspective
of ATC task demands, and perhaps for estimating burden put on the controllers
in the next-generation ATC environment including high density traffic and time-
based air traffic management. Although we are still in the initial phase of these
research projects, further analytical research using COMPASi will be conducted for
exploring effective flow control methods of ATFM.
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Transitioning Resolution Responsibility Between
the Controller and Automation Team
in Simulated NextGen Separation Assurance
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Abstract As part of an ongoing research effort on separation assurance and
functional allocation in NextGen, a controller-in-the-loop study with ground-based
automation was conducted at NASA Ames’ Airspace Operations Laboratory in
August 2012 to investigate the potential impact of introducing self-separating
aircraft in progressively advanced NextGen time-frames. From this larger study,
the current exploratory analysis of controller–automation interaction styles focuses
on the last and most far-term time frame. Measurements were recorded that firstly
verified the continued operational validity of this iteration of the ground-based
functional allocation automation concept in forecast traffic densities up to two times
that of current day high altitude en-route sectors. Additionally, with greater levels
of fully automated conflict detection and resolution as well as the introduction
of intervention functionality, objective and subjective analyses showed a range of
passive to active controller–automation interaction styles between the participants.
Not only did the controllers work with the automation to meet their safety and
capacity goals in the simulated future NextGen timeframe, they did so in different
ways and with different attitudes of trust/use of the automation. Taken as a whole,
the results showed that the prototyped controller–automation functional allocation
framework was very flexible and successful overall.
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1 Introduction

In the present day high altitude en-route environment of the United States National
Airspace System, aircraft separation assurance is achieved by a highly labor
intensive process of dutiful air traffic controllers on the ground. Monitoring the
progress of aircraft across their display, the controllers scan their sector by watching
each and every aircraft in order to identify potential separation risks and to mentally
calculate conflict avoidance possibilities. From the time any aircraft checks in with
one controller until it is handed off to the next, all clearances are devised mentally,
manually, and individually by the controller and issued verbally over a radio
frequency. With great scrutiny, attention, and positive personal control over each
of the aircraft in their sector, en-route controllers have maintained a commendable
safety record and contribute greatly to the overall US air traffic control system being
the safest in the world [1].

Current forecasts by the Federal Aviation Administration (FAA) show continued
growth in demand, in particular for the en-route centers, due to a faster growing
commercial sector. The number of commercial aircraft is projected to grow from
2011 to 2032 at an average growth rate of about 1.5% or 127 aircraft annually.
Similarly up to 2032, commercial IFR aircraft handled at FAA en-route centers has
been projected to increase 2.4% annually [2]. These forecasts pose a problem for en-
route controllers because they exceed monitor alert parameters (MAP) values which
have been defined to limit the number of aircraft permitted in a sector as a safeguard
prior to which performance is expected to decline. Natural cognitive processing
limits of air traffic controllers have been accepted as potential bottlenecks against
rising air traffic demand on account of the number of planes any person could
reasonably be expected to track. Complementary to the FAA forecasts, the US
Congress established the Joint Planning and Development Office (JPDO) to develop
the Next Generation Air Transportation System (NextGen) which among its many
visions, explicitly aims to overcome the capacity limits imposed by individually
attended aircraft separation procedures of today and requires a restructuring of the
roles of humans and automation and how they perform their respective functions to
synergize human and automation performance [3].

To meet the forecast demand increase, separation management components of
en-route NextGen environments are envisioned to rely on automation to augment
human performance beyond today’s limits by offloading workload from the human
controllers onto automated functions for the majority of routine operations. Use
of automated conflict detection and resolution decision aides that are seamlessly
integrated within ground automation systems is planned to allow separation man-
agement tasks to move away from fixed human-based standards while always
maintaining an unambiguous delegation of responsibility. Automation is anticipated
to support a migration from tactical to strategic decision making as well as perform
many routine tasks. With layers of protection that allow for graceful degradation
of situations, automation reliance is planned to be coupled with modes that do not
require full reliance on humans as backup. Building from today’s current roles, the
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corresponding NextGen roles for air traffic controllers that stand to benefit from
use of automation include: identifying complex future conflicts, management of
individual aircraft trajectories, and detecting and resolving conflicts via automation
while eliminating residual conflicts [3]. Use of data communications that are
integrated with ground automation is envisioned to reduce the number of voice
communications and controller workload, and hence increase the controller’s effi-
ciency and ability to manage more traffic [4]. While providing tactical and strategic
separation management, en-route trajectory based operations (TBO) automation is
planned to provide the ability to request modifications of trajectories and support
trajectory negotiation [5].

However, relying on automation to fully or partially replace a function previously
carried out by a human operator means that automation need not be all or none,
but can vary across a continuum of levels, from the lowest level of fully manual
performance to the highest level of full automation. Furthermore, the specific
function with its variant level of manual/automatic control, itself can range along
a variety of human information processing sub-tasks or stages [6]. As a simple
example, the function of detecting a conflict could be fully automatic, fully manual,
or somewhere in between and this could exist along with different levels of
automation for the subsequent separate function of conflict resolution, which could
itself be fully automatic, fully manual, or somewhere in between. It has been shown
that the flexibility of an automation system contributes to its use case as task load
and complexity increase [7].

In addition to being flexible and multi-layered, other beneficial design factors
can encourage effective trust and use within human–automation systems. Recent
research suggests that humans respond socially to technology and reactions to
computers can be similar to reactions to human collaborators [8]. In commonly
observed effective human teamwork and collaboration, both parties walk a line to
balance what they perceive the other is capable of while they, themselves, exhibit
evidence of their own reliability in handling certain tasks. In general, someone’s
capability with simpler tasks is commonly held to reflect their capability with
more complex tasks. Research on system credibility established within the context
of simple decision tasks has been conducted and has shown that operators who
experience an automated system’s failures in easy tasks are less likely to comply
with the automation’s recommendations during a more difficult task [9]. Rather than
taken on immediate face value, automation is scrutinized for its credibility through
operator experiences with that automation, i.e. trust is learned. Considering that
entire schools of cognitive theory have posited active participation as preferable
over passive reception or observation, at least some sense of control is assumed
to be of crucial importance for an operator to work with and appropriately trust
automation. Automation surprises occur when technology autonomously performs
tasks that cause a system to behave in a manner that the operator had not anticipated
and it has been assumed that such a decrease in situation awareness arises from
a non-satisfaction of a self-agency mechanism [10]. In other words, allowing the
operator some form of control over the automation is expected to enhance the
human–automation work dynamic.
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2 Operational Concept

2.1 Ground-Based Automated Separation Assurance

Informed from the guidelines of the JPDO and human–automation functional
allocation literature referenced above, our NextGen prototype instantiation of a
ground-based automated separation assurance concept is next briefly described in
this section. More detailed accounts of the precise characteristics and evolution of
the concept can be found in the prior separation assurance (SA) research conducted
at NASA Ames [11–18]. Additionally, complementary and collaborative airborne-
based separation assurance concepts are detailed in research conducted at and with
NASA Langley [19, 20].

Ground-based automated separation assurance involves automation components
that monitor and/or manage nominal TBO equipped aircraft, while the controller
handles off-nominal operations, provides additional services, and makes decisions
when human involvement is needed. The primary difference from today’s system
is automated conflict detection and automated conflict resolution via data link.
Controller involvement in routine conflicts is only required when an automatic
trajectory change would exceed defined thresholds.

2.1.1 Enabling Environment

Each aircraft was assumed to be equipped with integrated data communications
capabilities for route modifications, frequency changes, cruise altitude changes, and
climb, cruise and descent speed modifications as well as high accuracy surveillance
data provided via Automatic Dependent Surveillance Broadcast (ADS-B). Auto-
mated trajectory-based conflict resolutions were generated for conflicts with more
than 3 min to initial loss of separation (LOS). For those with less time before LOS,
a separate automated tactical conflict avoidance function (TSAFE) could generate a
resolution and send heading changes to the aircraft directly.

2.1.2 Roles and Responsibilities

The automation detected conflicts, computed resolutions and/or alerted controllers.
It nominally functioned by automatically sending instructions to aircraft via data
link unless they exceeded a priori defined thresholds. The automation also aug-
mented controller awareness and provided conflict status and probing tools. Pri-
marily, the controller managed the automation, handled off-nominal situations and
made decisions on situations when presented.
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Fig. 1 Controller display with conflict list, an active conflict deferred by the automation to the
controller (yellow), and a provisional resolution trajectory that currently conflicts with a third
aircraft (cyan)

2.1.3 Air Traffic Controller Workstation

Figure 1 depicts the air traffic controller workstation prototype designed for the
above distribution of roles and responsibilities. Aircraft that were managed by
the automation and within the controller’s sector are displayed in a brighter gray
than low-lighted exterior aircraft. Additional information in data tags and colors
were used to draw the controller’s attention to a specific problem. The display
was designed for general situation awareness and management by exception. The
following figures present more detailed depictions of the various aspects of the
interface controller’s used to interact with the automation tools.

Nominally aircraft data tags were collapsed and appeared only as a chevron
target with an altitude tag because routine aircraft operations such as frequency
changes, hand-offs, climbs and descents, etc. were conducted automatically without
controller involvement (Fig. 2).
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Fig. 2 Collapsed aircraft
data tags as chevrons with
altitude tags

Fig. 3 Expanded data tag examples

Expanded data tags were used only in conjunction with situations requiring
human attention. Figure 3 provides artificially arranged and ordered examples of
what these looked like: (a) highlighted when manually expanded by the controller,
(b) a “long-term” 7 min to LOS conflict number in gray, (c) a “medium-term”
5 min to LOS conflict number in yellow, (d) a “short term” 3 min to LOS with
target symbol, data tag, and conflict number in red, (e) an auto-generated short term
conflict resolution advisory in red, (f) a conflict deferred by the automation to the
controller in yellow, (g) a conflict that the automation is still “thinking” about, and
(h) an aircraft placed in an auto-uplink inhibited status by a controller.

Data tags contained items (Fig. 4) that controllers could left/right click on to
initiate different trial plans/auto-resolution requests. For example, left clicking on
the arrow opened a lateral trial plan; right clicking on the time to LOS requested
an auto-resolution from the automation along the lateral dimension; right clicking
on the altitude requested an auto-resolution along the vertical dimension. Also,
controllers could click on the diamond to access a data communications menu.

Figure 5 depicts the conflict detection alert and automation status table. Each
row represented a conflict and provided the callsigns of the involved aircraft,
their datalink eligibility and their vertical status (climbing, descending, or level).
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Fig. 4 Clickable data tag
items

Fig. 5 Conflict detection alert and automation status table

The count down time to initial LOS was displayed in minutes, the predicted
horizontal separation in nautical miles, and the predicted vertical separation in
hundreds of feet. Last in the row, a dynamically color-coded box was used to
indicate the current action-state of the automation in regard to that specific conflict.

2.1.4 Current Additions for Present Analysis

In line with the separation management standards and visions of the JPDO, the
broader human factors research in human–automation functional allocation and
trust introduced above, as well as participant comments from prior SA research,
new adjustments and additions were made in the current study’s human–automation
interaction environment. Criteria thresholds for when the automation acted inde-
pendently of the controller were changed and new intervention functionalities were
introduced.

The thresholds were changed to provide a wider range of instances where
the automation could uplink resolutions directly to aircraft without controller
involvement (i.e. full-auto resolutions) while simultaneously increasing the amount
of time available for a controller to observe or act prior to those uplinks by the
automation. Specifically, full-auto resolution limits were increased to impositions
on aircraft of up to 90 s or more of delay, 60 or more degrees of heading change,
2,200 or more feet of altitude change, and/or 200 or more knots of speed change.
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Within these limits, the automation was permitted to directly issue an uplink
resolution without involving the controller. Additionally, these criteria-bounded full-
auto resolutions could only take place on conflicts that had no more than 8 min until
LOS while the conflicts themselves could be displayed as early as 10 min until LOS.
Furthermore, auto-generated TSAFE resolution advisories for short-term conflicts
were eligible for direct uplink without controller involvement within 2 min to LOS.
Suggested resolutions could be displayed as early as 3 min to LOS.

Based on prior feedback regarding the desire to maintain a certain level of
control over the automation, new intervention functionalities were introduced that
provided the controllers with an ability to inhibit/allow the automatic uplink aspect
of the automation. At any point, a controller could input an “NU” (i.e., no uplinks)
command and select one or more aircraft to put into a status where the automation
was prohibited from uplinking conflict resolutions to the aircraft without their
involvement. This status persisted for the aircraft until the same controller entered
an “AU” (i.e., allow uplinks) command or the aircraft was handed off to the next
controller.

2.2 Problem Statement of Current Analysis

The full-auto criteria adjustments described above combine to provide more oppor-
tunities for controllers to observe the automation successfully accomplish its work
in handling simpler or “easy” conflicts. This complemented its already apparent
proficiency with the routine hand-off and frequency changes. These opportunities
are expected to support and engender actions from the controllers consistent with
a perspective of reliability or trust in the automation. Such positive experience is
assumedly essential as a precursor to effective interactions with the automation
in more complex or critical situations. Furthermore, the addition of intervention
functionality is expected to foster a sense of engagement, participation and control
that should facilitate the controllers’ confidence with and effective use of the
automation.

First, verification that the prototyped human–automation functional allocation
operational concept of this iteration of SA research continues to support the
controllers in the NextGen envisioned environment by maintaining the FAA’s
safe separation standards and forecast levels of increased traffic densities is of
principal interest to the current analysis. Next, the present analysis aims to provide
a characterization of the transitioning separation assurance responsibilities between
the controllers and the automation to explore the different interaction styles of
controller trust and use of the automation, and lend insight towards possible factors
that contribute to those shifting human–automation interaction styles.
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3 Method

3.1 Apparatus

The entire operational environment was simulated using the Multi Aircraft Control
System (MACS) software package [21] developed and maintained by the Airspace
Operations Laboratory (AOL) software team. MACS is a java based scalable
platform used for the prototyping of air traffic management displays and concepts
that range from the current day and up through exploratory far term time frames. For
each sector presently analyzed a radar controller (R-side) workstation consisted of
a standard desktop PC with 75 cm Barco monitor and Display System Replacement
(DSR) keyboard and trackball as input devices. These workstations were also
equipped with tablet PCs that were used for voice communications similar to the
presently fielded Voice Communications System (VCS). Seven pseudopilot stations
with standard desktop PC setups were used for the management of flights within the
simulation.

3.2 Design

The present analysis focuses on the last six runs of a larger human-in-the-loop
SA study aimed to investigate the potential impact of introducing self-separating
aircraft in progressively futuristic NextGen time-frames. The full study simulated
four different time-frame environments and the last block of six runs were dedicated
to representing the environment furthest into the future and with the most advanced
human–automation operational paradigm. This portion of the study consisted of
2 days: one full day of training with a morning classroom briefing on the new
environment assumptions and automation capabilities, hands-on learning activities,
two training runs and discussion sessions followed by a second day of six different
40-min data collection runs.

Traffic scenarios were developed to present each controller participant with a
varying range of aircraft densities for their sector over the course of a run to
represent an approximate FAA NextGen forecast level of approximately twice that
of current day levels (approx. 13–17 aircraft in a sector at any given point) resulting
in peak instantaneous traffic counts of well over 30 aircraft in a sector. Scripted
conflicts between aircraft trajectories were included in the density mix in addition
to those that would naturally occur on account of the increased traffic levels.
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Fig. 6 Simulated airspace

3.3 Airspace

The airspace simulated five high altitude sectors from Cleveland Center (ZOB)
in the central region of the United States: ZOB 26, ZOB 38, ZOB 79, ZOB
49 and ZOB 59. The floor of each sector was set at flight level (FL) 330 with
confederate controllers handling the traffic outside of the five test sectors as well as
the aircraft below. As seen in Fig. 6, each sector has unique geographic boundaries
and different characteristics of aircraft density, traffic flows and complexity. Arrivals
and departures from local area airports (e.g., Toronto-YYZ) contributed to these
individual sector differences.

3.4 Participants

The participants consisted of seven current FAA front line managers, each from
different enroute centers and current on radar rating and certification. Of these, five
served as radar (R-side) controllers and two served as area supervisors that had five
different recently retired confederate controllers available for on-call data (D-side)
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control positions to support the R-sides. In addition to the D-sides, two other
recently retired controllers served as confederate “Ghost” positions that managed
the air traffic outside of the test area. Additional confederates included seven general
aviation and student pilots that acted as pseudopilots and were assigned to each of
the test sectors and surrounding areas.

3.5 Procedure

During the runs, the tasks of the control team were different in many respects
from what they are today. As this was a functional allocation study of ground-
based automated separation assurance, the main departures were along such lines:
the automation was responsible for handoffs, transfers of communication, con-
flict detection, and conflict resolutions within defined parameters; the controllers
were responsible for monitoring the automation’s performance, handling conflict
situations deferred by the automation, and exercising control of the automation
to ensure an efficient and effective flow of traffic through the sector. Additional
irregular events of varying situational awareness demand and potential consequence
to automation acceptance, e.g. descent/climb requests from pilots due to turbulence
however were not yet explicitly controlled for investigation within the current
experimental conditions.

Data were collected on the performance of these tasks from a variety of
sources throughout the study for later consolidation and analyses. During each run,
screen recordings were taken on each of the workstations. Actions performed by
participants within MACS and the various states and aspects of the traffic were
recorded in real-time by MACS data collection processes. Participants completed
post-run questionnaires after the conclusion of each data collection run as well as
one post-simulation questionnaire administered at the end of the entire study.

4 Analysis Results

Because of the open-ended nature of human-in-the-loop simulations whereby
actions of the controller participants can change the nature of the simulated traffic
flows, the next section will first cover descriptive analyses of throughout and safety
both on the whole and per the individual sectors (Sects. 4.1 and 4.2) before moving
into the analyses of human–automation interaction styles (Sect. 4.3).
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Fig. 7 Average aircraft counts across all six runs per sector

4.1 Capacity and Safety

Aircraft counts were calculated and recorded in real time at 1-min intervals for each
sector during each run. Figure 7 shows the average aircraft counts collapsed across
all six data collection runs. After an initial ramping up of traffic in the first quarter
of a run, traffic densities increased to sustained average levels of approximately
23 aircraft for the narrowest and most local flow constrained sector (38) and
approximately 29 aircraft for the larger and less local flow constrained sectors (49
and 59). These results verify that the targeted levels of aircraft counts were met and
maintained by the test sector controllers across the simulated runs.

To assess the basic level of operational safety in the test airspace, LOS events
were examined. A LOS was recorded anytime two aircraft were simultaneously
closer than 5 nautical miles (nmi) laterally and less than 800 ft apart vertically. To
be included in the following analysis, a LOS had to occur within one of the test
sectors after the first 5 min of a run and last for more than 12 consecutive seconds
(one full, simulated radar position update). LOS events were further categorized
into Operational Errors (OE) and Proximity Events (PE) based upon the lateral
separation at the closet point of approach measured along the diagonal between the
aircraft. If that lateral separation distance was between 4.5 and 5.0 nmi horizontally,
the LOS was counted as a PE; whereas if that distance was less than 4.5 nmi, the
LOS was counted as an OE.

Across the 240 min of the six runs multiple LOS events were scripted to occur
inside the test airspace. Only two LOS events actually occurred: both classified as
PE. However, both LOS events were found to be attributable to simulation artifacts.
Specifically, the first PE was due to a confederate pseudo pilot failing to comply with
a controller’s issued clearance to maintain a specified flight level. The other was due
to a traffic scenario design error that unrealistically stacked two departure aircraft
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Fig. 8 Number of aircraft handled on average by a sector controller in a single run

together and did not provide the confederate ghost controller a fair amount of time
to resolve prior to their entry into the test airspace. In sum, these results verify that
appropriate levels of separation safety were maintained despite the increased levels
of traffic and built in conflicts.

4.2 Individual Sector Differences

A priori differences in sectors in terms of a sector’s demand for climbing and
descending aircraft, average time and distances for aircraft to cross a sector, and the
nature of the conflicts common to a sector were analyzed as potential contributing
factors to a controller’s interaction style with the automation. A characterization of
each of these differences follows.

4.2.1 Transitioning Arrival and Departure Aircraft

Unique aircraft handled by each controller over the course of a run were counted
and classified as either a transitioning aircraft or an overflight. These were averaged
per run and the results can be seen in Fig. 8. Transitioning aircraft included those
descending towards or climbing out of airports in the local vicinity of the test
sectors (e.g., DTW, YYZ, BUF, etc.). These flights created additional complexity
for controllers on account of the associated uncertainty and additional constraints
and demands not attributed to overflights, which could nominally be left at the same
altitude across a sector.
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Fig. 9 Average aircraft sector crossing times (s) and distances (nm)

A single factor ANOVA was conducted to examine these differences and found
a significantly higher proportion of transitioning aircraft for sector 79 over all
the other sectors F (4,25)= 39.35, p< 0.001. Sectors 26 and 38 had the next
highest proportion, which were in turn significantly higher than the proportions of
transitioning aircraft for sectors 59 and 49.

4.2.2 Sector Crossing Time and Distance

One of the most visibly apparent individual differences between the controllers is
the shape and size of the sector they controlled (Fig. 6). These aspects combine to
affect how much time and what kind of space controllers’ have to work with for
aircraft in their sector before the aircraft is handed off to the next sector. Sector
crossing data were recorded for each aircraft that transited a sector to capture how
many seconds an aircraft spent in a sector and how far it flew within that sector.

A separate single-factor ANOVA was run to test for differences in both the transit
times and transit distances of aircraft for each sector. In both cases, statistical sig-
nificance was found indicative of more time and space for sector 49 when compared
to any other sector; time: F (4,1410)= 2.98, p< 0.05, distance: F (4,1410)= 3.49,
p< 0.01 with other comparisons failing to obtain significance (Fig. 9).
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Fig. 10 Average number of conflicts per sector per run

4.2.3 Conflicts

During the simulation, a conflict event was logged at each track update where two
aircraft were predicted to come into LOS at a future point in time in one of the
test sectors. Figure 10 shows the average number of conflicts predicted for each
sector across all six runs. A single-factor ANOVA was used to test for average
conflict frequency differences among the five controllers. Average occurrences of
unique conflict pairs differed significantly across the controllers, F (4,25)= 12.43,
p< 0.001 with sectors 59 and 79 having significantly higher average number of
conflicts per run than sectors 26 and 49 who in turn had a significantly higher
average number of conflicts per run than sector 38 (Fig. 10).

Lastly, for each conflict pair the vertical state for each involved aircraft was
recorded at that point in time. Conflict pairs were categorized as level conflicts if
both aircraft were level, or transitioning conflicts if either aircraft in the pair was in
a climb or descent. Figure 11 shows the average distributions of level conflicts on
top of transitioning conflicts for each sector. A single factor ANOVA was used to
test for differences in the average percentage of transitioning conflicts between the
sectors. Sector 79 had a significantly higher proportion of conflicts that involved
transitioning aircraft, F (4,25)= 4.55, p< 0.01. Comparisons between the other
sectors did not obtain significant differences.

4.3 Human–Automation Interaction Styles

For the present analysis of human automation interaction styles, four major sources
of information were investigated. These included route, altitude, and/or speed
amendments uplinked by the automation without any controller involvement;
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Fig. 11 Proportional number of conflicts that involved level versus transitioning aircraft

amendments uplinked by a controller with little to no automation involvement;
interventions issued by a controller to inhibit the automation’s ability to uplink
to an aircraft; and subjective workload ratings and responses from questionnaires
pertaining to participants’ trust and use of the automation.

4.3.1 Uplinks

A total of 709 uplinks were counted across all five controllers and all six runs. 151
of these uplinks occurred without the presence of a conflict for the involved aircraft,
whereas the remaining 558 uplinks concerned conflicts. From Fig. 12, it can be seen
that sector 38 had the greatest percentage of non-conflict uplinks and sector 49 the
least.

For uplinks where the automation detected conflicts, the status of the automation
in resolving that conflict (Fig. 5) was recorded. Figure 13 shows the average
proportions of different resolution automation states for each test sector.

4.3.2 Full-Auto Resolution Uplinks

288 of the conflict uplinks were full-auto resolutions not involving a controller
and of these, 12.5% were tactical avoidance TSAFE resolutions and the remaining
87.5% were sent strategically with more than 3 min until LOS. A single-factor
ANOVA was used to test for proportional full-auto resolution uplink differences
among the five controllers. The average percentage of uplinks that were full-auto
resolutions per run differed significantly across the controllers, F (4,25)= 18.63,
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Fig. 12 Total uplinks categorized by conflict presence and sector

Fig. 13 Averaged proportions of status of resolution automation for uplinks involving conflicts

p< 0.01 with sectors 49 and 59 having significantly higher average percentages
of full-auto uplinks than sector 79 who in turn had a significantly higher full-auto
percentage than sectors 26 and 38 (Fig. 14).

4.3.3 Pro-active Controller Resolution Uplinks

Prior to the automation getting involved in the resolution of a conflict, a controller
could issue a resolution on his/her own in response to a conflict alert or even, as
mentioned above, without a conflict alert at all. In addition to the 151 non-conflict
uplinks (Fig. 12), a total of 97 uplinks were issued by controllers across the runs
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Fig. 14 Average percentage of uplinks in a run that were full-auto, i.e. the green bars from Fig. 13

while the conflict automation status box was still black/blank; i.e. indicative that the
automation had not yet begun to work on resolving that conflict (Fig 13). Taking
these two numbers together provides a measurement of how pro-active/preemptive
a sector controller was in issuing resolution clearances.

A single-factor ANOVA was used to test for differences in the pro-activeness of
sector controllers in resolution clearance uplinks. Average percentages of uplinks
that were executed by controllers preemptive of automation differed significantly
across the controllers, F (4,25)= 3.95, p< 0.05 with sector 38 showing signifi-
cantly higher levels of pro-activeness than all the other sectors, and sector 49 the
lowest (Fig. 15).

4.3.4 NU Intervention Frequency and Duration

An auto-uplink inhibit event “NU” was counted on a per plane basis and a total
of 100 NU’s were found issued by all test controllers across the six different runs.
In 87% of these cases, controllers inhibited both aircraft involved in the conflict as
opposed to just one. Figure 16 shows the total number of NU’s for each sector as
well as the proportionality of NU’s that were issued on top of an active TSAFE
advisory.

A single-factor ANOVA was run to test for differences in the number of
NU’s issued by controllers where the aircraft involved did not have an active
T-SAFE advisory. Non-TSAFE NU’s differed significantly across the controllers,
F (4,25)= 99.89, p< 0.001 with sector 38 issuing significantly more NU’s outside
of TSAFE status on average per run than any other sector (Fig. 17).
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Fig. 15 Average percentage of uplinks in a run that were preemptive

Fig. 16 Total NU’s issued by a controller in the presence and absence of TSAFE advisories

Controllers could revert an aircraft from NU status back to automatic uplink
eligibility status at any point or prolong their NU status indefinitely while under
their ownership. Length of time in NU status was measured as the time between an
NU and a subsequent AU for the same aircraft by the same controller. Initial results
indicate that elapsed time in NU status ranged from as short as 20 s to as long as
379 s with an average duration of 115 s across all runs and controllers. Sectors 38
and 79 had the longest NU duration average at 145 s. Trends in the results indicate
a positive relationship between number of NU’s issued and length of time aircraft
were kept in NU status (Fig. 18). In other words, controllers with more frequent use
of NU left aircraft in NU status for longer durations on average versus less frequent
users of NU who more quickly transitioned aircraft back out of NU status.
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Fig. 17 Average number of non-TSAFE NU’s issued per run

Fig. 18 Average number of seconds controller left aircraft in NU status before reverting with AU
command

4.3.5 Subjectives: Workload

Throughout each 40-min run, self-assessment workload prompts appeared in the
margin at the top of the controllers’ display and lasted for 40 s for each prompt.
Workload ratings were made on a “1” to “6” scale (1= “Very Low Workload” to
6= “Very High Workload”) with averages computed per controller for each run.
Notably, in spite of working about twice the level of present day traffic volume,
participants still recorded favorable workload ratings. Furthermore, while average
ratings for all participants fell on the lower end of the scale, statistical analyses still
indicated significant differences between their ratings (Fig. 19), F (4,360)= 14.02,
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Fig. 19 Self-assessed workload ratings: 1–2 “Time on hands,” 3–4 “In the groove,” 5–6
“Overloaded”

p< 0.001. Sectors 49 and 59 were the only controllers to never rate their workload
higher than a “2”. Sector 49 provided a significantly lower rating than everyone else
except 26, while sector 38’s higher workload ratings obtained statistical significance
as well.

4.3.6 Subjectives: Questionnaires

From their questionnaire responses on the topic of human–automation interaction
styles, controllers showed some general consensus both as to what they liked and
did not like about the automation tools. They also provided answers indicative of
very different personal opinions on particular aspects.

For each of three different questions asking who should be responsible for the
detection of conflicts, the generation of resolutions and the execution of resolutions,
all controllers selected the answer “controller and ground automation should share.”
While the current analysis focuses only around the furthest “maximum” NextGen
timeframe from the larger multi-timeframe experiment, the nature of the sequential
design of the larger study lends itself to potential insights on controllers’ developing
attitudes over time and growing experience with the automation. While further
analyses are planned to provide more detailed investigations, some relevant insight
can still be seen at present that shed light on their “maximum” NextGen responses.
Growth in controller confidence and trust of the automation can be seen from their
increasing experience with it over time. Controllers’ confidence grew in the trial
planning tools as they used them. They were only “somewhat confident” when they
used the tools in the minimum conditions (m= 4) but this confidence increased
in the maximum conditions when they said they were “very confident” (m= 6).
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Their confidence grew in a similar way when using the strategic conflict advisories:
controllers were “quite confident” when they used the strategic advisories in the
moderate conditions (m= 5.6) and this confidence increased to “confident” in
the maximum conditions (m= 6). In the moderate condition, controllers’ overall
averaged opinion of the accuracy of the TSAFE advisories was that it was accurate
(m= 4) and this increased slightly as they rated them as quite accurate (m= 4.66)
in the maximum conditions.

In spite of the overall positive rating averages of the TSAFE tool, controllers
did share some common reservations about its present implementation that limited
its resolutions to using vectors without the possibility of using altitude resolutions.
Example comments from controllers on sectors 38, 79, and 49 spoke directly to this:
“I did not allow the computer to get to the point of needing a TSAFE resolution.
The result of the computer applying a TSAFE was not acceptable to me.”—38;
“The better resolution was to stop the climb of one aircraft versus a turn”—79;
“With climbing aircraft we had to be more aware to intervene before the computer
vectored aircraft, when stopping at a lower altitude was a much easier, more efficient
resolution”—49.

Despite where controller responses agreed with each other, other questionnaire
answers alluded to striking differences in their overall experiences and dispositions.
On one side of the spectrum, the sector 49 controller had a very easy time working
with and trusting the automation. In a series of post simulation questions referencing
a list of automation tools that asked what, if any, value was provided by that tool,
this controller exclusively responded either “reduced my workload” or “increased
my awareness.” All other controllers selected answers that stated value was added
to the operations (i.e., safer, more efficient) rather than to themselves or that a tool
“had no added value.” Additionally, for a question asked at the end of each run:
“Did you feel rushed and that you did not have enough time to complete tasks? Or,
did you feel that you did not have enough to do?” sector 49 marked the minimum
value of “1 – very low time pressure” on the 7 point scale every time.

On the other hand, sector 38 indicated a personal preference and comfort for
human control rather than trust of automation control in some areas. For example,
“I don’t always trust the solutions the computer comes up with, and never like
the TSAFE resolutions” and “I think things will get easier as my comfort level
increases. I do not always trust the solution or believe that they are in the best
interest of the aircraft.” Sector 38 answered “had no added value” to each of the
three different value questions regarding TSAFE automation. At the end of a run,
38 was the only controller to answer “moderate compensation required to maintain
adequate performance” to the question “how much did you have to compensate
for the automation to make the tools and concept work?” all others selected either
“minimal compensation” or “no controller correction.” Another example of sector
38’s confidence in himself over the automation comes from a question that asked at
the end of a run for the controller to comment on whether or not they had enough
time to resolve their most complex conflict, to which 38 responded “yes, only
because I saw the potential loss of separation before the computer, put an NU on
the involved aircraft, and separated them my way when the red fifth line appeared.”
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The questionnaire responses from sectors 26, 59 and 79 generally fell in between
49 and 38 with more moderate ratings and/or comments.

5 Discussion

Working within the human–automation interaction paradigm examined in the
present analysis, controllers were able to maintain safe separation standards in spite
of future levels of increased air traffic demand. From an absolute perspective of
taking the group of participants on the whole, all the controllers worked well with
and liked the automated tools. This can be seen from meeting the above goals along
with low workload ratings and questionnaire responses that revealed they preferred
sharing separation assurance responsibilities with a set of automated tools that they
increasingly trusted as time and experience with them went on.

Exploring a relative comparison perspective between the controllers, the human
automation interaction style measurements above observably divided the controllers
along a spectrum with sector 38 placed towards a more manual end, sector 49
towards a more automated end, and the others falling somewhere in between. With
the greatest proportion of non-conflict and pro-active trajectory uplinks, as well as
the lowest proportion of full-auto uplinks, the highest number of NU’s and non-
TSAFE NU’s, and the greatest average NU status durations, sector 38’s objective
data combine to stand out as a characterization of a more active approach to the
human–automation team working dynamic. This higher level of engagement and
activity is also reflected in the higher average workload ratings of sector 38 com-
pared to the other sector controllers, though notably still well within the acceptable
range of the workload scale. Sector 49 on the other hand, assumed a much more
passive approach in the controller-automation dynamic, with the highest percentage
of full-auto uplinks, lowest percentage of uplinks without automation involvement,
and relatively low number and duration of automatic uplink interventions. Assuming
such an approach, sector 49’s peak workload ratings never exceeded a “2.” The
subjective questionnaire responses from 38 to 49 substantiate their differing styles
of action, as their own words and ratings exhibit contrasting opinions of automation
trust and use.

While individual differences in how much people trust and use automation will
surely always exist based from their own personal experiences and attitudes, task
characteristics like demand, pressure and complexity might reasonably be expected
to influence a person’s behaviors with automated tools. Individual sector differences
from the pre-scripted traffic flows and sector geographic dimensions presented the
controllers with very different and highly contextualized local work environments.
Some of these factors exist on a level completely independent of a controller. For
example, sectors 49 and 59 clearly had the most time and space to work with aircraft,
as well as having to serve the lowest demand of transitioning aircraft. Other factors
also reflect a local work environment that dynamically changes based on the actions
taken from within that environment, as this is the nature of “human-in-the-loop.”
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For example, based on the pro-active resolution approach of the sector 38 controller,
the lower number of conflicts certainly also reflect his solving of some conflicts early
enough that they weren’t recorded as conflicts. In contrast, sectors 59 (most likely
by choice/comfort) and 79 (most likely by transitioning demand) had much higher
levels of recorded conflict events.

Interestingly, sector 59 called out several instances in his questionnaire responses
where he disapproved of the automation’s handling of a situation. He also had
approximately the same levels of sector crossing time/distances, and transitioning
aircraft conflict demand as sector 38. However, unlike 38, we observed in his
questionnaire comments a more passive approach like that of 49, i.e., “the hardest
part will be to keep the controllers engaged”—59. Additionally, the arrangement
of the simulation which had 59 co-located in the south area alone with 49 and
separate from the other controllers, provided more opportunity for 59 to observe
and be influenced by a functional passive approach than perhaps would have been
afforded to him alone.

From the present analysis, the most clear and single mapping between indi-
vidual sector characteristics and resultant human interaction style appears to be
between lower levels of transitioning aircraft demand and lower levels of pro-active
controller resolutions. Less transitioning aircraft have been observed to lead to
fewer short-term conflicts and TSAFE advisories. The resultant trend in interaction
with automation is underscored by the controller’s expressed dislike that TSAFE
resolutions were limited to the lateral dimension alone, which encouraged them to
be more pro-active in assigning altitude stops themselves.

Several areas of future research are encouraged from the current analysis. While
one can get some preliminary ideas of controller differences at present, more
can be learned from subsequent tests in more precisely targeted and controlled
studies. Most relevant to continuing from this exploratory vein of characterizing
individually different controller–automation interaction styles would be a between-
subjects designed study with either controller participants randomly rotated between
or experimentally paired in specific sectors to ascertain relative effects of localized
traffic and sector demands on a priori attitude towards trust/use of the automation.
Additionally, further analysis of metrics to independently characterize traffic con-
flicts in open-loop runs would help to more accurately identify the variance in task
or problem posed to each sector and speak towards levels of controller reliance on
automation. Lastly, while flexible and accommodating to multiple styles of real-
time usage, all the controllers in the present analysis shared the same underlying
automation configuration parameters. In the future, this might not need to be the
case. Individually tailored automation settings per the various localized sector
environments and controller preferences for automation task sharing styles might
be set ahead of time or flexibly adapted in real-time based on performance.
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6 Conclusions

The automation’s design was very flexible, with multiple interaction points for
different stages of manual and automated control and so accommodated a variety
of individually different passive to active work styles of the controller participants.
The provision of increased ranges of opportunities for the automation to act
independently and be previewed in doing so were well received by some sectors (49
and 59) while others felt much more comfortable with exercising the auto uplink
intervention NU functionalities (38 and 79). Not only did the controllers work with
the automation to meet their safety and traffic level goals in this simulated future
NextGen timeframe, they also did so in different ways and with different attitudes
of trust/use of the automation. The prototyped controller-automation functional
allocation framework was on the whole very flexible and very successful.
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Joint Target Tracking and Systematic Error
Correction for Wide Area Multilateration

J. Abbud and G. De Miguel

Abstract This work presents a method to estimate and correct undesirable effects
caused by troposphere propagation and non-perfect ground station synchronization,
in the context of target tracking with a Wide Area Multilateration (WAM) system.
Correlation of opportunity traffic emissions is used to overcome the difficulty of
installing reference beacons simultaneously visible to all the base stations. The
architecture of this method is based on the possibility of decoupling the target
position determination problem and the systematic error estimation problem. On
one hand, given the non-linearity of the signal measurement (Time Difference of
Arrival) with respect to the target state vector, the target position is determined by
using an Unscented Kalman Filter (UKF). On the other hand, an Extended Kalman
Filter (EKF) is used to estimate the systematic error in time. The relationship
between both filters is established at their respective update stages. Experiments
using deliberately adverse scenarios have been performed to test the reliability of
this method.

Keywords Clock synchronization • Opportunity traffic • Target tracking •
Troposphere propagation • Unscented Kalman Filter • Wide Area Multilateration

1 Introduction

In order to further optimize the use of airspace [1, 2], stricter aircraft positioning
requirements can be expected in the near future.

The trend in Air Traffic Management (ATM) is to rely on ADS-B as the main
source of aircraft positioning. It is therefore necessary to have an independent
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cooperative surveillance system. The intention is to gradually migrate from
Secondary Surveillance Radar (SSR) towards Wide Area Multilateration (WAM),
to enhance surveillance integrity [3] for en-route applications.

Given the fast deployment of ADS-B, a promising solution is to reuse its ground
stations as WAM base stations. Each base station will send the measured Time
of Arrival (TOA) together with the ADS-B information to the Air Traffic Control
(ATC) center. Multilateration is performed by processing the TOAs [3].

In a recent paper [4], authors have characterized two main issues affecting aircraft
position estimation based on Time Difference of Arrival (TDOA): synchronization
among ground stations and propagation errors. They have demonstrated that using
opportunity traffic, accurate horizontal position estimates of aerostatic targets can
be obtained.

This paper goes further in the use of opportunity traffic, presenting an aircraft
tracking method that corrects the effect of systematic errors.

This method consists of two interdependent Kalman filters: one for the aircraft
state vector estimate and the second one for the estimation of the parameters of the
systematic error. This way, the effect of the systematic error is fed as a correction in
order to provide a more accurate estimate of the aircraft position.

The paper is structured as follows: Sect. 2 states the problem of position
determination with WAM, characterizing the effect of systematic errors. Section 3
presents the architecture of the system and its implementation. Section 4 analyzes
the performance gain obtained with the use of the presented method.

2 Characterizations of Systematic Errors in WAM Systems

In WAM, the aircraft position is determined by means of the Time Difference of
arrival (TDOA) of the signal at the different base stations. A method based on
hyperbolic location as described in [5] can be used to obtain an initial solution.

Each base station measures the TOA of the same signal travelling from the target
aircraft, as the time of reception (defined by the ground station clock).

The accuracy of the position estimate is therefore determined by the errors in
the TOA estimates. From a data processing perspective, these errors can be grouped
into three main categories [3]: white noise, propagation effects and synchronization
issue among ground stations.

2.1 Impact on the TOA Measurement

The TOA of a signal travelling from aircraft j located at (xj, yj, zj) to the base station
i located at (xi, yi, zi) can be represented by (1):

TOAi = τ j
i =

1
c

√
(xi − x j)

2 +(yi − y j)
2 +(zi − z j)

2 +
1
c

ΔP j
i +Te +ΔTi+ ni (1)
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and can be rewritten as:

TOAi = τ j
i =

1
c

Ri j +
1
c

ΔP j
i +Te +ΔTi + ni (2)

where Rij stands for the slant range separating beacon and aircraft, ΔPi
j represents

the effect of atmospheric propagation, Te represents the uncertainty affecting the
signal emission time, ΔTi is the synchronism error, and ni the white noise random
error. In order to eliminate the uncertainty in the signal emission time, the aircraft
position will be assessed based on Time Difference of Arrival (TDOA). This means
that all available TOAs for a single emission are referenced to the TOA measured
by one of the base stations. Thus, the TOA equation system is now replaced by a
TDOA equation-system, with one less unknown, as well as one less equation, as
follows:

TDOA j
i = Δτ j

i,m = τ j
i − τ j

m =
1
c
(Ri j −Rm j)+

1
c

(
ΔP j

i −ΔP j
m

)

+(ΔTi −ΔTm)+ (ni − nm) (3)

where the reference base station is the mth station.
For the following sections, it is interesting to bring up the concept of pseudor-

ange, noted ρ ij, expressed as the product of the TOA multiplied by the speed of light
in vacuum.

The effect of white noise is not critical for the typical S/N values in WAM.
Propagation effects will be analyzed and modeled within this section. This is
required in order to ensure that the accuracy does not suffer from degradation,
especially in scenarios with poor Dilution of Precision. Finally, synchronism errors
are considered to be approximately constant during an estimation interval, i.e. clock
drift among beacons is out of scope.

2.2 Slant-Range Dependency of Propagation Effect

Let us characterize the propagation effect. The vertical gradient of the atmospheric
refractive index “bends” the signal propagation trajectory and changes the velocity
of light, thus delaying its arrival to the base station. Figure 1 represents this
propagation error with respect to the slant range for aircraft flying at altitudes
between 3,000 and 14,000 m AMSL, using path-integration with the ISA model.
The base station is considered to be at sea level. Note that the obtained values
are only applicable below the red dashed curve, representing the radio-wave Earth
horizon.

Two relevant characteristics can be observed concerning this propagation error.
First, for a given aircraft altitude, a second-degree polynomial seems to be a good
fit for modeling the range bias with respect to the slant-range. This is:

ΔP j
i (Ri j,z j)

∣∣∣
z j=z0

≈ α1Ri j +α2R2
i j (4)
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Fig. 1 Systematic error (range bias) due to radio wave propagation for a standard atmosphere

Second, although second-degree polynomials seem to be equally applicable to
characterize the range bias for all aircraft altitudes, different coefficients are deemed
necessary. This altitude dependency limits the applicability of the second-degree
polynomial to a narrow layer (1–2 km) in height. This observation suggests an
altitude dependency of the range bias, which will be analyzed in Sect. 2.3.

2.3 True Altitude Dependency

Section 2.2 has revealed the possibility of modeling the range bias through a family
of second-degree polynomials using the slant-range as the independent variable, one
per altitude layer. However, a relationship between these polynomials needs to be
established in order to provide a general expression of the range bias.

Figure 2 shows the ratio between the range bias obtained when an aircraft is
flying at a given altitude, compared to when flying at 14 km AMSL but at the same
slant range from the beacon. Again, note that the obtained values are only applicable
below the red dashed curve, representing the radio-wave Earth horizon.
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Fig. 2 Ratio between range biases for aircraft flying at a given altitude compared to at 14 km
AMSL but equal slant-range
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C(z j) =
ΔP j

i (Ri j,z j) |ρi j=ρk

ΔP j
i (Ri j,z0) |ρi j=ρk

≈ 1+α3

(
1− z j

z0

)
(5)

Observations made in Sect. 2.2 and this section lead to the following proposal to
approximate the range bias as a combined function of the aircraft altitude and the
slant-range between the aircraft and the beacon. This is obtained as the product of
(4) and (5).

The three-parameter model of the range bias is therefore as follows:

ΔP j
i (Ri j,z j)≈ ΔP j

i (Ri j,z j)
∣∣∣
z j=z0

·C (z j)≈
(
α1Ri j +α2R2

i j

) ·
[

1+α3

(
1− z j

z0

)]

(6)

It is assumed that variations in atmospheric propagation can be modeled with this
expression. However, different values will apply with respect to the ones used in the
case of the standard atmosphere.

This way, combining (3) and (6), a generic equation within the system is:

T DOA j
i =

1
c
(Ri j −Rm j)+

1
c

[
α1 (Ri j −Rm j)+α2

(
R2

i j −R2
m j

)][
1+α3

(
1− z j

z0

)]

+(ΔTi −ΔTm)+ (ni − nm) (7)

We are now in a position to establish a system of TDOA equations in order
to determine the aircraft position. It is important to mention that the number of
unknowns has increased due to the characterization of propagation effects and
relative synchronization errors. Therefore, the solution of the system shall not
only contain the aircraft coordinates, but also the parameters used to model the
propagation effect and the clock synchronization errors.

In order to avoid an indeterminate system of non-linear equations, a set of new
independent equations must be obtained with the use of opportunity traffic, as
presented in [4].

3 Target Tracking with Correction of Systematic Errors

The simplest approach for estimating the systematic errors is to assume that the
parameters characterizing them are constant in time. This would mean that their
estimation could be performed offline. However, the systematic errors under study
change in time: propagation effects due to the constant changes in the atmosphere
and clock synchronization due to the existing drift among the base stations’ clocks.
It is therefore required to perform a dynamic estimation of these errors, in parallel
with the maintenance of target tracks.

This way, in theory, the filter equations of the systematic errors are coupled to the
track maintenance equations for each target. However, an approach to decouple filter
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Fig. 4 Joint target tracking and systematic error correction for WAM

equations for systematic error estimation from the track maintenance filter equations
is presented in [7]. This paper presents how this philosophy can be applied to a
WAM target tracking system.

3.1 Design Architecture

In order to estimate the target position based on TDOA measurements, a system
capable of correcting the systematic errors is required, as per in [7]. This way, it
is not only needed to estimate the target state vector, but to estimate the effect
of systematic errors (as characterized in Sect. 2) as well, in order to correct it.
Figure 4 shows the design architecture aimed at performing this task. It consists
of two Kalman filters that are interdependent in the update phase.

An UKF [8] is used for target tracking, given the non-linearity of TDOA
measurements with respect to the target position. The prediction step of the
UKF uses the previous combination of target state vector (position, velocity and
acceleration) and its associated covariance matrix in conjunction with a Singer
acceleration model [6]. The update step combines this prediction with the obtained
TDOA measurements and the systematic error estimate.

On the other hand, the tracking of the systematic error model is performed via
EKF. The estimation phase of EKF uses the previous combination of state vector
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and its associated covariance matrix. In this case, the state vector contains the clock
synchronization errors and the three parameters of the propagation error model
described in Sect. 2 (α1, α2 and α3).

It should be noted that the initialization phase of this system requires a set of
observations based on TDOA measurement and hyperbolic location [5]. A second
degree polynomial fit of the position estimate is performed for each target, in order
to feed the tracking system with an initial set of state vectors.

3.2 Implementation

In this paper, all positions are defined as relative ranges to a fixed point in the centre
of the WAM constellation. The target state vector X is therefore composed by the
combination of range, velocity and acceleration (in all three axes) of each aircraft (M
in total). The target covariance matrix PX will initially be a block diagonal matrix.
These are respectively:

{
X =

[
X1 . . . Xj .. XM

]T

PX = diag
(

PX1 . . . PXj .. PXM

) (8)

where:

{
Xj =

[
x j ẋ j ẍ j y j ẏ j ÿ j z j ż j z̈ j

]T

PXj = diag
(

σ2
x j

σ2
ẋ j

σ2
ẍ j

σ2
y j

σ2
ẏ j

σ2
ÿ j

σ2
z j

σ2
ż j

σ2
z̈ j

) (9)

Likewise, the systematic error state vector E is composed by the three parameters
used in the range bias model (Sect. 2) and the N − 1 clock synchronization errors,
where N is the number of WAM stations. Thus, the systematic error state vector and
its associated covariance matrix PE are defined as follow:

{
E =

[
α1 α2 α3 cΔT2,1 cΔT3,1 · · · cΔTi,1 · · · cΔTN,1

]T

PE = diag
(

σ2
α1

σ2
α2

σ2
α3

σ2
cΔT2,1

σ2
cΔT3,1

· · · σ2
cΔTi,1

· · · σ2
cΔTN,1

) (10)

3.2.1 Prediction Step (Target)

The prediction step for the target is performed in three stages (Fig. 5): the first stage
consists of generating the augmented state vector. The second stage performs the
prediction of the state vector associated to each sigma point, based on the Singer
acceleration model. The last stage consists of generating the state vector and the
covariance matrix associated to the prediction step.
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Fig. 5 Block diagram of the target prediction step

In this paper, since the state vector of each aircraft is composed by nine elements,
the amount of sigma points is 18M + 1.

These sigma points χ are obtained as follow:
⎧⎪⎨
⎪⎩

χ0 (k− 1|k− 1) = X0 (k− 1|k− 1)
χq (k− 1|k− 1) = X0 (k− 1|k− 1)+ γ

√
PX0( k−1|k−1),q = 1, . . . ,9M

χq (k− 1|k− 1) = X0 (k− 1|k− 1)− γ
√

PX0( k−1|k−1),q = 9M+ 1, . . . ,18M

(11)

where:

γ = α
√
(9M+κ) (12)

The tuning parameter α determines the spread of the sigma points around the
mean value and is usually set to a small positive value (10−3 in this paper). κ is a
secondary scaling parameter which is usually set to 0.

The second stage consists of obtaining the predicted target vector associated to
each sigma point χq (k|k− 1), based on the maneuvering model. The experiment
presented in this paper uses the Singer acceleration model, thoroughly explained
in [6].

The third stage computes the predicted mean and the predicted covariance as
follow:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X (k|k− 1) =
18M

∑
q=0

W q
mχq (k|k− 1)

PX (k|k− 1) =
18M

∑
q=0

W q
c [χq (k|k− 1)−X (k|k− 1)][χq (k|k− 1)−X (k|k− 1)]T

(13)
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where

W q
m =

{
9M

(
α2 − 1

)
, if q = 0

1
18Mα2 , if q �= 0

(14)

and

W q
c =

{
9M

(
α2 − 1

)
+
(
1−α2+β

)
, if q = 0

1
18Mα2 , if q �= 0

(15)

The tuning parameter β is used to incorporate prior knowledge of the distribution
of X. A value of 2 is optimal for Gaussian distributions.

3.2.2 Prediction Step (Systematic Error)

Due to changes in the atmospheric conditions, as well as in the synchronization
errors, the systematic errors may certainly vary in time. In this paper, we assume the
linear Gaussian system presented in [7] to be an appropriate dynamic error model.
This way, the prediction equations are:

{
E (k|k− 1) = E(0)+A [E (k− 1|k− 1)−E(0)]
PE (k|k− 1) = PE(0)+A [PE (k− 1|k− 1)−PE(0)]AT (16)

The setting of E(0) and PE(0) follows from off-line systematic error evaluations.
Based on the typical values of α1, α2, as well as the synchronization errors obtained
during the experiments performed in [4], the values of E(0) and PE(0) have been
chosen as follow:

• E(0) is set to a null vector
• PE(0) is such that each diagonal value is two orders of magnitude greater than

the square of its associated parameter

It is to be noted that based on the results in Fig. 3, the value of 10−3 has been
chosen as typical for α3. The weight matrix A is used to tune the sensitivity of the
prediction step.

At this stage, we have obtained the predictions for target and systematic error.

3.2.3 Update Step (Target)

The update step for the target is performed in two phases. Phase one consists
of obtaining the TDOA estimate using the philosophy depicted in Fig. 5. This
way, the augmentation process described in (11) is applied to X(k k− 1), yield-
ing χq(k k− 1). The observation model described in (7) is then applied to
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χq(k k− 1), q ranging from 0 to 18M. We will note the result of this process
as Δτq

(k|k− 1), in order to highlight that the result for each sigma point is a vector
of TDOA estimates. Please note that the values associated to this observation model
are included in E(k|k− 1). Finally, Δτq

(k|k− 1) is averaged as per (14) in order to
obtain the vector of TDOA estimates ΔT (k|k− 1).

The second stage consists of updating the target state using the TDOA
measurements, as defined in the expression below:

{
X (k|k) = X (k|k− 1)+K

(
ΔT −ΔT (k|k− 1)

)
PX (k|k) = PX (k|k− 1)−KPΔT,ΔT KT (17)

where:

K = PX ,ΔT P−1
ΔT,ΔT

PΔT,ΔT =
18M

∑
q=0

W q
c

[
Δτq

(k|k− 1)−ΔT (k|k− 1)
][

Δτq
(k|k− 1)−ΔT (k|k− 1)

]

PX ,ΔT =
18M

∑
q=0

W q
c [χq (k|k− 1)−X (k|k− 1)]

[
Δτq

(k|k− 1)−ΔT (k|k− 1)
]

3.2.4 Update Step (Systematic Error)

Finally, the update step of the systematic error is performed following the process
described in [9]. Hence, the update equations are:

{
E (k|k)≈ E (k|k− 1)+PE (k|k)v
PE (k|k)≈ PE (k|k− 1)−PE (k|k− 1)VPT

E (k|k− 1)
(18)

Vector v is the “row-wise” sum of matrix vm. vm, in its turn, is obtained as
follows:

vm = [FlFΔ −F]T E−1Fl
[
T DOA−ΔT (k|k− 1)

]
(19)

with

Fl =
(
FT

s Fs
)−1

FT
s (20)

FS =
[

fS2,1
fS2,2

. . . fS2,M
fS3,1

. . . fS3,M
. . . fSNS ,1

. . . fSNS ,M

]T
(21)
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fSi, j =

⎡
⎣∂

(
T DOA j

i

)

∂x j
,

∂
(

TDOA j
i

)

∂y j
,

∂
(

T DOA j
i

)

∂ z j

⎤
⎦ (22)

FΔ =
[

fΔ2,1
fΔ2,2

. . . fΔ2,M
fΔ3,1

. . . fΔ3,M
. . . fΔNS ,1

. . . fΔNS,M

]T
(23)

fΔi, j =

⎡
⎣∂

(
T DOA j

i

)

∂α1
,

∂
(

T DOA j
i

)

∂α2
,

∂
(

T DOA j
i

)

∂α3
,

∂
(

T DOA j
i

)

∂ (ΔT2,1)
, . . . ,

∂
(

T DOA j
i

)

∂ (ΔTNs,1)

⎤
⎦

(24)

F = FlFΔ (25)

E = FlRFT
l +PS (26)

where R is the diagonal matrix containing the covariance of the TDOA measurement
errors. PS is the sub-matrix composed by the elements of Px(k k) associated to the
target positions.

On the other hand, matrix V is obtained as follows:

V = [FlFΔ −F]T E−1 [FlFΔ −F] (27)

4 Assessment of the Proposed Method

4.1 Experiment

In order to assess the technique presented in this paper, Monte Carlo experiments
involving a hypothetical WAM scenario with eight aircraft and six base stations
have been performed. The performance of the technique is measured through the
accuracy and precision of the target position estimates along the experiment run
time.

4.2 Assumptions

The following assumptions have been made:
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Table 1 Aircraft motion

Aircraft
Initial x
position (km)

Initial y
position (km)

Height
AMSL (km)

Ground-speed
(m/s) Bearing (◦)

1 −150 60 10 250 90
2 100 70 9 200 270
3 80 −80 8 270 270
4 −120 −70 10 230 90
5 20 80 7 190 270
6 −30 −90 8 210 90
7 −30 90 8 200 90
8 −120 −60 9 260 90

Table 2 Base station coordinates

Base station x position (km) y position (km) Height AMSL (km)

1 −50 50 0
2 0 50 1
3 50 50 0.2
4 −50 −50 0.5
5 0 −50 0.4
6 50 −50 0.3

• All aircraft have constant groundspeed along a specified bearing and a specified
height AMSL. Due to the Earth curvature, this does not mean that the velocity
vector remains constant.

• The range bias due to propagation effects has been modeled following the path
integration method presented in [9].

• Clock synchronization errors and white noise have been modeled via zero-mean
Gaussian distributions.

4.3 Settings

The aircraft motion settings are compiled in Table 1, whereas the base station
coordinates are compiled in Table 2. Each aircraft emits its signal every 4 s. The
receiver noise has been modeled through a Gaussian distribution with zero mean
and a standard deviation of 3 m. The run time of the experiment is 15 min.
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Fig. 6 Mean values of horizontal and vertical positioning error

5 Results

5.1 Legend

Figure 6 displays the mean error of the position estimate, whereas Fig. 7 displays
the standard deviation. In both figures, the red plots show the minimum, median and
maximum values of the respective magnitudes achieved when using the hyperbolic
method. On the other hand, the blue plots display the achieved performance using
the method presented in this paper.

5.2 Discussion

Concerning the accuracy of the position estimates (Fig. 6), the mean value of the
error is reduced down to one fourth of the error obtained when using the hyperbolic
location alone. The most significant improvements can be seen in the worst case
scenario (maximum error curve).
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Fig. 7 Standard deviation of horizontal and vertical positioning error

The precision of the position estimates (Fig. 7) can be improved up to one
order of magnitude, limiting the standard deviation of both horizontal and vertical
positioning errors to 100 m during the entire run.

Figures 8 and 9 display respectively the HDOP and VDOP derived from the
constellation defined in Table 2, for aircraft flying at a true altitude of 7 km AMSL.
Note that the calculations have been performed assuming hyperbolic location in an
error-free environment, following the method described in [10].

The algorithm used in this paper ensures that the horizontal precision of the
position estimate does not exceed the predictable standard deviation based on the
product of GDOP (without systematic error) and sensor error. The tracking filter
ensures a vertical precision better than the GDOP-based expectation.
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Fig. 8 HDOP for the constellation used in the experiment (an aircraft altitude of 7 km AMSL is
used)

Fig. 9 VDOP for the constellation used in the experiment (an aircraft altitude of 7 km AMSL is
used)
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6 Conclusions

The method presented in this paper takes advantage of opportunity traffic to
correct the systematic errors affecting WAM performance. Significant gains in both
accuracy and precision are obtained for target tracking, especially in scenarios with
poor GDOP.
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Study of Ionospheric Delay Gradient Based
on GPS Monitoring Stations Near
Suvarnabhumi Airport in Thailand
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Abstract The ionospheric delay gradient is an important parameter for the planning
of ground-based augmentation system (GBAS) in a region. When it is beyond
the limit, the integrity and safety for landing approach of CAT II/III may be
compromised. In order to maintain the availability and safety requirement of the
system, the ionospheric threat models have been developed in several countries
during the past few years. However, the ionospheric delay gradient associated with
plasma bubble in low latitude region has not been studied well. In this work, we
present some analytical results of ionospheric delay gradient based on three GPS
monitoring stations near Suvarnabhumi airport in Thailand. The stations are located
on the campus of King Mongkut’s Institute of Technology Ladkrabang (13.7278◦N,
100.7726◦E), Stamford University (13.7356◦N, 100.6612◦E) and Suvarnabhumi
airport (13.6945◦N, 100.7608◦E). The analyzed results on 1st September 2011 show
that the ionospheric delay gradient varies from −95.23 to 107.7 mm/km during the
occurrence of the plasma bubbles.
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1 Introduction

The global navigation satellite system (GNSS) has become a powerful component
for aeronautical navigations. However, the ionospheric delay is still the largest
source of errors and degrades the accuracy of GNSS receivers. To improve the
accuracy and availability of the system, the differential techniques have been
developed to mitigate such error. For aeronautical navigation, the Satellite-Based
Augmentation System (SBAS) and Ground-Based Augmentation System (GBAS)
have been developed to support all navigation operational levels of the aircrafts.
These augmentation systems provide the differential corrections and integrity
information to the GNSS receivers that are equipped in the aircrafts. It is now well
known that the severe ionospheric disturbances such as the storm-enhanced density
(SED) can cause a large ionospheric delay gradient, which affects the availability
and integrity requirement of the systems especially for landing approach of GBAS
CAT II/III. The previous study in [1] has shown the extreme ionospheric delay
gradient observed in U.S. on 20th November 2003 during the geomagnetic storm.
It can reach 413 mm/km over the 40–100 km baselines. Therefore, the ionospheric
anomaly monitoring and ionospheric threat model for GBAS are developed based
on GPS receivers of CONUS (Conterminous U.S.), emphasizing on this extreme
event located only in U.S. [2]. In order to protect the safety level requirements
for worldwide operation, however, the local ionospheric threat model needs to be
developed for other concerned regions. For equatorial and low-latitude regions,
particularly, the equatorial anomaly and plasma bubble are common phenomena
which can cause the ionospheric delay gradient as well as ionospheric scintillation
[3]. However, the ionospheric delay gradients associated with plasma bubble in
these regions have not been well studied [4].

In this work, we investigate the ionospheric delay gradient obtained from GPS
monitoring stations near Suvarnabhumi airport in Bangkok, Thailand. We have
analyzed a sample set of data during September equinox with the plasma bubble
occurrence. In addition, we show a simple concept to calibrate the receiver biases
suitable for the satellite pass during plasma bubble occurrence.

2 Theoretical Background

The largest error source of GNSS such as Global Positioning System (GPS)
measurements is the ionospheric delay (I), which is a proportional to the amount
of electrons in terms of slant total electron content (STEC), i.e.,

I =
40.3

f 2 STEC (1)
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where f is the frequency of the satellite signal and STEC is a number of electrons
found in 1-m2 column along the satellite-receiver propagation path, generally
expressed in TEC unit or TECU (1 TECU= 1016 electron/m2). For GPS system,
the slant TEC can be derived from dual-frequency GPS receivers based on the
combination of pseudorange (STECP) or carrier phase (STECL) measurements
given by

STECP = K (P2 −P1) (2)

and

STECL = K (L1 −L2) (3)

where P1, P2, L1 and L2 are the pseudorange and carrier phase (expressed in
range) measurements at the L1 (1575.42 MHz) and L2 frequency (1227.60 MHz),
respectively. The constant K = 9.5196 m−1 TECU for STEC expressed in TECU
(1 TECU= 1016 electrons/m2). For the L1 and L2 frequency, 1 TECU is equivalent
to 16 and 27-cm time delay. Note that the STECP still includes the inherent satellite
and receiver inter-frequency bias (IFB) which comes from the differential extra
delay time between L1 and L2 frequencies due to the internal electronic circuit of
receiver front-end and also some from satellite antenna path. Although the slant TEC
derived from the pseudorange measurements is noisier than that derived from the
carrier phase measurements, the carrier phase measurement contains initial phase
ambiguities, which frequently cause the slant TEC to have some negative values.
In order to keep the precise slant TEC from carrier phase measurement and also
remove the initial phase ambiguities, the STECL is adjusted to the STECP level.
For a simple approach, the STECL is adjusted to the mean value of corresponding
STECP for each continuous arc, which can be expressed as

STECad j = STECL +
(
STECP − STECL

)
arc (4)

where x represents the mean of x. However, the satellite and receiver IFB still needs
to be accounted for. The adjusted slant TEC (STECadj) can therefore be given by

STECad j = STEC+BS +BR (5)

where BS and BR are the satellite and receiver IFB, respectively. To compute the
ionospheric delay gradient, the differential STECadj of the kth satellite between two
monitoring stations is first computed. Therefore, the satellite IFB will be eliminated.
Figure 1 shows the concept of ionospheric delay gradient computation. However, the
differential receiver IFB (BR1 −BR2) still remains as a significant offset, i.e.,

dSTECk =
(

STECk
1 − STECk

2

)
+(BR1 −BR2) (6)
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Fig. 1 Illustration of
ionospheric delay gradient
monitoring stations

The next step is to remove the differential receiver IFB (BR1 −BR2). We apply
the principle that the slant TECs of a short baseline monitoring stations are similar
during the quiet ionospheric condition. Also, we assume that the receiver IFBs do
not vary in one day. Therefore, the constant of the differential STECadj is just the
differential receiver IFB (BR1 −BR2). This method is simpler than the methods in
[5, 6]. Finally, the ionospheric delay gradient (∇I) can be estimated by dividing the
differential STECadj between two stations by the baseline distance (d) between two
receivers at each epoch t, i.e.,

∇I(t) =
40.3

f 2

(
STECk

1(t)− STECk
2(t)

d

)
(7)

3 Experimental Setup

The slant TECs are derived from RINEX (Receiver Independent Exchange For-
mat) data of three dual-frequency GPS receivers at the monitoring stations near
Suvarnabhumi airport in Bangkok, Thailand. One is located on the runway of the
airport (AERO: 13.6945◦N, 100.7608◦E). The others are located at King Mongkut’s
Institute of Technology Ladkrabang (KMIT: 13.7278◦N, 100.7726◦E) and Stamford
International University (STFD: 13.7356◦N, 100.6612◦E) which are shown in
Fig. 2. The pseudorange and carrier phase measurements are made at a 1-Hz
sampling interval. In the pre-processing step, the cycle slips in the carrier phase
measurements are detected and repaired using the algorithm in [7]. In this work, we
select the data on 1st September 2011 for the analysis, which has the solar 10.7 cm
radio flux index (F10.7) equal to 112, and we found the STEC fluctuations during
nighttime.
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Fig. 2 Three GPS
monitoring stations near
Suvarnabhumi airport

4 Results and Discussions

In Fig. 3, we show the STEC of three stations on 1st September 2011. Note that
the satellite and receiver IFBs are not calibrated and there are no STEC data from
AERO station during 00:00–05:00 UT due to the receiver problems. The STEC of all
stations evidently fluctuate during 14:00–19:00 UT or 21:00–02:00 LT (UTC+ 7).
The STEC fluctuation observed at low-latitude regions during nighttime are possibly
caused by plasma bubbles. There are five satellites (PRN2, PRN9, PRN14, PRN21
and PRN29), which are affected by the STEC disturbances during this time.

In Fig. 4, we show the differential STEC (dSTEC) of these satellites aligning
in the STFD-KMIT and AERO-KMIT directions or west–east and south–north
direction, which can be considered zonal and meridional baselines, respectively.
The different colors indicate the dSTEC of the visible satellites. The dSTECs
also evidently start the fluctuation during 14:00–19:00 UT in both directions. The
dSTECs in the STFD-KMIT baseline has higher fluctuation than the AERO-KMIT
baseline, probably caused by the longer baseline and the zonal drift of plasma
bubble. The dSTEC values are relatively constant during 09:00–13:00 and 19:00–
24:00 UT. This constant level can be regarded as the differential receiver IFBs. The
average of the constant level of dSTECs is considered the differential receiver IFBs
which is then subtracted from the original dSTECs. However, a slight offset exists
in the AERO-KMIT direction due to the uncertainty in the adjustment process as
detailed in [8]. The differential receiver IFBs should therefore be considered for
each satellite. The differential receiver IFBs can vary from 4.28 to 5.12 TECU for
STFD-KMIT receiver and 5.18 to 6.78 TECU for AERO-KMIT receiver. After the
bias calibration, the ionospheric delay gradient (∇I) with respect to the L1 frequency
is shown in Fig. 5.

The ∇I trends of both directions look similar with the fluctuation starting around
13:30 UT and becoming flat at 20:00 UT. The maximum ∇I can reach 107.7 mm/km
at AERO-KMIT direction observed from PRN29 around 14:30 UT. For STFD-
KMIT direction, the PRN21 gives the maximum ∇I =− 95.23 mm/km at 16:00
UT. In addition, the ∇I fluctuation of some satellites (for example, PRN9 (green)
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Fig. 3 Overall slant TECs of three stations (satellite and receiver IFBs are not calibrated)

and PRN14 (pink)) evidently show the different patterns. This can be due to the
combination effect of IPP (Ionospheric Pierce Point) motions and plasma bubble
movement. In order to evaluate the effects of plasma bubble on GBAS, the current
plasma bubble model applies a rectangular depletion shape of electron density to
simulate the worst case of positioning error [4]. However, the ∇I results show that
they have the complicated variation corresponding to the complex shapes of plasma
bubble. Figure 6 shows the probability mass functions (PMFs) of the ionospheric
delay gradient (∇I) of both directions. The average and standard deviation of ∇I
in STFD-KMIT and AERO-KMIT directions are 1.16 and −1.36 mm/km, 12.52
and 7.81 mm/km, respectively. The distribution centers of both directions are close
to zero. The deviation of both directions look symmetrical with the STFD-KMIT
direction showing more deviation than AERO-KMIT direction, probably cause
by the moving of plasma bubble in the zonal direction. In order to support all
possibilities of ionospheric delay gradient on this day, the local ionospheric threat
model should cover the lower and upper bound of these PMFs, which are −95.23
to 107.7 mm/km. For the GAST-D (GBAS Approach Service Type D), which is
the single-frequency GBAS support for CAT II/III, the current SARPs (Standards
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Fig. 6 Probability mass functions (PMFs) of ionospheric delay gradient (∇I) in STFD-KMIT (top)
and AERO-KMIT (bottom) direction
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and Recommended Practices) requires the ionospheric delay gradient shall be less
than 300 mm/km [9]. Although, the observed ionospheric delay gradients during
plasma bubble occurrence in this study are lower than the requirement threshold,
the monitoring stations should continue to investigate more data sets to identify the
possible extreme events within this region.

5 Conclusion

The ionospheric delay gradient is an important parameter for integrity and availabil-
ity monitoring of GBAS. The equatorial and low-latitude regions are well known
to have the plasma bubble phenomenon which may potentially degrade the GBAS
system performance. In this work, we have analyzed the ionospheric delay gradient
from three monitoring stations near Suvarnabhumi airport in Bangkok, Thailand.
The results show the ionospheric delay gradient at the west–east and south–north
directions can vary from −95.23 to 107.7 mm/km on the studied day in September
equinox.
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Mathematical Models for Aircraft Trajectory
Design: A Survey
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Abstract Air traffic management ensures the safety of flight by optimizing flows
and maintaining separation between aircraft. After giving some definitions, some
typical feature of aircraft trajectories are presented. Trajectories are objects belong-
ing to spaces with infinite dimensions. The naive way to address such problem is to
sample trajectories at some regular points and to create a big vector of positions
(and or speeds). In order to manipulate such objects with algorithms, one must
reduce the dimension of the search space by using more efficient representations.
Some dimension reduction tricks are then presented for which advantages and
drawbacks are presented. Then, front propagation approaches are introduced with
a focus on Fast Marching Algorithms and Ordered upwind algorithms. An example
of application of such algorithm to a real instance of air traffic control problem
is also given. When aircraft dynamics have to be included in the model, optimal
control approaches are really efficient. We present also some application to aircraft
trajectory design. Finally, we introduce some path planning techniques via natural
language processing and mathematical programming.
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1 Introduction

Aircraft trajectory is one of the most fundamental objects within the frame of
ATM. However, partly due to the fact that aircraft positions are most of the time
represented as radar plots, the time dependence is generally overlooked so that many
trajectory statistics conducted in ATM are spatial only. Even in the most favorable
setting, with time explicitly taken into account, trajectory data is expressed as an
ordered list of plots labeled with a time stamp, forgetting the underlying aircraft
dynamics. Furthermore, the collection of radar plots describing the same trajectory
can have tenths more samples, nearly all of them redundant. From the trajectory
design point of view, this redundancy is real handicap for the optimization process.
In this survey, alternative trajectory representations are presented with a description
of their advantages and limits. Such new approaches may be applied in many areas:

Aircraft Trajectories Data Compression. As it has been previously mentioned,
ATM system manage aircraft trajectories and control them in order to guarantee
safety and airspace capacity. Currently those trajectories are represented by the
mean of plot lists which are manipulated by ATM software. Every day, all
aircraft trajectories are registered into large database for which huge capacity is
needed. Based on this new trajectory representation for which redundancy has been
removed, the trajectories database may be strongly improved from the capacity point
of view. This compressed trajectory format may also be used for improving the
trajectories transmission between ATM entities.

Aircraft Trajectories Distance Computation. Although trajectories are well
understood and studied, relatively little investigation on the precise comparison of
trajectories is presented in the literature. A key issue in performance evaluation
of ATM decision support tools (DST) is the distance metric that determines the
similarity of trajectories. Some proposed representation may be used to enhance
trajectory distance computation.

Aircraft Model Inference. All aircraft models are based on ODEs (Ordinary
Differential Equation), including tabular ones. Control input includes condition and
model parameters. The model refinement (and computational complexity) ranges
from tabular to many degrees of freedom. The aircraft model inference consists in
answering the following question: Given a parametrized model and a goal trajectory,
can we infer the best parameter values? A model can be viewed as a mapping from
the control space into the trajectory space. The way to answer the previous question
is then given by the closest model to the goal trajectory.

Trajectory Prediction. Air traffic management research and development has
provided a substantial collection of decision support tools that provide automated
conflict detection and resolution [13,24,78], trial planning [46], controller advisories
for metering and sequencing [19, 75], traffic load forecasting [45, 47], weather
impact assessment [25, 41, 74]. The ability to properly forecast future aircraft
trajectories is central in many of those decision support tools. As a result, trajectory
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prediction (TP) and the treatment of trajectory prediction uncertainty continue as
active areas of research and development (e.g. [49, 50, 61, 71, 76]). Accuracy of
TP is generally defined as point spatial accuracy (goal attainment) or as trajectory
following accuracy. The last one can be rigorously defined by the mean of trajectory
space. The first one is a limit case of the second by adding a weight function in
the energy functional. Since we may prescribe smoothness accuracy of a simplified
model relative to a finer one, may be computed.

Major Flows Definition. When radar tracks are observed over a long period of
time in a dense area, it is very easy to identify major flows connecting major airports.
The expression “major flows” is often used but never rigorously defined. Based
on an exact trajectory distance and a learning classifier, it is possible to answer
the following questions: Given a set of observed trajectories, can we split it into
“similar” trajectory classes? If yes, classes with highest number of elements will
rigorously define the major flows. Given those classes and a new trajectory, can we
tell if it belongs to a major flow and which one? The principle of the major flows
definition is to use shape space to represent trajectory shapes as points and to use
a shape distance (the shape of a trajectory is the path followed by an aircraft, that
is the projection in the 3D space of its 4D trajectory. The speed on the path has no
impact).

Trajectory Planning. To improve Air Traffic Management, projects have been
initialized in order to compel the aircraft in position and in time (4D trajectory)
so as to avoid potential conflict and allow for some optimality with respect to a
given user cost index, environmental criteria (noise abatement, pollutant emission
. . . ). Depending on the time horizon, several kind of plannings can be designed:

• At a strategical level, only macroscopic indicators like congestion, mean traffic
complexity, delays can be taken into account, considering the high level of
uncertainty;

• at a pre-tactical level, the accuracy of previous indicators, specially congestion
and complexity increases while at the same time early conflict detection can be
performed;

• finally, at the tactical level, conflict resolution is the major concern and optimality
of the trajectories is only marginally interesting.

As we can see, there are many areas of ATM where trajectories are the main
objects that have to be manipulate.

The second part of this survey presents some relevant features of aircraft
trajectories. The third part, presents dimension reduction tricks for optimization
approaches. The fourth part describes approaches based on wave front propaga-
tion in isotropic and anisotropic environments. The fifth part presents automatic
control approaches with some application to air traffic control. Finally, the sixth
part introduces some path planning techniques via natural language processing
and mathematical programming. Finally, the seventh part gives some air traffic
management applications of such trajectory design approaches.
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2 Some Trajectories Features

In the following all aircraft trajectories will be described as mappings from a time
interval [a,b] to a state space E with E either R3 or R6 depending on whether speed
is assumed to be part of aircraft state or not. Extension to trajectories on a sphere
(typically long haul flights) will be sketched only.

2.1 Notations and Terminology

The reference for this section is [6]. Let γ[a,b] → E be a trajectory. The origin of
the trajectory is γ(a) and the destination is γ(b). Those two points are called the
endpoints of the trajectory. All trajectories are assumed to be at least continuously
differential (class C1) so that the length of a trajectory γ[a,b]→ E is well defined as:

l(γ) =
∫ b

a
‖γ

′
(t)‖dt (1)

If ‖γ ′
(t)‖= 0 for some t ∈ (a,b) the point t is said to be singular. A parametrized

curve of class Cp (or more concisely a Cp curve) will be a Cp mapping from an open
time interval (a,b) to the state space E with no singular points. Any C1 curve can be
parametrized by arc length. Let γ(a,b)→ E be such a curve. Defining the mapping
s(a,b)→ (0, l(γ)) by:

s(t) =
∫ t

a
‖γ

′
(t)‖dt (2)

We see that by the non-singularity assumption on γ , s
′
(t) = ‖γ ′

(t)‖ > 0 for any
t ∈ (a,b), so that s is an invertible mapping. Now, γ ◦s−1 is a mapping from the open
interval (0, l(γ)) to E satisfying:

‖(γ ◦ s−1)
′ ‖= ‖(γ ′ ◦ s−1)◦ (s−1)

′ ‖= 1 (3)

In the following, we will simply write γ(s),s ∈ (0, l(γ)) for a curve parametrized
by arc length, dropping the variable t.

Remark 1. One must be careful with the respective definitions of trajectories and
curves: a curve is defined on an open interval and thus has no endpoints. Never-
theless, any trajectory γ[a,b] → E has an associated curve, namely γ(a,b)→ E .
It is generally more convenient to deal with curves to avoid special treatment of the
endpoints.
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Remark 2. The non singularity assumption on the underlying curve is very natural
when dealing with aircraft trajectories in R

3 since it is not possible for an aircraft to
stop except at the endpoints of the trajectory.

Remark 3. While the case E = R
3 is very natural and intuitive, care must be taken

when E = R
6 since all the preceding definitions apply in a completely different

setting: for example, the non singularity assumption does not implies nowhere zero
speed, but only that speed and acceleration cannot both vanish at the same time. The
arc length parametrization allows to define very important geometrical quantities
when E = R

3.

Definition 1. Let:

γ(0, l)→R
3 (4)

be a C1 curve parametrized by arc length. The unit tangent vector to γ at
s ∈ (0, l) is:

τ(s) = γ
′
(s) (5)

It is clear from the definition of parametrization by arc length that τ(s) is a unit
vector.

Definition 2. Let:

γ(0, l)→R
3 (6)

be a C2 curve parametrized by arc length. The curvature of γ at s ∈ (0, l) is:

K(s) = ‖γ
′′
(s)‖ (7)

The curvature can be explicitly computed even if the curve γ is not parametrized
by arc length. The general formula is:

K(t) =
‖γ ′

(t)∧ γ ′′
(t)‖

‖γ ′
(t)‖3

(8)

with ∧ the vector cross product. Curvature is of primary importance for ATM related
studies since as mentioned before aircraft trajectories are mainly made of straight
lines and arcs of circle and so have piecewise constant curvature. If at point t the
curvature is not zero, the curve is said to be biregular at t. For a curve γ parametrized
by arc length, the unit normal vector ν(s) is defined at all biregular points by:

ν(s) =
γ ′′
(s)

K(s)
(9)
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Remark 4. A straight line has everywhere zero curvature. However, it is clearly
possible to define a unit normal vector. At a biregular point, τ(s) and ν(s) are well
defined. Taking their cross product gives a new vector β (s) = τ(s)∧ ν(s). If the
curve γ is assumed to be C3, it can be shown that β̇ (s) and ν(s) are collinear:

β (s) = T (s).ν(s) (10)

The real number T (s) is called the torsion of the curve at s and represents an
obstruction for the curve to be planar. As for the curvature, it is possible to compute
the torsion even if the curve is not parametrized by arc length:

T (t) =−det(γ ′
(t),γ ′′

(t),γ ′′′
(t))

‖γ ′
(t)∧ γ ′′

(t)‖2
(11)

Torsion is not so useful as curvature for en-route data analysis since only a few
number of trajectories have non zero torsion. However, it is very relevant in terminal
areas.

Remark 5. The E =R
6 case is again very different, since the geometric meaning of

curvature and torsion is not obvious in this setting. Furthermore, the extra degrees of
freedom will impose using higher order derivatives in order to build up an equivalent
description. A complete treatment goes beyond the scope of the present paper and
has little interest for our purpose (in practical applications, the speed information,
when available, is used to improve estimates of curvature and torsion and not to
study a trajectory in R

6).

3 Trajectory Models for Optimization

This section presents some dimension reduction tricks in order to reduce the
dimension of the state space for which an optimization process is searching for
an optimal vector of parameter.

This approach is summarized by Fig. 1.
The optimization process controls the parameter vector which is then used to

build the trajectory γ for evaluation.
Each coordinate can be considered separately in order to build a given trajectory:

γ(t) = [x(t),y(t),z(t)]T .
In this section, several trajectory models are presented and compared. Simple

models are first presented.
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Trajectory
Reconstruction

Trajectory
Evaluation

Optimization

γ

X (parameters)  

y=f(X)

Fig. 1 The optimization
process control the X vector
in order to build a trajectory γ
for evaluation

WP1

WP2

WP3

WP4Fig. 2 Trajectory defined by
four way points connected by
straight lines

3.1 Straight Line Segments

One of the easiest way to design trajectory is to use way points connected by straight
lines (see Fig. 2). This easy principle ensures continuity for the trajectory but not for
its derivatives. If one want to approximate trajectory with many shape turns, one
have to increase the number of way points in order to reduce the error between the
model of the real trajectory.

In order to improve concept Lagrange interpolation process adjust a polynomial
function to a given set of way points.

3.2 Lagrange Interpolation

Given n+ 1 real numbers yi,0 ≤ i ≤ n, and n+ 1 distinct real numbers x0 < x1 <
.. . < xn, Lagrange polynomial [39] of degree n (Ln(x)) associated with {xi} and
{yi} is a polynomial of degree n solving the interpolation problem:

Ln(xi) = yi, 0 ≤ i ≤ n (12)

Ln(x) =
n

∑
i=0

yi.li(x) (13)
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Fig. 3 Ln(x) is represented
by the black curve. The other
curves are the polynomials
li(x)

where

li(x) = ∏
j �=i

(x− x j)

(xi − x j)
(14)

An example of Lagrange interpolation is given in Fig. 3 for which four points
are interpolated by the black curve which represents L4(x). The four polynomial
functions {l0(x), l1(x), l2(x), l3(x)} are also given by the red, blue, green and yellow
curves.

When derivatives have also to be interpolated, Hermite interpolation has to be
used.

3.3 Hermite Interpolation

Hermite interpolation [3] generalizes Lagrange interpolation by fitting a polynomial
(H(x)) to a function f that not only interpolates f at each knot but also interpolates
a given number of consecutive derivatives of f at each knot. This means that the first
derivative of the polynomial H(x) have to fit the first derivatives of the function f (x):

[
∂ jH(x)

∂x j

]
x=xi

=

[
∂ j f (x)

∂x j

]
x=xi

(15)

for all j = 0,1, . . . ,m and i = 1,2, . . . ,k
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Fig. 4 Lagrange interpolation result for a set of aligned points

This means that n(m+ 1) values

(x0,y0), (x1,y1), . . . , (xn−1,yn−1),

(x0,y′0), (x1,y′1), . . . , (xn−1,y′n−1),
...

...
...

(x0,y
(m)
0 ), (x1,y

(m)
1 ), . . . , (xn−1,y

(m)
n−1)

(16)

must be known, rather than just the first n values required for Lagrange interpolation.
The resulting polynomial may have degree at most n(m + 1)− 1, whereas the
Lagrange polynomial has maximum degree n− 1.

These interpolation polynomials seem attractive but they both induce oscillations
between interpolation points (Runge’s phenomenon). Runge’s phenomenon is a
problem of oscillation at the edges of an interval that occurs when using polynomial
interpolation with polynomials of high degree (which is the case for Lagrange and
Hermite interpolation). An example of such Runge’s phenomenon is given in Fig. 4
for which Lagrange interpolation has been used.

We can conclude that interpolation with high degree polynomial is risky. In
order to avoid this drawback of high degree polynomial interpolation one must use
piecewise interpolation.

3.4 Piecewise Linear Interpolation

This is the simplest piecewise interpolation method.
Given n+1 real numbers yi,0 ≤ i ≤ n, and n+1 distinct real numbers x0 < x1 <

.. . < xn, we consider the n linear curves lini(x) = aix+ bi on the intervals [xi,xi+1]
for i = 0, . . .n− 1 (lini(x) represent linear functions for which ai is the slope and bi

a constant).
Each li(x) has to connect two points ((xi,yi),(xi+1,yi+1))

yi = aixi + bixiandyi+1 = aixi+1 + bixi+1 (17)
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x0 xi xi+1xi-1 xn

Fig. 5 Piecewise linear interpolation

In order to associate a piecewise formulation of this interpolation method, the
following “tent” functions are defined:

ψi(x) =

⎧⎪⎨
⎪⎩

x−xi−1
xi−xi−1

i f x ∈ [xi−1,xi]
xi+1−x
xi+1−xi

i f x ∈ [xi,xi+1]

0 elsewhere

(18)

Then,

f (x) =
i=n

∑
i=0

yi.ψi(x) (19)

An example of such a linear piecewise interpolation is given in Fig. 5.
The derivative of the resulting curve is not continuous. In order to fix this

drawback, one can use piecewise quadratic interpolation

3.5 Piecewise Quadratic Interpolation

We consider the n quadratic curves ψi(x) = qi(x) = aix2 + bix + ci on the
intervals [xi,xi+1] for i = 0, . . .n − 1. Each qi(x) has to connect two points
((xi,yi),(xi+1,yi+1)); ⇒ yi = aix2

i + bixi + ci and yi+1 = aix2
i+1 + bixi+1 + ci.

Furthermore, on each point, the derivative of the previous quadratic has to be
equal to the derivative of the next one; ⇒ 2ai + bi = 2ai−1 + bi−1. For the first
segment the term 2ai−1 + bi−1 is arbitrarily chosen (this will affects the rest of the
curve). An example of piecewise quadratic interpolation is given in Fig. 6. The main
drawback of piecewise quadratic interpolation is linked to the effect induced on the
curve by moving on point. As a matter of fact moving one point may totally change
the shape of the interpolating curve. The piecewise cubic interpolation avoid this
drawback.
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x0 xi xi+1xi-1 xn

Initial slope

Fig. 6 Piecewise quadratic interpolation. The shape of the entire curve depend of the choice of
the initial slope. Between two points, a quadratic polynomial is fitted

xi-1 xi xi+1 xi+2

yi
yi-1 yi+2yi+1h

slope in i
slope in i+1

Fig. 7 Piecewise cubic interpolation. The derivative at point xi is given by line joining the point
(xi−1,yi−1) and (xi+1,yi+1). Between two points, a cubic polynomial is fitted. The term h represents
the distance two consecutive points

3.6 Piecewise Cubic Interpolation

This interpolation is also called Hermite cubic interpolation [33]. For this interpola-
tion:

ψi(x) =Ci(x) = aix
3 + bix

2 + cix+ di (20)

and we have the following constraints:

Ci(xi) = yi Ci(xi+1) = yi+1 (21)

C′
i(xi) = y′i =

yi+1 − yi−1

xi+1 − xi−1
C′

i(xi+1) = y′i+1 =
yi+2−yi
xi+2−xi

(22)

An example of piecewise cubic interpolation is given in Fig. 7.
Moving a point do not affect all the curve which is the main advantage of this

interpolation. The resulting curve is C1 but not C2 (the second derivative is not
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continuous). The curvature radius of a curve may be expressed by the following
expression:

R =
1+

(
d f (x)

dx

) 3
2

|
(

d2 f (x)
dx2

)
|

(23)

The piecewise cubic interpolation do not insure that trajectory curvature is contin-
uous which is not adapted for aircraft trajectory mainly in TMA1 areas and cubic
spline interpolation has to be used.

3.7 Cubic Spline Interpolation

This method has been developed by General Motor in 1964 [12]. For this piecewise
interpolation ψi(x) = Si(x) with the following constraints:

Si(xi) = yi Si(xi+1) = yi+1

S
′
i(xi) = S

′
i−1(xi+1) S

′
i(xi+1) = S

′
i+1(xi+1)

S
′′
i (xi) = S

′′
i−1(xi+1) S

′′
i (xi+1) = S

′′
i+1(xi+1)

(24)

One can show that Si(x) for x ∈ [xi,xi+1] is given by:

Si(x) =
σi
6 .

(xi+1−x)3

xi+1−xi
+

σi+1
6 . (x−xi)

3

xi+1−xi

+yi.
xi+1−x
xi+1−xi

− σi
6 .(xi+1 − xi)(xi+1 − x)

+yi+1.
x−xi

xi+1−xi
− σi+1

6 .(xi+1 − xi)(x− xi)

(25)

where

σi =
d2Si(x)

dx2 (26)

An example of such interpolation is given in Fig. 8.
Such spline is also called natural spline because it represents the curve of a metal

spline constrained to interpolate some given points.
When interpolation is not a hard constraint, one can use some control points

which change the shape of a given trajectory without forcing this trajectory to go
through such control point; such approach is called approximation for which one of
the famous methods is the Bézier curve.

1TMA: “Terminal Maneuvering Area”.
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xi-1 xi xi+1 xi+2

yi+1
yiyi-1 yi+2

Si(t)

Fig. 8 Cubic spline interpolation

P0

P1Fig. 9 Bézier curve with two
points

3.8 Bézier Approximation Curve

Bézier curves[28] were widely publicized in 1962 by the French engineer Pierre
Bézier, who used them to design automobile bodies. But the study of these curves
was first developed in 1959 by mathematician Paul de Casteljau using de Casteljau’s
algorithm [27], a numerically stable method to evaluate Bézier curves. A Bézier
curve is defined by a set of control points P0 through Pn, where n is called its order
(n= 1 for linear, 2 for quadratic, etc.). The first and last control points are always the
end points of the curve; however, the intermediate control points (if any) generally
do not lie on the curve. Given points P0 and P1, a linear Bézier curve B(t) is simply
a straight line between those two points (see Fig. 9). The curve is given by:

B(t) = P0 + t(P1 −P0) = (1− t)P0 + tP1 , t ∈ [0,1] (27)

With four points (P0, P1, P2, P3), a Bézier curve of degree three can be built. The
curve starts at P0 going towards P1 and arrives at P3 coming from the direction of
P2. Usually, it will not pass through P1 or P2; these points are only there to provide
directional information (see Fig. 10).

Properties

• The polygon formed by connecting the Bézier points with lines, starting with P0

and finishing with Pn, is called the Bézier polygon (or control polygon).
• The convex hull2 of the Bézier polygon contains the Bézier curve.

2The convex hull or convex envelope of a set X of points in the Euclidean plane or Euclidean space
is the smallest convex set that contains X .
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BÉZIER CURVE

P3

P2

P1
P0

P0
P1

P2

Fig. 10 Cubic Bézier curve

• The start (end) of the curve is tangent to the first (last) section of the Bézier
polygon.

The explicit form of the curve is given by:

B(t) = (1− t)3P0 + 3(1− t)2tP1 + 3(1− t)t2P2 + t3P3 , t ∈ [0,1]. (28)

B(t) =
n

∑
i=0

bi,n(t)Pi, t ∈ [0,1] (29)

where the polynomials

bi,n(t) =

(
n
i

)
ti(1− t)n−i, i = 0, . . .n (30)

are known as Bernstein basis polynomials of degree n. So, if there are many points,
one has to manipulate polynomials with high degree. In order to circumvent this
weak point one must use Basis-Splines.

3.9 Basis Splines

A B-spline [21] is a spline function that has minimal support with respect to a given
degree, smoothness, and domain partition. B-splines were investigated as early as
the nineteenth century by Nikolai Lobachevsky. A fundamental theorem states that
every spline function of a given degree, smoothness, and domain partition, can
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t i=4

t i+1t i

Bi,0 (t)

X0 (t)

0 5 6 7 8

Pi

9

1

1 2 3

Fig. 11 Uniform B-splines of degree zero

be uniquely represented as a linear combination of B-splines of that same degree
and smoothness, and over that same partition. It is a powerful tool for generating
curves with many control points, B stands for basis. A single B-spline can specify
a long complicated curve and B-splines can be designed with sharp bends and even
“corners”. B-Spline interpolation is preferred over polynomial interpolation because
the interpolation error can be made small even when using low degree polynomials
for the spline. Furthermore, spline interpolation avoids the problem of Runge’s
phenomenon which occurs when interpolating between equidistant points with high
degree polynomials.

3.9.1 Uniform B-Splines of Degree Zero

We consider a node vector T = {t0, t1, . . . , tn} with t0 ≤ t1 ≤, . . . ,≤ tn and n points Pi.
One want to build a curve X0(t) such that:

X0(ti) = Pi (31)

⇒ X0(t) = Pi ∀t ∈ [ti, ti+1].

X0(t) = ∑
i

Bi,0(t).Pi (32)

where

Bi,0(t) =

{
1 ift ∈ [ti, ti+1]

0 elsewhere
(33)

The shape of the X0(t) function in one dimension is given in Fig. 11.
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t i=4

t i+1t i

0 1 2 3 5 6 7 8

Pi

9

X 1 (t)

t i-1

Bi-1,1(t)
1

Fig. 12 Uniform B-splines of degree one

3.9.2 Uniform B-Splines of Degree One

We are searching for a piecewise linear approximation X1(t) for which:

X1(t) =

(
1− t − ti

ti+1 − ti

)
Pi−1 +

(
1− t − ti

ti+1 − ti

)
Pi ∀t ∈ [ti, ti+1] (34)

One can write X1(t):

X1(t) = ∑
i

Bi,1(t).Pi (35)

where

Bi,1(t) =

⎧⎪⎨
⎪⎩

t−ti−1
ti−ti−1

if t ∈ [ti−1, ti]
ti+1−t
ti+1−ti

if t ∈ [ti, ti+1]

0 elsewhere

(36)

The shape of the X1(t) function in one dimension is given in Fig. 12.

3.9.3 Uniform B-Splines of Degree Three

Those B-Splines have been developed at Boeing in the 1970s and represent one
of the simplest and most useful cases of B-splines. Degree 3 B-Spline with n+ 1
control points is given by:
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B2,3(t) B3,3(t)B1,3(t)

1 2 3 54 6 7 8

B4,3(t)
2/3

Fig. 13 Order 3 basis function

X3(t) =
n

∑
i=0

Bi,3(t).Pi 3 ≤ t ≤ n+ 1 (37)

where Bi,3(t) = 0 if t ≤ ti or t ≥ ti+4.

X3(t) =
j

∑
i= j−3

Pi.Bi,3(t) t ∈ [ j, j+ 1], 3 ≤ j ≤ n (38)

When a single control point Pi is moved, only the portion of the curve X3(t) is
changed (with ti < t < ti+4) insuring local control property. The basis functions have
the following properties:

• They are translates of each other i.e. Bi,3(t) = B0,3(t − i)
• They are piecewise degree three polynomial
• Partition of unity ∑i Bi,3(t) = 1 for 3 ≤ t ≤ n+ 1
• The functions Xi(t) are of degree 3 for any set of control points

Bi−2,3(t) =
1
h

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(t − ti−2)
3 if t ∈ [ti−2, ti−1]

h3 + 3h2(t − ti−1)+ 3h(t− ti−1)
2 − 3(t − ti−1)

3

if t ∈ [ti−1, ti]
h3 + 3h2(ti+1 − t)+ 3h(ti+1− t)2 − 3(ti+1 − t)3

if t ∈ [ti, ti+1]

(ti+2 − t)3 if t ∈ [ti+1, ti+2]

0 otherwise

(39)

where h is the distance between two consecutive points.
Those basis functions are shown in Fig. 13.



222 D. Delahaye et al.

γ

ψ

t

t

Fig. 14 The black trajectories represent registered samples for which four principal components
are extracted (in this artificial example) for minimum error reconstruction process

3.9.4 Principal Component Analysis

When trajectories samples are available (from radar for instance), one can build
a dedicated bases which will minimize the number of coefficient for trajectory
reconstruction. Principal component analysis (PCA) is a mathematical procedure
that uses an orthogonal transformation to convert a set of observations of possibly
correlated variables into a set of values of linearly uncorrelated variables called
principal components. The number of principal components is less than or equal to
the number of original variables.

In the example presented in Fig. 14 a set of trajectories γi(t), i = 1 . . .n are used
to build K = 4 principal components (ψk(t)) which can be used to reconstruct the
initial trajectories.

γi(t) =
k=K

∑
k=1

aikψk(t) (40)

When probability density functions of the coefficient aik can be identified, one
can use this trick to plug a stochastic optimization process which generates random
coefficients in order to produce relevant random trajectory. More information about
Functional PCA can be found in [56].
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γ2

γ1

γα

B

A

Fig. 15 One new trajectory
is built by using a weighted
sum of two reference
trajectories

3.9.5 Homotopy Trajectory Design

An easy way to build trajectory is to used reference trajectory (regular trajectories
used by aircraft) and to compute a weighted sum of such reference trajectories
to build a new one. If we consider two (or more) references trajectories joining
the same origin destination pair (see Fig. 15) (past flown trajectories may be
considered):

γ1,γ2 (41)

One can create a new trajectory γα by using an homotopy:

γα = (1−α)γ1 +αγ2 (42)

In this example only one coefficient α has been used but one can extend this
principle to several parameters.

All the models described in this section, may be used in an optimization process
for which dimension reduction is needed. Depending on the targeted properties of
the designed trajectories one must select the most adapted representations for the
underlying application.

After having review algorithms based on optimization, the next section presents
wave front propagation approaches.

4 Wavefront Algorithms

4.1 Generalities

It is a well-known fact in physics that waves of high frequencies tend to propagate
along the path whose traveling (or propagation) time is shortest (such minimum time
path are called geodesic). The knowledge of the wave velocity at each point of space
allows for the computation of wave fronts that are the set of all points reached by the
wave at a given time, assuming it has started at a point source. The principle of the
wavefront propagation algorithms is to simulate such physical propagation model
in order to find optimal path based on a criterion that has to be optimized. As an
example, congestion will be taken into account by velocity reduction, so that paths
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crossing congested areas will be penalized. Depending on the fact that the metric
is or not isotropic (the later case being the one to be investigated when the wind is
used into the criterion and has a non negligible velocity), two classes of algorithms
are used.

4.2 Fast Marching Algorithms

The Fast Marching method, presented by Sethian [66] is a part of the more general
methods called Level Set [53]. These techniques are designed to track the evolution
of interfaces. The evolution of the wavefront can be compared to deform a curve
or a surface from a partial differential equation. The Fast Marching method is used
in the particular case where the wavefront speed is isotropic. It can still be applied
if the anisotropy is low enough. For air traffic applications, this last assumption is
valid in some areas of the airspace (of course it is not the case in the vicinity of jet
streams).

In the particular case where the Fast Marching method is applicable, the calculus
of the minimum time T to reach any points of the environment from the initial point
is equivalent to solve the Eikonal equation of the form:

|∇T (x)| = 1
F(x)

, F(x) > 0, and T(xinitial) = 0 (43)

where x ∈ R
2 represents the position in space, T ∈ R the minimum time and F :

R→ R the speed of propagation.
In free space, the wave speed F is equivalent to the aircraft speed. When we have

forbidden areas, we force the propagation speed at zero in order to get a barrier
value since the time to reach this point will be equal to infinity. Thereby, we have
guaranteed avoidance property for those areas. For the congestion, the method is
different, we want to penalize some areas where the congestion is high but we do
not want to ban aircraft from driving through these areas. We just need to reduce
the propagation speed. Thus, the time is increased proportionally to the congestion
value, penalizing the crossing.

To design the optimal path between the arrival point and the departure point, we
can then perform a gradient descent using the calculated values of T on the space,
from the arrival point to the initial point. There is no risk to get stuck on a local
minimum since the function T has only one optimum which is global.

The numerical resolution is like the graph search algorithms. However, in
opposition to these graph search algorithms, the Fast Marching method is consistent
since when the grid is refined, the obtained solution converges on the exact solution
of the Eikonal equation [66] that is a geodesic curve.
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4.3 Ordered Upwind Algorithm

When wind is to be taken into account and has a non negligible speed with respect
to the one of the aircraft, the propagation is no longer isotropic. The speed of the
wavefront depends on the position and the directions of wind. A specific algorithm,
called Ordered Upwind, has been developed to overcome this problem in [67], at
the expense of a higher algorithmic complexity. Basically, an extra parameter, the
anisotropy ratio, is considered: it is the ratio of the fastest to slowest propagation
speed for each points. Given a point in space, the algorithm first considers the points
on the current wavefront that are closest to it: it gives a time to travel when taking as
propagation speed the slowest. Now, the other points to be considered are located no
farther than the anisotropy ratio times the minimal distance. By maintaining a list of
potential points contributing to the information at the point of interest, the ordered
upwind algorithm can still be implemented in a single pass.

In order to keep the efficiency of the Fast Marching algorithm, Petres proposed
an extension of the algorithm Fast Marching in [55], he assumed the field is smooth.
He applied this extension to plan a path for autonomous underwater vehicles
taking underwater currents into account. We propose here a similar extension to
Petres’s method of the Fast Marching method, our extension is specific to aircraft
trajectories.

In the next section, we present an example of application of such wave propaga-
tion algorithm for air traffic management problem.

4.4 Light Propagation Algorithm

In geometric optics, light behavior is modeled using rays. Light emitted from a
point is assumed to travel along such a ray through space. In an effort to explain
the motion through space taken by rays as they pass through various media, Fermat
(1601–1665) developed his principle of least action [29]:

The path of a light ray connecting two points is the one for which the time of
transit, not the length, is a minimum.

In the framework of geometrical optics, light propagates through space respecting
Descartes’ Law:

Let n1 be the index of refraction of medium 1 in which the incident ray propagates
and n2 that of the medium in which the refracted ray propagates (medium 2). We
obtain:

{
n1.sin(θ1) = n2.sin(θ2)

v1 =
c

n1
,v2 =

c
n2
,

(44)
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where v1,v2 are the speed values in media 1 and 2, θ1 the angle of incidence, θ2 the
angle of the refracted ray and c the speed of light in a vacuum.

We can make several observations as a result of Fermat’s principle:

• In a homogeneous medium, light rays are rectilinear. That is, within any medium
where the index of refraction is constant, light travels in a straight line.

• In an in-homogeneous medium, light rays follow smooth geodesic curves with
minimum transit time.

Light therefore tends to avoid high index areas where rays are slowed down. Light
reaches lowest speed for the highest encountered index.

Based on this principle of least action, we introduce an optimal path planning
algorithm which computes smooth geodesic trajectories in environments with static
or dynamic obstacles.

For a given mobile, we wish to find the shortest path between two points of
R

n, taking account of a given metric (time, distance etc.) whilst avoiding obstacles
and respecting speed constraints. The trajectories produced must also respect a
regularity criterion characterized by a maximum curvature value.

This algorithm mimics light propagation between a starting point towards a
destination point, with obstacles modeled by high-index areas. By controlling the
index landscape, it is possible to ensure that the computed trajectories meet the
speed constraints and remain at a specified minimum distance from obstacles.

We begin by positioning a light source at the departure point (origin) which emits
rays in a hemisphere oriented towards the destination point (this restriction prevents
the generation of unrealistic trajectories which begin by turning 180◦ before turning
back towards the destination). The path followed by the first beam to reach the
arrival point corresponds to the geodesic trajectory we wish to obtain (see Fig. 16).

5 Optimal Control for Trajectory Generation

5.1 Optimal Trajectory Generation

In the physical space, a trajectory is occasionally represented as a four-dimensional
flight path, following the tradition of air traffic control [18], with time as the
fourth dimension, in addition to the normally used three-dimensional representation
of a path. Generating time-parameterized paths necessitates the incorporation of
the aircraft dynamics and/or kinematics, which makes the problem much more
difficult than simply finding a path that avoids obstacles in the physical three-
dimensional space. Path-planning is a term commonly used in the robotics and
artificial intelligence communities to refer to the problem of generating an obstacle-
free path to be followed by a vehicle (robot, aircraft, vehicle, etc.) in a two or three
dimensional space containing obstacles [42].
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Because the vehicle dynamics are not taken into account in these path-planning
methods (the solution of which only considers the geometric constraints of the
problem) it is often the case that the resulting path is infeasible, that is, it cannot be
followed exactly or even closely by the vehicle. One way to ensure that the resulting
paths correspond to feasible trajectories satisfying the vehicle dynamics, is to use
optimal control theory. The objective of optimal control theory is to determine the
control input(s) that will cause a process (i.e., the response of a dynamical system)
to satisfy the physical constraints, while, at the same time, minimize (or maximize)
some performance criterion. Feasibility of the trajectories is automatically ensured
using this approach. The typical optimal control problem (OCP) can be stated as
follows:

Given initial conditions x0, final conditions x f ∈ X , and an initial time t0 ≥ 0,
determine the final time t f > t0, the control input u(t) ∈ U and the corresponding
state history x(t) for t ∈ [t0, t f ] which minimize the cost function

J(x,u) =
∫ t f

t0
L(x(t),u(t))dt, (45)

where x(t) and u(t) satisfy, for all t ∈ [t0, t f ] the differential and algebraic con-
straints:

ẋ(t)− f (x(t),u(t)) = 0, (46)

C(x(t),u(t))≤ 0. (47)
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Optimal control has its roots in the theory of calculus of variations, which orig-
inated in the seventeenth century by Fermat, Newton, Liebniz, and the Bernoullis,
and was subsequently further developed by Lagrange, Weirstrass, Legendre, Cleb-
sch and Jacobi and others in the eighteenth and nineteenth centuries [26]. Calculus
of variations deals with the problem of minimizing (45) subject to the simple
differential equality constraint of the form ẋ(t)− u(t) = 0, and is not able to
handle more complicated differential equality constraints such as (46) or algebraic
constraints such as (47). It was not until the middle of the twentieth century
when the Soviet mathematician L.S. Pontryagin developed a complete theory that
could handle constraints such as (46) and (47). Simply put, Pontryagin’s celebrated
Maximum Principle [54] states that the optimal control for the solution of the
problem (45)–(47) is given as the pointwise minimum of the so-called Hamiltonian
function, that is,

uopt = argminu∈UH(t,x,λ ,u), (48)

where H(t,x,λ ,u) = L(x,u)+λ T f (x,u) is the Hamiltonian, and λ are the co-states,
computed from

λ̇ (t) =−∂H
∂x

(x(t),λ (t),u(t)). (49)

subject to certain boundary (transversality) conditions on λ (t f ). Unfortunately,
an analytic solution to the previous problem is difficult. The optimal control
formulation of a trajectory optimization problem using Pontryagin’s Maximum
Principle (PMP) leads to a Two-point Boundary Value Problem (TBVP), or a Multi-
point Boundary Value Problem (MBVP) when the optimal trajectory is composed
of multiple phases. Numerical techniques such as shooting and multiple shooting
methods can be applied to solve accurately these TBVP and MBVP, but their con-
vergence is very sensitive to the choice of an initial guess for the solution. A software
that solves the optimal control problem using this approach is BNDSCO [51].
BNDSCO is an example of a class of numerical optimization methods which are
often referred to as indirect methods. The term indirect reflects the fact that in these
methods a solution is sought not by maximizing (or minimizing) the cost (45) but,
rather, by computing potential optimizers by solving the corresponding necessary
optimality conditions (48)–(49).

In recent years, direct methods have become increasingly popular for solving
trajectory optimization problems, the major reason being that direct methods do not
require an analytic expression for the necessary conditions, which for complicated
nonlinear dynamics can be intimidating. Moreover, direct methods do not need an
initial guess for the co-states whose time histories are difficult to predict a priori. As
mentioned earlier, direct methods, do not try to satisfy the necessary conditions of
optimality from PMP, instead, they minimize directly (45) subject to (46)–(47).

The main idea behind direct methods is to discretize the states and controls
of the original continuous-time optimal control problem in order to obtain a
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finite-dimensional nonlinear programming problem (NLP). The solution of this
NLP, which consists of discrete variables, is used to approximate the continuous
control and state time histories. Typical direct methods are collocation methods,
which discretize the ordinary differential equations (ODEs) of the problem using
collocation or interpolation schemes [23, 32, 60, 79]. They introduce the collocation
conditions as NLP constraints together with the initial and terminal conditions.
The so-called pseudospectral methods use orthogonal polynomials to choose the
collocation points and are very efficient, exhibiting superlinear convergence when
the solution is smooth. Numerical optimal control software packages that implement
direct methods for the solution of OCPs include SOCS [8], RIOTS [65], DIDO [59],
PSOPT [4], GPOPS [57], MTOA [36] and DENMRA [83] among many others. A
recent survey of numerical optimal control techniques for trajectory optimization
can be found in [7].

In all these direct methods, the convergence rate and the quality of solution
depends on the grid used to discretize the equations, the cost and the problem
constraints. Uniform or fixed grid methods tend to perform poorly, especially when
the problem has several discontinuities or irregularities. Not surprisingly, adaptive
grid methods have been developed to accurately capture any discontinuities or
switchings in the state or control variables. The main idea behind all these adaptive
grid methods is to use a high resolution (dense) grid only in the vicinity of control
switches, constraint boundaries etc., and a coarse grid elsewhere. Examples of
such adaptive gridding techniques for the solution of optimal control problems are
[9–11, 30, 37, 65].

A major issue with almost all current trajectory optimization solvers (direct or
indirect) is the fact that their computational complexity is high and their convergence
dependents strongly on the initial conditions, unless certain rather stringent convex-
ity conditions hold. As a result, the solution of trajectory optimization problem in
real-time is still elusive. A common line of attack for solving trajectory optimization
problems in real time (or near real time) is to divide the problem into two phases:
an offline phase and an online phase [38, 44, 69, 81]. The offline phase consists of
solving the optimal control problem for various reference trajectories and storing
these reference trajectories onboard for later online use. These reference trajectories
are used to compute the actual trajectory online via a neighboring optimal feedback
control strategy typically based on the linearized dynamics. Another strategy for
computing near-optimal trajectories in real-time is to use a receding horizon (RH)
approach [5, 52, 80]. In a receding horizon approach a trajectory that optimizes the
cost function over a period of time, called the planning horizon, is designed first.
The trajectory is implemented over the shorter execution time and the optimization
is performed again starting from the state that is reached at the end of the execution
time. A third approach is to use a two-layer architecture, where first an acceptable
(in terms of length, safety, etc.) path is computed using common path-planning
techniques, and then an optimal time-parameterization is imposed on this path to
yield a feasible trajectory. As mentioned earlier such an approach needs to be
carefully designed to ensure compatibility of the resulting path with the vehicle
dynamics. However, when successful, such an approach is numerically very efficient
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and can be implemented in real-time with current computer hardware. Even if the
resulting trajectory is not exactly feasible, it is often close to a feasible trajectory, or
it can be made as such using smoothing techniques [85]. As a result, alternatively,
the final trajectory can be used as a good initial guess for a follow-up optimal
trajectory generator. The next section summarizes this approach for applications
related to aircraft maneuvering under strict time and fuel constraints. For more
details the interested reader is referred to [2, 82, 84].

5.2 Emergency Aircraft Trajectory Design

Aircraft maneuvering was one of the first areas where optimal control theory was
used to generate optimal trajectories. Not surprisingly, traditionally, most work
has been focused on military aircraft. Relevant references on this subject are too
many to enumerate here. We just mention the work on fuel and range optimization
studied in [31, 68, 70], and the minimum-time, three-dimensional aircraft trajectory
optimization problem considered in [64]. In the latter, an approximation of the
aircraft dynamics using an energy state was used to reduce the dimension of
the problem for better convergence. This type of model reduction technique is
commonly used for aircraft trajectory optimization [40].

Some of these results have been extended to commercial airline operations. For
example, the work of [16] deals with the problem of minimum-fuel trajectories with
fixed time-of-arrival (TOA) for several civil aviation aircraft including B737, B747
and B767. Trajectory planning problems have also been studied in the context of
air traffic management (ATM) and automation. Jackson et al. [34] performed a sen-
sitivity analysis of trajectory prediction for ATM. The aircraft trajectory synthesis
problem is studied in [71] to provide some basic tools for air traffic automation.
Somewhat related is the recent work of Sridhar [72], in which he considered the
generation of wind-optimal trajectories for cruising aircraft while avoiding the
regions of airspace that facilitate persistent contrails formation. A shooting method
was employed to solve the associated optimal control problem by minimizing a
weighted sum of flight time, fuel consumption, and a term penalizing the contrail
formation. The airspace avoidance problem has also been considered in [35].
In that reference, the avoidance of restricted airspace is formulated as a non-
convex constrained trajectory optimization problem; it is claimed that with a feasible
starting guess, the efficiency of the optimization algorithm is not degraded too much
by the non-convex airspace constraints. Finally, some researchers have used ideas
from stochastic optimal control to deal with issues related to the unpredictability of
future trajectory, wind effects, presence of additional aircraft in the ATM airspace
etc. [43, 77].

In this work we deal with the problem of efficiently generating minimum-time
and minimum-fuel (with fixed TOA) landing trajectories for commercial aircraft.
The former problem is of relevance in case of an on-board emergency where the
pilot has to land the airplane quickly and safely to the closest airport or airfield;
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the latter problem is of interest for typical terminal ATC phase applications. Prior
work in emergency landing includes the abort landing problem in the presence
of windshear [14, 15, 48], and emergency landing during loss of thrust [73].
The latter references generate feasible trajectories using segments of trajectories
corresponding to selected trim condition maneuvers. The search results are however
limited to those that can be generated by connecting trim state trajectory segments
with stable transitions. Because the unstable flight conditions are not considered
in the search, the algorithm cannot identify any feasible trajectories containing
unstable flight modes. Furthermore, the path length is used as the search criterion,
which is less appropriate when compared to flight time for emergency landing,
or fuel consumption for normal flight. Related work includes the investigation of
Atkins et al. [1], where the problem of emergency landing due to the loss-of-thrust
was studied using a hybrid approach. A two-step landing-site selection/trajectory
generation process was adopted to generate safe emergency plans in real time under
situations that require landing at an alternate airport. In the trajectory generation
routine, a heuristic path planner was used to generate a three-dimensional trajectory
connecting the current position of the aircraft to the runway, which consists of
straight lines and circular arcs. This method is fast and simple. However, it is
limited to conservative aircraft maneuvers (typically Dubins paths) in order to
reduce the chance of obtaining an infeasible trajectory. As a result, the optimality of
the generated trajectory could be unacceptable for emergency landing, and further
research is necessary to reduce such a conservatism.

In our approach, we start with the assumption that the path to be followed by the
aircraft is given. Note that this does not mean that the trajectory to be followed
is given. A trajectory requires a time-parameterized path and it is, indeed, the
main goal of this approach to provide such a time parameterization so as to meet
feasibility along with certain optimality specifications. The assumption that the
path is given is not as unusual or atypical as one may initially think. Commercial
airliners during the terminal landing phase, are required to follow strict Air Traffic
Control (ATC) rules, which guide the airplanes to follow “virtual” three-dimensional
corridors all the way to the landing strip. Furthermore, since our approach leads to
very fast computation of feasible trajectories, one can use the approach over new,
locally modified paths repeatedly till a satisfactory path is found.

To this end, let a path in the three-dimensional space, parameterized by the path
coordinate s, be given as follows: x = x(s), y = y(s), z = z(s), where s ∈ [s0,s f ]. The
main objective is to find a time-parameterization along the path, i.e., a function
s(t), where t ∈ [0, t f ] such that the corresponding time-parameterized trajectory
(x(s(t)),y(s(t)),z(s(t))) minimizes either the flight time t f (emergency landing
case) or fuel (terminal landing operation). As shown in [82] all control (thrust, angle
of attack, load factor, etc.) constraints can be mapped into constraints involving the
specific kinetic energy of the aircraft, E = v2/2 where v is the aircraft velocity of
the form

g
w
(s) ≤ E(s)≤ gw(s),
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for some path-dependent functions g
w
(s) and gw(s). The original problems therefore

reduce to the following simplified problems:
For the Minimum-Time Problem we have

min
T

∫ s f

s0

ds√
2E(s)

(50a)

subject to E ′(s) =
T (s)

m
−D(E(s),s)− gsinγ(s), (50b)

g
w
(s)≤ E(s)≤ gw(s), (50c)

Tmin ≤ T (s)≤ Tmax, (50d)

and for the Minimum-fuel Problem with fixed TOA we have

minT

∫ s f

s0

T (s)ds, (51a)

subject to E ′(s) =
T (s)

m
−D(E(s),s)− gsinγ(s), (51b)

t ′(s) =
1√

2E(s)
, (51c)

g
w
(s)≤ E(s)≤ gw(s) (51d)

Tmin(s)≤ T (s)≤ Tmax(s), (51e)

where D(E(s),s) is the drag, T is the thrust, γ is the flight-path angle, and where
prime denotes differentiation with respect to path length s. The main advantage
of these problem formulations is the dimensionality reduction of the problem that
can be leveraged to solve both of these problems very efficiently and reliably. In
fact, these OCPs are simple enough so that the optimal switching structure of the
optimal solution can be unraveled using the necessary conditions from PMP. For the
minimum-fuel problem the switching structure varies depending on the given TOA.
However, for a given path and a fixed TOA, the structure is uniquely determined.
This helps tremendously the convergence properties of the algorithm.

The overall architecture for optimal on-line trajectory generation is shown in
Fig. 17. As shown in this figure, the method first generates a trajectory by assigning
an optimal time parameterization along the path given by the geometric path planner
via the solution of one of the previous two optimization problems. If the trajectory
is feasible, then it is used as an initial guess for the numerical optimal control
solver. Meanwhile, such a feasible trajectory is also stored as a back-up plan in
case of the failure of the NLP solver. If the trajectory generated by the time-
optimal path tracking method is not feasible, then the path is revised using the
path smoothing method described in [85], and the optimization is applied again
to the smoothed path. The process is repeated until either the trajectory is feasible,
or the maximum number of iterations is reached. If no feasible trajectory can be
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obtained after reaching the iteration limit, the infeasible trajectory is passed to
the numerical optimal control algorithm, which makes a last attempt to produce
a feasible trajectory. If this last attempt is not successful, then it does not exist a
feasible trajectory that solves the problem.

6 Path Planning Techniques via Natural Language
Processing and Mathematical Programming: A Paradigm
for Future Aircraft Trajectory Management

Aircraft trajectory planning has reached enough maturity to shift the trajectory
planning problem from the mathematical optimization of the aircraft trajectory to
the automated parsing and understanding of desired trajectory goals, followed by
their re-formulation in terms of a mathematical optimization program. To a large
extent, we propose a possible evolution of the Flight Management System currently
used on all transport aircraft to become a full-fledged autonomous logic that may
also be used on unmanned aerial vehicles as an alternative to the current -and bulky-
Remotely-Piloted Vehicle (RPV) paradigm. What follows is a direct extension of
work originally presented in [63].

The overall proposed architecture is shown in Fig. 18. It consists of several
nested feedback loops. At the operator level, the information is presented to the
operator in the form of sentences expressed in natural language (e.g. that used by
air traffic control phraseology). At the level of trajectory planning automation, the
information is presented as a mix of continuous parameters (aircraft position and
speed), and discrete parameters describing mission status (completed tasks, tasks
remaining to be completed). The operator formulates the vehicles’s goals (e.g. flight
plans) using natural language. A natural language interpreter and task scheduler
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transforms the operator’s requirements into tractable mathematical optimization
programs that may be executed by the vehicle through its flight control computer.
The vehicle’s innermost dynamics (that consist of raw vehicle dynamics and
stability augmentation system), although critical to vehicle stability, are not shown.

6.1 Natural Language Parsing and Generation

The main goal of using a Natural Language Interface (NLI) for interacting with a
computer-based system is to minimize the workload on the operator. Using normal
English sentence commands and reports indeed allows an operator to communicate
efficiently and effectively with an aircraft, as if it were a human pilot. The NLI
module that we have developed for demonstration purposes consists of two major
components. The first one takes sentence commands from the operator (presumably
an air traffic controller) and turns them into a formally coded command that looks
like the formulation of an optimization problem. The second component takes a
coded command set from the aircraft and generates natural language responses for
the air traffic controller to interpret. A sample dialog between the human operator
and the machine could be as follows:

Controller: Flight AA1234, this is Air Traffic Control.
Aircraft: Go ahead, Air Traffic Control.
Controller: Add new waypoint. Proceed to waypoint Echo-Charlie 5 in minimum

time. and wait for further instructions after the task is completed
Aircraft: Roger. Acknowledge task information - proceeding to waypoint Echo-

Charlie 5.
Controller: AA1234, out.

The NLI module analyzes the natural sentences produced by the air traffic
controller using parsing, which is the process of converting an input sentence,
e.g. “Proceed to waypoint Echo-Charlie 5 in minimum time,” into a formal
representation. The latter is typically a tree structure which can in turn be translated
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into an explicit formal command. In our system, parsing consists of first applying
entity extraction to all the individual concepts (e.g. “Flight AA1234” or “Echo-
Charlie 5”) and then combining these concepts through cascades of finite-state
transducers using techniques derived from those described in [58]. While natural
language processing represents our progress so far, it is easy to imagine that it
could now be completed by a voice recognition device to further ease the level of
communication between controller (or operator) and aircraft.

6.2 Task Scheduling and Communications Interfacing

The task scheduling and communications processing components are designed to
centralize all of the aircraft mission processing in one module. Together with the
Natural Language Interface, it provides flexibility for an operator to insert and
change flight plan during the flight. The aircraft software keeps track of the flight
tasks, waypoint locations and known obstacles to pass on to the guidance algorithm.
The communications processing component provides the air traffic controller or
operator with the authority to send commands and receive status updates, threat
or obstacle avoidance information and acknowledgement messages. It also provides
remote pilots monitoring the flight with the ability to override the guidance system in
the event of an emergency or error. The system sends threat and override information
to the air traffic controller before any status or update information in an effort to
send the most important data relevant to the demonstration before any auxiliary
information. Input/Output data are processed every 1 Hz frame before the task
planner and guidance step to ensure that the most up-to-date information is used
by the aircraft trajectory planner. The task scheduling component operates like a
Flight Management System and allows the aircraft operator or the air traffic manager
to enter a flight plan using a pre-defined list or as programmed during a mission.
Many additional features may be added to such a task scheduler, such as orders to
follow loiter patterns, “take me home” or low-emission approaches functionalities.
In addition, he or she has the option of providing (in real- time via the NLI) the
optimization metric used by the trajectory generation algorithm (i.e. minimum time,
minimum fuel, or the amount of time to finish the flight). Next, the operator can
either give the aircraft a new plan or change the current plan it is performing.
A “New Plan” command is added to the end of the aircraft task list and is executed
after all of the tasks currently scheduled have been completed. A “Change Plan”
command, on the other hand, modifies the current task performed by the aircraft.
Once a task is completed, it is removed from the list. After each of these actions, an
acknowledgement is sent to the air traffic controller and the updated task information
is included in the data sent to the Trajectory Generation Module.
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6.3 Trajectory Planning

After the Natural Language Interface and Flight Planning and Scheduling compo-
nents have converted the flight plan into a series of tasks for the aircraft to perform,
the Trajectory Generation Module guides the vehicle from one task to the next, i.e.
from an initial state to a desired one, through an obstacle field while optimizing
a certain objective. The latter can be to minimize time, fuel or a combination of
both. Much of the functionality described below becomes increasingly available in
today’s avionics systems, and also include such real-world factors as weather and
wind conditions. For our purposes, 2D scenarios were considered in which special-
use airspace and other no-fly zones are viewed as “obstacles” and detected while
the flight proceeds. The environment is always fully characterized inside a certain
detection region D around the aircraft. The resulting formulation can, however,
be easily generalized to account for any detection shape, such as a radar cone,
and for unknown areas within that shape. Since trajectories must be dynamically
feasible, the aircraft dynamics and kinematics should be accounted for in the
planning problem. For optimization purposes, the vehicle is characterized by a
discrete time, linear state space model (A,B) in an inertial 2D coordinate frame
(east-north). As such, the state vector x consists of the east-north position (x,y)
and corresponding inertial velocity (ẋ, ẏ). Depending on the particular model, the
input vector u is an inertial acceleration or reference velocity vector. In both cases,
however, combined with additional linear inequalities in x and u, the state space
model must capture the closed-loop dynamics that result from augmenting the
aircraft with a waypoint tracking controller. Since the environment is only partially-
known and further explored in real-time, a receding horizon planning strategy is
used to guide the vehicle towards the desired destination.

The destination is denoted by x f and is an ingress/egress state of a waypoint
with a corresponding inertial velocity vector. At each time step, a partial trajectory
from the current state towards the goal is computed by solving the trajectory
optimization problem over a limited horizon of length T. Because of the computation
delay, the initial state x0 = (x0,y0, ẋ0, ẏ0) in the optimization problem should be an
estimate xestim of the position and inertial velocity of the aircraft when the plan is
actually implemented. The solution to the optimization problem provides a sequence
of waypoints (xi,yi) and corresponding inertial reference velocities (ẋi, ẏi) to the
aircraft for the next T time steps. Typically, however, only the first waypoint and
reference velocity of this sequence are given to the waypoint follower, and the
process is repeated at the next time step. As such, new information about the state
of the vehicle and the environment can be taken into account at each time step.
By introducing a cost function JT over the T time steps, the general trajectory
optimization problem can be formulated as to
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Minimizexi,uiJT =
T

∑
i=1

fi(xi,ui,x f )+ fT (xT ,x f )

Subject to

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

xi+1 = A xi +Bui, i = 0, . . . ,T − 1
x0 = xestim
xi ∈ X0, i = 1, . . . ,T
ui ∈ U0, i = 0, . . . ,T − 1
(xi,yi) ∈ D0, i = 1, . . . ,T
(xi,yi)\∈ O0, i = 1, . . . ,T

The objective function consists of stage costs fi(xi,ui,x f ) corresponding to each
time step i, and a terminal cost term fT (xT ,x f ) that accounts for an estimate of the
cost-to-go from the last state xT in the planning horizon to the goal state x f .
The sets X0 and U0 represent the (possibly non-convex) constraints on the vehicle
dynamics and kinematics, such as bounds on velocity, acceleration and turn rate.
Here, the 0-subscript denotes the fact that these constraints can be dependent on
the initial state. Lastly, the expressions (xi,yi) ∈ D0 and (xi,yi)\∈ O0 capture the
requirement that the planned trajectory points should lie inside the known region
D0, but outside the obstacles O0 as given at the current time step i = 0. Note that
they are assumed to hold for x0; if not, the trajectory optimization problem would
be infeasible from the start. As demonstrated in [62], however, despite the detection
region and avoidance constraints, the above receding horizon strategy has no safety
guarantees regarding avoidance of obstacles in the future. Namely, the algorithm
may fail to provide a solution in future time steps due to obstacles that are located
beyond the surveillance and planning radius of the vehicle. For instance, when the
planning horizon is too short and the maximum turn rate relatively small, the aircraft
might approach a no-fly zone too closely before accounting for it in the trajectory
planning problem. As a result, it might not be able to turn away in time, which
translates into the optimization problem becoming infeasible at a future receding
horizon iteration. In [62], a safe receding horizon scheme was therefore proposed
based on maintaining a known feasible trajectory from the final state xT in the
current planning horizon towards an obstacle-free holding pattern. The latter must
lie in the region D0 of the environment that is fully characterized at the current time
step, and is computed and updated online. Assuming that the planned trajectories
can be accurately tracked, at each time step, the remaining part of the previous plan
together with the holding pattern can then always serve as an a priori safe backup
or “rescue” plan. In practice, we have found that formulating the problem of finding
the nominal and rescue trajectories optimization as mixed-integer programs (MIP)
works very well in practice, though such choices are not mandatory and may be
replaced by the other techniques discussed in this paper.
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7 Application to Air Traffic Management

Aircraft trajectory design can be applied in many areas of air traffic managements
like strategic planning, pre-tactical planning, tactical planning, SID-STAR design,
emergency trajectory design, etc.. . . In the following three Air Traffic Management
applications are presented for which trajectory design is critical. The first one
presents the strategic aircraft trajectory planning (optimization approach), the
second one the pre-tactical and tactical planning by light propagation algorithm
(wave propagation approach) finally the last one describes Emergency trajectory
design by optimal control (optimal control approach).

7.1 Strategic Aircraft Trajectory Planning

The aim of strategic planning is to reduce airspace congestion by modifying takeoff
slots and routes for a set of flights on a country-wide scale.We thus considered a
sectorized airspace and a set of flight plans for a given day. For each flight, we
defined a set of alternative routes and a set of possible takeoff slots. Our goal was to
produce an optimal assignment to minimize airspace congestion. Our problem can
be presented as follows:

• We consider all of the flight plans associated with the airspace of a country.
• For each airplane k, we suppose that the following elements are known:

– a set of possible routes (+ associated costs)
– a set of possible takeoff times (+ associated costs)
– the set of flights connected with flight k at departure and arrival points (hub

phenomenon)

We wish to obtain the configuration which allows us to reduce airspace congestion,
minimize cost and respect connection plans.

The architecture of the chosen approach (see Fig. 19) is made up of a traffic
simulator and a genetic algorithm (GA).

The simulator is used in pre-treatment to obtain the data needed for optimization.
It receives flight plans (airplane identification, airplane type, origin-destination,
departure time, flight profile, route as a set of beacons) and constructs airplane
trajectories, while saving the necessary data (sector input and output, flight position
and direction every minute, etc.).

Genetic algorithms simulate the process of natural selection in a hostile environ-
ment linked to the problem under consideration [20]. They use a vocabulary similar
to that found in natural genetics, without neglecting the fact that the underlying
principles involved in the two domains are considerably more complex in their
natural context. We thus refer to individuals in a population, and often individuals
will be reduced to a single chromosome. These chromosomes themselves are made
up of genes which contain the hereditary characteristics of the individual. We also
use principles of selection, crossing (crossover), mutation etc.
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In the context of optimization, each individual represents a point in the state
space to which we associate the value of the criterion to optimize. We then randomly
generate a population of individuals from which the genetic algorithm aims to select
the best specimens while ensuring efficient exploration of the state space.

The optimization algorithm then manipulates possible plannings, represented by
disturbances, in terms of routes and slots, to the initial flight plans.

The optimization generates plannings which are increasingly efficient in terms
of minimizing congestion. The best planning is then put forward as the result of the
optimization process.

This approach has been successfully applied for removing conflict in European
airspace with 32000 aircraft. The purpose of this research is to design a gate-
to-gate conflict free planning by adding way points (inducing a maximum of
10 % extra-distance) and/or by shifting the time on departure (maximum shift:
±30 min). The optimal altitude profiles have been used. Direct route planning
induces �400,000 interactions between trajectories. Figure 20 shows the European
traffic with interaction in red.

Figure 21 represents the conflict free traffic after optimization.
More information about this work may be found in [17].

7.2 Pre-tactical and Tactical Planning by Light
Propagation Algorithm

The objective of the proposed method, based on an analogy with optics, is to find
an optimal 4D trajectory for each aircraft which avoids congestion or conflicts and
minimizes a criterion based on a local metric.
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Fig. 20 Direct route traffic over Europe

Fig. 21 Traffic picture after optimization

Congestion and the protection zone (volume surrounding the aircraft where no
other aircraft may enter) of other aircraft will be modeled as high-index areas. Our
light propagation algorithm (LPA) is designed from a particular aircraft point of
view. It is assumed that the aircraft knows the surrounding aircraft trajectories (the
set of trajectories of the other aircraft is a given input of the algorithm).

Some examples of geodesic trajectories computation are given on the following
Fig. 22 for which the red areas contain high index values.
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Fig. 22 Example of optimal geodesic curves. The red color indicate high index areas

This algorithm has also been used at tactical phase in order to produce conflict
free trajectories. To generate a trajectory, we use a wavefront propagation algorithm
in 2D + time (in order to conform to operational practice, we carry out resolution in
terms of heading, but with a detection method which takes account of altitude) with
temporal sampling (the wave is propagated with a time step dt).

Real flight plans of 12 August 2008 with about 8,000 flights have been used
to produce reference trajectories. The initial trajectories (before conflict resolution)
induce a total number of around 4,000 conflicts. Based on a sliding time window,
trajectory segments are extracted in order to built conflict cluster for which LPA is
applied. To address the conflict resolution, LPA is sequentially applied to aircraft.
We assign a trajectory to the first aircraft disregarding the other aircraft (without
considering any constraints). Then, LPA looks for a trajectory for the subsequent
aircraft by considering the trajectory of the first aircraft as a constraint, and so on,
up to the mth aircraft which considers the m− 1 previous aircraft trajectories as
constraints. In practice, some operational criteria may also be used in order to select
a specific sequence (for instance: first-come first-served rule, some aircraft may have
higher priority, trajectory length, etc.). The time window is then shifted and the
process is applied again.

The algorithm nearly solves all conflicts, with only 28 situations for which
conflict-free trajectories have not been found. However, these situations correspond
to some aircraft being already in conflict at the beginning of the simulation, for
instance at their starting point. Only 1,501 trajectories have been modified to reach
such a conflict-free planning. In many cases, the new computed trajectories are
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Fig. 23 Swissair 111 trajectory reconstruction

shorter than the initial ones (those that follow waypoints), due to the fact that LPA is
searching for the shortest path trajectories and proposes direct routes when possible.
More information about this work may be found in [22].

7.3 Emergency Trajectory Design by Optimal Control

This work presents an application of optimal control for computing backup trajec-
tories in case of emergency. In such a situation, one must be able to design backup
landing trajectories for aircraft that have lost having loose their thrust. The proposed
algorithm begin to find a flyable path to avoid obstacles (Dubins paths generation
with continuous descent), then find a feasible trajectory to follow along this path.

This requires the solution of optimal time parametrization (or velocity genera-
tion) problem. The latter is a one-dimensional optimal control problem that can be
solved very efficiently.

Two cases are presented in the following, the first one is link to the Swissair 111
crash and the second one to the US Air 1549 crash.

On Wednesday, 2 September 1998, the Swiss Air 111 flight crashed into the
Atlantic Ocean southwest of Halifax International Airport (due to fire on board).

The Swissair 111 trajectory is given in Fig. 23.
The algorithm has been applied to this case and has produced several backup

trajectories bringing back the aircraft at Halifax airport as it can be shown in Fig. 24.
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Fig. 24 Swissair 111 case backup trajectories generation in green. The blue trajectory represent
the real flown trajectory

Fig. 25 US Air 1549 backup trajectories in green. The blue trajectory represent the real flown
trajectory ending in Hudson river

This algorithm has also been applied to the US Air 1549 case. On January 15,
2009, the US Air 1549 flight struck a flock of Canada Geese during its initial climb
out, lost engine power, and ditched in the Hudson River off midtown Manhattan.
Again, the algorithm found four backup trajectories bringing back safely the aircraft
the Laguardia airport (see Fig. 25).
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8 Conclusion

This survey has shown several approaches for trajectory modeling. As it has
been mentioned, trajectories are belonging to infinite dimension space for which
dimension reduction has to be implemented. Using trajectory samples vectors
is really redundant and inefficient. After having presented some definitions and
some features of aircraft trajectories, some dimension reductions methods have
been presented in order to be included in an optimization process. Interpolation
and approximation technique have been presented and some information have
also been given about Principal Component Analysis and Homotopy. The next
section has presented wave front propagation approaches and gives some details on
Fast Marching Algorithms, Ordered upwind algorithms and the light propagation
algorithm (LPA). The fourth part has focused on methods coming automatic control
for which vehicle dynamics are explicitly included in the models. Some applications
to air traffic management have also been presented. The sixth part has presented
an original path planning techniques mixing natural language processing and
mathematical programming. Finally, some air traffic management applications have
been presented for realistic cases.
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