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Foreword

The Malaysia–Japan Academic Scholar Conference (MJASC) 2013 was organized

by researchers and student committee members from the Look East Policy (LEP),

which was convened successfully at Meiji University. The LEP was announced by

Malaysia’s fourth prime minister, Tun Dr. Mahathir Mohamad, on 8 February 1982,

and to date more than 15,000 Malaysians have studied or trained at more than

60 universities in Japan. The most important aspect of the Look East Policy is

development of a value system, a work culture and ethic that are compatible

globally. This is the key to our both nation’s success. Malaysia also has a strong

bilateral relationship with Japan, and this significant event for LEP was marked by

gathering students and policy makers as well as their Japanese counterparts at

MJASC 2013, where papers in various fields of study and research were presented.

The first version of this event was held last year: the Malaysia–Japan Academic

Scholar Seminar (MJASS) 2012. MJASS 2012 made a positive impact on the

significance of the Look East Policy, especially on the relationship between Malaysia

and Japan in terms of human capital and the development of both countries. MJASS

2012 also provided an opportunity for Malaysian and Japanese students to gather and

gain knowledge from the keynote speeches, the panel discussions, and the oral and

poster presentations.

The Malaysia–Japan Academic Scholar Seminar (MJASS) is now called the

Malaysia–Japan Academic Scholar Conference (MJASC) as a more suitable name

for an international conference. MJASC provides a unique platform for a diverse

community of constituents involved in the Look East Policy as a medium to

exchange knowledge and information about the latest research. The MJASC pro-

gram includes keynote lectures, panel discussions, poster sessions, and research

presentations—a good platform to promote the gathering and sharing of knowledge.

Thus, MJASC will concentrate on being a major source of information that com-

piles the research and studies of Malaysian and Japanese students here in Japan.

Hiromi Naya

Former President of Meiji University
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Preface

We were honored to welcome the attendees of the Malaysia Japan Academic

Scholar Conference (MJASC) 2013 which was held at the Surugadai Campus of

Meiji University, Tokyo, Japan, November 8–9, 2013.

First and foremost, allow us to take this opportunity to express our gratitude to

the committee members of MJASC 2013 for their dedication and hard work in the

realization of the conference. We would also like to thank all Malaysian and

Japanese academicians who shared their research work at MJASC 2013. Such

contributions allowed them not only to share their research knowledge and exper-

tise, but at the same time to create more opportunities for academicians in Malaysia

and Japan to collaborate in the future.

We believe that this was the best time to hold a conference in the fast-growing

field of technology research. The proceedings that came out of the conference will

be valuable both to contributors and to readers who have common interests in

nanoscience engineering, mechanical engineering, electrical and electronic engi-

neering, computer science, information technology, and related areas. These pro-

ceedings are a source of research findings for Malaysia and Japan specifically and

for other countries in general, among researchers, those in industry sectors, and

government policy makers. They will serve as a useful resource–reference and

platform to reflect the significance of the Look East Policy outcomes and products.

We are confident that these proceedings are of high quality among peer-

reviewed publications. We would like to thank our colleagues on the editorial

board, the first authors, and panel reviewers who have contributed to these confer-

ence proceedings, and the publisher Springer for their support.

Finally, we believe that these proceedings provide the reader with a great

intellectual experience, thus providing the best platform for the future development

and collaboration of Malaysia and Japan.

Sarawak, Malaysia Khairuddin Ab. Hamid

Tokyo, Japan Osamu Ono

Tokyo, Japan Anas Muhamad Bostamam

Tokyo, Japan Amy Poh Ai Ling

December 2013
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Part I

Science and Technology



The Investigation of Zinc-Rich Paint

(ZRP) Behavior in NaCl Solution

by Electrochemical Methods

Azizul Helmi Bin Sofian and Kazuhiko Noda

1 Introduction

Corrosion is a serious problem that industries around the world are facing every

day. Protection of metals from corrosion is a serious concern. Metals are protected

from corrosion not just to reduce the financial cost but also to prevent serious

injuries and several fatalities. As a result, corrosion protection is important and

its significance can be distinguished in three areas. The first area of implication is

economics, comprising of the objective of reducing material losses; the second area

of implication is the revision life and safety of operations while the third is the

management of the metal resources [1, 2].

Zinc primers or paints have been used in various industries for over half a

century. These coatings can be considered to be practical coatings to virtually any

environment demanding long-term corrosion protection [3, 4]. In a comparative

evaluation of inorganic or organic zinc coating, it was established that only metallic

zinc is capable of providing galvanic protection [5].

Zinc-rich paints can be used as a single-coat primer for temporary protection or

as a primer in a multilayer system for long-term protection. The protective mech-

anism of single-coat zinc-rich paint has been studied for zinc-rich epoxy polyamide

and zinc-rich ethyl silicate paints [6]. The life span and residual life of the zinc-rich

primer coatings were evaluated with electrical measurement and are shown by [7].

A.H.B. Sofian (*)

Shibaura Institute of Technology, 3-7-5 Toyosu, Koto-ku, Tokyo 135-8548, Japan
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2 Experimental

2.1 The Preparation of Samples

The test specimens were pure iron (Nilaco Corporation, Japan) with purity of

99.5 % with 10 � 20 � 0.5 mm dimensions were used as a metallic substrate.

The metal substrates were polished with emery papers till #1000. Abraded metal

substrates were then cleansed with ethanol using ultrasonic bath and dried for

15 min prior to spray application. Commercial ZRPs with zinc content of 74 %

and 96 % (Atomic Paint Co. Ltd., Japan) were applied onto the metal substrate as

per manufacturer’s instructions and dried at ambient temperature for 1–2 h under

controlled condition in a laboratory. The metal substrates were coated with 1, 3, and

5 layers respectively. All edges and rear sides of the painting area were sealed with

resin to avoid corrosion of the unprotected area of metallic substrates during

immersion in salt solution. These metal substrates were cured according to the

resin supplier before the tests.

2.2 Potentiodynamic Polarization Measurement

Potentiodynamic polarization measurements were carried out for coated substrate

using the FRA5022 model. Measurements were carried out by applying a potential

of 1.0 V in both positive and negative direction. 0.5 M NaCl was the electrolyte

medium and platinum electrode and Ag/AgCl as counter and reference electrodes,

respectively. Electrochemical measurements were carried out on 20 mm2 area. All

experiments were conducted at ambient temperature. The electrolyte solution was

made from 0.5, 1.0 M NaCl () and bi-distilled water. The potentiodynamic current-

potential curves were obtained by changing the electrode potential automatically

from �1.0 to 1.0 V at a scan rate of 1.0 mVs�1. EIS measurements were carried out

in a frequency range from 100 kHz to 10 mHz with an amplitude of 5 mV peak to

peak using ac signals at open circuit potential.

3 Results and Discussion

3.1 Polarization Measurements

Figure 1 presents typical cathodic and anodic polarization curves recorded for

metallic substrates with different thicknesses in 0.5 M NaCl solution at a scan

rate of 1.0 mVs�1 at 25�C. It is obvious from Fig. 1 that the corrosion potential

for all coated samples is more positive than that marked in the case of 96 % ZRP-5.

4 A.H.B. Sofian and K. Noda



It is observed that the corrosion current density, Icorr, values of ZRP coatings

gradually decrease as the coating thickness increases up to 5 layers and the 96 %

ZRP-5 has the lowest value of Icorr.
The samples coated with 96 % ZRP-5 have the most negative Ecorr value with

respect to the zinc contents. In this case, 74 % ZRP-5 shows a corrosion

potential of �0.45 V versus Ag/AgCl which indicates that the 74 % ZRP-5 is

noble toward the electrochemical corrosion with good barrier effect instead of

galvanic protection compared to the 96 % ZRP coated sample with Ecorr value of

�0.76 V versus Ag/AgCl.

3.2 Electrochemical Impedance Spectroscopy EIS

The impedance behavior of coated metallic substrates in 0.5 M NaCl solution with

various thicknesses of two different zinc concentrations, 74 % and 96 % ZRP, was

studied. Measurements were conducted at the respective corrosion potentials at

25�C, and results obtained are depicted in Fig. 2a. The recorded impedance spectra

are characterized by two relaxation times. The first one corresponded to a high-

frequency (HF) capacitive loop depressed and deformed on its left area, which is

typical of a charge transfer, while the second one could be explained as an inductive

loop in the capacitive plane. When the thickness of the coating increased, a new

loop is weakly initiated and becomes well defined at 96 % ZRP-3 layer coating.

Samples coated with 96 % ZRP-1 show the lowest impedance resistance which

Fig. 1 Polarization cathodic curves of coated metallic substrate with ZRP in 0.5 M NaCl solution

The Investigation of Zinc-Rich Paint (ZRP) Behavior in NaCl Solution. . . 5



indicated that even with less coating, galvanic protection can be achieved, while

96 % ZRP-3 and ZRP-5 layers may provide better protection, not just galvanic

protection but also barrier effect. The presence of thicker coating may facilitate a

strong affinity of zinc particle toward the metallic substrate. Therefore, a metallic

substrate with higher coating thickness shows a higher impedance resistance where

barrier effect comes first and then the galvanic protection takes place.

However, one has to consider that metallic substrates coated with 74 % ZRP

(Fig. 2b) brought a shift of impedance resistance to 9.6 KΩ, a bigger digit compared

to samples coated with 96 % ZRP. Therefore, the influence of zinc contents of ZRP

on the number of coating thickness observed on an EIS diagram was also studied at

0.5 M. The appearance of two capacitive loops can be observed from the Nyquist

plot. The increase in the size of the capacitive loop with the deduction of coating

thickness shows that 74 % ZRP provides barrier effect on the metallic substrate.

The barrier is probably related to epoxy from the paint which acts as a barrier

surface on the metallic substrate. According to Cachet et al. [8] the deformation of

the left part of the HF capacitive loop is associated to the existence of pores on the

surface of the coated metallic substrate with the substrate surface being inactive.

3.3 Conclusions

By employing the EIS technique with polarization measurements, it was shown that

superior galvanic protection efficiency was achieved on metallic substrate coated

with 96 % ZRP. However, 74 % ZRP also exhibits very good corrosion protection

effect which comes from the barrier protection of epoxy resin in paint formulation.

Low concentrations of NaCl (<1 M) solution were found not to be adequate

Fig. 2 EIS Nyquist (a) spectra of 96 % ZRP and (b) 74 % ZRP with various thicknesses in 0.5 M

NaCl solution

6 A.H.B. Sofian and K. Noda



mean to initiate the weakest process to confirm the porous state of coated metallic

substrate. The above measurements of coated metallic substrate with ZRP with

crosscut scribe confirmed the superior healing or corrosion protection when zinc

content of the coating is 96 % ZRP-3,5 layers. Galvanic protection competency of

ZRP depends not only on the quantity of zinc particles used in the formulation but

also on the affinity of zinc particles on metallic substrate. However, the zinc

coatings were shown to provide adequate corrosion protection to the metallic

substrate in NaCl solution and the effect of pores of the size was not particularly

marked.
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An Investigation on Performance of 2D

Simulated Fuel Cells Using Taguchi Method

Teck-Ming Ng and Nooryusmiza Yusoff

1 Introduction

The fuel cell is a device that converts the chemical energy from a fuel into

electricity through a redox reaction with oxygen or other oxidizing agent. Hydrogen

is the most common fuel; natural gas and alcohols such as methanol are frequently

used. Fuel cells are considered as green, reliable, and highly efficient power

generation technology in this century. Among various types of fuel cells, proton

exchange membrane fuel cells (PEMFCs) and direct methanol fuel cells (DMFCs)

are commonly used because of low weight, high current density, easy design, and

low CO2 emission. These are the most promising power sources for transportable

electronic devices and transportation applications [1].

Fuel cells are used for primary and backup power for commercial, industrial, and

residential buildings [2]. The energy efficiency of a fuel cell is generally between

40 and 60 % or up to 85 % if waste heat is captured for use. It is much higher than a

combustion engine, which is usually 30 % efficient.

Lately, there has been a growing concern about acid rain and greenhouse gas

releaseswhich havemade renewable technologies an attractive option [3]. Continuing

work to meet increasing energy demand and also to preserve the global environment,

the development of fuel cell systems with readily available fuels, high efficiency, and

minimal environmental impact is urgently required. But the problem rising now is

how to maximize the performance in terms of current density (A/m2) produced by

PEMFC and DMFC.

In fact, it can be maximized by manipulating operating parameters and design

system variables simultaneously. These variables/parameters can be classified into

two which are processed variable and design variable in fuel cells. Process variable
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includes the direction flow of reactants, pressure and velocity of reactants’ flow,

operating temperature, structure design, and so on, while design variable includes

channel length and width, type and porosity of membrane, and other design

variations of a fuel cell as well. Hence, PEMFC and DMFC were simulated in

this work to identify the best operating condition to deliver the best performance of

a fuel cell system.

The objective of this work is to maximize the current density of a fuel cell by

investigating the effects of fuel and oxidant concentration, membrane properties,

and direction flow of reactants in fuel cells by using Taguchi method.

Taguchi method for design of experiment (DOE), analysis of mean (ANOM),

and analysis of variance (ANOVA) is applied to measure the significance of

4 factors, to determine the optimum configurations of 4 factors, and to estimate

and validate optimal current density. Taguchi method has been effectively applied

in many engineering disciplines. There are four parameters that need to be inves-

tigated with two levels in this work. These parameters include fuel concentration at

anode channel, oxidant concentration at cathode channel, directional flow of reac-

tants, and membrane properties. So, L8 of Taguchi method has been chosen in this

work. Initially, there are 24 which are 16 experiments needed to be carried out for

each fuel cell. But by using Taguchi method, the number of experiments for each

fuel cell is 8. So the amount of experimentation can be reduced to half; thus, it saves

time and resource at all.

2 Literature Review

There are numerous categories of fuel cells, but they all comprise of an anode

(negative side), a cathode (positive side), and an electrolyte that permits electron to

travel between the two sides of the fuel cell [4]. A catalyst oxidizes the fuel at

anode, usually hydrogen or other hydrogen compound, converting fuel into a

positively charged ion and a negatively charged electron. The electrolyte is a

substance specifically designed so ions can pass through it, but the electrons cannot.

Electrons are drawn from the anode to the cathode through an external circuit,

producing direct current electricity. Chemical redox reactions occur at the inter-

faces of the three different sectors. The net result of the reactions is that fuel is

consumed, water or carbon dioxide (DMFC) is formed, and an electric current is

produced, which can be used to power electrical devices as indicated in Fig. 1.
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3 Modeling and Methodology

3.1 Proton and Electron Transport Balance

A conductive media DC application mode describes the potential distributions in

the three subdomains, as shown in Fig. 2 by using the following equations (a ¼
anode, m for membrane, and c ¼ cathode):

∇ � κs, eff∇φsð Þ ¼ 0 in Ωa ð1Þ

∇ � κm,eff∇φmð Þ ¼ 0 in Ωm ð2Þ

∇ � κs, eff∇φsð Þ ¼ 0 in Ωc ð3Þ

Charge transfer current density expression is generally described by using the

Butler–Volmer electrochemical kinetic expression as a boundary condition. For the

electrolyte potential equation, this results in a condition where the inward normal

ionic current densities at the anode and cathode boundaries, ia and ic, are specified
as in below:

ie ¼ Lact 1� εmacð Þjagg,e ð4Þ

Fig. 1 Redox reaction with stoichiometry equations
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3.2 Modeling for Anode and Cathode

The current density can be expressed analytically by solving a combination of the

Maxwell–Stefan diffusion equation and the Butler–Volmer electrode kinetic equa-

tion for agglomerate with constant electric and ionic potentials. The resulting

equations for the current density in the anode and cathode are [6]

jagg,e ¼ �6neF
Dagg

R2
agg

 !
1� λecothλeð Þβe ð5Þ

The dissolved H2 and O2 at the surface of the agglomerates are related to the molar

fractions of the respective species in the gas phase through Henry’s law. The concen-

tration of the species is partial pressure of the species divided by Henry’s constant.

Henry’s constant for oxygen is 769.23 L/atm./mol, while 1,282.05 L/atm./mol is

for hydrogen:

Cagg,H2
¼ pHxH

KH

ð6Þ

Cagg,O2
¼ pOxO

KO

ð7Þ

Fig. 2 Geometry models with subdomain labels
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The potential difference between the cathode and anode current collectors

corresponds to the total cell voltage. The total cell voltage as the boundary

condition at the cathode current collector is as follows:

φs ¼ 0 in ∂Ωa, cc current collector at anodeð Þ ð8Þ
φs ¼ Vcell in ∂Ωc, cc current collector at cathodeð Þ ð9Þ

3.3 Porous Media Transport Balance

Darcy’s law was being applied to specify the fluid flow through a porous medium.

The gas velocity is given by the continuity equation as below:

∇ � ρuð Þ ¼ 0 in Ωa and Ωc ð10Þ

Darcy’s law for porous media states that the gradient of the pressure, the

viscosity of the fluid, and the structure of the porous media determine the velocity:

u ¼ kp=η �∇p ð11Þ

Combined with these boundary conditions, Darcy’s law determines the gas flow

velocity and preserves the total mass conservation in the anode and cathode gas

backing. The main assumptions used in the modeling are as follows [5]:

1. Ignore the formations of the CO2 bubbles and water vapor.

2. Membranes are fully hydrated.

3. Methanol in DMFC is fully consumed at the interface of the cathode membrane

and the cathode catalyst layer.

4. The flow in the electrolyte channel is laminar flow.

5. The fuel cell is isothermal and operates at steady state.

3.4 Design of Experiment

A symmetric 2D simulation flow diagram is shown in Fig. 3. In this work, 2D models

were simulated in COMSOLMultiphysics version 3.5a. First of all, fuel cell geometry

has been drawn in COMSOL. A set of equations involved in this 2D simulation has

been chosen such as Darcy’s law (fluid flow through a porous medium), Maxwell–

Stefan mass transport equation (diffusion in multicomponent systems), Henry’s law

(at constant temperature, the amount of gas that dissolves in a liquid is directly

proportional to the partial pressure of the gas), and Butler–Volmer kinetics

electrochemical kinetic expression as a boundary condition. Next, constants, domain

equations, and boundary conditions involved in this simulationwere specified inFig. 2.

This model consists of 3 domains which are an anode (Ωa), a membrane (Ωm), and a

An Investigation on Performance of 2D Simulated Fuel Cells Using Taguchi Method 13



cathode (Ωc). Each of the porous electrodes is in contact with a gas distributor, which
has an inlet channel (∂Ωa, inlet), a current collector (∂Ωa, cc), and an outlet channel
(∂Ωa, outlet). The same notation is used for the cathode side.

A mesh model has been generated easily for the specification of each tiny

element in this mesh. In this work, the maximum element size for membrane is

50 μm and for both anode and cathode is 10 μm.

Fig. 3 Methodology for 2D fuel cell simulation
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In this work, PEMFC and DMFC models have been simulated and validated by

experimental data. It means that these two models were validated and can work in

real life. If these two fuel cell models were not validated, the developer has to go

back to the early stage, whereby specifying constants, domain equations, and

boundary conditions over again. The next step was running some case studies by

manipulating some parameters on fuel cells.

The implementation of Taguchi method can be illustrated as shown in Fig. 4. At

the top of that is the formulation of a problem which requires defining a main

objective. In this work, the main objective is to maximize the performance of

PEMFC and DMFC by using Taguchi method. Furthermore, it consists of factors

and levels of experiment. Controllable factors A to D were set up in an L8 (24)

orthogonal array. The next step is designing experiments by using orthogonal array.

There are four controllable factors at two levels. An L8 array which consists of eight

rows and four columns was chosen. The row is representing simulation run, and

column represents number of factors in this work. It should be noted that in order to

take enough response of all four variables toward object function, only eight

simulation runs are needed to be done for each fuel cell.

Step 3 is analyzing the results of simulation. Table 1 shows Taguchi orthogonal

array used in this simulation. In this work, there were two statistical tools that have

been used which were ANOM and ANOVA. ANOM is an analysis of mean which

compares means and variances across several groups of result data, while analysis

of variance, ANOVA, is a particular form of statistical hypothesis testing heavily

used in the analysis of experimental data. A statistical hypothesis test is a method of

making decisions using data. Finally, step four is a validation of experimental

result. For each run in Lg orthogonal array, it will yield the highest current density

of the particular fuel cell. A preliminary visualization of trend of each factor’s

average contribution at all 2 levels can be made through response plot. Response

plot is used to identify the optimal design configuration for validating the result

obtained from simulation.

Start

Problem Formulation

Experimental Design

Problem Formulation

Validated?

End

Main Objective
Factor
Level
Orthogonal Array
2D Simulation

ANOM 
ANOVA

No

Yes

Fig. 4 Design of

experiments by using

Taguchi method

An Investigation on Performance of 2D Simulated Fuel Cells Using Taguchi Method 15



4 Results and Discussions

4.1 Data Gathering and Analysis for Fuel Cells

From Fig. 5, PEMFC has better performance (max 3,600 A/m2) than DMFC

(max 3,025 A/m2) whereby the current density difference ΔJe is 575 A/m2 in

optimum operating configuration A2B2C2D2.

4.2 Analysis of Mean (ANOM)

The analysis of mean (ANOM) is a graphical method for comparing a group data by

means to define if any one of the data varies significantly from the overall mean.

ANOM is a type of multiple comparison method. For PEMFC, factor B ranks

number 1, while factor A ranks number 1 for DMFC. It means that factor B is an

important factor for PEMFC and factor A is an important factor for DMFC as

shown in Table 2 below.

4.3 Analysis of Variance (ANOVA)

In statistics, analysis of variance (ANOVA) is a collection of statistical data and

their associated method, in which the variance in a particular manipulated variable

is separated into components attributable to different variations.

Factors are assigned to experimental units by a combination of randomization

and blocking to ensure the validity of the results by using Taguchi orthogonal array.

Factor B (oxidant concentration) affects the most in PEMFC performance, while

factor A (methanol concentration) gives the most impact on DMFC performance.

From ANOM plot, A2B2C2D2 is the best configuration for PEMFC and DMFC

Table 1 Taguchi

orthogonal array
Experiment

Factor

A B C D

1 1 1 1 1

2 1 1 2 2

3 1 2 2 1

4 1 2 1 2

5 2 1 2 1

6 2 1 1 2

7 2 2 1 1

8 2 2 2 2
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as shown in Table 3. It gives the maximum current density for both these fuel

cells. Higher fuel and oxidant concentration accelerate redox reaction in fuel cells,

counter-current flow of reactants maximizes the transfer rate of heat and mass, and

by using Nafion® 211 membrane, there is more hydrogen ion that can pass through

the membrane to combine with oxygen to form water and produce electricity.

4.4 Validation of Taguchi Method

For each case study in this project, there are eight combinations of experimental

runs for each fuel cell. By simulation design, only one will yield the highest current

density. Initial visualization of trends of each factor contribution at all levels is

possible through a main effect plot. Here, average values of factor k xkl are plotted
against all 2 levels in this project. The effect plot may be used to detect optimum

design configuration for the purpose of verifying the results. An additional exper-

iment is run to compare both experimental and calculated outputs (current density).

Table 2 ANOM table for PEMFC and DMFC

Level

PEMFC DMFC

A B C D A B C D

1 (A/m2) 3,080.50 2,973 3,052.75 2,979 1,454.75 1,990.75 2,002 1,798.5

2 (A/m2) 3,243.75 3,351.25 3,271.50 3,345.25 2,608.75 2,072.75 2,061.5 2,265

Mean 3,162.13 3,162.13 3,162.13 3,162.13 2,031.75 2,031.75 2,031.75 2,031.75

Effect 163.25 378.25 218.75 366.25 1,154 82 59.5 466.50

Rank 4 1 3 2 1 3 4 2

Fig. 5 Simulation result in Taguchi table
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The calculated optimum current density xopt is obtained as shown in Table 4 by

summing up global mean x with maximum deviations of average of 4 factors over

all 2 levels, xkl, from its corresponding average xk:

xopt ¼ xþ
XK

k¼1
max xklð Þ � xk

h i
; 8l ¼ 1, . . . ,L, ð12Þ

where

xk ¼ x; 8k ¼ 1, . . . ,K ð13Þ

5 Conclusion

In conclusion, the main objectives of the project have been successfully achieved.

These models enable us to view in two-dimensional and study the effects of fuel and

oxidant concentration, reactants’ flow direction, and membrane properties over the

full range of operating current densities and performance. There is a good agree-

ment between the results of the 2D simulated models and the experimental data in

the validation section in Sect. 4. In this work, oxidant concentration in the cathode

channel has much influence on current and power density of PEMFC, while fuel

concentration in anode channel is the main effect that affects DMFC’s performance.

Nomenclatures

ci, agg Concentrations of agglomerate surface (mol/m3)

ci, ref Reference concentrations (mol/m3)

Dagg Agglomerate gas diffusivity (m2/s)

Dij Maxwell–Stefan diffusivity matrix (m2/s)

E “a” (anode) or “c” (cathode)

F Faraday’s constant (C/mol)

i0a/c Exchange current densities (A/m2)

jagg, a/c Current densities in agglomerate model

K Henry’s constant (Pa·m3/mol)

kp Electrode’s permeability (m2)

Lact Active layer’s thickness (m)

M Concentration (mol/L)

ne “Charge transfer” number (1 is anode, 2 is cathode)

p Pressure (Pa)

R Gas constant

Ragg Agglomerate radius (m)

S Specific area of the catalyst (m)
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T Temperature (K)

u Velocity (m/s)

u Gas velocity (m/s)

w Weight fraction

x Mole fraction of the species

εmac Porosity (the macroscopic porosity)

η Gas viscosity (Pa/s)

κm, κm, eff Membrane ionic conductivity (S/m)

κs, eff Effective electronic conductivity (S/m)

ρ Density of the gas phase (kg/m3)

φm Potential (V) in the membrane phase

φs Potential (V) in the solid phases

References

1. Smirnov A, Burt A, Celik I (2006) Multi-physics simulations of fuel cells using multi-

component modeling. J Power Sources 158(1):295–302

2. Dyer CK (2002) Fuel cells for portable applications. J Power Sources 106(1–2):31–34

3. Colpan CO, Funga A, Hamdullahpur F (2012) 2D modeling of a flowing-electrolyte direct

methanol fuel cell. J Power Sources 209:301–311

4. Siegel C (2008) Review of computational heat and mass transfer modeling in polymer-

electrolyte-membrane (PEM) fuel cells. J Energy 33(9):1331–1352

5. Feng L, Cai W, Li C, Zhang J, Liu C, Xing W (2012) Fabrication and performance evaluation

for a novel small planar passive direct methanol fuel cell stack. Fuel 94:401–408

6. Lottin O, Antoine B, Colinart T, Didierjean S, Maranzana G, Moyne C, Ramousse J (2009)

Modeling of the operation of polymer exchange membrane fuel cells in the presence of

electrodes flooding. Int J Thermal Sci 48(1):133–145

An Investigation on Performance of 2D Simulated Fuel Cells Using Taguchi Method 21



Application of Correction Line in Floated

Particle Size Distribution Measurement

Using the Buoyancy Weighing-Pan Method

M.P. Khairunnisa, Y. Ohira, M. Shimadzu,

and S. Yamanaka

1 Introduction

Floating particles’ size distribution measurements have been measured using the

microscopic or the photographic method and the laser diffraction/scattering method

[1–3]. We have looked at the size distribution measurement of floating particles in a

different manner [11, 15–17]. Settling particles are measured using various

methods. One typical method is the sedimentation balance method [4]. Theoreti-

cally, the sedimentation balance method can be applied to floating particles that

include bubbles and liquid droplets.

In this study, we experimentally investigate the applicability of the floated

balance method on measurements of floating particles’ size distribution; then the

correction line will be applied. Floating particles include micro bubbles, liquid

drops, and solid particles, which are smaller than the liquid density. In terms of easy

handling and availability of standard samples, we used hollow glass beads as the

solid particles. The floated particle size cannot be measured by using any other

method except using the laser diffraction/scattering method which is expensive. We

have developed the buoyancy weighing-pan method which is the economically way

to measure floated particle size [7–9, 12–14, 16].

Correction line will be applied to the particle-size distribution that is obtained

from the buoyancy weighing-pan method result. This research had been used

recently in farming industries and material engineering.
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2 Theory

Let us assume the particles are uniformly dispersed in suspension [10]. The

schematic diagram of particle floating is shown in Fig. 1. As shown in Fig. 1 the

volume of the submerged weighing pan V depended on the particles between the top

of the weighing pan and the bottom of the pan in the suspension. The initial density

of suspension ρS0 and the particle mass in the weighing pan m0 in suspension at

t ¼ 0 is given by the following equations [1]:

ρso ¼
mo

v
þ 1� mo

vρp

 !
ρ

L
ð1Þ

M0 ¼ VρPan � VρS0 ¼ V ρPan � ρS0ð Þ, ð2Þ

where the liquid density is ρL, the particle density is ρP, and the initial concentration
of suspension is m (kg–solid/m3–suspension). As shown in Fig. 1, the concentration

of suspension m decreases with time, because large particles have floated. The

density of suspension ρS and the apparent mass of the pan M in suspension at t ¼ t
is given by the following equations:

ρS ¼
m

V
þ 1� m

VρP

� �
ρL, ð3Þ

M ¼ VρPan � VρS ¼ V ρPan � ρSð Þ ð4Þ

As shown in Fig. 1c, the concentration of suspension m is finally zero, because

small particles also have floated. The final density of suspension ρSF and the final

Fig. 1 Schematic diagram of particle floating
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apparent mass of the weighing pan MF in suspension at t ¼ tF are given by the

following equations:

ρSF ¼ mF

V
þ 1� mF

VρP

� �
ρL, ð5Þ

MF ¼ VρPan � VρSF ¼ V ρPan � ρSFð Þ ð6Þ

Equation (10) shows the mass balance of particles in suspension:

m ¼ mF

ðxmax

xi

f xð ÞdxþmF

ðxi
xmin

v xð Þt
h

f xð Þdx, ð7Þ

where v(x) is the floating velocity of the particle and f(x) is the mass frequency of

the particle size x. Differentiating Eq. (11) with respect to time t, we obtain

dm

dt
¼ 0þ mF

ðxi
xmin

v xð Þ
h

f xð Þdx ð8Þ

From Eqs. (7) and (8)

m ¼ mF

ð xi
xmin

v xð Þ
h

f xð Þdxþ dm

dt

� �
t, ð9Þ

mR ¼ mF

ð xi
xmin

v xð Þ
h

f xð Þdx, ð10Þ

And from Eqs. (9) and (10), we obtain Eq. (11)

m ¼ mR þ dm

dt

� �
t ð11Þ

The apparent mass of the submerged weighing pan M is given by Eq. (4). It

gradually decreases from M0 to MF. The volume and the density of the submerged

weighing pan are constant values. Differentiate Eq. (6) with respect to the time t,
and during this time m0 is equal to 0. From that we obtain

ρS0 ¼ m0 ¼ 0, ð12Þ
VρS ¼ m, ð13Þ

dM

dt
¼ � dm

dt
, ð14Þ

M ¼ m0 � m, ð15Þ
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Therefore, from Eqs. (4) and (14), we obtain

M ¼ MR þ dM

dt

� �
t, ð16Þ

MR ¼ m0 � mR, ð17Þ
MR ¼ R ð18Þ

The value of MR is calculated from the tangent line based on Eq. (18). The

cumulative mass percentage oversize is

D ¼ 1� Rð Þ ¼ 1� mR ¼ 1� mF

ðxi
xmin

v xð Þt
h

f xð Þdx ð19Þ

D ¼ 1�M0 �MR

M0 �MT

� �
� 100 ð20Þ

Particle size x is given by the following equation using Stokes formula where g is

the gravitational acceleration, μL is the viscosity of dispersion liquid containing the
dispersant , and ρL is the dispersion liquid density:

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
18μLv xð Þ
g ρL � ρPð Þ

s
ð21Þ

The floating velocity of the particles v(x) is calculated using Eq. (22):

v xð Þ ¼ h

t
ð22Þ

The particle-size distribution of the suspended particles is prepared by calculat-

ing the particle size at each time and then plotting the corresponding mass percent-

age oversize. Thus, the theory of the buoyancy weighing-pan method is similar to

that of sedimentation balance analysis.

3 Experiments

3.1 Experimental Apparatus

Figure 2 schematically illustrates this experiment diagram, meanwhile Fig. 3

shows the photograph of the weighing pan that was made from stainless steel.

The analytical balance (GR-300: A&D Co., Ltd., minimum readout mass 0.1 mg)
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had a below-balance-weighing hook for hanging measurement and was

equipped with an RS-232C interface. The measuring cylinder that was used in

this research was 1 L. During the experiment a personal computer was connected

to an analytical balance with RS-232C, and the data was collected in a 3-second

interval.

Fig. 2 Schematic diagram

of experimental apparatus

for the buoyancy weighing-

pan (BWP) method.

(1) Personal computer,

(2) analytical balance,
(3) RS-232C cable,

(4) hanging wire,

(5) weighing pan,

(6) measuring cylinder,

(7) thermal insulation

vessel, (8) heating panel,

(9) controller

Fig. 3 (a) Weighing pan for the BWP method. (b) Weighing pan for the BWP method
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3.2 Sample Particle

The sample materials that were used in this experiment were hollow glass beads

K37, or also known as Glass Bubbles K37, which was standardized by Japan

Industrial Standards (JIS). The particle-size distributions were measured using the

laser diffraction/scattering method (MT3300EX, Nikkiso Co., Ltd.) and the micro-

graph method (SZX7, Olympus).

3.3 Experimental Conditions and Method

All suspensions had a solid concentration of 10 kg/m3 (ca. 1 wt.%). NaHMP

((sodium hexametaphosphate), Kanto Chemical Co., Inc.) for calcium carbonate

was used as dispersant and ion-exchanged water was used as dispersion liquid.

Both room temperature and liquid temperature were approximately 298 K. Each

suspension was initially stirred for 10 min and the measuring time was 2 h. In this

work, all the particles were in the laminar flow region.

To prepare the suspension, 1,000 mL of ion-exchanged water and the particles to

be tested were mixed in a glass cylinder. This experiment was using the hanging

wire, which did not extend due to the weight of the weighing pan; a weighing pan

was hung from the analytical balance. After thoroughly stirring the suspension, the

weighing pan was set in suspension, and this was recorded as t ¼ 0. The measuring

data, which consisted of time t and the corresponding apparent mass of the

submerged weighing pan M, were recorded on a personal computer. After the

measurements, we calculated the PSD of the tested particles based on the afore-

mentioned theory.

4 Results and Discussion

4.1 Glass Bubbles K37

Figure 4 shows the change in the apparent mass of the pan M–M0 with time when

Glass Bubbles 37 particles were used [5, 6]. The apparent mass of the pan linearly

decreased to approximately 900 s, at which point the Glass Bubbles K37 particles

floated above the pan, and the apparent mass of the pan became constant M1. The

change in the apparent mass was due to the change in the buoyant mass against the

pan as well as particles floated.

Figure 5 shows the PSDs that are obtained from the laser diffraction/scattering

method, the microscopic method, and the BWP method. After we compare the
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BWP method result and the laser diffraction/scattering method and the microscopic

method, the PSDs that determine using the BWP method overall bigger 1 μm than

the laser diffraction/scattering method. By comparing the PSD lines that were

obtained from this method, both of them had the same graph curve, which means

the BWP method can measure the PSDs of Glass Bubbles K37.

Fig. 4 Apparent mass of

the pan as a function of time

(Glass Bubbles K37)

Fig. 5 Particle

distributions of the Glass

Bubbles K37
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4.2 Correction Line

We assume there are time lags between the real 0s and experiment 0s. We need to

calculate the real 0s to get the precise experiment data. From the theory that is given

in the theory section, we can calculate the real 0s.

The final apparent massMF for the Glass Bubbles K37 also can be interpreted as

below:

MF ¼ M0r þ mF

ρP
ρL � ρPð Þ ð23Þ

ΔMcal ¼ M0r �MF, ð24Þ

The real 0s can be calculated by inserting the value of MF, mF, ρP, and ρL. The
value of needed value is shown below:

M0r ¼ MF � mF

ρP
ρL � ρPð Þ, ð230Þ

mF ¼ π

4
D2hC0, ð25Þ

whereMF (from Fig. 4) ¼ 1.621 � 10�3 kg, mF ¼ 1.482 � 10�3 kg, D ¼ 0.05 m,

h ¼ 0.204 m, and C0 ¼ 3.7 kg/m3.

Based on Eq. (230) M0 is equal to 2.511 � 10�3 kg. From that we can calculate

the ΔMcal using Eq. (24).

Figure 6 shows the apparent mass of the pan as a function of time after the

correction was made when the Glass Bubbles K37 was used. Figure 7 shows the

up-close apparent mass of the pan as a function of time after the correction was

made. Both of these graphs show that the real 0s is T0 ¼ +70s.

Fig. 6 Apparent mass of

the pan as a function of time

(Glass Bubbles K37)—after

correction
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Then, to search the correction line, we need to put this T0 ¼ +70s value into

Eq. (26):

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

18μLh

g ρL � ρPð Þ T0 þ tð Þ

s
, ð26Þ

After the calculation, we can get the correction line as shown in Fig. 8. The line

before correction and after correction shows a big difference, where the particle size

was different from 0.1 to 4 μm. The laser diffraction/scattering method and micro-

scopic method gave results similar to that of the BWP method. Hence, the BWP

method can measure the PSD of the Glass Bubbles K37.

Fig. 7 Up-close graph for

apparent mass of the pan as

a function of time (Glass

Bubbles K37)—after

correction

Fig. 8 Particle

distributions of the Glass

Bubbles K37—after

correction
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5 Conclusions

We experimentally investigated the applicability of the BWP method to measure

particle-size distribution. This method is easy, useful, and economical. The results

led to the following conclusions:

1. The particle-size distributions of the Glass Bubbles K37 can be measured using

the BWP method.

2. The precision of particle-size distribution after adding the correction line is

comparable to that obtained by a laser diffraction/scattering method.

3. The buoyancy weighing-pan method is a suitable method to measure floated

particle size in Malaysia because of the easy handling of the machine and its

economic benefits.

Acknowledgments The authors would like to thank K. Nakano and R. Tambun for their

experimental assistance.

Nomenclatures

C Cumulative mass percentage oversize

D(x) Mass oversize of particle size x
f(x) Mass frequency of the particle size x
g Gravitational acceleration (m/s2)

h Submerged length of weighing pan (m)

M Apparent mass of weighing pan at t ¼ t (kg)
m Concentration of suspension

t Time (s)

u Superficial velocity (m/s)

V Volume of the weighing pan (m3)

v(x) Floating velocity of particle size x (m/s)

WB Buoyant mass of the submerged weighing pan in the suspension (kg)

x Particle size (m)

μL Liquid viscosity (Pa s)

ρL Liquid density (kg/m3)

ρP Particle density (kg/m3)

ρPan Weighing-pan density

ρS Density of suspension (kg/m3)

Subscripts

cal Calculation

max Maximum

min Minimum

0 Initial t ¼ 0s
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F Final

L Liquid

S Suspension

r Real

R Mass oversize of particle size
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Fine Pitch Wire Bonding with Insulated

Cu Wire: Free Air Ball and Ball Bond

Leong HungYang, Yap BoonKar, Navas Khan,

Mohd Rusli Ibrahim, and L.C. Tan

1 Introduction

In semiconductor packaging industry, wire bonding is still the main interconnect

technology to form electrical connection between the chips and substrates [1]. How-

ever, as the market trend is moving for lower cost and more I/O with smaller bond

pad pitch devices, this poses challenges in wire bond technology. Increasing gold

prices have pushed Cu wire to become the choice for wire bonding interconnects for

high-density applications such as communication and networking products. How-

ever, Cu wire bonding poses many challenges due to its harder physical property

compared to gold wire and its susceptibility to corrosion [2].

Insulated Cu wire technology is receiving increased attention in the semicon-

ductor industry due to the flexibility in wire bonding design rule offered by the

insulation layer. There is no more concern for wire-to-wire shorts. Longer wire,

crossed wire, touched wire, and simpler wire looping is possible if insulated wire is

used. Insulated wire brings wire bonding interconnection to high-density devices

which have multiple tiers of wires to accommodate more than 1,000 wires per

package. The technology can be adopted easily as it uses existing wire bonding

infrastructure. Cu wire with suitable electrical insulation prevents electrical shorts

between the wires and also allows complex looping for multiple die applications

[3]. Previous research works were focused on insulated Au wire only. Weak stitch

formation which leads to tail short and stoppages during wire bonding is one of the

key challenges. Capillary with roughen tip surface was proposed to improve the

insulated wire stitch bond [4].
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Ball shear, wire pull, and stitch pull for Cu wire are higher compared to Au wire

due to the hardness of Cu wire [5]. The common issues with Cu wire bonding are

increased pad structure damage and excessive Al splash. Excessive Al splash

on bond pad during Cu wire bonding may cause wire-to-wire short between

adjacent bond pads. This poses higher risk to Cu wire bonding especially for

pitch wire bonding and sensitive bond pad with low-k or ultra low-k devices [6].

Besides the above-mentioned challenges, insulation on the wire will pose pro-

cess challenges such as residue-free FAB and good ball bond joints. This study aims

to focus and understand on the behavior of the free air ball and ball bond formation

of insulated Cu wire compared with Cu wire.

2 Experimental

The key materials include 0.8 mil insulated Cu wire and a commercial Cu wire with

4 N purity. Samples were bonded via a commercial wire bonder, equipped with Cu

kit to supply forming gas (95 % N2 5% H2) with gas flow 0.6–0.8 L/min. The

package type is a thermally enhanced BGA with fine bond pad pitch size. The

aluminum bond pad is 1.2 μm in thickness. A suitable capillary with roughened

surface for the 0.8 mil wire was used in this study.

2.1 Insulation Characteristics

Insulated wire is the core wire covered with a layer of organic coating material

coated by the supplier to prevent wire-to-wire short which is shown in Fig. 1.

The organic material is supplier’s proprietary information. The melting point is

around 300 �C.
The coating thickness was verified by ion milling. Five sets of measurements

were taken using FESEM (field emission scanning electron microscopy).

Fig. 1 Insulated wire

cross-section image
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2.2 FAB Characteristics

FAB is formed during electronic flame off (EFO) firing. When high potential

energy is transferred from the electrode to the wire, a spark is induced which

melts the wire to form a spherical ball due to surface tension. A good FAB

determines the quality of the ball bond formation. To study the FAB, a FAB

farming program was developed to bond a large quantity of FAB on the substrate

for inspection as shown in Fig. 2. EFO parameter settings were benchmarked to the

Cu wire.

We defined a list of criteria for a good Cu wire free air ball (FAB) in wire

bonding. Round, spherical, and consistent size must be achieved for Cu wire FAB.

Clean and residue-free FAB is an additional criterion for insulated Cu FAB. To

study this, we used the below methods:

1. Low-power and high-power optical scope inspection

2. SEM (scanning electron microscope) imaging

3. FIB (focus ion beam) imaging

An experiment was carried out to compare the FAB size with a set of EFO

settings between Cu wire and insulated Cu wire. Each setting, a total of 30 mea-

surements, was taken on the FAB size. EFO time was a constant while the EFO

current varied from 40, 45, 50, 55 to 60 mA.

2.3 Ball Bond

The bonding parameters were optimized to ensure the Cu ball is sticking on bond

pad and at the same time not too strong that leads to bond pad damage. Ball bond

strength was accessed by destructive ball shear test and wire pull test at time zero

Fig. 2 Optical image of

FAB forming on substrate
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(T0 h) using Dage 4000 series. The ball shear test is used to measure the integrity of

the ball bond through horizontal shear force. Wire pull test is performed by placing

the hook at the first kink of the ball bond. The minimum limit of acceptable ball

shear is 4.5 g while wire pull test is 3.5 g.

Bonded Cu wire and insulated Cu wire samples were also subjected to isother-

mal aging at 225 �C for 4.5 h in nitrogen gas-purged oven. The purpose of the short

time of thermal aging is to expose the wire-bonded package under a certain level of

thermal stress. It acts as an early indicator to determine the bondability and

reliability of the first bond recipe creation. Ball shear and wire pull tests are the

key responses.

Al remnant and Al splash are also key responses during recipe development.

Al splash is the difference between the measurements of the ball diameter of Y and

Y1 direction. Y is the measurement of the ball diameter when the high-power scope

was focused on the ball while Y1 is the measurement of the same ball diameter

when the high-power scope was focused on the outer ring of the ball at the Y

direction. A total of 16 readings was taken. The Zygo 3-D measurement tool was

applied to determine the amount of Al remnant for the bonded balls. The require-

ment of Al remnant must be more than 0.05 μm of the Al original thickness.

The Zygo measurement was performed on two units (six ball bonds per unit) for

both wires.

Cratering test was performed using phosphoric acid etching solution on six full

bonded samples each for Cu and insulated Cu to ensure no bond pad cratering. All

the bonded wires were etched off, and optical inspection was performed on the bond

pad for both wires.

Six samples of Cu ball and insulated Cu ball bonded samples were baked under

the temperature 225 �C for 2 h to accelerate the IMC growth. Using acid nitrate

etching solution, the IMC coverage was inspected on the bond pad and calculated

using image software tool. The ball bond quality is justified and compared in detail

between the two wires based on the key responses mentioned above.

3 Results and Discussion

3.1 Insulation Characteristics

Based on the FESEM image in Fig. 3, we clearly observed the insulation layer

coating as a different color tone compared to the bare Cu wire. The average coating

thickness was in a range of 100–140 nm which correlates to the thickness informa-

tion provided by the supplier. The measurement results were consistent at five

location points.
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3.2 FAB Characteristics

3.2.1 FAB Roundness and Residue Analysis

Low-Power and High-Power Optical Scope Inspection

Table 1 shows the optimized EFO settings for insulated Cu wire and Cu wire,

respectively. We observed that insulated Cu wire needs 20 % lower EFO current

compared to bare Cu wire to form a similar FAB size.

Both FAB were consistently round and no surface abnormality observed as

shown in Fig. 4. The size of the FAB was measured using high-power optical scope.

SEM Imaging

Thorough inspection was carried out via SEM imaging to confirm the FAB quality.

The insulated Cu FAB has consistent size and roundness, demonstrating that the

EFO parameters are suitable. During the EFO firing, the thin insulation was burned

off exposing the Cu for the ball bond formation. A previous study on insulated Au

wire FAB by Robert Lyn et al. [6] showed that the FAB has watermelon stripe

pattern showing that partial organic coating still remained on the FAB surface. With

the same approach, we were not able to observe the color tone difference between

Fig. 3 FESEM image of

coating layer thickness

measurement

Table 1 EFO current

and EFO time for Cu wire

and insulated Cu wire

EFO setting Cu wire Insulated Cu wire

EFO current (mA) A 0.8A

EFO time (μs) B B
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the insulation layer and bare Cu wire on this insulated Cu FAB even with back-

scatter electron mode imaging. The reason could be that the organic coating was too

thin. The electron beam penetrated deeper into the Cu wire. As a result, only Cu

element was shown in Fig. 5.

FIB Imaging

In Fig. 6, the Cu grain structure was clearly seen on the FAB surface of Cu wire and

ball neck or heat-affected zone (HAZ) surface. However, due to the presence of the

insulation layer on the core wire, there is no visible Cu grain structure on the

insulated Cu wire FAB. A very thin remnant of insulation in watermelon stripe was

seen on the FAB of insulated Cu wire in Fig. 7. The insulated Cu FAB was clean

without any organic residue.

Fig. 4 Optical image of FAB for (a) bare Cu wire and (b) insulated Cu wire

Fig. 5 Backscatter electron

imaging of insulated

Cu FAB
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3.2.2 Energy to Form a FAB

Figure 8 is the graph of FAB size versus a set of EFO currents. We observed that the

Cu wire FAB size is consistently smaller than insulated Cu wire for all the EFO

current settings. It is clearly shown in Fig. 9 under the same bare Cu EFO setting

that the insulated Cu FAB is larger than the Cu bare wire FAB. Insulated Cu wire

consumed around ~20 % lower energy to form a FAB compared to Cu wire. At low

EFO current of 40 and 45 mA, no proper FAB was able to form with Cu wire. From

the microscope, we observed that the Cu wire merely melted, but the energy was not

enough to form a FAB. It is clearly shown that organic coating covered on the Cu

wire could affect the FAB size. The heat loss during the FAB formation could be

Fig. 6 FAB formation of

Cu wire, showing visible Cu

grain structure without any

“watermelon” stripe pattern

Fig. 7 FAB formation of

insulated Cu wire, showing

thin lines of “watermelon”

stripe pattern
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lesser due to the effect of the organic coating covering the wire which requires less

energy compared to the Cu wire to form a FAB. The organic coating constricts the

heat at the tip of the wire [7].

3.3 Ball Formation

3.3.1 Bonding Parameters

Cu wire recipe was taken from the production line as the baseline parameters. It was

found that contact power, contact force, bond power, bond time, bond power, and

bond force were the minimum parameters to prevent NSOP during auto bonding for

the insulated Cu wire bonding. Bond power and bond force are the significant factors

for the desired ball bond height (BBH) and ball bond diameter (BBD) in this study.

These two parameters were selected for further DOE to create the first bond recipe.

Fig. 8 FAB size versus

EFO current for Cu wire and

insulated Cu wire, EFO

time¼ constant

Fig. 9 SEM image of FAB at same EFO setting: (a) bare Cu wire and (b) insulated Cu wire
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We found that insulated wire samples require similar bonding parameters except the

bond power value which is 0.7 times lower than the Cu wire samples to get the

desired ball thickness and size. The ball shape of insulated Cu is no different from Cu

ball bond. Therefore, insulated Cu wire sample requires less demanding ball bond

parameters than Cu wire sample.

3.3.2 Mechanical Test Results

The ball shear test and wire pull measurements passed the minimum requirement.

Ball shear test and wire pull test results for samples subjected to T0 h and T4.5 h at

225 �C for both wires are shown in Fig. 10a, b, respectively. Ball shear strength is

Fig. 10 Ball bond strength

comparison between Cu

wire and insulated Cu wire:

(a) ball shear test and (b)

wire pull test
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comparable between Cu ball bond and insulated Cu ball bond at T0 h and after

thermal aging. No ball lift and lifted metal was observed. The shear mode of

insulated Cu bonded ball is through Al bond pad, similar to Cu bonded ball.

There are no significant differences on wire pull strength for both the wire

samples subjected to T0 h and T4.5 h at 225 �C. Wire pull break modes for both

wires all break at neck. No ball lift or metal lift observed at T4.5 h at 225 �C, but
there were a few wires which gave slightly lower wire pull value after thermal

aging.

3.3.3 Al Splash

Figure 11 shows the optical images of the ball bond and Fig. 12 shows the optical

images of the ball bond focusing on Al splash. The SEM images of Cu and insulated

Cu wire ball bond are shown in Fig. 13. Figure 14 shows the boxplot of the Al

splash measurements for both wires. In this study, insulated Cu wire ball bond has

31 % lesser splash compared to Cu wire ball bond.

The average Al remnant for Cu wire samples is 0.23 μm, while the Al remnant

for insulated Cu wire is 0.1 μm. The minimum spec for allowable Al remnant is

0.05 μm. The Al remnant for insulated Cu bonded ball is 43 % lower than that of Cu

bonded ball. This indicates that the insulated Cu ball is softer although the insulated

Cu wire has applied lower bond power.

Fig. 11 Optical photo of bonded ball shape: (a) Cu wire and (b) insulated Cu wire
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Fig. 13 SEM photo of bonded ball: (a) Cu wire and (b) insulated Cu wire

Fig. 14 Al splash of bare

Cu wire and insulated

Cu wire

Fig. 12 Optical photo of bonded ball focused on Al splash: (a) Cu wire and (b) insulated Cu wire



3.3.4 IMC Test and Cratering

Uniform and larger surface of the bonded ball has to form IMC with the aluminum

pad for a reliable joint. When a new wire material is introduced, a check on the IMC

coverage is critical. Based on the IMC coverage test, insulated Cu bonded ball has

>80 % IMC coverage, comparable to Cu bonded ball. Figure 15 shows the IMC

coverage for Cu and insulated Cu, respectively. Both ball bonds have relatively

similar IMC coverage pattern.

Cratering test was performed, and no bond pad damage and peeling were

observed for Cu wire samples and insulated Cu wire samples. Therefore, the ball

bonding recipe was considered good.

4 Conclusion

A detailed process characterization on the 0.8 mil insulated Cu wire FAB and ball

bond formation was successfully established. Insulated Cu wire ball bonding has

comparable performances as the current Cu wire which is currently running in

production line. As a summary:

1. Spherical, consistent shape, and residue-free FAB of insulated Cu wire were

obtained using forming gas.

2. Insulated Cu wire consumed ~20 % lesser energy than Cu wire to form a FAB.

3. Insulated Cu wire samples require less demanding parameters for ball bond

formation.

4. The bond strength of insulated Cu wire is comparable to that of Cu wire.

5. Insulated Cu wire-bonded ball has lesser Al splash.

Fig. 15 IMC coverage of (a) Cu wire ball bond and (b) insulated Cu wire ball bond
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The insulated wire technology offers a lot of potential for high-density devices

applications. However, in-depth study works are required before high-volume

production. Other areas which are currently under development are stitch bonding

performance and reliability study which will be published in the next paper.
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Effect of Red and Blue Lights

on Photomorphogenesis in Brassica chinensis

Nurul Najwa Ani, Ahmad Nizar Harun, Saiful Farhan M. Samsuri,

and Robiah Ahmad

1 Introduction

Red and blue light-emitting diodes (LEDs) are necessary for plant development and

physiology. Plant morphogenesis and differentiation of plant tissue and cell were

controlled by photoperiod and light quality and quantity [33]. Several studies have

shown that the combination of different light resulted in many positive effects on

growth, development, nutrition, appearance, and the edible quality of plants [11, 14,

23, 28]. The quality of light which refers to the color or wavelength that reached a

plant’s surface was strongly influencing plant growth and development [19]. The

major energy sources for photosynthetic CO2 assimilation in plants were from red

(R) and blue (B) lights. There are studies that examined photosynthesis of higher

plants in the reaction of light spectra. It is well known that R and B ranges have

a maximum reaction for light spectra [6, 20]. Previous studies show that LED

light has strong effect on several plant growth, such as maize [12], grape [38],

banana [10], strawberry [35], potato [17, 31], Chrysanthemum [1, 13, 21, 22],

Withania somnifera [26], Cymbidium [41], Eucalyptus [34], Phalaenopsis orchids

[43], Zantedeschia [18], Lilium [27], Spathiphyllum [36], Rehmannia glutinose
[11, 14], and Euphorbia milii [7].

Past studies have proven the combination of R and B lights in controlled

environments as a lighting source for the effective production of many plant

species, including Brassica chinensis [3, 9, 15, 22, 37, 40, 45, 46]. LED lights are

widely used for plant photomorphogenesis and growth at present. No research is

available on the effects of RB lights on the photomorphogenesis in B. chinensis
grown in hydroponic system in controlled environment with different photoperiod

under low light intensity which is constant at 100 μmol m�2 s�1 photon flux density.
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In order to apply the findings to B. chinensis quality and production, it is important

to investigate the effect of combination of RB with low intensity under different

photoperiod when provided as the sole source of light. Therefore, the hypothesis of

this study was that plants would grow better under RB LED pulse lighting (con-

tinues 1 h lights, 15 min dark in a day) compared to RB LEDs (12 h lights, 12 h

dark). The final goal of the research was to develop a year-round and rapid

production system for fresh, high-quality, pesticide-free, and economically feasible

hydroponic B. chinensis that is produced close to the final retail market.

2 Material and Methods

2.1 Plant Material and Growth Conditions

Seeds of B. chinensis were germinated in sponge cubes (3 � 3 cm) and hydropon-

ically grown for 14 days in an environmentally controlled growth room. The

temperature was at constant 20 �C under a light intensity 100 μmol m�2 s�1 photon

flux density (PFD) for 12 h under RB lights. Uniform-sized seedlings of B. chinensis
at the 3-leaf stage were individually raised in a polystyrene foam cube, then

mounted into a Styrofoam plate with 15 holes, and placed in a container (55.5 �
42 � 13 cm) filled with complete nutrient solution in a control environment room.

The nutrient solution was renewed every week and adjusted to pH 6 and an

electrical conductivity of 2.5 mS cm�1. The air temperature, relative humidity,

and CO2 levels for all treatments were respectively maintained throughout the

experiment at 22/20 �C (day and night), 65 % and 400 ppm under a light intensity

100 μmol m�2 s�1 PFD.

2.2 Light Treatments

Treatments with T1 (12 h lights,12 h dark) and T2 (1 h lights, 15 min dark in a day)

consisted a ratio of 16:4 combination of red (R) and blue (B) light source. The peak

emissions of the B (454 nm) and R (660 nm) LEDs closely coincide with the

absorption peaks of chlorophylls a and b, and the reported wavelengths are at their

respective maximum photosynthetic efficiency [30]. The same light intensity

expressed as photosynthetic PFD of 100 μmol m�2 s�1 was measured daily above

the plant canopy and maintained by adjusting the distance of the LEDs to the plant

canopy. Plants were harvested at 30 days after transplant.
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2.3 Plant Growth Measurements

Measurements included plant height (PH), number of leaf, plant fresh weight (FW),

plant dry weight (DW), moisture content, and leaf area (LA). PH and leaf number

were recorded on the plants in four replicates every week. Measurements included

plant fresh weight (FW), plant dry weight (DW), moisture content, and leaf area

(LA). Plant tissue samples were dried in a drying oven for 48 h at 65 �C before

weighing. The LA (cm2) of every plant was measured by an LA meter (LI-3100,

LI-COR).

2.4 Chlorophyll (chl)

To examine chlorophyll content, chlorophyll was extracted from leaves of five

plants at a similar position for both treatments. Leaves were weighed to 0.1 g (fresh

weight, FW). The sample is added to the bottle and mixed with 20 mL of 80 %

acetone, closed using aluminum foil, and left for 1 week until the leaf turned white.

Optical density was measured with a UV 3101PC scanning spectrophotometer at

663 nm for chlorophyll a and at 645 nm for chlorophyll b [48]. Concentrations of

chl a and chl b were determined from the following equations [29]:

Total chlorophyll mg=Lð Þ ¼ 20:2 D645 þ 0:02 D663

Chlorophylla ¼ 12:7 D663 þ 2:69 D634

Chlorophyllb ¼ 22:9 D645 þ 0:02 D663

2.5 Gas Exchange Measurements

Measurements of net photosynthesis (μmol CO2 m
�2 s�1), leaf stomatal conduc-

tance (mol H2O m�2 s�1), and transpiration rate (mol H2O m�2 s�1) of 20 different

leaves per treatment were monitored using a Portable Photosynthesis System

Li-6400XT (LICOR, USA). To assess the trade-off between CO2 uptake and

water loss, instantaneous water-use efficiency (WUE) was calculated as ratio

between photosynthetic rate and transpiration rate (μmol CO2/μmol H2O). Diurnal

measurements of gas exchange were taken from 0900 h to 1500 h on the fifth

youngest fully expanded leaf of four plants in each replicate for T1 and T2.

Statistical assessment was done on gas exchange parameters at between 1100 and

1200 h, which was presumed to be the diurnal period when photosynthetic rates

would be maximal [8].
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2.6 Statistical Analysis

Statistical analyses were conducted with statistical product and service solutions for

Windows, version 16.0 (SPSS). All measurements were evaluated for significance

by an analysis of variance (ANOVA) followed by the least significant difference

(LSD) test at the p < 0.05 level [23].

3 Results

3.1 Plant Growth and Morphology and Pigment Contents

Results of the photomorphogenesis measurements of B. chinensis are influenced by
two photoperiod light treatments shown in Table 1, and plants showed distinct

growth responses to T1 and T2. Plants FW and DW were the greatest when grown

under T2 treatment as compared to T1. The LA decreased in the order of plants

grown under T1 and the parameters under T2 were significantly higher than under

T1 light. In addition, a normal appearance with plant height (PH) and number of

leaf of the B. chinensis plants were observed. However, plants grown under T1

looked small or even severely dwarfed. Bigger plant sizes with higher moisture

contents were also produced under T2, with the mean of fresh plant weight of

152.78 g and dry weight of 5.76 g and moisture contents of 96.22 %.

Chl a contents of B. chinensis leaves in both treatments were higher than the

respective chl b contents. However, significant differences were observed in pig-

ment contents (chl a, chl b, and total chl) regardless of the photoperiod light

treatment (Table 1).

3.1.1 Leaf Photosynthesis Rate

The diurnal mean leaf photosynthesis rate of B. chinensis under RB (16:4) LED in

different photoperiods is shown in Fig. 1. Plants grown under T2 gave a higher

mean value of 3.557 μmol CO2 m
�2 s�1 compared to T1 with a value of 0.909 μmol

Table 1 Influence of treatment on fresh weight (FW), dry weight (DW), leaf area (LA), chloro-

phyll a (chl a), chlorophyll b (chl b), and total chlorophyll at 30 days after sowing

Treatment

Parameter

FW (g) DW (g)

Moisture

content (%)

PH

(cm)

Number

of leaf

LA

(cm2) Chl a Chl b
Total

Chl

T1 52.78a 2.11a 95.99a 3.59a 10.20a 2.34a 12.07a 9.06a 7.99a

T2 152.50b 5.76b 96.22b 3.74b 11.35b 4.03b 10.57b 7.69b 6.79b

Note: Plants were subjected to two different photoperiods under RB (16:4) lights. Figures with the

same letter superscript within columns are not statistically different using LSD test at P < 0.05

probability level
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CO2 m�2 s�1. Leaf of plant exposed to T1 (12 h light and 12 h dark) and T2

(continues 1 h light and 15 min dark in a day) showed that there were significant

( p < 0.05) differences among both treatments.

3.1.2 Leaf Transpiration Rate

The diurnal mean leaf transpiration rate of B. chinensis under RB (16:4) LED in

different photoperiods is shown in Fig. 1. Similar to photosynthesis, T2 depicted

higher transpiration rate when compared to counterparts within the time frame of

Fig. 1 Brassica chinensis gas exchange measurement under RB (16:4) LED in different photo-

periods were observed for 30 days, and the parameters measured are photosynthesis (a), transpi-

ration rates (b), leaf stomatal conductance (c), and water-use efficiency (WUE) (d). Data for

B. chinensis were hydroponically cultured and represent the mean � standard error of 4 replicate

plants. Vertical bars indicate the value of standard error
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the study. The result of the statistical comparison between treatment means in

30 days shows that there were significant ( p < 0.05) differences among both

treatments.

3.1.3 Water-Use Efficiency (WUE)

The diurnal mean leaf WUE of B. chinensis under various levels of photoperiods is
shown in Fig. 1. The T1 plants recorded higher WUE values than its T2 counter-

parts thus implying that photoperiod influenced the WUE of plants substantially.

Plants grown under T2 gave lower values of WUE 4.54 compared to T1 with values

of 6.79. The result from the comparisons of treatment means for 30 days showed

that there were significant ( p < 0.05) differences among both treatments.

3.1.4 Leaf Stomatal Conductance

The diurnal mean leaf stomatal conductance of B. chinensis under different treat-
ments is depicted in Fig. 1. All plants under T2 conditions gave a higher value of

0.39 mol H2O m�2 s�1 than those in T1. Regardless of treatments, the stomatal

conductance values were relatively higher for T2 plants which also contributed to

higher photosynthesis of the plants. This was due to the impact of stomatal opening

which maintained photosynthetic efficiency without much considerable change in

photoperiod. The outcome of the statistical analysis of treatment means for 30 days

in T1 and T2 revealed that there were significant ( p < 0.05) differences.

4 Discussion

B. chinensis is widely grown in Malaysia, and its production is very important, both

economically and commercially. The spectral quality of lights is the constant

intensity and quantity of different photoperiods emitted by a light source and

perceived by photoreceptors within a plant. Plant yields and quality are the result

of interactions of various environmental factors under which plants are grown.

The present study examined the effects of different photoperiod light spectral

conditions on the yield and quality of B. chinensis grown under the same environ-

mental conditions. The FW and DW was comparatively greater in plants grown

under T2 than under T1. These results indicate that the relationship between FW

and DWwill slightly affect the moisture contents that give a higher result (Table 1).

The greater FW is likely associated with the greater LA achieved under these

conditions. The larger leaf allowed greater light interception, which may have led

to the significant increase in biomass [23]. The induction of the shade-avoidance

syndrome requires the perception of the spectral changes associated with shade,

rather than changes in total light quality [16]. The increase in plant height and
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enhancement of number of leaf as a consequence of pulse light and long photope-

riod found in T2. However, there are significant different shown between T1 and T2

according their growth and will be defined as T2 have a greater growth and

photomorphogenesis impact due to the additional photoperiod that is given in a

pulse condition. From this study, it was shown that long light will affect the growth

and light irradiation of a plant that causes the plant’s height reduction and no

significant changes in total leaf area when given during the night period [32].

According to Wang et al. [42], plant pigments have specific wavelength absorp-

tion patterns known as absorption spectra. Biosynthetic wavelengths for the pro-

duction of plant pigments are referred to as action spectra. Although different

photoperiods for both treatments were applied at the same PFD level, plants showed

significant different absorption spectra of photosynthetic pigments, chl a, chl b, and
total chl (Table 1). Perhaps, the applied PFD level (100 μmol m�2 s�1) had reached

certain minimal PFD, which is essential for sufficient synthesis and activity of

photosynthetic pigments and electron carrier. It was reported by Ref. [39] that

plants with smaller chl contents seemed to use the chl more efficiently than plants

with excessive chl. In this case, chl a, chl b, and total chl in the leaves have

statistically different treatments; the chl contents under T2 were the lowest. This

indicates that B. chinensis grown under T2 might be using chl more efficiently than

grown under T1. Plants grown under both treatments appeared to synthesize more

chl a compared to chl b (Table 1); it is due to the wider spectrum for chl a absorption
and chl a is the molecule that makes photosynthesis possible [4].

The photosynthesis rates recorded (Fig. 1) showed that there are significant

differences among T1 and T2. Another factor that contributed to the decreased in

photosynthesis might be the limited CO2 diffusion into the intercellular spaces of

the leaf as a consequence of reduced stomatal conductance [24]. This consequence

showed that photosynthesis rate was closely related to the changes in the leaf

stomatal conductance. B. chinensis grown under T2 showed that stomatal conduc-

tance might cause high photosynthesis, because once the stomata remain open,

photosynthesis activities will always occur to produce energy that will make food

for plant growth. This indicates that long exposure to light under T2 (1 h light,

15 min dark in a day) will increase the activity of photosynthesis, stomatal con-

ductance, and transpiration rate. In addition, higher stomatal frequency could

facilitate CO2 uptake and thus maintain a high photosynthetic activity [5]. Light

is the energy source for photosynthetic organisms, and light intensity plays an

important role in plant growth. Low light conditions inhibit plant growth and

productivity by affecting gas exchange [47]. In our study, although gas exchange

at T1 showed a low frequency compared with T2, it shows that 100 μmol m�2 s�1

photon flux density is suitable for their growth when induced health photosynthesis,

stomatal conductance, and transpiration. The smaller stomatal frequency could

restrain photosynthesis rates by increasing diffusive resistance to CO2 uptake,

which might reduce the burden of photosynthetic organs [25]. Stomatal conduc-

tance was strongly influenced by light quality, with highest numbers in leaves

grown under RB LED light [44]. It can therefore be concluded that light quality

has an important permanent effect on gas exchange during leaf development.
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WUE showed that there are significant differences between T1 and T2 that consist

of frequency of photosynthesis over the transpiration (Fig. 1). The transpiration rate

was reduced significantly thus resulting in an increased of WUE as water stress

induces stomatal closure. This is in agreement with Arndt et al. [2], which can be

attributed to the postponement of the damaging effects caused by water deficit in

trees through stomatal control.

5 Conclusion

As a conclusion, it was shown that the growth of B. chinensis was promoted by RB

light-emitting diode, 100 μmol m�2 s�1 photon flux density under pulse photope-

riod (1 h light, 15 min dark in a day) in comparison with the normal photoperiod

(12 h light, 12 h darks). In this study, we investigate the photomorphogenesis

response of the combination of red (R) and blue (B) light in different photoperiods.

Based on this study, it appears that the combined RB LEDs induced relatively

higher growth under pulse photoperiod (1 h light, 15 min dark in a day) than normal

photoperiod (12 h light, 12 h dark). More importantly, it induces high growth and

photomorphogenesis in control environment.
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Quiet Standing of Time-Delay Stability

with Derivative Feedback Control

Fitri Yakub, Ahmad Zahran Md. Khudzari, and Yasuchika Mori

1 Introduction

The investigation of time-delay systems has received substantial interest in the last five

decades. Conceptually, time delays arise in the property of a physical system bywhich

the action response is delayed to an applied force or in its effect and often appears in

many practical systems and mathematical formulations such as chemical processes,

electrical and control systems, and economical systems [1]. Figure 1 shows an example

in control system applications including the delay existence on account of the time it

takes regularly to perform and operate in order to obtain the desired information, to

develop decisions of control, and to make and execute the decision making.

Time delay always happens like in traffic flow, a model that refers to the drivers’

delayed reactions, in which the reaction delays rely upon the physiological and

cognitive states of the driver and vary under stimuli actions and physical conditions.

Because drivers require a minimum amount of time in external events to become

conscientious, these delays are very important and critical characteristics of human

driver’s behavior which combine sensing, selection, perception, and response to make

a decision.
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Delay also occurs when analyzing vehicle dynamics stability through antilock

braking system, collision-free traffic flow controllers, and active front steer systems

[2]. Think about driving a car and while turning the steering wheel, the tires do

not respond to the short time period. It means there is a delay between the steering

wheel and the tires. This delay may invite collisions and result in traffic jams and

irregular waves, effects that lead to the presence of casualties on highways and

productivity deficit or losses because of increased travel times [3].

In most cases, the presence of delays may be destructive to the operation of the

dynamical system since it is frequently a source of system instability and also

complicates system analysis and synthesis. For example, a stable feedback system

without any delay may behave unstable due to some delay effects [4]. However,

somehow there are beneficial aspects of the time delay.

Main advantages of time delay are in feedback systems that generate the

reference signal for the minimum required knowledge of the systems [5]. In fact,

the reference signal is not necessarily known for feedback time delay of the system

under control. The introduction of a delay in the system may stabilize or destabilize

the system [6]. Potentially stabilizing and controlling the effect of delay systems is

an inspiration and motivation for exploiting the existence of delays in dynamical

systems over the last five decades [7, 8].

Another example is in supply chain management applications; appropriate and

suitable tuning and modification of the spindle speed in metal machining process

may help in adjusting the delay in purpose to avoid the response chattering that may

deteriorate the process. Adding some delays with intention will allow supply chain

managers to make a decision to observe consumer demand and trends for better

stocking and purchasing decisions [9].

The main objective and scope of this paper are to study the effects of time delay on

system stability in various limitations and advantages that arise that mainly focused

on delay differential equation (DDE) model for a linear time-invariant (LTI)

system. Delay effect of derivative feedback for a single delay system is mentioned

in Sect. 2. Section 3 is dedicated to case study in biology area which is mainly

focused on quiet-standing analysis. Finally, this paper is concluded in Sect. 4.

Fig. 1 Delay in feedback system
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2 Delay as a Derivative Feedback

The most important and popular design method of an LTI system is an eigenvalue

assignment. One of the eigenvalue assignment approaches is to use state-derivative

feedback based on Ackermann’s formula in which the gain matrix is calculated.

The concept has been extended to state-derivative feedback that is useful for

various practical systems including control of vibration or vibration suppression.

By considering the van der Pol equation, which is one of the classical equations has

known as a prototype for systems with exhibiting limit cycle oscillations. It has the

following equation:

€x tð Þ þ ε x2 tð Þ � 1
� �

_x tð Þ þ x tð Þ ¼ g x; t; τð Þ ð1Þ

with x 2 R and ε > 0 for energy dissipation and generation at high and low

amplitudes, respectively. The limit cycle oscillation for the dynamics of the van

der Pol equation disappears under the effect of state-derivative feedback with time

delay when ε is zero. Hence, the right-hand side of (1) can be considered as

g x; t; τð Þ ¼ εk1 _x t� τð Þ þ εk2€x t� τð Þ ð2Þ

where k1 and k2 are the feedback gains and τ is a positive delay. Next, with the

damping van der Pol in (1) and feedback gain in (2), the system description in (1)

becomes

€x tð Þ þ x
�
t
� ¼ ε

�
x2
�
t
�� 1

�
_x
�
t
�þ k1

_x t� τð Þ þ k2€x
�
t� τ

� ð3Þ

Let us linearize the system in (3) about the zero equilibrium that may give the

analysis equation for infinitesimal perturbation as a sample path technique:

€x tð Þ þ x tð Þ ¼ ε _x tð Þ þ k1 _x t� τð Þ þ k2€x t� τð Þ ð4Þ

By defining x1 ¼ x and x2 ¼ _x1 in the state-space form with the chosen feedback

gain to stabilize the system is given in the following state form:

_x tð Þ ¼ 0 1

�1 ε

� �
x tð Þ þ 0 0

k1 k2

� �
_x t� τð Þ ð5Þ

In the case when ε ¼ 0.1 and the state-derivative feedback term is zero which is

k1 ¼ k2 ¼ 0, the system in (5) becomes unstable given its eigenvalues are

0.05 � 0.999j. For the case arbitrarily selected, the real part of the desired right-

most eigenvalue is �1, when τ ¼ 0.085 s and T ¼ 5 s; then, the required gain is

found to be k ¼ [0.69–8.84]. Figure 2 shows the responses for states x1 and x2 are

Quiet Standing of Time-Delay Stability with Derivative Feedback Control 61



unstable for systems without feedback controller, while Fig. 3 shows when the

state-derivative feedback controller is applied to systems; it can stabilize the system

for both states. In this case, all the other eigenvalues are to the left side plane and the

rightmost eigenvalues have exactly their real parts at �1.
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Fig. 2 Comparison of system states without feedback

0 4 8 12 16 20
−0.15

−0.10

−0.05

0

0.05

0.10

0.15

Time (sec)

S
ta

te
s,

 x

state, x1

state, x2

Fig. 3 Comparison of system states with feedback
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Now, let us consider the second-order linear system of the following form:

€x tð Þ � 0:5 _x tð Þ þ x tð Þ ¼ u tð Þ ð6Þ

where x E R and u E R, making the system unstable for the given input, u(t) ¼ 0

because the eigenvalues have positive real part due to the effect of negative

damping, and the result amplitude of the solutions increases exponentially. The

derivative feedback controller of (6) is given by

u tð Þ ¼ �k _x tð Þ ð7Þ

with a value of gain k > 0.1; it changes the open-loop poles and moves it from
unstable in the right-half of the s-plane toward the left-half plane for stable poles.

Here, as the alternative way, we may use the time-delay feedback control law as

follows:

u tð Þ ¼ x t� τð Þ � x tð Þ ð8Þ

with a given gain k; Equation (8) can be explained and related to a confine

difference control law as the form

u tð Þ ¼ �k x tð Þ � x t� τð Þ½ �
τ

ð9Þ

For an example where the small values of the delay τ are chosen such as τ < 0.1,

(8) can approximate the derivative feedback control without time delay in (7) for

k ¼ τ. Based on linear system in (6), it is clear that the system can be stable and

balanced by changing the two poles from the right-half plane into the left-half plane

for any value of τ E (10.1, 1.72). From the above example, it demonstrated and

explained that the system for stability of closed loop can be achieved with taking

into account some delays to approximate and resemble the signal feedback deriv-

atives by designing the suitable and appropriate controllers [10].

3 Quiet-Standing Case Study

Human bipedal stance is very important involving the upper extremities for execu-

tion of tasks. A large body mass keeps the body in straight posture with a small base

of support and its center of mass situated high above that give inherently unstable

position. Human bipedal stance for quiet stance situation of equilibrium control is

represented by the mechanism shown in Fig. 4. In control mechanism point of view,

the main focus on quiet stance is to maintain and control the vertical arrangement

and center of mass equilibrium of the human body. It consists and involves
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analyzing muscle activity at the ankle joint which represents the human ankles

during standing.

Analysis of postural control during quiet-standing balance is a critical factor and

proposes awareness on how humans manage and organize their stability in vertical

circumstance and ability to control and maintain the human body and considers how

humans walk and avoid falling in daily routine activities. The motor command

which is the ankle joint torque during quiet stance can be generated either passively

or actively in order to maintain, stabilize, and control the body. A passive torque

component generated mechanically corresponds to the tension or stiffness produced

by muscle tonus and the tension or stiffness of the joint tissues, i.e., tendons and

ligaments [11]. However, the passive torque is not sufficient enough to prevent the

body from falling by generating the required torques. On the other hand, active

torque component is produced by the central nervous system that controls and

stimulates contractions of muscle depending on the human body dynamics and

kinematics as a feedback information. This torque is influenced and activated by the

external disturbance generating impulsive body sway [12]. Thus, the active torque

as additional component is needed to ensure a behavior stability system.

The entire set of dynamic equilibrium equations for quiet stance can be easily

derived to set up the relationship between the ground reaction forces and the

postural sway angle. Figure 5 shows a free body diagram of the inverted pendulum

which represents the entire human body as a single segment approximation as

shown in Fig. 4 excluding the feet rotating about point A as an ankle joint. Fv and

Fh are vertical and horizontal forces acting at ankle joint, respectively, T is moment

torque acting at ankle joint produced by body muscles, m and I are the mass and

Fig. 4 Quiet standing (may

refer to reference in [9] for

further knowledge)
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moment of the inertia of body above ankle, respectively, l is the distance between
human body center of mass and the ankle, θ is absolute sway angle with respect to

fixed vertical reference at point A, and E is the torque disturbance, which is

sufficiently small compared with other torque contributions [13]. Thus, for model

of human inverted pendulum, the dynamic equation can be approximated as

follows:

I€θ ¼ mgl sin θ þ T þ ε ð10Þ

The ankle joint torque, T, is modeled as

T ¼ k θ þ b _θ þ f P θτð Þ þ f D _θτ
� � ð11Þ

where k is the passive stiffness parameter and b is the passive viscosity parameter.

Both parameters represent the passive feedback torques for the human ankle joint

that related and connected to the constitutive mechanical impedance without time

delay. τ is the neural transmission delay, fp and fd are terms that represent a delay as

a function which determines the active and agile neural human feedback that is

affected by slope angle, θ, and angular velocity, _θ.
The DDE of inverted pendulum in Eq. (10) and ankle joint torque equation in

(11) are mathematically combined and integrated by employing the technique of

Fig. 5 Free body diagram

of quiet standing
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forward Euler where x tð Þ ¼ θ tð Þ, _θ tð Þ� �
, σ is corresponding amplitude from the

sway angle effect, and τ is the feedback time delay. Moreover, the second-order of

motion equation for quiet stance can be reformulated in ordinary DDE as follows:

_x tð Þ ¼ f x tð Þ, x t� τð Þð Þ þ σ ε tð Þ ð12Þ

For the quiet stance task, an isometric torque-exertion task can be used by using

the model of the neuromusculoskeletal (NMS) process since during quiet standing,

it requires a little muscular activity and the changes of the muscle length are very

little and small. Therefore, it can easily and concisely be modeled as a second-order

low-pass system in critically damped [14]. The transfer function G(s) for NMS

system is written as

G sð Þ ¼ KGω2
n

sþ ωnð Þ2 ¼
KG

1
Ts

� 	2

sþ 1
Ts

� 	2
ð13Þ

where Ts is the twitch contraction time, which refers to the time distance from the

initiation of contraction to the peak of the twitch which is the moment at the time

when the created force comes at its peak from the moment during a stimulus or

impulse reaches the body muscle, and KG and ωn are the second-order system

representing the gain and the natural frequency.

From Eq. (13), the system dynamic characteristics can be uniquely determined

and characterized for the body muscle by the twitch contraction time which is

equivalent to the inverse of the natural frequency (Ts ¼ 1/ωn). Take into consider-

ation that both Ts and ωn would perform the system dynamics that encourage a

phase delay instead of function of constant time delay, using a function of fre-

quency domain, and capture the NMS system dynamics characteristics [15]. After-

ward the time delay persuaded through the second-order NMS system is

represented by mechanical and chemical dynamics due to the sliding filament

action and variation of calcium concentration in the muscle fiber, respectively;

the Ts is believed to depend not only on the foot condition and ankle joint, i.e.,

pressure on ligament, joint angle, and foot stiffness, but also on the corresponding

motor task for muscle fiber properties. Therefore, for the quiet-standing postural

conditions, it was required under equivalent condition to identify the NMS system.

Figure 6 shows a block diagram consisting of the proportional-derivative

(PD) controller combined as neural controller that affects animate nerve organs

with given gain parameters KP and KD of the closed-loop quiet-standing system.

Here, the PID controller is not necessarily desirable; thus, PD controller is chosen

for its simplicity. In the case of the larger feedback delay than its critical value, it is

known that a PD controller cannot stabilize an unstable equilibrium system. The PD

controller critical feedback delay, τc, for an inverted pendulum can be given as

follows:
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τc ¼ Tp

π
ffiffiffi
2

p ð14Þ

where Tp is the small oscillation period for the inverted pendulum structure hanging

at its downward position.

Therefore, with a delay of 200 ms based on reference in [16], the main challenge

is how to adjust and eliminate the large neural feedback transmission delay which

can cause instability and danger to the system. The use of standard PD controller

might face a rigid and tight as give and take which leaves small and narrow

boundary or margins for the parameters controller formation. In particular for

stability conditions, KPmust be chosen not too large in order to avoid the instability

delay effect but must be bigger enough for stability conditions in order to supple-

ment and add the inadequate ankle stiffness. The PD controller works and performs

after a length of time t becomes effective as an active correction mechanism comes

forth from the neural controller as illustrated in Fig. 6. On the other hand, for the

quiet-standing damping factor of sway arrangements, it is required that KD be on

larger value, but keep in mind that the upper bound on this gain parameter is

stringent and rigid setting by the feedback delay.

The characteristic equation of quiet standing from the simplifications of the

standard block diagram in Fig. 6 is given as

f s; τKP,KDð Þ ¼ Q1 s;KP;KDð Þ þ e�τ s Q2 s;KP;KDð Þ ¼ 0 ð15Þ

where τ acts as the delayed sensory feedback for the human postural model and Q1

and Q2 are polynomial parameters with a single delay. The aim is to find the

combinations of gains KP and KD such that for a given delay τ, the NMS quiet-

standing model in (13) is stable.

Based on (10) and (11), θτ and _θτ can be approximated by first-order Taylor’s

series yielding to

Fig. 6 Closed-loop control diagram of quiet standing
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I � KDτð Þ€θ þ bþ KD � KPτð Þ _θ þ k þ KP � mglð Þθ ¼ 0 ð16Þ

Here, we can see that when both inertia and damping remain positive, for an

inverted pendulum, the delay tends and aims to diminish the significant damping

and inertia for system stability condition. This is because of the eigenvalues can

solve the following equation:

λ2 þ bþ KD � KPτ

I � KDτ
λþ k þ KP � mgl

I � KDτ
¼ 0 ð17Þ

Based on reference in [17], it is explained and demonstrated that in upright

posture control situation, in order to gain the asymptotic stability, the feedback

controller gains need to be followed and satisfied based on three conditions from

which the KP and KD gains are given with the following equations:

KP > mgl� k
KD < I=τ
KD > τKP � b

ð18Þ

Figure 7 shows the proportional and derivative (P-D) plane parameters which

illustrates and analyzes for the feedback parameters; a triangle would limits and

margin the set of acceptable values. It clearly indicates that when τ decreases, the
triangle area of the P-D plane will increase and move to fulfill the entire first portion

of the critical value to the right given bymgl–k. On the other hand, when τ increases
and reaches a critical value, the triangle area will decrease and vanish, which is

given by the following equation:

τ ¼
bþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ 4I mgl� kð Þ

q
2 mgl� kð Þ ð19Þ

where τ is the inverted pendulum system representing the upright posture for

physical parameters including m, I, l, k, and b. Here, we can see that when the

condition of D > (τP–b) is defective through a Hopf bifurcation, a failure of

stability for the position upright stance would happen. This loss of stability is a

typical rare occurrence that encourages the dynamical system to be in either a stable

or unstable oscillatory manner via equilibrium state instability. This might tend for

unstable core type to an unstable oscillation about the equilibrium in upright

posture. Even when the condition of D ¼ (τP–b), from the linearized equation in

(15), the eigenvalues for the real parts would disappear and toward the system

instability for upright equilibrium loses.
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4 Conclusion

In this paper, the effect of delays to linear time-invariant delay differential equa-

tions modeled in dynamical systems was expressed and explained. This paper

focused on eigenvalue locations and parametric approaches for stability condition

rather than Lyapunov techniques. An example with delay as derivative feedback on

quiet-standing biological case study was analyzed and discussed. This paper is

limited to the study of delays for stability effects based on linear system. Authors

believe that delays of controllers for nonlinear system area have grown fast and

deserve further research and study.
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Social Determinants of Psychiatric Morbidity

Among Malaysian Children

Ali Adli, YT Ooi, YL Tan Isaac, WY Ho Katrina, HM Chai, Seet Ruijia,

KW Teh, and KH Wong

1 Introduction

Social determinants of health interact with each other to elicit a diversification in

health and ultimately mortality. Simply defined, it is the health impact of the social

environment on people living in a particular community [11], also termed as the

causes of risk factors that expose an individual to a disorder or disease, i.e. the

causes of causes [3]. Children psychiatric morbidity has become the topic of great

interest under the perspective of health disparities. The world is experiencing

tremendous growth in the children psychiatric epidemiology over the past

20 years [5].The definitions of caseness differ from encompassing a combination

of outcomes such as the child’s self-concept, reading ability and life skills [1] or

using antisocial behaviours as indicators [7]. Looking into different countries, the

overall prevalence of mental disorder in children is 17.7 % in Australia [19] and

18.1 % in Canada [12].

In Malaysia, psychiatric morbidity is one of the top five burden of diseases in our

society with the overall prevalence of 48.1 % of adult population having some form

of psychiatric morbidity [3]. The psychiatric morbidity in children between the ages

of 5 and 15 is noted to be 20.3 % from the same report. Despite the worrying

accentuation of this problem in Malaysia, the mental health services available for

children have lagged behind when compared to those for adults [9]. Besides, many

parents are still unaware of this problem and remain reluctant to attend their

children to the services [2, 8].
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The severity of psychiatric morbidity in children has urged the researchers in the

related field to conduct continuous studies. In terms of association, gender, age and

racial difference [3, 16–19] are the common socio-demographic factors associated

with children psychiatric morbidity. Other etiological causes or risk factors include

inherent factors influencing the mental growth and progression, biological factors

and tobacco and alcohol exposure during pregnancy [4, 10, 13, 15].

Nonetheless, social determinants of psychiatric morbidity among children provide

alternative ways in explaining the phenomenon. Those social determinants include

family environment [6, 16], economic hardship [9] and education level of caregiver

[16, 22]. These social determinants are able to pose an inequality, particularly to the

disadvantaged social groups when compared with advantaged social groups.

The most studied social determinant is the economic status of an individual, in

this case, the socio-economic status of the caregivers. There is a strong association

between socio-economic status (SES) and psychiatric distress as SES influenced the

social support and social capital which are also social determinants for health [9]. In

Malaysia, children in a family with lower income are more likely to have psychi-

atric morbidity [3, 8, 18]. Family environment includes the marital status and

increasing number of siblings.

Notwithstanding the fact that numerous studies on social determinants of psy-

chiatric morbidity among children have been published, there are limited resources

in Malaysia in which the results are country specific. By addressing the social

determinants of children psychiatric morbidity in Malaysia, appropriate interven-

tions can be designed accordingly to tackle and eliminate the health disparities that

exist within children. Therefore, in this study, we aimed to determine the social

determinants of psychiatric morbidity among children in Malaysia. In addition, we

assessed the prevalence of psychiatric morbidity among children in Malaysia.

2 Method

This cross-sectional study was carried out from April 2012 to Jun 2012. The study

population includes 240 school children and adolescents aged between 5 and

16 years who were studying in primary and secondary levels either in government

or private schools in various states of Malaysia. Ethical clearance for the study was

obtained from UKMMC, and permission to conduct the study at the school was

obtained from the Ministry of Education. Centres which were involved were from

the states of Penang, Selangor, Federal Territory of Kuala Lumpur and Sabah.

These states were selected as each state has different backgrounds and different

social settings. Participants for this study were chosen based on universal sampling.

Questionnaires were completed by the caretakers of the children. The questionnaire

includes socio-demographic data, social determinants and the Reported Question-

naire for Children (RQC). The RQC is a validated 10-item questionnaire used as a

tool to assess children’s mental health [20]. A score of 1 and above indicates

psychiatric morbidity. The score is modified by the researchers of the Malaysian
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Health and Morbidity Survey 2006 to include two additional questions to assess

hyperactivity and inability to concentrate. It was found to have a sensitivity score of

91 % and specificity of 82 %; therefore, indicating that one or more positive scores

on the questionnaire tend to signify some kind of developmental disability, signif-

icant degree of emotional and behavioural disorder and psychotic disorder [3].

The questionnaire was further modified and expanded based on a questionnaire

which was used in a small community study undertaken in Malaysia on the

psychiatric morbidity assessments among secondary school students [18]. Before

the commencement of the study, pretest through face validation with 10 children

identified from a primary school was carried out to validate the reliability of the

modified questionnaire. The questionnaires were distributed to the parents of

students in the schools. All quantitative data were recorded in Microsoft Excel.

Before analysis, data were checked to ensure consistency. The dependent variable

was children psychiatry morbidity, and the independent variables were the various

social determinant factors. To obtain the association between prevalence of chil-

dren psychiatric morbidity and the respective social determinant factors, chi-square

tests and t-test were used. An alpha level of 0.05 was used for statistical tests

indicating presence of association and 0.01 showing very significant level of

association with the confidence level of 95 %. All computation of data was made

using Statistical Package for the Social Sciences (SPSS) for Windows Version 17.0.

3 Results

3.1 Sample Description

A total number of 240 Malaysian children’s and their parents were involved in this

study. Referring to Table 1, the children were aged between 5 and 15 years with a

mean of 10 years 8 months (10.73 � 2.30) from a sample of 86 males and

146 females. Of this number, Bumiputeras summed up to 94 (39.1 %) with

breakdown of 20.4 % Malays, 9.6 % Kadazan, 5.8 % Bajau and 3.3 % Dusun.

90 (37.5 %) were Chinese, 24 were (10.0 %) Indians, 9.6 % were people with

multiethnic and 0.8 % were from other races. The caretakers comprised of their

parents, grandparents or appointed legal guardians. The average age of their

caretakers is 41.38 � 5.53 year. For the marital status of caretakers, 220 (91.7 %)

were married, 7(2.9 %) single parents and 5 (2.1 %) staying together. Among the

caretakers, 102 (42.5 %) underwent tertiary education as their highest level of

education, followed by 74 (30.8 %) who attended upper secondary school and

35 (14.6 %) who attended lower secondary school. 67 (27.9 %) of them had an

average family income of RM5,000 and above, 40 (16.7 %) earn between RM1,000

and RM1,999 and 35 (14.6 %) earn between RM2,000 and RM2,999. Majority of

the respondents’ caretakers are from the private sector (33.3 %). The unemploy-

ment rate among the caretakers is 4.2 %. Majority of the respondents are taught
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Table 1 Socio-demographic details of the respondents

Characteristics n % Mean

Individual factors

Gender

Male 86 35.8

Female 146 60.8

Age (years) 10.73 � 2.30

Respondent’s ethnicity

Malay 49 20.4

Chinese 90 37.5

Indian 24 10.0

Kadazan 23 9.6

Dusun 8 3.3

Bajau 14 5.8

Others 23 9.6

Multiethnic 2 0.8

Family factors

Age of caretakers 41.38 � 5.529

Caretakers’ marital status

Single parent 7 2.9

Married 220 91.7

Widowed 3 1.3

Divorced 4 1.7

Staying together 5 2.1

Number of children in household 3.22 � 1.431

Caretakers’ highest level of education

Primary school 9 3.8

Lower secondary school 35 14.6

Upper secondary school 74 30.8

Vocational school 8 3.3

Tertiary education 102 42.5

Others 7 2.9

Caretakers’ occupation

Government 76 31.7

Private 80 33.3

Self-employed 47 19.6

Retired 1 0.4

Unemployed 10 4.2

Others 24 10.0

Caretakers’ average family income per month

Less than RM400 9 3.8

RM400–RM699 7 2.9

RM700–RM999 16 6.7

RM1,000–RM1,999 40 16.7

RM2,000–RM2,999 35 14.6

RM3,000–RM3,999 33 13.8

RM4,000–RM4,999 28 11.7

RM5,000 and above 67 27.9

(continued)
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their mother tongue (80.0 %) and 74.2 % celebrate traditional festivals at home.

According to the types of school, 131 children (54.6 %) attended national school,

96 children (40 %) attended vernacular school and 6 (2.5 %) attended private

school. Only 21 children (8.8 %) reported being bullied in school.

3.2 Prevalence

Referring to Table 2, there were 42.5 % of children out of a total sample population

with RQC score of 1 and above 102, meaning that they indicated for childhood

psychiatric morbidity. Among them, females have a higher prevalence of 25.8 %

Table 1 (continued)

Characteristics n % Mean

Number of hours sent to day care 3.78 � 11.117

Cultural continuity

Celebration of traditional festivals at home 178 74.2

Teaching of mother tongue 194 80.8

Health behaviour

Recent illness of respondent in the past 2 weeks 28 11.7

Ability to seek medical treatment 168 70.0

Presence of chronic illness 5 2.1

Physical environment

Area of residence

Squatters’ area 22 9.2

Rural 16 6.7

Suburban area 38 15.8

Urban 162 67.5

Clean water supply 229 95.3

Air pollution 49 20.4

Sound pollution 55 22.9

School environment

Type of school

National school 131 54.6

Vernacular school 96 40.0

Private school 6 2.5

Education level

Preschool

Primary school

Secondary school

Bullying in school 21 8.8

Community infrastructure

Safety 212 88.3

Playground nearby 159 66.3

Distance to nearest healthcare service (km) 4.25 � 5.527
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but not significantly different from males at 16.7 % after adjustment. The Indian

ethnic group had the highest prevalence at 10.9 % followed by the Malays and other

ethnic groups at 8.1 %. When combined, the other Bumiputeras collectively have

8.4 % of the sample size with Kadazan at 3.6 %, Dusun at 1.6 % and Bajau at 3.2 %.

The Chinese community has a prevalence rate of 6.9 %. The results of the factors

assessed by the modified Reporting Questionnaire for Children were hyperactivity

22.1 %, slow learners 18.8 % and poor social behaviour 14.6 %.

In their association with social determinant factors, Tables 3 and 4 show that the

respondents’ ethnicity [χ2(1, N ¼ 240) ¼ 28.385, p < 0.01)], Indians were found

to be afflicted the most (83.3 % of cases), followed by Bajau (64.3 %) and Dusun

(50 %). When prevalence was observed based on gender, females were found to be

afflicted more than male with a percentage of 25.8 % but not significantly different

Table 2 Prevalence of psychiatric morbidity

Characteristics n % Mean

Children psychiatric morbidity

Average Responding Questionnaire for Children Score 0.84 � 1.384

Prevalence of psychiatric morbidity

Score of 1 and above 102 42.5

Score of 0 138 57.5

Gender

Male 16.7

Female 25.8

Respondent’s ethnicity

Malay 8.1

Chinese 6.9

Indian 10.9

Kadazan 3.6

Dusun 1.6

Bajau 3.2

Others 8.1

Multiethnic 0.0

Distribution of positive responses of each item of RQC

Does the child appear backward or slow to learn? 45 18.8

Does the child suffer from frequent headaches? 16 6.7

Does the child nearly never play with other children? 35 14.6

Does the child get scared or nervous for no good reason? 28 11.7

Is the child’s speech in any way abnormal? 17 7.1

Does the child sleep badly? 11 4.6

Does the child wet or soil? 23 9.6

Does the child ever has a fit or fall for no reason? 7 2.9

Does the child steal things from home? 2 0.8

Does the child run away from home frequently? 2 0.8

Is the child unable to concentrate? 27 11.3

Is the child extremely active? 53 22.1

76 A. Adli et al.



Table 3 Factors influencing childhood psychiatry disorders (1)

Factors influencing childhood psychiatry disorders

Screened psychiatric morbidity

χ2Case (%) Control (%)

Individual factors

Gender

Male 40 (46.5) 46 (53.5) 0.823

Female 59 (40.4) 87 (59.6)

Age group (years)

5–9 years 24 (38.7) 38 (61.3) 1.441

10–12 years 58 (43.0) 77 (57.0)

13–15 years 17 (51.5) 16 (48.5)

Respondent’s ethnicity (n ¼ 233)*

Malay 23 (46.9) 26 (53.1) 28.385

Chinese 28 (31.1) 62 (68.9)

Indian 20 (83.3) 4 (16.7)

Kadazan 10 (43.5) 13 (56.5)

Dusun 4 (50.0) 4 (50.0)

Bajau 9 (64.3) 5 (35.7)

Other 6 (26.1) 17 (73.9)

Multiethnic 0 (0.0) 2 (100.0)

Social capital

Number of social activities taken part

in the past 12 months

Trust towards others* 35 (36.1) 62 (63.9) 5.128

Trust towards parents 98 (42.8) 131 (57.2) 1.728

Dependency on others 84 (41.8) 117 (58.2) 1.334

Willingness to share feelings 79 (42.9) 105 (57.1) 1.047

Food security

Adequate food 97 (43.5) 126 (56.5) 1.286

No adequate food 3 (30.0) 7 (70.0)

Family factors

Caretakers’ marital status*

Single parent 5 (71.4) 2 (28.6) 11.541

Married 88 (40.0) 132 (60.0)

Widowed 1 (33.3) 2 (66.7)

Divorced 3 (75.0) 1 (25.0)

Staying together 5 (100.0) 0 (.0)

Caretakers’ highest level of education

Primary school 5 (55.6) 4 (44.4) 7.937

Lower secondary school 17 (48.6) 18 (51.4)

Upper secondary school 37 (50.0) 37 (50.0)

Vocational school 3 (37.5) 5 (62.5)

Tertiary education 33 (32.4) 69 (67.6)

Others 3 (42.9) 4 (57.1)

Caretakers’ income class

Low 30 (76.9) 9 (23.1) 11.326

Middle 17 (53.1) 15 (46.9)

(continued)
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Table 3 (continued)

Factors influencing childhood psychiatry disorders

Screened psychiatric morbidity

χ2Case (%) Control (%)

High 7 (33.3) 14 (66.7)

Caretakers’ average family income per month*

Less than RM400 5 (55.6) 4 (44.4) 20.893

RM400–RM699 2 (28.6) 5 (71.4)

RM700–RM999 11 (68.8) 5 (31.3)

RM1,000–RM1,999 23 (57.5) 17 (42.5)

RM2,000–RM2,999 9 (25.7) 26 (74.3)

RM3,000–RM3,999 18 (54.5) 15 (45.5)

RM4,000–RM4,999 12 (42.9) 16 (57.1)

RM5,000 and above 19 (28.4) 48 (71.6)

Caretakers’ occupation

Government 30 (39.5) 46 (60.5) 3.085

Private 37 (46.3) 43 (53.8)

Self-employed 18 (38.3) 29 (61.7)

Retired 0 (0.0) 1 (100.0)

Unemployed 6 (60.0) 4 (40.0)

Others 10 (41.7) 14 (58.3)

Difficulty in managing expenditure

for the past 12 months*

38 (66.7) 19 (33.3) 20.597

63 (35.0) 117 (65.0)

Health behaviour

Recent illness of respondent in past 2 weeks* 17 (60.7) 11 (39.3) 7.268

83 (39.5) 127 (60.5)

Ability to seek medical treatment 68 (40.5) 100 (59.5) 1.798

29 (45.3) 35 (54.7)

Presence of chronic illness in respondents 4 (80.0) 1 (20.0) 6.209

94 (40.9) 136 (59.1)

Area of residence

Squatters’ area 9 (40.9) 14 (59.1) 4.530

Rural 9 (59.3) 7 (43.8)

Suburban area 11 (28.9) 27 (71.1)

Urban 73 (45.1) 89 (54.9)

71 (38.8) 112 (61.2)

School environment

Type of school

National school 77 (58.8) 54 (41.2) 0.414

Vernacular school 53 (55.2) 43 (44.8)

Private school 3 (50.0) 3 (50.0)

Education level

Primary school 82 (41.6) 115 (58.4) 1.128

Secondary school 17 (51.5) 16 (48.5)

*p value < 0.05
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from the rest of the population. The significance of association of caregivers’

marital status to caseness was also proven [χ2(1, N ¼ 240) ¼ 11.541, p < 0.05)].

Remarkably, of those caregivers staying together, all of their children were found to

suffer from some form of psychological morbidity. 75 % of children growing under

divorced parents and 71.4 % raised by single parents were also reported with mental

health problems. The income class is classified accordance to the National Statis-

tical department criteria. It is found that the income class is significantly associated

with caseness with prevalence increases as the income class descends.

[χ2(1, N ¼ 240) ¼ 11.386, p < 0.01].The financial status of caregivers has a

significant role in contributing to the prevalence of childhood psychiatric morbidity

[χ2(1, N ¼ 240) ¼ 20.893, p < 0.05].An average monthly income of RM700 to

RM999 was seen to be positively associated with children with psychiatric mor-

bidity. On the aspect of expenditures management, 66.7 % of caregivers who

experienced difficulty in managing their expenses were associated with their

children’s psychiatric morbidity. In terms of health behaviour

[χ2(1, N ¼ 240) ¼ 7.268, p < 0.05], the highest prevalence of 60.7 % was

observed among respondents reported suffering from illness in the past 2 weeks

prior to the survey. It was also found that the number of children per household was

significantly associated with children suffering from psychiatric morbidity [t-test
¼ 2.007, p < 0.05]. On the other hand, it was observed that some demographic

data and social determinants play no significant role on the prevalence. These

included the age group of respondents, area of residence, type of school and

education level, social exclusion, caretakers’ age, education level, occupation and

health-seeking behaviour.

In order to find out the inequality of social determinants among the sample

population, we analysed the factors found to have significant association with

childhood psychiatric morbidity with the main social determinants, i.e. income

class of caretakers, clearly seen in Table 5. Income class is found to be significantly

associated with ethnicity [χ2(1, N ¼ 240) ¼27.545, p ¼ 0.01)], with Indians more

prone to be in the lower income class. There is no significant difference between the

number of children and income class.

Table 4 Factors influencing childhood psychiatry disorders (2)

Characteristics Group N Mean t-test p

Age (years) Case 99 11.03 � 2.297 1.706 0.089

Control 133 10.51 � 2.288

Age of caretakers Case 100 41.30 � 5.771 �0.186 0.853

Control 133 41.44 � 5.362

Number of children in household Case 100 3.44 � 1.566 2.007 0.046

Control 138 3.07 � 1.308

Distance to nearest healthcare service Case 98 4.67 � 7.051 0.993 0.322

Control 131 3.93 � 4.032
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4 Discussion

In our present research to identify the social determinants of psychiatric morbidity

among Malaysian children aged 5–15, the prevalence rate is found to be 42.5 %

which is twofold higher when compared to the prevalence (20.3 %) found by the

Third National Health and Morbidity Survey in 2006. The large difference in

prevalence is mostly likely due to two factors, elapsed time and sampling area.

The difference between the two previous national health and morbidity survey of

ten years has also seen an increase in prevalence, likewise in our study as corrective

measures planned has yet to bear fruit. In addition to this, the recent increase in

childhood suicidal cases in Malaysia may have led to sensitization among parents

regarding their children’s abnormal behaviours. There is also due to the limitation

on the distribution of respondents which are not adequate to represent the entire

country as in the previous study.

On the individual level, recent illnesses play a role in increasing the caseness. On

family aspects, ethnicity, marital status, income class and family financial status

turned out to be significantly associated with childhood psychiatric morbidity.

Based on our chi-square analysis, ethnicity showed obvious significant effects on

childhood psychiatry (both p < 0.01).

Among the ethnic groups, the Indian community is more susceptible to psychi-

atric morbidity. This finding is similar to the previous national study, whereby

Indians stood at the top with 26.7 % of prevalence among all races [14]. This is most

probably due to the stratification of socio-economical status in Malaysia, whereby

the Indian community, which is the minority race when compared with the Malays

and Chinese, generally tend to have a lower socio-economical status, educational

level and family income in the Malaysian society. The significant association of

income class and ethnicity in the current study also supports this statement. The

lower SES and income create stress within a household and thus resulting in a

non-conducive environment for the children. Besides, studies proved that ethnicity

has influence on the parents’ ability to tolerate children’s behaviour. It has been

Table 5 Social determinants associated with income class of caretakers

Factors associated with income class of caretakers

Income class of caretakers

χ2Low (%) Middle (%) High (%)

Respondent’s ethnicity (n ¼ 233)*

Malay 15 (31.9) 16 (34.0) 16 (34.0) 27.545

Chinese 21 (23.9) 42 (47.7) 25 (28.4)

Indian 12 (50.0) 7 (29.2) 5 (20.8)

Kadazan 7 (30.4) 14 (60.9) 2 (8.7)

Dusun 0 (0.00) 7 (87.5) 1 (12.5)

Bajau 6 (42.9) 3 (21.4) 5 (35.7)

Other 9 (39.1) 5 (21.7) 9 (39.1)

Multiethnic 1 (50.0) 0 (0.00) 1 (50.0)

*p < 0.01
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shown that British parents have higher tolerance level towards hyperactivity than

most Americans [21]. Thus, this might be the explanation why there is significant

difference among Indians and other races, in terms of the difference level of

tolerance to the child’s behaviour. In view of the caretakers’ marital status, the

highest number of psychologically morbid children is found to be those staying

with cohabiting caretakers.

The study also revealed that low financial status is significantly associated with

childhood psychiatric morbidity. Their mental health conditions are found to be

negatively affected with decreasing financial capability. Financially restricted

family is usually associated with lowly educated parents, whereby the lack of

knowledge and awareness in terms of children’s health, together with the financial

constraints, might impede the child with psychological problem from getting proper

treatment.

This type of study has its own limitations. Information was gathered by self-

reporting, including those information about their children’s health and subject to

recall bias. Therefore, in the case of the medically attended conditions, diagnostic

precisions are limited by the respondent’s memory of the diagnostic terms men-

tioned by the doctors hence influenced by his perceptions. Furthermore, if an illness

has not been medically attended to, a proper and accurate diagnosis is substantially

lacking. The household survey requires the use of numerators to gather information.

Other problems include the possible refusal of respondents to be interviewed and

the inability to trace them as identified by the sample. In addition, there were

difficulties in getting larger sample size during the course of the research. Based

on verbal accounts from school authorities and written notes from parents, there

were some level of stigmatization and fear of labelled or associated with mental

illness. Further studies are recommended to correct the weaknesses of this study so

that generalizability and validity are ensured.

To address the mental health inequality among Malaysian children, we proposed

a multilevelled approach to the issue influenced by two main social determinants,

socio-economical status and ethnicity as well as the perception of the disease.

We proposed four main solutions which are to elevate socio-economical status

of high-risk population, improve access and use of psychiatric management,

improve screening programmes and community intervention programmes as well

as improve awareness, subsequently reducing social stigmatization and fear. The

Ministry of Health should also elevate community mental health services from a

subset of primary care and allocate equal funding to both child and adult services.

Child mental health services require unique specificities and needs. Hence, it should

be viewed as a separate field of healthcare, whereby additional funding and policy

development should be considered. Amental health programme should be modelled

from other programmes abroad alongside integrating a multidisciplinary team,

working together with parents, teachers and counsellors to intervene in states of

higher prevalence of psychiatric morbidity. Workshops on child development,

parenting, discipline techniques and mental health should be implemented into the

programme. In aiding the government, we propose that medical schools adopt

schools around their vicinity to carry out the programmewith theMinistry of Health.
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We suggest a partnership with NGOs and mainstream media to plan and produce an

impactful health campaign on a national scale to break the stigma and fear of

childhood mental disorders.

5 Conclusion

Determining the social determinants can help us to reveal the cause or causes of

health disparities so that appropriate solutions can be designed to solve this major

world problem. We think that the most effective solution to eradicate health

disparities is by doing many-sided interventions which take into account the

multiple levels of the socio-economical model, with specific attention to the social,

economic, cultures, policies, health and environmental conditions. This solution

can be applied throughout the world.
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Modelling Community Response

for Ecological Significance Based

on Laboratory Simulations of Variable

Copper Exposure

Khun C. Tan and Carolyn Oldham

1 Introduction

Aquatic ecosystems receiving contaminated urban runoff are being ecologically

degraded globally [1]. The deleterious effects have been attributed to multiple and

highly variable stressors in the runoff. Current approaches for managing urban

runoff are mainly concerned with meeting guideline limits and focus less on the

potential ecological changes to aquatic ecosystems. Similarly, although ambient

biological monitoring can provide information on the changes in community

structure, it cannot establish causality, and hence, it cannot be used to identify the

stressor(s) to be targeted for management actions [2]. In order to protect the aquatic

ecosystems, a risk assessment of ecological changes by runoff is necessary.

Central to the ecological risk assessment is the relationship between stressor and

ecological effect that is essential for establishing causality and for predicting the

effect concentration for a desired level of protection [3]. The relationship between

exposure and effect is often evaluated by statistical or regression analysis. Until

recently, a statistical approach to hypothesis testing of critical effect concentrations,

notably the no-observable and lower-observable effect concentrations, had been

used. The Organisation for Economic Co-operation and Development has declared

this approach scientifically inappropriate due to unconstrained Type II errors and a

high dependency on the test concentration range used in the determination

[4, 5]. On the other hand, a regression approach that relies on a mathematical

model assumes a continuous relationship. The accuracy of the approach is highly

dependent on how well the model describes the exposure–effect relationship.
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The logistic model traditionally used has been found inadequate [6], especially for

positive responses [7], and other regression functions have since been developed.

Brain and Cousens [8] modified the function by including an extra term that will

provide for a peak in the curve. Additionally, as the relationships described by

regression models are empirical, they are deficient as a learning tool for under-

standing the ecological relevance of that relationship. It seems the use of such

models is solely for predicting effect concentrations for risk assessment. An

alternative approach is the conceptual modelling of ecological processes that has

a sound mechanistic basis to enable a better understanding of the links between

stressors and effects. An example is the model of scope for growth based on an

energy budget [9].

Direct determination of runoff stressor-effect relationship using field data is not

feasible due to the complexity of runoff phenomena. It is necessary to use con-

trolled laboratory simulations in combination to evaluate the relationship. In a study

by the authors, a combination of field and laboratory study was used to investigate

the ecological effects of runoff discharge from two urban catchments on the

receiving Swan River estuary in Western Australia [10]. The field study was

conducted to assess the physico-chemical quality of the catchment runoff discharge

and the associated changes in the periphyton community in the receiving estuarine

water. Copper was identified to be a significant stressor in the urban runoff. This

paper describes the modelling of the community response to the laboratory simu-

lation of variable exposure to copper in the runoff.

2 Materials and Methods

2.1 Sampling

An assemblage of periphyton organisms, indigenous to the Swan River estuary,

Western Australia, was colonized on glass substrata, under controlled laboratory

conditions, in a series of seven copper solutions of nominal concentrations between

0.05 and 0.3 mg/L Cu for 2 weeks. The colonized communities were subsequently

exposed for 24 h, to a series of seven copper solutions of higher nominal concen-

tration between 0.16 and 4 mg/L Cu. Both the long-term and short-term treatments,

plus a control, respectively, were done in triplicate. Conditions of the long-term

exposure were made less toxic by the addition of ethylenediaminetetraacetate

[11]. The community response in photosynthetic efficiency was determined as

PSII quantum yield using a fluorometer (WALZ DIVING-PAM). The community

response was taken after the long-term exposure of 2 weeks and after the subse-

quent short-term exposure of 24 h.
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2.2 Modelling of Community Responses

The model of the periphyton community to the variable copper exposure is

described by the following equation:

Y ¼ k 1þ fxð Þ= 1þ exp bþ gxð Þð Þ þ d ð1Þ

where Y is the community photosynthetic efficiency; x is the exposure copper

concentration, in mg Cu/L; k is an inertia parameter defining the initial photosyn-

thetic performance of the community; f is an enhancing factor; b is a decay

parameter; g is a suppressing factor; and d is a correction factor.

The resident organisms within a community respond differentially to the

enhancing and suppressing effects of copper. The model integrates the differential

responses to both the long-term and short-term exposures into a positive and a

negative component. The positive component, denoted by the numerator in the

model, has two parameters: k and f. The parameter k denotes the community inertia

to persist in its initial status of photosynthesis performance that is independent of

the copper concentration of the short-term exposure but is related to the previous

long-term exposure. Therefore, between communities, k accounts for the changes in
the community caused by the long-term exposure. The parameter f defines the

enhancing effect of the short-term exposure on the community, and a first-order

effect was assumed in the first instance.

The negative response component, denoted by the denominator in the model,

describes the decay in photosynthetic activity of the community. An exponential

decay was assumed in the first instance. The parameter b defines the initial decay

that is independent of the copper concentration of the short-term exposure. As with

k, b is related to the previous long-term exposure condition. The parameter g is the

suppressing factor of ambient copper, which is the short-term exposure concentra-

tion. The parameter d is a correction factor, introduced to account for background

signal, including any residual signal in the test sample.

The model parameters were estimated by regression analysis using the “nls”

function of the R computer program (Version 1.7.1 for Windows by Ihaka R and

Gentleman R 1996, accessed date 16 Jun 2003). The response data of the control

community and the communities of long-term treatment at 0.1, 0.2, and 0.3 mg/L

Cu were used for this purpose. For computing purposes, missing data were replaced

by the mean values, and for logarithm computation, zero response measurement

was replaced by the detection limits (defined as 2� standard deviation; standard

deviation was determined by using all low values near zero value).
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2.3 Model Diagnosis

Goodness of fit was evaluated from residual analysis of the predicted and observed

data points. The goodness of fit was evaluated against the traditional logistic model

by comparing values of the Akaike information criteria (AIC), including the second

derivative [12], and the values of the Bayesian information criteria (BIC).

The model was validated using response data of communities not used for the

model calibration process, i.e. the communities long-term treated in 0.05, 0.15, and

0.25 mg/L Cu. The model was used for evaluating ecological risks at various effect

sizes, notably the no-effect concentration (NEC) and the 50 % affected concentra-

tion (EC50). Two additional effect concentrations were proposed. One is the pivotal

concentration (PC), which is defined by the exposure concentration at which a

decline in yield is observed. This is attributed to the dominance of suppressing

effect of copper. Therefore, PC would correspond to the response peak at maximum

yield (Ymax). The second new effect concentration is EC0.5Y, defined as the expo-

sure concentration corresponding to the community performances at 50 % effi-

ciency, the tipping point from ecological fitness. The difference between EC0.5Y

and EC50 is that EC0.5Y defines a performance yield, whereas EC50 defines a

relative performance to a control performance.

The effect concentrations were determined by point estimation using the

Bootstrap method. Resampling with nR ¼ 99 was applied to each series of inde-

pendently observed response measurements of n ¼ 72 from three replicates of

long-term � 3 replicates of short-term � (7 test solutions + 1 control). Case

resampling was non-parametric, random with replacement, stratified, and balanced

[13]. This method was preferred as it does not set explicit requirements on

the residuals and has a more general applicability than resampling of residuals

[13, 14]. The 95 % confidence interval was estimated by bootstrap resampling with

nR ¼ 999, performed on the previously obtained 99 bootstrapped response curves

[15]. For both resampling, the value of nR was selected such that no further

improvements were attainable with further increases [16].

The no-effect concentration (NEC), defined as the limiting concentration at

which the yield declined below the yield at x ¼ 0, was determined by solving for

the roots of the curve function, taking the value of the larger root. The EC50 value

was estimated at 50 % of initial yield. The peak of the response curve corresponding

to (PC, Ymax) was determined by double differentiation of the curve. Estimates of

NEC and ECYmax with values less than zero were taken to have zero value. This

occurred mainly for curves with f < 0. The yield Y0, at x ¼ 0, can be measured or

estimated from (2)

Y0 ¼ k

1þ exp bð Þ þ d ð2Þ

Another relevant endpoint is the tolerance width of the community and is given

by the difference between NEC and EC50. This endpoint expresses the rate of
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declining performance with additional copper stress that can provide an indication

of the exposure concentration allowance the community can withstand before its

performance collapses to below par (i.e. <50 % yield).

New relationships were created by parametric correlation and regression analy-

sis of the variables derived using the model together with observed quantities.

3 Results

The predicted and observed data were linearly correlated with R2 > 0.99, and the

standardized residuals were distributed randomly within �2 standard deviations,

not indicating any distinct trend (Fig. 1). Using the proposed model equation, the

curves fitted are noticeably better than those fitted using the logistic model,

especially for long-term treatment at 0.2 mg/L Cu where positive responses were

observed (Fig. 2). The AIC including the second derivatives and BIC for positive

response curves by the proposed model are more negative in value than by the

traditional logistic model, indicating improved goodness of fit (Table 1) in the

correct order.

The model parameters b, d, f, g, and k, estimated by direct regression on the

observed data and by bootstrap regression, are mostly comparable (Table 2). The

parameter values range within an order: f and k range in the order of less than zero,

while b and g range in the order of one. The value of b is negative. The value of f is
maximum at long-term treatment at 0.1 mg/L Cu. Apart from b and g, which are

linearly correlated (R2 ¼ 0.87), all other parameters are nonlinearly correlated, as

expected from their relationships through the model equation. Both d and k form

quadratic relationship with long-term exposure concentration, respectively

(R2 ¼ 0.95). The other parameters varied sinuously along with the long-term

copper concentration (cubic fit, R2 ¼ 1).

The magnitudes of the effect concentrations were in the order of PC < NEC <
EC0.5Y < EC50 (Table 3). The values of these effect points, within 95 % confidence

interval, are quite distinct between communities, overlapping progressively

towards higher-effect end at and above EC0.5Y and higher long-term exposure

concentration. The tolerance width varied between 0.26 and 0.80 mg/L Cu, max-

imum at 0.1 mg/L Cu and minimum at 0.2 mg/L Cu.

In general, EC0.5Y correlates significantly well with all other effect variables

except Y50, while EC50 does not except with EC0.5Y. Both EC0.5Y and EC50 form a

log relationship with long-term exposure concentration (R2 > 0.89). When data of

all communities (i.e. modelled and test) are included, the R2 values alter nominally

(<0.1). Correlation of Y0 with EC0.5Y is linear (R2 > 0.97), while with long-term

copper concentration, it is a quadratic relationship (R2 > 0.96).

The inertia parameter k was more significantly correlated with the low-effect

variables of Y0, Ymax, and EC0.5Y, whereas the decay model parameters b and g are

significantly correlated more with the higher-effect variable of Y50. Both parameters

b and g correlate linearly with tolerance width (R2 > 0.90). The parameter b also
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Fig. 1 Correlations between predicted and observed responses (in PSII quantum yield) of the

periphyton communities (2-w colonized at 0.1, 0.2, and 0.3 mg/L Cu) to short-term (24-h)

exposure at higher concentrations (range 0.16–4 mg/L Cu), plus the control community
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Fig. 2 Curve fitting of the community response to variable copper exposure using the proposed

model (solid line) in comparison to using the traditional logistic model (dashed line); the

communities were exposed to copper long term (2 w at 0.1, 0.2, and 0.3 mg/L Cu), followed by

short term at higher concentrations (24 h, 0.16–4 mg/L Cu), plus control

Table 1 Comparison of goodness of fit of the proposed model against the traditional logistic

model by Akaike information criteria (AIC) and Bayesian information criteria (BIC)

Long-term exposure

(mg/L Cu)

Model: Y ~ k (1 + fx)/(1 + exp

(b + gx)) + d Proposed model – logistic modela

df

1st-order

AIC

2nd-order

AIC BIC 1st-order AIC 2nd-order AIC BIC

Control 67 �171 �168 �160 2 2 4

0.1 67 �137 �134 �125 0 0 2

0.2 67 �280 �278 �269 �8 �8 �5

0.3 67 �156 �153 �145 1 1 1

Overall mean 67 �194 �191 �183 �1 �1 �1
aMore negative for better fit
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correlates with PC in a quadratic relationship (R2 > 0.93). The enhancement

parameter f, however, is not correlated (at sig. level 0.1) parametrically or

non-parametrically with any of the effect variables. Its threshold is <0.2. The

predicted values of k, Y0, and EC0.5Y for the test communities (i.e. those commu-

nities long-term exposed to 0.05, 0.15, and 0.25 mg/L Cu) using the model are

comparable to the values derived from the response curve plots of the test commu-

nities, respectively (Table 4).

4 Discussion

The model performance was good as indicated by the closeness between observed

and predicted values for the test communities. The goodness of fit of the proposed

model was generally comparable to the traditional logistic model but was better

where responses were positive. This is demonstrated by the response curve of the

long-term treatment at 0.2mg/L. The improvement is attributed to the inclusion of the

f term [8]. Standard regression logistic models such as Gaussian and Weibull, and

other related model functions which are based on a monotonic, sigmoidal relation-

ship, are known to be inadequate for describing positive responses [6, 17, 18].

The positive response to an initial low concentration of contaminant is referred to

as hormesis, which is often attributed to some stimulating effects.

The model provided a means of predicting the exposure risks to copper. Tradi-

tionally, EC50 is the primary measure of toxic effect, selected purely because it is

the most reliable estimate statistically with the smallest confidence interval of 95 %

Table 2 Statistics of model parameters estimated with and without bootstrap resampling

(nR ¼ 99)

Long-term

exposure

(mg/L Cu)

Parameter

statistics b d f g k

Control

community

Bootstrap (SE) 4.8 (1.7) 0.13 (0.01) 0.14 (0.27) 6.1 (1.6) 0.48 (0.02)

Bias �0.2 0 0.08 0.4 0.01

Observed (sig.) �4.8 (1) 0.13 (0) 0.14 (1) 6.1 (1) 0.48 (0)

0.1 Bootstrap (SE) �2.3(1.1) 0.07 (0.02) 0.54 (0.4) 2.7 (0.6) 0.71 (0.25)

Bias �1.4 0 �0.46 0.6 0.12

Observed (sig.) �0.9 (1) 0.07 (0.001) 1 (1) 2.1 (0) 0.83 (0.1)

0.2 Bootstrap (SE) �9.9 (4.4) 0 (0) 0.13 (0.03) 8.4 (3) 0.7 (0.01)

Bias �1.6 0 0.01 1.2 0

Observed (sig.) �13.4 (1) 0 (1) 0.14 (0.01) 12.9 (1) 0.7 (0)

0.3 Bootstrap (SE) �4.8 (1.8) 0.05 (0.02) 0.18 (0.16) 4 (1.2) 0.64 (0.04)

Bias �0.4 0 0.02 0.3 0.01

Observed (sig.) �4.8 (0.01) 0.05 (0.001) 0.18 (1) 4 (0) 0.64 (0)
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and not because of any ecological significance [19]. The effect concentration

EC0.5Y was indicated to be a more meaningful effect concentration on the basis

that it is just as reliable statistically plus it has ecological relevance in relating

copper effects to the long-term exposure concentration of copper and also to the

inertia parameter k and most of the other effect variables.

The significance of NEC as the conventional effect concentration for regulatory

purposes may not be acceptable in the case of copper as an essential nutrient

element of the periphyton community [7]. Our previous study has demonstrated

that the community response to subsequent copper exposure was dependent on the

pre-exposure conditions. With increased baseline contamination to start off with,

the initial community performance is very likely to be adverse and not at optimum.

However, this consideration has no bearing on the endpoint PC and therefore should

be considered as an alternative endpoint to NEC. PC is lower in magnitude than

NEC and hence more protective. Furthermore, PC has ecological relevance in that it

defines the location where the turning point in the community performance with

further increased exposure is. The implications of such turning point for managing

essential trace elements, such as copper, are significant [20]. The tolerance curve

for essential trace elements takes on an inverted U-shape with the lower turning

point at the deficient end and the upper turning point at the excessive end of the

concentration gradient. Hence, the ambient level should be managed such that it is

within the deficient and toxic ends. The effect concentration PC may provide a

viable alternative to risk assessment for protecting ecological health, particularly

for chemical contaminants which are also micronutrients, such as copper.

The model provided an understanding of how the long-term and short-term

exposures to copper separately affected the community photosynthesis perfor-

mance. The short-term response is likely to be dominated by individual reactions

to the copper stress, whereas the long-term response is likely to be dominated by the

coherent forces within community, acting to adapt to the copper stress. The latter

response type was not apparent in the short term because of the time scale for

Table 4 Comparison of model predictions and observed values for test communities (long-term

treatment at 0.05, 0.15, and 0.25 mg/L Cu)

Long-term exposure in mg/L Cu (x) 0.05 0.15 0.25

Derived EC0.5Y 1.02 1.12 1.23

Predicted using the derived relationship:

EC0.5Y ¼ 0.0671 ln(x) + 1.1801

1 1.05 1.09

Deviation as % of predicted �4 �6 �12

Observed Y0 0.644 0.692 0.713

Predicted using the derived relationship:

Y0 ¼ �1.8597x2 + 0.8519x + 0.6012

0.637 0.683 0.696

Deviation as % of predicted �1.1 �1.3 �2.5

k derived from observed data of test community 0.58 0.69 0.71

Predicted using the derived relationship:

k ¼ �7.2158x2 + 2.6348x + 0.4902

0.6 0.72 0.7

Deviation as % of predicted 5 4 �2
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feedback mechanism. Generally speaking, the time scale of the short-term response

would be within a generation, whereas that of the long-term response would be a

few generations. The long-term response therefore involved a series of adapting

changes over several generations. The tolerance width was widest for the maximum

value of f and narrowest for the minimum value, from which it is inferred that the

enhancement factor f is associated with the uncoordinated responses of individuals

reacting to the stress from short-term copper exposure. The high variability and

consequently insignificant correlation of f with any of the effect variables can be

attributed to the expected chaotic, reactive mode of responses to short-term, acute

stresses. On the other hand, the inertia parameter k varied in a more defined manner,

forming a definitive relationship with the copper concentration of the long-term

exposure. Its close relation to the lower effect response of Y0 or EC0.5Y indicated its

association with the community resistance to change as a whole. In contrast, the

decay parameters b and g are more closely related to higher-effect responses and

also with tolerance width, indicating their close association with the community’s

sensitivity to the suppressing effects of copper toxicity. The parameters b and g are
highly correlated to each other and may be better rewritten as a quotient of g/b (see
Eq. (3) below). There is a close association between b and PC.

Optimum performance was attained when the positive component (comprising

f and k) of the model was maximal and the negative component (comprising b and g)
was minimal. This occurred under conditions of long-term treatment at 0.1 mg/L Cu.

The opposite effect was at 0.2 mg/L Cu treatment. Therefore, it is inferred that for

the ecosystem being studied, an ambient long-term exposure at 0.1 mg/L Cu would

be optimum as it resulted in the periphyton community being the most efficient in

photosynthetic performance as well as the most tolerant with the widest tolerance

range to short-term acute copper exposure.

The model structure can be simplified by having only the short-term exposure

copper concentration variable (x) and linking to the long-term exposure concentra-

tion through Eq. (2). If the long-term exposure concentration is of interest, the

model can be rewritten as Eq. (3), with the community short-term response YST as a
function of the community long-term response YLT:

YST ¼ YLT þ f

exp gx=bð Þ ð3Þ

The reformatted Eq. (3) is modular, comprising the community responses of the

various exposure conditions. Such a modular format has a desirable attribute of

extending the model application to include other preconditioning effects through

YLT linkage [21].

The response–exposure curve can be better presented using a 3D plot with the

long-term exposure concentration as the 3rd axis. It should however be noted that

the long-term exposure concentrations are apparent values because of ethylenedi-

aminetetraacetate in the media. Similarly, the model parameters were determined

under a set of specified conditions, which may limit the model interpretation outside

these conditions. Further studies are needed to extend the capabilities of the model

for other concentration ranges or exposure conditions.
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5 Conclusion

The proposed model Y ¼ k(1 + fx)/(1 + exp(b + gx)) + d adequately described the
periphyton community response to the variable long-term and subsequent short-

term exposure to copper. There is improved goodness of fit for positive responses of

hormesis by the proposed model compared to the conventional logistic model. The

model facilitated the estimation of effect endpoints for ecological risk assessment

and for evaluation of changes in community from the variable copper exposure. The

model has enabled identification of the enhancing and suppressing effects of the

variable copper exposure on the communities, hence making it a useful learning

tool for understanding the effects of variable copper exposure on the ecologically

important periphyton community. Through the model, new endpoints of ecological

relevance were identified as PC and EC0.5Y, and new relationships were derived for

interpretation of ecological relevance.
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Application of Integrated Fuzzy-AHP

for Design Concept Evaluation: A Case Study

on Mold Design Selection

Faiz Mohd Turan and Badrul Omar

1 Introduction

In today’s industries, product design has become the main focus of competition in a

highly competitive environment and fast-growing global market [1]. Benchmarks

used to determine competitive advantage of a manufacturing company are customer

satisfaction, shorter product development time, higher quality, and lower product

cost [2–4]. Today’s product designer is being asked to develop high quality

products at an ever-increasing pace [5]. To meet this new challenge, new and

novel design methodologies that facilitate the acquisition of design knowledge

and creative idea for later reuse are much sought after. In the same context, Liu

and Boyle [6] describe that current challenges faced by the engineering design

industry are the need to attract and retain customers, the need to maintain and

increase market share and profitability, and the need to meet the requirements of

diverse communities. Thus, a good design process should take into account the

aforementioned criteria as early as possible in order to ensure the success of a

product [1].

The product development process is a transformation process from customer

requirements to a physical structure while considering the various design con-

straints [7]. Since long, new product development has been considered as an

essential element for organizational competitiveness and success [8]. Product

development also plays a critical role in the survival and success of manufacturing

enterprises, and many researchers have improved their cognation of the need to

manage it strategically [9–13]. However, truly effective product development
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remains difficult [14]. The rapid pace of technology development has led to shorter

product life cycles for many product categories, most notably in consumer elec-

tronics. The need to stay competitive has shrunk product development time through

the use of simultaneous and collaborative design processes.

One important step in designing new products is generating conceptual designs

[1]. Design concept evaluation is a complex multi-criteria decision-making (MCDM)

process that includes a set of technical activities, which are the refinement of customer

requirements into design functions, new concept development, and embodiment

engineering of a new product [7]. Lotter [15] and Ullman [16] point out that 75 %

of the manufacturing cost is committed early in the design process. Under such

circumstances, design concept evaluation in the early phase of product development

plays a critical role as it has a significant impact on downstream processes [17, 18].

In order to help the designers to have better-informed decision before making

judgment, systematic design evaluation method is needed. Among the various tools

developed for design concept evaluation, fuzzy set theory and Analytical Hierarchy

Process (Fuzzy-AHP) methods have received the most attention due to their abilities

in handling uncertainty and MCDM [1, 19]. An ideal design evaluation method needs

to use less number of design criteria, use optimum number of pair-wise comparisons,

and have a supportive tool to verify and validate the rank of alternatives obtained.

However, in many practical situations, the human preference model is uncertain

and decision makers might be reluctant or unable to assign exact numerical values

to the comparison judgments. Consequently, the decision makers will need a

process of reconsideration of design alternatives in relation to design criteria, and

it may not help them to reduce the number of design criteria exactly. In addition, the

final weight of design alternatives may not give significant difference which will

have an impact on the designers or decision makers in making a judgment. A sole

conventional Fuzzy-AHP is thus insufficient when applied to ambiguous problems.

The proposed design evaluation method will integrate Fuzzy-AHP with another

effective method in order to provide another alternative to the designers. The

literature search indicates that no work has been done with the above proposed

methodology in design concept evaluation. The implementation of the proposed

novel method will be divided into three stages, and these are screening, evaluating,

and verifying which refer to useless number of design criteria, minimize the number

of pair-wise comparisons, and have a supportive tool to verify and validate the rank

of alternatives obtained. Following the methodology as outlined above, it perhaps

can fulfill the aforementioned requirement of ideal design evaluation.

2 Proposed Method

The general framework of the approach has been depicted in Fig. 1.

Prescriptive design process model of Pahl and Beitz [20] as a based, the

proposed design concept evaluation will focus on conceptual design and embodi-

ment design stage. The designer or decision maker will initially set up the design
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structure according to the recommended procedure from specification to definitive

layout process. Then, they can create a general hierarchy and then identify the

relevant criteria or sub-criteria, and one can identify the criteria and sub-criteria and

then put them into hierarchy. The output can be made using a screening process,

followed by an evaluation and verification method from each hierarchy with its

relevant criteria.

In this research, HOQ method has been used for screening or pre-evaluating the

alternatives suggested by the designer. Then the Fuzzy-AHP method will be used

for obtaining the weights of alternatives from the point of view of each decision

maker. Finally, the rank of alternatives will be verified and validated using Rough-

Grey Analysis method.

Fig. 1 General framework of proposed approach
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2.1 Screening Process Using HOQ Method

First of all the customer needs and the engineering characteristics have to be

identified.

• Identification of customer needs.

• Establishing engineering characteristics.

• Estimating WHATs/HOWs correlations by design team.

• WHATs/HOWs correlations derived from customers’ evaluations.

2.2 Evaluation Process Using Fuzzy-AHP Method

The proposed Fuzzy-AHP based methodology provides a framework for prioriti-

zation of alternatives at early stages of design process. The methodology can be

divided into four steps as described in the following paragraphs.

• Benchmarking and building of model hierarchical.

• Construction of pair-wise comparison matrices (PCM).

• Calculation of eigenvectors of elements by solving fuzzy PCM.

• Calculation of overall prioritization weights for each alternative.

The overall or total prioritization weight (TW) of an alternative was calculated

by considering the individual weights of all the relevant criteria. Mathematically, it

can be represented as follows [21]:

TWAk ¼
X
k

WUi
i∈Uij

� WUij
Uij∈Ak�

WAk 8k ð1Þ

where WUi
i∈Uij

is the relative importance of general criterion Ui that is relevant to the

secondary criteriaUij. WUij
Uij∈Ak

is the Relative importance of secondary criteriaUij that

are relevant to the alternatives Ak. WAk is the Relative importance of an alternative

Ak with regard to its next higher level secondary criterion. AK is the alternatives,

k ¼ 1, 2, 3.

2.3 Verification Process Using Rough-Grey Analysis

Rough-Grey Analysis approach is very suitable for solving the group decision-

making problem under uncertain environment. The selection procedures are sum-

marized as follows [22–24]:

• Establishment of grey decision table.

• Normalization of grey decision table.
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• Determination of the suitable alternatives.

• Making the ideal alternative for reference.

• Selecting the most suitable alternative.

The Grey relational grade (GRG) between each comparative sequence �xi and
the reference sequence �x0 can be derived from the average of Grey relational

coefficient (GRC), which is denoted as

Γ0i ¼
Xn
k�1

1

n
γ �x0 kð Þ, �xi kð Þð Þ ð2Þ

where Γ0i represents the degree of relation between each comparative sequence and

the reference sequence. The alternative corresponding to the maximum value of

GRG can be considered as the most suitable alternative.

2.4 Case Example

In this case study, the criteria and alternatives formulation will involve initial

criteria selection from technical documents and survey results from questionnaire.

The application is to select the best mold design for video camera’s top cover

among three developed concept designs, which have been designed by design

engineers. These alternatives are depicted in Fig. 2.

From the point of view of design engineers, all three alternatives can be

potentially implemented. There are five decision makers whose views are deemed

important and they should be taken into account for making a decision. They are

from production, maintenance, engineering, quality control, and production control

department.

Table 1 lists the initial criteria for this case study. The table describes the criteria

in more detail. There are a total of 23 criteria being selected at this initial stage.

3 Results and Discussions

3.1 Screening Using HOQ

Experts in the multidisciplinary team identified the relationships between each pair

of customer’s requirements and technical requirements. The output from HOQ

matrix which is the HOQ summary is shown in Table 2. The summary of HOQ

includes the relative weight or relative importance of each quality characteristic.

The weight obtained will be ranked and filtered, and used as a reference for the next

process. Table 3 is the modified HOQ summary after selecting the top seven

criteria.
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3.2 Evaluation Using Fuzzy-AHP

Figure 3 depicts the hierarchical structure of alternatives and other general criteria

and secondary criteria to prioritize alternatives for selecting the best material in

order to optimize the cost and performance of the product. The criteria (Ui)

represent a combination of strategic index and key factors in design selection

based on screening results obtained from previous process. At the next level,

three alternatives that significantly influence the criteria were considered.

Table 4 presents the results of prioritization weights calculations for the alter-

natives with respect to the criteria. In this study, the consistency ratio (CR) values

for all of the pair-wise comparison matrices have been found to be less than 0.1

which is consistent and acceptable. It also shows the largest Eigen value (λmax),

consistency index (CI) and CR validating the pair-wise comparison. The final

results of overall prioritization weight for each alternative are presented in Table 5.

The Fuzzy-AHP analysis for the proposed approach suggests that Design 1 with

weight of 0.3455 should be given the highest priority. Among the three alternatives

selected in this study, the second most important alternative is Design 2 with a

weight of 0.3365 followed by Design 3 (0.3179).

Fig. 2 Design alternatives
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3.3 Verification Using Rough-Grey Analysis

There is a grey information system T ¼ (U, A, V, f�) for selection of alternatives.

The grey decision table is expressed by T ¼ (U, A [ D, f�). U ¼ {Si, i ¼ 1, 2, 3}

are three potential alternatives for seven attributes A ¼ {aj, j ¼ 1, 2, . . ., 7}. The
seven attributes include qualitative attributes and quantitative attributes. a2, a3, a4,
and a5 are benefit attributes; the larger values are better. a2, a6, and a7 are cost

attributes; the smaller values are better. The selection structure is shown in Fig. 4.

The grey decision table is formed as shown in Table 6. Next step is to normalize

the grey decision table. As a result, the grey normalized decision table is shown in

Table 7.

The grey relational attribute (GRA) is a numerical measure of the relationship

between comparative values and objective values, and the numeric values are

among 0 and 1. By the rule that the design corresponding to the maximum value

of GRG is the most suitable design, the grade is as shown in Table 8.

This is verification process using Rough-Grey analysis method. From the GRG

results, the most suitable design is Design 1 (Γ01 ¼ 1.000), followed by Design

2 (Γ02 ¼ 0.667), and Design 3 (Γ03 ¼ 0.333). All of the results are consistent with

the results of Fuzzy-AHP.

Table 1 Initial criteria

No Selected initial criteria

1 Cavity design—Number of cavities

2 Cavity design—Cavity layout (equal runner, symmetrical, diaphragm)

3 Mold inserts—Mold inserts dimension

4 Mold inserts—Mold inserts material

5 Mold inserts—Mold inserts finishing

6 Mold structure—2 plate

7 Mold structure—3 plate

8 Mold structure—Operation mode (manual, semi-auto, auto)

9 Undercut release mechanism—Manual

10 Undercut release mechanism—Collapsible core

11 Undercut release mechanism—Side core

12 Undercut release mechanism—Split mold

13 Undercut release mechanism—Unscrewing (electric motor, hydraulic motor, hydraulic rack

and pinion)

14 Feeding—Gating (side gate, submarine gate, pin point gate, disc gate)

15 Feeding—Runner (conventional, insulated runner, hot runner)

16 Temperature control—Cooling channel design (copper pin, baffer-type, babbler-type, spiral

cooling, no core cooling)

17 Ejection—Air

18 Ejection—Stripper plate

19 Ejection—Ejection pin

20 Ejection—Ejection sleeve

21 Manufacturing—Cycle time

22 Manufacturing—Machine type

23 Manufacturing—Mold base requirements
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4 Conclusion

The results of the example presented in this work show that the idea of using the

integration of Fuzzy-AHP with HoQ and Rough-Grey Analysis provides designers

with another alternative to the existing methods, for the performance of design

evaluation in the early stages of product development. The proposed framework has

successfully helped the designers to reduce product development time and cost.

This research not only benefits the area of design evaluation in product devel-

opment but it can be applied to any other area associated with a decision-making

process. The efficacy of the proposed method could be extended by applying it in

different conditions or to products of different complexity.

Table 2 HOQ summary

No

Quality characteristics (“Functional

Requirements” or “Hows”)

Requirement

weight

Relative weight

(relative importance)

(%)

1 Cavity design—Number of cavities 297.83 6.56

2 Cavity design—Cavity layout (equal runner,

symmetrical, diaphragm)

247.83 5.46

3 Mold inserts—Mold inserts dimension 146.74 3.23

4 Mold inserts—Mold inserts material 101.09 2.23

5 Mold inserts—Mold inserts finishing 86.96 1.92

6 Mold structure—2 plate 226.09 4.98

7 Mold structure—3 plate 239.13 5.27

8 Mold structure—Operation mode

(manual, semi-auto, auto)

279.35 6.16

9 Undercut release mechanism—Manual 194.57 4.29

10 Undercut release mechanism—Collapsible

core

233.70 5.15

11 Undercut release mechanism—Side core 233.70 5.15

12 Undercut release mechanism—Split mold 240.22 5.29

13 Undercut release mechanism—Unscrewing

(electric motor, hydraulic motor, hydraulic

rack and pinion)

194.57 4.29

14 Feeding—Gating (side gate, submarine gate,

pin point gate, disc gate)

255.43 5.63

15 Feeding—Runner (conventional,

insulated runner, hot runner)

267.39 5.89

16 Temperature control—Cooling channel design

(copper pin, baffer-type, babbler-type,

spiral cooling, no core cooling)

229.35 5.06

17 Ejection—Air 116.30 2.56

18 Ejection—Stripper plate 146.74 3.23

19 Ejection—Ejection pin 146.74 3.23

20 Ejection—Ejection sleeve 129.35 2.85

21 Manufacturing—Cycle time 160.87 3.55

22 Manufacturing—Machine type 157.61 3.47

23 Manufacturing—Mold base requirements 205.43 4.53
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Table 3 Modified HOQ summary

No

Quality characteristics (“Functional

Requirements” or “Hows”)

Requirement

weight

Relative weight

(relative importance)

(%)

1 Cavity design—Number of cavities 297.83 16.30

2 Mold structure—Operation mode

(manual, semi-auto, auto)

279.35 15.29

3 Feeding—Runner (conventional, insulated

runner, hot runner)

267.39 14.63

4 Feeding—Gating (side gate, submarine

gate, pin point gate, disc gate)

255.43 13.98

5 Cavity design—Cavity layout

(equal runner, symmetrical, diaphragm)

247.83 13.56

6 Undercut release mechanism—Split mold 240.22 13.15

7 Mold structure—3 plate 239.13 13.09

Fig. 3 Analytic hierarchy structure
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Table 4 Summary of relative importance

Criteria λmax C.I. C.R.

U1 Cavity design—Number of cavities 3.213 0.106 0.085

U2 Mold structure—Operation mode (manual, semi-auto, auto) 3.045 0.022 0.018

U3 Feeding—Runner (conventional, insulated runner, hot runner) 3.000 0.000 0.000

U4 Feeding—Gating (side gate, submarine gate, pin point gate,

disc gate)

3.000 0.000 0.000

U5 Cavity design—Cavity layout (equal runner, symmetrical,

diaphragm)

3.045 0.022 0.018

U6 Undercut release mechanism—Split mold 3.000 0.000 0.000

U7 Mold structure—3 plate 3.000 0.000 0.000

Table 5 Overall prioritization weight for alternatives

Goal Criteria

Criterion

relative

importance WUi Alternative

Alternative

relative

importance WAk

Total

alternative

weight TWAk Ranking

Best mold

design

U1 0.163 A1 0.3735 A1 ¼ 0.3455 1

A2 0.3735 A2 ¼ 0.3365 2

A3 0.2530 A3 ¼ 0.3179 3

U2 0.153 A1 0.3529

A2 0.2941

A3 0.3529

U3 0.146 A1 0.3333

A2 0.3333

A3 0.3333

U4 0.140 A1 0.3333

A2 0.3333

A3 0.3333

U5 0.136 A1 0.3529

A2 0.3529

A3 0.2941

U6 0.131 A1 0.3333

A2 0.3333

A3 0.3333

U7 0.131 A1 0.3333

A2 0.3333

A3 0.3333

Sum 1.0000
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Fig. 4 Selection structure

Table 6 Grey decision table Alternatives S1 S2 S3

a1 [5.7,6.7] [5.7,6.7] [3.7,4.7]

a2 [4.3,5.3] [3.5,4.5] [4.3,5.3]

a3 [3.7,4.7] [3.7,4.7] [3.7,4.7]

a4 [2.9,3.9] [2.9,3.9] [2.9,3.9]

a5 [4.3,5.3] [4.3,5.3] [3.5,4.5]

a6 [4.3,5.3] [4.3,5.3] [4.3,5.3]

a7 [6.3,7.3] [6.3,7.3] [6.3,7.3]

Decision 2 2 1

Table 7 Grey normalized Alternatives S1 S2 S3

a1
* [0.867,1] [0.813,0.947] [0.467,0.6]

a2
* [0.867,1] [0.867,1] [0.493,0.627]

a3
* [0.789,0.965] [0.789,0.965] [0.789,0.965]

a4
* [0.804,1] [0.804,1] [0.804,1]

a5
* [0.804,1] [0.804,1] [0.804,1]

a6
* [0.787,1] [0.787,1] [0.787,1]

a7
* [0.787,1] [0.787,1] [0.787,1]

Decision 2 2 1
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Numerical Modelling of Dry and Wet Steam

Flows in Converging-Diverging Nozzles

Hasril Hasini, Norhazwani Abd Malek, and Mohd. Zamri Yusoff

1 Introduction

Multiple phase flows are frequently encountered in many contexts such as

environment (formation of rain) and industrial applications (such as the condensa-

tion of steam in steam turbine and spray combustion) [1]. Decades ago, the basic

modelling of two phase flow has been devoted towards these applications but one of

the most complex applications involved the condensing flow of steam due to the fact

that the process occurs in supersonic conditions. In steam turbine operation, it is

known that the last stage of a conventional steam turbine has to operate in wet steam

condition. For nuclear fuelled power plant, all stages of the steam turbine are

operating in wet steam condition. This condition is undesirable due to the fact that

the water droplets formed within the superheated steam will hit the turbine blade at

supersonic condition and result in erosion damage to the blade. Even though much

progress has been made in wet steam flow, the understanding on the underlying

mechanism of the transformation of superheated steam to wet mixture needs detail

and careful investigation. The amount of literatures on condensing flows is very

limited to the fact that the investigation is very complex and it involves interaction

between different phases. Historically, the majority of the works in this field were

mainly aimed at the experimental investigation in predicting the wetness fraction

andmost importantly the location at which the phenomenon is critical[2–6]. Another

possible explanation for the lack of published work on nucleating steam in the

open literature is the restriction in terms of publishing confidential data by major

steam turbine manufacturer who, in most cases, has vast interest in the work.

Progress on numerical work related to this field was accelerated with the
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successful use of nucleation and droplet growth equation which is based on

classical nucleation theory. The inclusion of additional equations has increased

the computation time tremendously since most the models were empirical in

nature; thus various constants have to be tweaked around for different sets of

geometrical nozzle test.

In recent years, rapid development of computing power has enabled numerical

calculation of highly complex three-dimensional flow domain. Parallel to this

development, commercial CFD codes have also evolved with better solution accu-

racy in predicting solutions to various types of flows. It is well acknowledged that

most commercial CFD code is general-purpose in nature. In some cases, it has been

demonstrated that these codes are able to resolve complex flow problem with great

accuracy. In this chapter, the development of the numerical formulation for the

prediction of dry and wet steam flows in converging-diverging nozzles is described.

Emphasis is given on the attempt to model the flow using commercial CFD code,

FLUENT. In addition, for dry superheated flows, test is also made with the solution

given by in-house CFD solver for dry and condensing flows.

2 Governing Equations

The three-dimensional continuity, x-, y- and z- momentum and energy equations

describing the fluid flow of a compressible flows expressed in conservation form

can be written as:

∂W
∂t

þ ∂F
∂x

þ ∂G
∂y

þ ∂H
∂z

¼ 0 ð1Þ

whereW is the conserved variable,F is the flux in x direction,G andH are the flux in

y and z directions, respectively. For inviscid flows, the conserved variable, fluxes

and energy transport terms could be written as

W ¼

ρ
ρu
ρv
ρw
ρe0

0
BBB@

1
CCCA F ¼

ρu
ρu2 þ P
ρuv
ρuw
ρuh0

0
BBB@

1
CCCA G ¼

ρv
ρuv

ρv2 þ P
ρvw
ρvh0

0
BBB@

1
CCCA H ¼

ρw
ρuw
ρvw

ρw2 þ P
ρwh0

0
BBB@

1
CCCA

The wetness term is included into the governing equations by considering the

droplet formation and growth that is resulted from the change in Gibbs free energy

within the thermodynamic system. In order to grow, a stable nucleus needs to attain

minimum radius, r* (known as critical radius) which is given by:

r� ¼ 2σr
ρLRTGln p=ps TGð Þ½ � ð2Þ
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Detailed formulation and derivation of this equation is given in [7]. Based on (2),

droplets formed with smaller radius than r* have the tendency to evaporate while

droplets with radius higher than r* will grow. A comprehensive analysis for

tracking individual droplet’s formation and growth was reviewed in [8]. The

model adopted by FLUENT is based on compressible Navier–Stokes equation

with two additional transport equations. The compressible N-S equation is casted

in the following manner:

∂W
∂t

∂
∂t

ð
V

QdV þ
þ
F� G½ �dA ¼

ð
V

HdV ð3Þ

The additional transport equations are for condensed phase and control equation

for unit volume density droplet as given in (4) and (5), respectively.

∂ρβ
∂t

þ∇ ρv
!
β

� �
¼ Γ ð4Þ

∂ρη
∂t

þ∇ ρv
!
η

� �
¼ ρI ð5Þ

From (4) and (5), β is the liquid mass fraction, Γ is the mass condensation rate, η
is the unit volume density of droplet and I is condensate nucleation rate (FLUENT

User Guide). The relations between wet steam (ρ) and vapour densities (ρv) are
given by

ρ ¼ ρv= 1� βð Þ ð6Þ

3 Model Descriptions

In order to test the applicability of the numerical scheme in the calculation of dry

and wet steam flows, the scheme is applied to converging-diverging nozzles with

different expansion rate. For dry superheated steam case, the numerical and com-

mercial scheme is applied to Binnie and Green nozzle [9]. Figure 1a shows the

three-dimensional illustration of the nozzle. The nozzle is 230 mm length, 40 mm

height and 40 mm depth. The mesh scheme employed is structured mesh and the

total number of cells is 28,125 (125 � 15 � 15). Detail of quadrilateral mesh

constructed at the throat region is shown in Fig. 1b. In order to ensure consistencies,

similar geometrical mesh is also developed for FLUENT calculation. The condens-

ing flow test, however, is applied to different nozzle [10]. With the appropriate

converging and expansion rate, the condensing flow phenomena could be made

possible. Figure 2a shows the three-dimensional representation of the nozzle. The

approximate dimension of the nozzle is 300 � 80 � 80 mm. Similar to the previ-

ous case, quadrilateral mesh scheme was adopted throughout the flow domain. The

total number of mesh used is similar to the one used in Binnie and Green nozzle. To

test the solution’s dependency on the mesh, additional case was also introduced by

increasing the number of mesh through mesh refinement.

Numerical Modelling of Dry and Wet Steam Flows in Converging-Diverging Nozzles 117



4 Boundary Conditions

For the test in Binnie and Green nozzle, three cases were calculated namely

subsonic, supersonic and shock cases. The inlet total pressure for all cases is

fixed to 72,700 Pa while the back pressure varies according to the cases. In subsonic

case, the back pressure is set to 68,000 Pa giving a pressure ratio of 1.069. In

supersonic case, the back pressure is determined by linear interpolation. To obtain

shock condition, the back pressure is adjusted until discontinuity in pressure profile
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Fig. 1 Schematic diagram of Binnie and Green nozzle [9]. (a) Isometric view (b) Front and

zoomed throat view
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Fig. 2 Schematic diagram of Binnie and Wood nozzle [10]. (a) Isometric view (b) Front and

zoomed throat view
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along the nozzle length is obtained. In this case, the shock condition could be

attained by setting the back pressure to 60,400 Pa. For all cases, the total temper-

ature at the inlet was set to 421.3 K. In Binnie and Wood nozzle, the total inlet

pressure and temperature were set to 143,980 and 391.87 K, respectively.

5 Result and Discussions

Two tests were conducted on Binnie and Green and Binnie and Wood nozzles for

dry and wet steam flow conditions. Using Binnie and Green nozzle, three cases for

subsonic, supersonic and shock cases were calculated. The calculation was made

using in-house solver for dry and wet steam flow, and extensive comparison was

also made with the solutions given by FLUENT. The wet steam calculation is

carried out on Binne and Wood nozzle. The prediction was later compared with

experimental data of pressure along nozzle axial distance.

Figures 3a and b show the pressure and Mach number along axial nozzle

distance, respectively, for subsonic flow. In general, the pressure decreases towards

the throat and increases downstream due to the increase in flow area. The trend is

the opposite for the Mach number distribution as shown in Fig. 3b. Comparison

between the solutions for both in-house numerical code and FLUENT shows

reasonably good agreement for inviscid flow. A test was also carried out to

investigate the effect of the inclusion of turbulence model to realistically emulate

the flow in nozzle. It was found that the pressure and kinetic energy difference

between the inlet and throat is lower for test with turbulence as compared to

inviscid case. This can be attributed to turbulence loss in flow channel that was

not taken into account in the inviscid calculation.
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The pressure and Mach number along nozzle axial distance for subsonic case are

shown in Figs. 4a and b respectively. General comparison between 1D analytical

solution, in-house and commercial CFD codes shows reasonable agreement. Pres-

sure reduces while Mach number increases throughout the nozzle axial distance.

From Fig. 4a, there was a slight discrepancies between the solution given by

in-house and FLUENT upstream of the throat. The prediction made by in-house

code agrees very well with 1D analytical solution while FLUENT underpredicts the

pressure from the inlet to the throat region. Downstream of the throat, excellent

agreement was predicted for all cases. This trend is also true for Mach number

which shows slight discrepancies at regions upstream of the throat.

Figs. 5a and b show the pressure and Mach number distribution along nozzle

axial distance for shock case. General overview of pressure and Mach number for

all cases shows good trend compared to 1D analytical solution except for turbulence

cases which failed to capture the shock occurred slightly downstream of the throat.

The shock could be identified through the sudden increase in pressure or sudden

drop in velocity (Mach) at about 80 mm from the inlet.

The pressure ratio distribution along nozzle distance for wet steam case is shown

in Fig. 6. General trend shows reduction in pressure as the steam flows downstream

of the inlet towards the throat. At the onset of condensation, a sudden increase in

pressure is anticipated when maximum supercooling is achieved. This consequently

will prevent further formation of new nuclei, and the remaining droplet already

formed will grow rapidly to restore the system to thermodynamic equilibrium. In

this test, the onset of condensation was predicted slightly upstream as compared to

the one given by experiment. The magnitude of pressure increase given by FLU-

ENT was greater than experiment. Further downstream of agreement between

simulation and experiment was excellent. It is also interesting to note that for test
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with higher mesh density, the pressure ratio distribution predicted by FLUENT in

particular the magnitude of pressure increase is better. However, the location at

which the onset of condensation is predicted is similar to the solution given by the

base mesh case.
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6 Conclusions

Numerical formulations for calculation of dry and wet steam flows in converging-

diverging nozzles have been developed. The numerical scheme is applied to Binnie

and Green and Binne and Wood nozzles for dry superheated and wet steam

respectively. For dry superheated steam case, three conditions were tested namely

subsonic, supersonic and shock. The prediction made by the numerical scheme in

terms of pressure and Mach number distribution has been good. The calculation is

also made using commercial CFD code FLUENT with reasonably good agreement

with the one given by in-house code and 1D analytical solution. For wet steam test,

the prediction of pressure along nozzle length shows good agreement with exper-

imental data. However, the location at which the onset of condensation occurs was

underpredicted. The magnitude of pressure increase given by coarse mesh case

during the onset of condensation was however overpredicted. Refining the mesh

improves the prediction on this location. From the test, it has been demonstrated

that for simple geometry such as converging-diverging nozzle, the dry and wet

properties of flowing steam could be qualitatively predicted using commercial CFD

code FLUENT. The general trending of properties such as pressure and Mach

number could be made accurately. To quantitatively predict the flowing steam

properties such as the amount of pressure increase during the onset of condensation,

additional improvements to the geometrical and mathematical model need to be

considered. This could be made possible using the user-defined function available

to users.
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How Quality Engineering in Japan Affects

Global Product Performance

Rozzeta Dolah and Zenichi Miyagi

1 Introduction

Quality is an essence in Japan. It is no doubt, compared to others, Japanese products

provide highest satisfaction to the users. How does this happen? What is behind

their success? How Japan can sustain the excellence of quality ahead of other

countries, generally. Thus, this paper discusses the quality engineering (QE)

methodology in general which has been the backbone of the Japan’s product quality

performance. This finding is useful for further implementing, expanding, and

disseminating the quality research in other countries than Japan. QE approaches

are presented in two ways: firstly on how a company successfully implemented the

QE and secondly, a practical case study is shown on what we mean by improving

product’s performance using QE methodology. The excellence of QE has been

practiced and applied by other countries of the world globally, which made Japan as

their role model. The term QE is described as a robust parameter design in which a

system is insensitive to variation. Arvidsson and Gremyr [1] reviewed on the robust

design methodology that contains QE as part of its systematic efforts to achieve

insensitivity to noise factors which founded on an awareness of variation and can be

applied in all stages of product design. Ilzarbe et al. [2] explained the practical

applications of experimental design which has been applied for many years in

industry to improve quality. Tanco et al. [3] described how the experimentation
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carried out by companies in three European regions. The findings revealed that

systematic experimental design is far much better than conventional way of doing

experiment to improve the performance of products or processes. Viles et al. [4]

emphasized on the importance of planning stage in industrial problems, where there

are different factors that strongly affect the results of the study. Statistical design of

experiment provides a proper way of planning an experiment in selecting appro-

priate data. Design of experiments (DOE) such as factorial design, response surface

methodology (RSM), and Taguchi methods are widely used compared to traditional

one-factor-at-a-time approach. Taguchi methods have been widely applied for

optimization in peel test [5–7]. Taguchi method had simplified the classical design

of experiment which was found to be too complicated to be applied by engineers in

application field [8]. These literature reviews explained the application of QE in

respective fields of research. However, none elaborates the linkage between labo-

ratories research and industrial practice in QE. Thus, the gap and findings are

explained in this paper and is constructed in the following manner. Firstly, an

overview of Taguchi parameter design or robust engineering is given. Secondly, the

experience of a company implementing QE is presented. Then, the practical data of

a laboratory experiment on orthogonal array L18 is discussed in order to relate the

experimental result to the requirement in industry. The implementation of QE is

explained based on the strategies used in tackling organization problems. Optimi-

zation of peel adhesion strength test is carried out to propose the feasibility of

experimental design tools. Finally, through the implementation of QE in organiza-

tion and method applied in experimental design, a methodology flow is presented

for QE methodology.

1.1 Taguchi Method

Back in the early 1920s, Sir R.A. Fisher introduced an experimental design method

of statistical technique called Design of Experiments (DOE). Started from crop

optimization in agricultural experiment, research and development of DOE grew

significantly in academic environment. Not many industries applied DOE in pro-

duction process. The more the research grew, the more complicated it became and

the less it reflected the practitioner to apply it. In the 1940s, a Japanese engineer

Dr. Genichi Taguchi modified and standardized the technique into a more useful

way for practitioner. Here is the significant moment where DOE techniques become

extremely useful and friendlier to apply. Transforming the sophisticated method

into an applicable and easier to practice method, Dr. Taguchi introduced the

simplified DOE to design quality into products and is called Quality Engineering

that provides the ability to produce high-quality, low-cost products that fully satisfy

customer needs.

Taguchi and Wu [9] introduce their approach using experimental design as a

two-step optimization technique: Step 1: Reduce functional variability to increase

robustness: A design that can maximize the signal-to-noise ratio which can then
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optimize the process or product function. It is more difficult to reduce variability

than to adjust the mean to target value. Step 2: Adjust sensitivity. Adjust average

response to the target value.

This paper focuses on the parameter design, which is an investigation done to

identify settings that minimize the variation. Different setting may generate differ-

ent variations in product or process performance. In classical parameter design

developed by R.A. Fisher [10], the experimental design is complex and not easy to

use. The main reason for this is a large number of the experiments need to be carried

out when the number of parameters increases. For example, a full factorial exper-

imental design for studying four parameters at three levels would have required

81 experimental trials (34). Adding in two-level noise factor with two repetitions

would make number of observations to 324 (81 � 2 � 2), an unacceptable number

due to constraints on experimentation. From the orthogonal arrays by Taguchi, a

modified L-9 orthogonal array was chosen. Only 36 observations are implied

(9 � 2 � 2). A loss function is then calculated from the deviation between exper-

imental value and the desired value; or in other words, deviation from the target will

create loss to customer. Value of loss function is transformed into a signal-to-noise

ratio (SNR), which is a metric for robustness. SNR (unit: dB) is defined as in (1)

below:

SNR, η ¼ power of signal=power of noise

¼ sensitivityð Þ2=�variability�2
¼ β2=σ2 ð1Þ

Inversed SNR is the variance per unit input [11]. As in (2), loss is proportional to

the inverse of the SNR. The larger the SNR, the smaller the loss, thus the better the

quality is.

Loss / σ2 / 1=SNR ð2Þ

S/N ratio measures variability around the mean. It represents the ratio of sensitivity

to variability. Therefore, higher S/N ratio is better as robust condition due to

minimum variability. There are two categories of SNR: non-dynamic SNR when

there is no signal factor, and dynamic SNR when signal factor exists. Signal factor

is a controllable variable to actualize the intention. Ideally, a system with zero or

minimum noise is desired. This means, after optimization, the noise level gap must

be as small as possible to produce an ideal function as shown in Fig. 1. In this study,

Y is the output that is peel strength and represents a zero-point proportional equation

[11] with dynamic SNR.M is the signal factor that is specimen width. Beta, β, is the
measurement sensitivity to different inputs; thus the slope must be steep. Therefore,

the ideal function is Y ¼ βM. Three elements of SNR are to improve the linearity,

sensitivity, and variability of a system.
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2 Methodology

2.1 QE Implementation in a Company

At the initial stage of QE introduction, opposition from engineers made QE hard to

deploy. This is due to the strong force from QE promoter and lack of understanding

among the top management. Fuji Xerox overcomes the problem by training the

problem solving teams via outside and in-house seminars. The skillful member will

then train the engineers through many practices. Those engineers who have a full

understanding of the robustness concept formed an internal study team and made

textbooks with case studies. Those documents are established in internal seminar

for Robust Design. It is concluded from this positive growth the importance of

management’s role in supporting engineers to study voluntarily. In addition, current

engineers and future trainers are given advice by trainers to ensure QE continuity.

A revised internal QE seminar is held to focus on quality characteristic in technol-

ogy development. Eight Key Factors for Success (KFS) [12] has been identified to

ensure quality engineering is successfully implemented. The eight factors are

policy making by top management, responsibility to promote QE, promotion

activities, QE training consistency, theme clarification of QE status, continuous

meetings, consultant and expert support, and result review.

2.1.1 Engineering Tool for QE Methodology

Annual QE forum emphasized the engineering tools that are QE and DOE. Fuji

Xerox has differentiated the use of QE tool based on process and purpose. DOE is

utilized at the research stage to fix the themes of product and process and further

verify the feasibility of the research. Taguchi method is used extensively to find the
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design parameters that result in the product or process robustness. It is an

immensely useful tool for product development to establish the technology. Three

main steps in technology development are preparing a strategy by setting the

objective, selecting technology in the first development step and robust design in

the second development step. Criterion in research and technology development

process is defined. The objective of research is to find for “Blue Bird” [13], meaning

to create breakthrough technologies valuable to customers. The purpose of DOE in

troubleshooting the problem is to find the factors that change the mean value of

characteristics. The difference between DOE and Taguchi method is critical to

understand ensuring the suitability of the tool based on purpose. DOE and Taguchi

method have been placed separately in manufacturing process flow.

2.2 QE Methodology in Practical Case Study

As explained by Fuji Xerox, Taguchi method had been used in research and

technology development process to find the design parameters that minimize the

variation. It is a QE tool to make the process or product insensitive to changes in the

noise factor or variation. A case study, an optimization of T-peel adhesion test using

Taguchi method, is done to propose the feasibility of QE in practical experimen-

tation. Standardized test method of T-peel test in measuring peel strength is

established by JIS K6854 [14] and ASTM D1876 [15]. The limitation of the

standardized method is the test only fits for rigid materials and not for flexible

film. Big variation in peel strength measurement due to specimen failure to hold the

T-shape during peeling is a significant problem when standardized method is used

on flexible film. This problem statement has motivated the researcher to come up

with a system that can satisfy the industry requirement, which in this case is flexible

packaging film. Thus, a new testing apparatus had been established to overcome

this problem for flexible film. The case study is discussed on T-peel test optimiza-

tion of flexible packaging film using the new apparatus. The objective is to obtain

the minimum variation of peel strength. The goal of research and the technology

used to deliver the goal have been integrated by applying QE. Three main steps

mentioned in the Fuji Xerox’s strategy of implementing QE are as follows: [13],

objective setting (to satisfy the testing capability), technology selection (new

apparatus for flexible film instead of using established method) and to enable the

functionality and finally robust design (optimization of T-peel test for minimum

variation in flexible film). The study was carried out to identify a factor’s level that

would minimize the variation in peel strength.

2.2.1 Ideal Function, P-Diagram, and Signal Strategy

A dynamic ideal function was identified in this study based on various range of

specimen width with Y ¼ βM. P-diagram in Fig. 2 is constructed to give a whole
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picture of the parameters studied. The function of Al-CPP T-peel test is to measure

peel strength. Thus, the response or output of T-peel test is peel strength, which is

measured in Newton (N). The input of T-peel test is known as signal factor. Signal

factor, in this study, is specimen width and is a controllable variable to actualize the

intention (variation in peel strength) to achieve robust condition regardless of

various width condition [9]. Signal-to-Noise ratio (SNR) with dynamic response

in (3) is used due to the existence of signal factor with a specimen width of 5, 10,

and 15 mm to measure the peel strength linearity.

SNR, η ¼ 10log 1=rð Þ Sβ � Ve

� �
=VN

� � ð3Þ

Where Sβ ¼ variation caused by the linear effect, Ve and VN ¼ error variance (error

variance/DOF), r ¼ total number of measurements under signal. (note: r is also the
effective divisor due to level changes of signal factor. DOF is degree of freedom.)

2.2.2 Noise Strategy

Noise factor is an uncontrollable factor during normal production or use, but can be

controlled during the experiment. Noise factors are likely to produce variability in

the response. For noise factor (outer array), historical data has proven that the peel

angle would vary during exchanging the peel angle setting and during peeling

process. Peel angle deviation will affect the peel strength; thus peel angle is

considered as sources of variability. Noise in peel angle is defined as deviation in

�2� due to angle variation during adhesive peeling process caused by natural

movement of the specimen. Maximum and minimum value of peel strength at

+2� and �2� angle are taken for result. Thus, there are two noise levels that are N1

and N2 under each signal factor level. The intended condition is N1 has higher peel

strength than N2 (N1 > N2). N1 consists of peel angle with deviation +2� and

maximum peel strength is taken as a result. On the other hand, N2 level consists of

peel angle deviation �2� and minimum peel strength is taken as a result in outer

array. Peel strength is determined by measuring the strength required to peel the

Fig. 2 P-diagram of practical case study
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interlayer of cast polypropylene (CPP) away from the aluminum layer. Peel side of

flexible film packaging affects the optimum condition of peel strength variation

[16]. In this paper, peel angle is read from aluminum side of specimen.

2.2.3 Control Factor Selection

The objective of this T-peel test is to satisfy the industry requirement of getting the

minimum variation for flexible film. Thus, select control factors that may affect

variability in the response, and possibly the mean of the response. The controllable

factors or inner array is chosen based on testing and design condition which

possible to affect the variance. The controllable factor selection is also considered

based on previous experiment result, preliminary test, theory and available knowl-

edge, and expert’s opinion.

2.2.4 Orthogonal Array Selection

The design space is large, and it needs a strategy to explore. After determining the

control parameters and its level, they are assigned into an orthogonal array as shown

in Table 1. An orthogonal array is used for optimization that is to maximize the

signal-to-noise ratio [11]. A balance set of experimentation runs is provided by

orthogonal array. Design of experiments using orthogonal array L18 is utilized with

1 two-level factor (tensile weight) and 6 three-level factors (peel angle, peel speed,

data region, spring thickness, module of spur gear, and drum diameter) as shown in

Table 2 with only 108 experiments (18 runs � 3 signal level � 2 noise level).

Table 1 Parameters and orthogonal array L18

Control Factor Unit Level 1 Level 2 Level 3

A: Tensile weight g 4 8

B: Peel angle � 60 90 120

C: Peel speed mm/s 6 9 12

D: Data region % 30 50 70

E: Spring thickness mm 0.3 0.4 0.5

F: Module of spur gear 0.5 1.0 2.0

G: Drum diameter mm 20 30 40

Signal Factor Levels

M: Specimen width mm 5 10 15

Noise Factor Level N1 Level N2

Peel Angle θ +2 �2

Peel strength sampling N Maximum Minimum
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3 Results and Discussions

There are two main plots for QE analysis that are SNR and sensitivity response plot.

SNR plot shown in Fig. 3 is obtained by computing the marginal average of SNR

[8] at each level of a parameter. Calculation example for run 1 is shown below by

using result of run 1 in Table 3:

SNR, η ¼ 10log 1=rð Þ Sb � Veð Þ=VN½ � ð4Þ

Sβ ¼ 4:45þ 4:53ð Þ5þ 8:51þ 8:97ð Þ10þ 13:51þ 12:94ð Þ15ð Þ2
2 52 þ 102 þ 152
� �

Ve ¼ Se=f e ¼ ST � Sβ � SNxβ
� �

=4 f e ¼ 4 ð5Þ
ST ¼ 4:452 þ 4:532 þ 8:512 þ 8:972 þ 13:512 þ 12:942

SNxβ ¼ 4:45ð Þ5þ 8:51ð Þ10þ 13:51ð Þ15ð Þ2

þ 4:53ð Þ5þ 8:97ð Þ10þ 12:94ð Þ15ð Þ2�= 52 þ 102 þ 152
� �� Sβ

VN ¼ S
0
e=f

0
e ¼ ST � Sbð Þ=5 f

0
e ¼ 5 ð6Þ

Table 2 Parameters and

orthogonal array L18
A B C D E F G

5 mm 10 mm 15 mm

N1 N2 N1 N2 N1 N2

1 1 1 1 1 1 1 1

2 1 1 2 2 2 2 2

3 1 1 3 3 3 3 3

4 1 2 1 1 2 2 3

5 1 2 2 2 3 3 1

6 1 2 3 3 1 1 2

7 1 3 1 2 1 3 2

8 1 3 2 3 2 1 3

9 1 3 3 1 3 2 1

10 2 1 1 3 3 2 2

11 2 1 2 1 1 3 3

12 2 1 3 2 2 1 1

13 2 2 1 2 3 1 3

14 2 2 2 3 1 2 1

15 2 2 3 1 2 3 2

16 2 3 1 3 2 3 1

17 2 3 2 1 3 1 2

18 2 3 3 2 1 2 3
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SNR, η ¼ 10 log10 1=2 52 þ 102 þ 152
� �� ��

Sβ � Ve

� �
=VN

�
¼ 11:20 dB

Sensitivity, β ¼ 10log 1=rð Þ Sβ � Ve

� �
¼ 10 log10 1=2 52 þ 102 þ 152

� �� �
Sβ � Ve

� �
¼ �1:10 dB

ð7Þ

The SNR for all 18 runs is calculated using SNR calculation above. Then, the

mean SNR so-called process average is calculated to find the effect of each control

factor. The effect is separated out at different levels because the experimental

design is orthogonal. The maximum level of SNR value in optimum condition

implies the minimum variation as the signal is bigger than noise. Sensitivity

response plot, as in Fig. 4 often called Beta plot derived from (7), shows the

sensitivity of response value at each level. It focuses on sensitiveness of response

upon level’s change.

A confirmation run is done to check the reproducibility of the experiment. SNR

in optimum condition is compared with worst condition. DB gain for confirmation

SNR differed by 2.86 dB than estimated SNR. The experiment is considered

successful, as dB gain difference is less than 3 dB or 30 %. The dB gain difference

is caused by the worst condition as confirmation SNR deviates a little bit from the

estimated SNR for worst condition. Table 4 summarized the optimum and worst

condition and dB gain. Second step in two-step optimization is to adjust the

controllable factor to target value. The second step is done when certain target is

desired. Based on sensitivity plot in Fig. 4, the best factor to adjust is drum diameter

(factor G) because of high sensitivity, and SNR is roughly even. Thus, the variabil-

ity in peel strength is not influenced by different level of that factor. Factors with

even sensitivity and uneven SNR as C, D, and F are particularly useful to improve

Fig. 3 Signal-to-Noise ratio response plot

Table 3 Experiment

result for run 1
Run

Specimen width (mm)

5 10 15

1 4.45 4.53 8.51 8.97 13.51 12.94
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variation because the value of peel strength has no change. Meanwhile, QE in Fuji

Xerox is started for problem identification that motivates what kind of improvement

to be done. Based on three case studies, problems can be from industry requirement,

customer dissatisfaction (Sakanobe et al., Robust design of photoreceptor cleaning

system in electro-photographic printer, unpublished), technology obsoleteness

(Sakai, Optimizing colorimetry accuracy of LEDcolor sensor, unpublished), cost

reduction factor, system improvement (Akiyama, Application of orthogonal array

to software testing—HAYST method, unpublished), and such. Sakanobe

et al. “Robust design of photoreceptor cleaning system in electro-photographic

printer, unpublished” emphasizes the relationship between output (Y) and problem

statement to generate signal factor that transforms the energy. Optimization is

conducted with the ideal function. In laboratory, problem is known from available

standards and further optimization is done for the betterment of the newly devel-

oped apparatus. Similarly, the output Y (peel strength) is related with the known

problem (big variation) to generate the ideal function. Quality characteristic is

defined from the measured value of the objective, which referred to response,

results, or output, Y [17]. Both flows in laboratory and industry [18] focused on

selection of quality characteristic which describes the desired result. Ideal function

and P-diagram are identified after problem statement is done. Confirmation run in

Fuji Xerox is done on trial manufacture while case study is done with laboratory

scale. In Fuji Xerox, quality is monitored after-launch to society upon the in-house

quality result is official.

It is proven that QE engineering tool can be applied in any environment, be it

industrial application, service, or research field. QE methodology flow is derived

from QE implementation findings of Fuji Xerox and practical case study. A result

Fig. 4 Sensitivity response plot

Table 4 Optimum condition and SNR gain

Type Condition Estimated SNR (dB) Confirmation SNR (dB)

Optimum A1 B1 C3 D1 E2 F2 G3 14.91 14.82

Worst A2 B2 C1 D3 E1 F3 G2 4.30 7.07

SNR dB gain 10.61 7.75

Gain difference 2.86 dB ¼ 26.95 %
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from methodology comparison [17] has produced a QE methodology framework as

shown in Fig. 5 to obtain a robustness of product or process. This paper demon-

strates the experience from orthogonal array L18 experiment in selecting control

and noise level by combining the industrial and laboratories using quality

engineering.

4 Conclusion

This paper discusses the implementation of QE in an organization and QE appli-

cation in process or product optimization through practical case study. Japan’s QE

has proven successful and is emphasized during the design stage before

manufacturing or production to find the design parameters and ensure the product’s

robustness, thus increasing product performance to satisfy customer needs. Fuji

Xerox hypothesis of KFS has helped promoting QE in research, technology, and

product development activities. QE promotion activities accelerate the implemen-

tation in an organization. Top-down approach is undeniably a driving force for a

successful QE implementation. The case study represents how QE is implemented

in one of the product optimization stages. Identifying the experiment’s objective is

crucial that affects the selection of noise and control factors. The engineering tool

employs the engineering and statistic knowledge to obtain product robustness. A

brief framework is presented for QE implementation in organization and proce-

dures on QE methodology. In QE methodology, planning before implementation is

a key element for performing a successful experimental design. Learning from QE

is crucial to be practiced, not only in engineering but also in other fields such as

health and services. QE is practical, and meant to improve product to maximum

performance, thus making the product to be the best with least variation. Undeni-

ably, it is time to change the old practice of experimental design into QE to produce

a world-class quality product.

References

1. Arvidsson M, Gremyr I (2008) Principles of robust design methodology. Qual Reliab Eng Int

24:23–35

2. Ilzarbe L, Alvarez MJ, Viles E, Tanco M (2008) Practical applications of design of experi-

ments in the field of engineering: a bibliographical review. Qual Reliab Eng Int 24:417–428

3. Tanco M, Viles E, Ilzarbee L, Alvarez MJ (2008) How is experimentation carried out by a

companies? A survey of three European region. Qual Reliab Eng Int 24:973–981

4. Viles E, Tanco M, Ilzarbe L, Alvarez MJ (2009) Planning experiments, the first real task in

reaching a goal. Qual Eng 21:44–51

5. Matsuda M, Miyagi Z, Hirai S (2010) Reliability evaluation of t-peel test method for laminated

flexible films. Annual Meeting of the Japan Society of Mechanical Eng. Kanto Branch, 2010

136 R. Dolah and Z. Miyagi



6. Moon Soo P, Jae Choon C, Sung Hyun K, Dong Joo S, Hyung Mi J, Choon Keun L, Mi-Suk C,

Youngkwan L (2011) Optimization of desmear process for high adhesion of insulating film in

printed circuit boards (PCBs) via Taguchi method. Int J Adhesion Adhesives 31:466–472

7. Hirai S, Ashizawa H, Miyazawa H, Naito S, Miyagi Z. Performance Evaluation of T-peel

Apparatus for Flexible Materials

8. Anthony J (2006) Taguchi or classical design of experiments: a perspective from a practitioner.

Sens Rev 26(3):227–230

9. Taguchi G, Wu Y (1985) Introduction to off-line quality control. Central Japan Quality

Control Association, Japan

10. Yates F (1970) Experimental design: selected papers by Frank Yates. Griffin, London

11. Taguchi G, Chowdhury S, Wu Y (2005) Taguchi’s quality engineering handbook. Wiley,

Hoboken

12. Saitoh K, Yoshizawa M, Tatebayashi K, Doi M (2003) A study about how to implement

quality engineering in research & development (Part 1). J Qual Eng Soc 11:100–107

13. Saitoh K, Yoshizawa M, Tatebayashi K, Doi M (2003) A study about how to implement

quality engineering in research & development (Part 2). J Qual Eng Soc 11:64–69

14. JIS (2008) Japanese Industrial Standard Handbook. In: Adhesives Determination of peel

strength of bonded assemblies-Part 3: Adhesive-180 degree peel test for flexible-to-flexible

bonded assemblies (T-peel test), ed. Japan

15. ASTM (2007) Annual Book of ASTM standards section 15: general products, chemical

specialties, and end use products vol. 15.06

16. Dolah R, Miyagi Z (2013) Effect of Peel Side on Optimum Condition for Measuring Flexible

Film Peel Strength in T-Peel Adhesion Test. J Test Eval 42(1):1–2. doi:10.1520/JTE20120342.

ISSN 0090-3973

17. Roy RK (2001) Design of experiments using the Taguchi approach. Wiley, Canada

18. Dolah R, Miyagi Z, Tatebayashi K (2012) Quality engineering implementation in an organi-

zation: a brief finding on QE methodology. J Manage Prod Eng Rev 3(4):26–34

How Quality Engineering in Japan Affects Global Product Performance 137

http://dx.doi.org/10.1520/JTE20120342.%20ISSN%200090-3973
http://dx.doi.org/10.1520/JTE20120342.%20ISSN%200090-3973


Developing a Heuristic Robotics Integrated

Production Model for Economic Production

Quantity in Mass Customization

Manufacturing

S.E.S. Bariran, K.S.M. Sahari, and A.H. Mahlouji

1 Introduction

Mass customization manufacturing (MCM) has been introduced as an alternative

solution to the common obstacles faced in traditional Flexible Manufacturing

Systems (FMS) and Reconfigurable Manufacturing Systems (RMS), hindering the

product customization. On the other hand, determining the economic production

quantity of a mass customization production system is a critical task that also needs

to be customized. In other words, unlike the assumptions made under classical EPQ

models, the perfectly reliable production process and the fixed set-up costs are no

longer applicable with the state-of-the-art robotics enhanced MCM systems today.

As an increasingly upward trend, the MCM is shifting more and more toward the

robotics enhanced production with a gradual elimination of the role of man power

as the primary production assistant, replacing the human role by alternative robotics

agents. This evolutionary shift in production mode is accompanied by certain risk

and returns that depending on the process and level of robotics integration has

significant effects on the major production outputs such as total production volume/

cost, final product quality, and the EPQ among others. Therefore, the main objec-

tive of this chapter is to propose a heuristic model for determining economic

production quantity in mass customization manufacturing systems based on robot-

ics associated parameters rather than the conventional inventory and demand

estimations used in the EPQ calculation. The results of the study compare the

total risks and returns of robotic integrated production based on triple characteris-

tics of maintenance, safety, and training imposed by such configuration. For each

production quantity, the absolute value of the difference between risk and return is
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calculated as an index to determine the EPQ. Besides the innovative methodology

proposed, the results also provide managerial insight into the probable effects of

these factors on EPQ in mass customization manufacturing systems.

2 EPQ: Classical vs. Customized Modeling

Classical models of EPQ did not take into consideration the effect of several

restricting factors that existed in the real production setting. In response to this

deficiency, extensive research has been conducted in previous decade to investigate

different perspectives of production systems as relevant to the economic production

quantity. In the following three subsections, the issue of EPQ modeling will be

covered from three different aspects. First, the concept and history of EPQ model-

ing will be briefly highlighted. Second, the classical scheme for EPQ modeling is

mathematically presented, and finally followed by a selective review on the modern

era of EPQ modeling.

2.1 Theoretical Concept and Overview

Economic Production Quantity or EPQ model determines the optimal production

quantity a manufacturer or supplier should produce to minimize the total production

and inventory costs per unit product by balancing the associated production and

inventory costs. The EPQ model was developed by E.W. Taft in 1918 as an

extension of the Economic Order Quantity or EOQ model. The difference between

these two methods underlies in their theoretical assumptions. The EPQ model

assumes the company will produce its own quantity or the parts are going to be

shipped to the company while they are being produced; therefore, the orders are

available or received in an incremental manner while the products are being

produced. On the other hand, the EOQ model assumes the order quantity arrives

complete and immediately after ordering [1]. In some literature Economic

Manufacturing Quantity model (EMQ) is an alternative to Economic Production

Quantity model (EPQ). Similar to the EOQ model, EPQ is a single product lot

scheduling method.

2.2 Classical Mathematical Modeling

EPQ model can be mathematically derived from the traditional EOQ model.

Equations (1) and (2) show the EOQ-based total cost and optimal order quantity,

where TC is the total annual ordering cost, D is the annual demand, Q is order
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quantity, H is annual holding cost, and finally S denotes for setup or ordering

cost [1].

TCEOQ ¼ D

Q
Sþ Q

2
H ð1Þ

EOQ ¼
ffiffiffiffiffiffiffiffiffi
2DS

H

r
ð2Þ

As a general approach, in EOQ model, total cost (TC) can be minimized by

ordering for the amount of EOQ as given in (2). The same rule can be applied in

deriving the EPQ model with the exception that unlike EOQ, in EPQ model

inventory arrives in increments and is drawn down right upon arrival [1].

In order to derive the Economic Production Quantity (EPQ) model, first, the

EOQ-based total cost should be adjusted as given in (3), where IMAX shows the

maximum inventory volume and is calculated by (4). Then, from (3) and (4),

adjusted order quantity for the EPQ model is developed in (5) [1].

Adjusted Total Cost : TCEPQ ¼ D

Q
Sþ IMAX

2
H: ð3Þ

Maximum Inventory : TCEPQ ¼ Q 1� d

p

� �
: ð4Þ

Adjusted Total Cost : EPQ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2DS

H 1� d

p

� �
vuuut ð5Þ

2.3 Customized EPQ Modeling

2.3.1 EPQ Customized with Maintenance Factors

Pioneered by Giri and Yun [2], the effect of random machine failures and the

resulted backlog on the optimal production quantity was numerically investigated

[2]. One year later, C-Lin and Gong enhanced the so-called pioneer model by

expanding the model assumption to encompass fixed time for corrective mainte-

nance for a single product subjected to exponential decay and a no-resumption

inventory policy [3].

As a climax for the similar research, the issue of imperfect maintenance and

minimal repair combined with inspection errors in an imperfect production system

was the core objective of the study by Lin et al. [4]. However, it was not until 2012

that for the first time in EPQ literature, the effect of stochastic machine breakdown
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and repair was integrated into the EPQ model by Saberi-Lahiji et al. in a typical

production system with multiple identical machines producing not-identical prod-

ucts with specific demand rate [5].

2.3.2 EPQ Customized with Quality Factors

The effect of imperfect quality characteristics on economic production quantity was

originally coined in 2000 by Salameh and Jaber. The model was developed on the

basis that the defective products will be withdrawn from inventory after a 100 %

inspection to be sold at a discounted rate later. An extended version of this model

was later proposed by Jaber et al. [6]. A learning curve was developed and

empirically validated in this study proving that the defect rate per lot will reduce

during the production process [6].

The effect of quality on EPQmay also occur due to defects and inspection errors.

Despite the practical significance of this issue, it was not taken into consideration

until Yoo et al. [7] modeled the effect of both imperfect production quality and

inspection errors that may cause either a profit loss or defect sales return if the

inspection falsely detects a conforming item as defected or vice versa respectively.

The model also included the imposed cost from the rework/salvage of the screened/

returned items [7].

2.3.3 EPQ Customized with Shop Floor Mixed Factors

In a collaborative study by Pasandideh et al., triple characteristics of space con-

straints, shortage-caused backlog, and discrete delivery of orders were investigated

for multiproduct EPQ modeling [8].

The extended version of the Teng’s model for fluctuating demand was proposed

by Pal et al. [9], where the case was further developed to encompass the stochastic

random demand characteristics to determine buffer inventory and production quan-

tity in an imperfect production system subject to facility maintenance/repair [9].

Another multi-criteria covering model was developed by Taleizadeh

et al. combining the effects of random defective items and repair failure in a single

machine production system that imposed limited production capacity and shortage

as well [10,11].

3 EPQ and Robotics Integrated Production

Robotics integrated production model is a unique configuration of the current MCM

systems with enhanced robotics agents as alternative for human factors. The

primary objective of this production model is to simultaneously maximize the

production rate and product quality while minimizing the total production cost.
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However, some unique characteristics of the so-called robotics integrated produc-

tion systems such as maintenance, training, and safety have not been properly

addressed in the EPQ modeling. First, all the previous customized EPQ modelings

with the maintenance cause are solely restricted to the failure of the primary

production machine and has neglected the effect of associated robotics maintenance

that has been integrated into production system. Second, after a case of robotics

caused maintenance, the production process and the robotic operation should be

re-synchronized requiring a training agent that will necessitate extra start-up time

and cost. Finally, are the obligatory safety measurements enforced by quality

standards such as ISO/TS 16949 as instructed under clauses 6.3 and 6.4 under

infrastructure and work environment requirements?

4 Solution: Ideal Function Modeling

A RIP ideal function is proposed in this section by incorporating the triple risk-

return characteristics of RIP systems known as maintenance, training, and safety.

The ideal function is composed of two sub-functions namely Ideal Risk Function

(IRiF) and Ideal Return Function (IRef). IRiF is a function to estimate the potential

cost-associated risks of the new RIP model and accordingly, IRef has the same

functionality in case of potential revenue-associated returns of the RIP model. A

combination of these two functions provides a preference index known as Total

Risk-Return Index or TRRI which is independent of production parameters and can

be simply used in determining the most cost-effective production mode based on

production volume and cycle time as illustrated in (6–8).

Ideal Risk Function : IRiF ¼
XPQ
i¼0

EPQ � MTCi þ TRCi þ STCið Þ: ð6Þ

Ideal Return Function : IReF ¼
XPQ
j¼0

EPQ � MTRj þ TRRj þ STRj

� �
: ð7Þ

Total Risk Return Index : TRRI ¼
XPQ
i, j¼0

¼ IRiFi þ IReFj
� � ð8Þ

In above equations MT, TR, and ST are the corresponding coefficient for

maintenance, training, and safety measurements. The index of Ci and Ri is used

to denote the respective cost and revenue coefficient for production volumes

ranging from i, j ¼ 0 to PQ which show the max production capacity (refer to

Table 1).
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5 Real Case Study: Plastic Injection Molding

The model analysis is based on a case study in a plastic injection molding company

capable of producing a variety of automotive polymeric appearance parts such as

bumper and grille via injection molding process in mass volumes and different

product models on a continuous working schedule of 6 working days weekly and

3 shifts of 8-h per day. Two Krauss-Maffei injection machines with the same

calming capacity of 1,300 tons were selected for the case study. Both machines

are used for mass production of the same product (auto front bumper) and may in

case be used for the production of same family products such as grille by changing

the mold and machine setups. Machine “A” has recently been equipped with a

robotic arm to proceed with the postinjection operation such as vacuum and

trimming that in case of machine “B” is done by a human operator. Company’s

management has decided to gradually equip all other injection machines with the

same robotic equipment to increase the production volume by reducing cycle times

and to achieve a lower quality defect rate that is currently 10 % as reported by the

company’s quality engineering team [12].

6 Results and Analysis

The ideal function was applied in the case study to predict the respective risk-return

values. The analysis was based on three different products that were monitored for a

continuous 1-week period. The products belong to the same product family but with

different production cycle times as illustrated in Table 1 under CT column. For each

cycle time (CT) category, the equivalent production quantity is calculated under

weekly production quantity (WPQ) column in the same table, assuming the max-

imum production capacity. Using ideal risk function and ideal return function, total

risk return index in calculated for each product category. TTRI results for

RIP-MCM and T-MCM are graphically presented in Figs. 1 and 2, respectively.

Production mode preference results are then summarized in Table 1 by respective

zero-one preference denotations. Results indicate that for WPQ2 and WPQ3,

RIP-MCM has a better TRRI index while for WPQ1, T-MCM is preferred. On the

Table 1 Comparison of production mode preference for IRiF and IRef

Production mode preference

Weekly production

quantity (WPQ) (*103 U)

Cycle time

(CT) (seconds)

T-MCM

(Machine II)

RIP-MCM

(Machine I)

IRif IReF TRRI IRif IReF TRRI

WPQ1 � 8 CT � 75 0 1 1 1 0 0

WPQ2 � 13 CT ¼ 45–75 0 0 0 1 1 1

WPQ3 � 20 30 < CT < 45 0 0 0 1 1 1
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other hand, the corresponding exponential trend lines show that RIP-MCM is

capable of maintaining a stable increase for risk-return index for all production

volumes ranging from 8 to 20 K units. For each production mode, EPQ is simply

determined as the volume for which there is a maximum positive return and

minimum negative risk. Therefore, in this case study, WPQ2 is selected as the

EPQ for both production models due to its maximum simultaneous risk-return

values.

7 Conclusion

In this study, a heuristic model for economic production quantity (EPQ) was

developed for robotics integrated mass customization manufacturing systems.

Based on the results of a real case study in plastic injection modeling industry,

the proposed TRRI index was proved to be both a simple and effective tool for

determining EPQ by calculating the absolute value of the so-called TRRI index.

The findings also reveal that, depending on the mass production quantity and

product standard cycle times, production mode should be switched between tradi-

tional MCM and RIP to optimize the risk-return ideal functions. Among three

different family products with different cycle times that were investigated, robotics

integrated production (RIP) model showed better performance as compared to
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traditional model for products with cycle time ranging from 30 to 75 s. It is also

worth emphasizing that the decision for an optimal mass customization production

scenario is critically dependent on total production capacity and product cycle time,

as two major control factors of MCM nondeterministic environment especially in

case of robotics integrated production systems. As part of future research, it is also

suggested that the model be applied in different MCM settings rather than the one in

the case study to test for the validity and reliability of the results with respect to the

sensitivity of the RIP model to the production volume and product cycle time.
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Systematic Way for Problem Identification

of Car Braking System by Using TRIZ

N.F. Mesbah and S.M. Yusof

1 Introduction

The passenger car is one of the most popular types of transportation around the

world for people to travel from one place to another in the safest manner.

The upgrading of vehicle safety has become one of the most important targets in

the vehicle industry. The brake system plays an essential role to enhance the active

vehicle safety of a car. It must ensure the safe control of a vehicle during its normal

operation and must bring the vehicle to a smooth stop within the shortest possible

stopping distance under emergency conditions [1]. The basic goals of braking

systems are to decelerate a vehicle during stopping, to maintain vehicle speed

during downhill operation and to hold a vehicle stationary on a grade.

In recent years, braking systems have undergone tremendous changes in terms of

performance, technology, design and safety [2]. In trying to improve braking

system, the brake engineer has two challenges:

1. Create enough deceleration to stop the car as quickly as the driver wishes,

without exceeding the driver’s comfort level with regard to pedal effort or

pedal travel.

2. Manage the resulting heat energy so as not to damage the brake system or the rest

of the vehicle.

There are many ways to create or develop new ideas such as through brain-

storming, benchmarking, and the Pugh method, which may not clearly point to the

ways for solving problem or highlight the right solutions [3].

These methods usually have the ability of identifying or uncovering the problem

and its root cause, but lack the capability to actually solve those problems. Amongst

several creativity tools, TRIZ provides systematic problem-solving approach for
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innovation. Usually, it is used for patent circumvention, system and process

improvement, cost reduction and new development of products. TRIZ also offers

the delivery of systematic innovation, acceleration of problem solving in creative

ways, confidence that all possibilities of new solutions have been covered and

overcoming the innovation killers such as psychological inertia, limited knowledge

and contradiction [4]. In addition, TRIZ provides effective tools which enable

engineers to predict future technology and produce new ideas from it.

In any problem-solving method, problem identification is the first part that plays

an important role. This paper will discuss on how to identify the problem by using

the TRIZ method to improve the braking performance of the hydraulic brake in a

selected passenger car.

2 Methodology

2.1 TRIZ Method

TRIZ was developed by a Russian mechanical engineer, Genrich Altshuller, in

1946 [5]. He was a former Soviet inventor. The word TRIZ is the Russian acronym

of “Theory of Inventive Problem Solving”. Research on TRIZ began with the

hypothesis that there are universal principles of invention that are the basis for

inventive innovations. If these principles could be identified and extracted, they

could be applied to make the process of invention more direct. A short word of this

is “Somebody somewhere has already solved this problem”. Creativity is now

finding that solution and adapting it to this particular problem. Altshuller started

reviewing patents in the 1950s, and his team investigated the patents one by one.

Over 200,000 patents were investigated. TRIZ offers a systematic creativity process

built primarily on the concept of abstraction. From a specific problem to a generic

framework, out of which comes a generic solution requiring translation back to

the specific.

2.2 TRIZ Problem Identification

The first step is to perform Function Analysis on the identified system for describing

the system containing the problem(s) in all its detail by listing all the components

and all their interactions. These interactions are called functions. The Engineering

System also interacts with the components which are outside its system and are

called supersystem components. These supersystem components can influence the

Engineering System although they were not designed as part of the system.
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TRIZ Function Analysis is different from other forms in that it includes all the

negative, ineffective and excessive interactions in the system, and this is key to

proper understanding of the problems and the potential solution points in the

system.

All interactions are expressed as subject-action-object and it is important to use

simple, clear language in order to be able to structure the problem correctly. In

terms of graphical standardization, the subject has a rectangular outline while the

product has an oval outline for easier differentiation. The function is shown as an

arrow. These functions can be either useful or harmful functions. Useful function

can be further categorized under normal, insufficient or excessive. In order to

differentiate the different function, different line styles are used as shown in Fig. 1.

The second step is to perform Cause and Effect Chain Analysis that will help

identify the fundamental root cause(s) of the problem. If we identify the wrong root

cause, most probably the solutions generated would not work. The process of

generating the Cause and Effect Chain Analysis is very similar to the “5 Whys”

approach. Starting with the original problem, a brainstorming is conducted to

identify the high-level cause for this original problem. For each high-level cause,

the next-level cause is determined by asking “why” it happened. Continue asking

“why” until the foundation laws of Physics or Chemistry are found or the limits of

the Engineering System emerge. They are then the fundamental root causes of the

original problem.

Next, each of these fundamental root causes is reviewed and then either

discarded if not plausible or considered as the potential root cause of the original

problem. Each of these potential root causes is then considered in the revised

problem which needs to be resolved. In most cases, resolving them is not straight-

forward but requires resolving a contradiction.

2.3 Braking Performance

The performance of a brake system is referring mainly to the vehicle’s stopping

distance which is the function of vehicle velocity at the start of braking and

deceleration. The stopping distance that is needed to stop a moving car can be

divided into two parts called the thinking distance and the braking distance. The

thinking distance is the distance that the car travels during the driver’s reaction time.

Function Line Style
Normal 

Insufficient 

Excessive

Harmful

Fig. 1 Line styles for each

types of function
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Reaction time is the duration of time between the moments when the driver

realizes that the car must be stopped and when he or she applies the brakes.

The distance taken to stop once the brakes are applied is known as the braking

distance.

3 Results

3.1 Original Problem to Resolve

This research is an actual case study of an automotive manufacturer, where the

problem was determined and decided by the company. It focuses on improving the

brake system of the passenger car by using the Theory of Inventive Problem

Solving (TRIZ).

For this research, the selected car has disc brakes in the front wheels and drum

brakes in the rear wheels. The brake is actuated by the hydraulic pressure which is

called the hydraulic brakes.

3.2 Function Analysis

Function Analysis helps to clearly identify the interaction between the system,

subsystem and supersystem. In this case, the system is the braking system. Two

subsystems are involved in that system which are actuation and foundation. For the

actuation subsystem, the components include the brake pedal, master cylinder and

proportioning control valve, while for the foundation subsystem, the components

are the disc brake and drum brake.

The braking system also interacts with the components which are outside its

system and are called supersystem components. These supersystem components

can influence the braking system although they were not designed as part of the

system. In this case, there are supersystem components which are the ground and

the driver. The Function Analysis for a braking system is shown in Fig. 2.

When the brake pedal is pressed to apply the brakes, the piston in the master

cylinder forces the brake fluid that will increase the pressure of fluid. This pressure

is transmitted to all the pipes and up to the brake calliper and wheel cylinder

according to Pascal’s law. The brake fluid acts as a link to transmit pedal force

from the master cylinder to the brake calliper in the disc brake and wheel cylinder in

the drum brake.

The drum brake system slows down a car through friction, by pressing the brake

shoes against a drum. A drum brake mechanism consists of different components

which are the drum, brake lining, return spring, piston, wheel cylinder, brake shoe,

brake pads, wheel hub and stud. A vehicle can be stopped with the help of all these

components by just putting a small pressure on the brake pedal.
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Another system is the disc brake system which is a lot simpler than the drum

brake and more effective as well. It is a round, flat piece of metal, pressed against

the wheel to slow or stop the car with the main components being the brake line,

splash shield and disc brake.

3.3 Cause and Effect Chain Analysis

A Cause and Effect Chain Analysis is used to determine the root cause of poor

braking performance. The question “why” is asked in order to reach to the next

level and eliminate those which are validated to be not contributing to the problem.

Once the fundamental laws of Physics or Chemistry or limits of the Engineering

System are reached, these would be the potential fundamental root causes. Once

this root cause is identified, determine whether a contradiction needs to be resolved.

The Cause and Effect Chain Analysis for inefficient braking performance is shown

in Fig. 3.

Amplifies
the 
force

Transmit
pressure

Connect

Press

Multiplies
the pedal

force

Transmit 
pressure

Transmit
pressure

Connect

Connect

Brake
pedal

Master
cylinder

Power 
booster

Proportioning
control
valve

Disc 
brake
(front)

Drum 
brake
(rear)

Driver

Ground

Wheel

Connect

Wheel

FrictionFriction

Fig. 2 Function Analysis

for the braking system
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In order to find out the root cause of poor braking performance, each potential

cause should be tested for its possibility. Further evaluation and hypothesis valida-

tion would be required to determine the root cause of the problem.

4 Discussion

The TRIZ methodology is applied to identify the problem of inefficient braking

performance of the passenger car. There are two tools for identifying the problem

by using the TRIZ methodology: the Function Analysis and Cause and Effect Chain

Analysis. Function Analysis is applied to analyse the interactions between the

Inefficient 
braking 

performance

Road
condition

State of
driver

More
comfortable

Lack of
skills

Lack of
knowledge

Lack of
experience

Fatigue

Under
influence
of alcohol
or drug

Inability
to judge
distance

and speed

Insufficient
rest

Less
inertia

Tyre 
radius

Weight

Centre of
gravity

Low
brake

response

Gradient

Wet

Hilly

Rainy

Fig. 3 Cause and Effect

Chain Analysis for

inefficient braking

performance
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system, subsystem and supersystem components specifically with their type of

function. For this study, the braking system has actuation and foundation sub-

systems and interacts with two supersystems which are the driver and ground.

The next step involved is using the Cause and Effect Chain Analysis to determine

the root cause of the problem by asking “why” until the fundamental laws of

Physics or Chemistry or the limits of the Engineering System are reached. Further

evaluation could then be undertaken to eliminate potential causes which are vali-

dated to be not contributing to the problem, and finally the root cause of the problem

will be determined.

5 Conclusion

This paper has presented the steps for problem identification by using the TRIZ

methodology. A case study of an automotive manufacturer focusing on improving

braking performance of the passenger car was conducted. Two tools of TRIZ have

been used which are the Function Analysis and Cause and Effect Chain Analysis.

Problem identification is the first step in problem solving and plays an important

role in determining the successfulness of the study. If the identified root causes are

wrong, most probably the solutions generated would not work. So, the problem

identification phase helps to reduce the possibility of implementing the wrong or

ineffective solution. Future research will be made to determine the best approach to

test the ideas generated from these analysis and continue with the next step in TRIZ

for resolving contradiction and investigate the inventive solution for improving

braking system of the passenger car.
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High-Performance Work System and Safety

Performance

Dayang Nailul Munna Abg Abdullah and Vanissa Karupaiah

1 Introduction

There has been a growing realization that human resources are better managed by

high-commitment- or high-involvement-oriented strategies [1]. Instead of relying

on compliance by means of rules, regulations, and monitoring to decrease costs and

increase efficiency, high-commitment management creates conditions that encour-

age employees to identify with the goals of the organization and to exert effort to

achieve them [2].

Nowadays, the term high-performance work system (HPWS) has been used to

improveworkforce competencies, attitudes, andmotivation. In fact, organizations that

utilized this concept have been found to perform better than those without such a

system in numerous ways, including having more innovation, growth, flexibility,

productivity, and profits and less employee turnover, absenteeism, and labor costs

[3]. HPWS is also known as a group of separate but interconnected human resource

practices that together recruit, select, develop, motivate, and retain employees [4, 5].

It was suggested that this concept could be achieved by ensuring that employees

possess a broad range of superior skills and abilities that are used at work, which

ensure that their organizations achieve “superior intermediate indicators of firm

performance” [4].

The main objective of this study was to identify the relationship between the

high-performance work system determinants, namely, safety training, self-

managed teams, high-quality work, and safety performance among employees at
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the workplace. In addition, the dominant factor of this study would also be

determined to see its effect on safety performance. This study was extended to

predict that HPWS will also influence safety performance, and it was hypothesized

specifically that HPWS will improve workplace safety by increasing employee trust

in management and perceived safety performance approaches.

2 Literature Review

2.1 High-Performance Work System

High-performance work system (HPWS) is defined as a specific combination of HR

practices, work structures, and processes that maximizes the knowledge, skills,

commitment, flexibility, and resilience of employees [6]. It is known as the high

involvement or high commitment by an organization that uses a distinctive

managerial approach that enables high performance through people. Although

different human resource management’s field authors have emphasized slightly

different features and management practices in describing HPWS, the essential

characteristics are the seven key dimensions introduced by Jeffrey Pfeffer in The

Human Equation (1998). The dimensions are employment security; selective hiring

of new personnel; self-managed teams and decentralization of decision-making as

the basic principles of organizational design; comparatively high compensation

contingent on organizational performance; extensive training; reduced status dis-

tinctions and barriers, including dress, language, office arrangements, and wage

differences across levels; and extensive sharing of financial and performance

information throughout the organization.

The main idea of HPWS is to create an organization based on employee

involvement, commitment, and empowerment, not on employee control. The par-

ticular set of managerial practices will vary from company to company. The small

business unit that controls its own fate and involves everyone in the business is the

best image for the involvement-oriented approach [7]. In these high-involvement

organizations, employees feel responsible for and involved in its success. They also

know more, do more, and contribute more. They have the power, information,

knowledge, and rewards to perform at the highest level [8].

There were many studies that have investigated whether firms utilizing HPWS

approach achieve a higher level of performance than traditionally managed firms.

Previous researches claimed that high-performance work systems are very much

associated with lower turnover rates [9], enhanced productivity and financial

performance [10], and increased job satisfaction [11] and help in reducing fatigue

among employees [12].
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2.2 Safety Performance

Safety performance can be seen as a subset of the overall job performance in

situations in which worker’s safety is the main concern. Safety performance is

therefore perhaps best defined by the extent to which an individual performs

behaviors that increase the safety of the individual and organization and avoids

behaviors that decrease safety of oneself and the organization. Most research on

safety behavior at work has treated safety performance as one dimension

encompassing a small set of behaviors that relate directly to the performance of

core job tasks, such as risk-taking, engaging in behavior to protect oneself, and

following safety rules [13].

Safety compliance, which refers to rule-following in core safety activities such

as wearing personal protective equipment, has been shown to be distinct from

safety participation, which refers to activities that enhance the safety context of

the organization such as participating in voluntary safety activities [14]. The

relationship between compliance and participation was also similar to those

observed between general task performances, suggesting that safety performance

is similar in structure to general performance in this respect.

Work behaviors relevant to safety can be conceptualized in the same way as

other work behaviors that constitute work performance. In this way, the models of

performance can be applied to safety performance in the workplace. The model of

performance used in the present study makes a distinction among the components

of performance, the determinants of performance, and the antecedents of perfor-

mance [15]. The components of performance describe the actual behaviors that

individuals perform at work, and the two major components are task performance

and contextual performance [16], and these two components of performance can be

used to differentiate safety behaviors in the workplace.

3 Methodology

Quantitative research approach was utilized in this study. The population consists

of all employees in Carsem (M) Sdn. Bhd., Ipoh, Perak, which was about 2,500. A

total of 170 respondents were selected to participate in this study using simple

random sampling technique. In this study, self-administered questionnaire was used

as an instrument for data collection. Questionnaire was used because a lot of

primary data and useful information can be collected for the purpose of this

study. The questionnaire was adapted and modified from several past researches,

namely, the Barling, Kelloway, and Iverson (2003) and Pfeffer (1998). It was

redesigned in order to fit in to this study which was on the relationship between

HPWS and safety performance. These questions were categorized into Sections A,

B, and C. Section A was designed to obtain the information regarding the demo-

graphic characteristic of the respondents like gender, age, race, and tenure in the
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organization; education level; and monthly salary including wages. Meanwhile,

Section B consisted of questions regarding safety performance. This part was

subdivided in eight items in order to gain the employees’ perception toward safety

performance in their organization. Section C contained statements on the safety

training, self-managed teams, and high-quality work. A 5-point Likert scale ranging

from Strongly Disagree with the value of 1 to Strongly Agree with the value of

5 was used in Sections B and C.

Furthermore, the primary data was analyzed by using Statistical Package for the

Social Sciences (SPSS) version 17.0 for Windows. The statistical methods used to

analyze the data were descriptive statistics and inferential statistics, which included

Pearson correlation and multiple regression analysis.

4 Findings and Discussions

4.1 Reliability and Validity Tests

Table 1 presented the results of reliability and validity tests. Reliability and validity

tests were conducted to ensure that the survey questions were clearly phrased and

would be easily answerable by the members of the sample without ambiguous,

unclear, or misleading questions. The items for each variable had factor loadings of

0.4 and above, indicating that it met the acceptable minimum standard of validity

analysis [17]. The KMO score for each variable was more than 0.6. These variables

were significant in Bartlett’s test of sphericity. All variables had eigenvalues larger

than 1. Cronbach’s alpha of 0.6 or higher for a component reflects that the

measuring items under that particular component provide a reliable measure of

internal consistency [18], and the results showed that the value of Cronbach’s alpha

met the acceptable standard of reliability analysis.

4.2 Demographic Characteristics

The total number of respondents was 170. Majority of the respondents were female

(100, 58.8 %) compared to the male (70, 41.2 %). 33.5 % (57) of the respondents

were between 26 and 35 years old, followed by 28.2 % (48) of them were from the

age range of 36–45. Most of the respondents were Chinese (70, 41.2 %), followed

by the Malay (62, 36.5 %). Thirty percent (51) of the total respondents have

attached to the organization between 1 and 5 years, and 28.2 % (48) of the

respondents have been in the profession for more than 10 years. Besides, most of

the respondents were bachelor’s degree holders (58, 34.1 %), and only 11.8 %

(20) of them were master’s degree holders.
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4.3 Results from Pearson Correlation Analysis

As shown in Table 2, the findings from this study indicated that there was a positive

relationship between safety training and safety performance (r ¼ 0.384,

p ¼ 0.000). Training allows employees to acquire greater competencies to control

their work, leading to them performing their jobs more safely [19]. Besides, training

could increase the problem-solving skills of employees from a human capital

perspective [20]. This means that as employees receive safety training, then their

ability to handle a situation during emergency can be improved which would

improve the safety performance at the workplace.

Furthermore, it was argued that there are only three determinants of individual

performance: knowledge, skill, and motivation [21]. Safety performance, therefore,

must be determined by knowledge and skills necessary for particular behaviors and

by the motivation of individuals to perform the behaviors. This supports the

findings whereby safety training can be a medium to provide employees with

required skills to do their job in the right manner.

Besides, it was also revealed in Table 3 that there was a significant relationship

between self-managed teams and safety performance (r ¼ 0.273, p ¼ 0.000).

These findings were supported by a research conducted on 97 manufacturing plants,

in which the findings showed that the quality of supervisor–employee relationships,

as well as cohesion with the work group, was the best predictor of the propensity to

comply with safety rules [22]. This was in line as well with a study that claimed

empowered teams or self-managed teams share “a sense of doing meaningful work

that advances organizational objectives” [23]. Both of these findings indicated the

role of self-managed teams in improving safety performance at the workplace

which was reliant with the findings of this study.

Moreover, a study on the members of a flight crew showed that they performed

more effectively as a group in dangerous situations than as a hierarchy with the

captain at the top of the chain of command, presumably because team members

were motivated to contribute their ideas by the belief that they must work together

in achieving their goals [24].

In addition, an empowered team would have some measure of the value of its

work. Without knowing its strengths, the team will not feel a sense of accomplish-

ment. Without knowing its weaknesses, it will not know how to increase its

performance. A self-managed team will find ways to evaluate its own efforts and

Table 2 Means, standard deviations, and correlation between independent and dependent

variables

Variables Mean

Standard

deviation Significant, p
Pearson

correlation, r Results

Safety training 3.4338 0.36033 p ¼ 0.000 0.384** H1 Accepted

Self-managed teams 3.4993 0.35499 p ¼ 0.000 0.273** H2 Accepted

High-quality work 3.5934 0.33669 p ¼ 0.000 0.330** H3 Accepted

Note: **Correlation is significant at the 0.01 level (2-tailed)
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improve upon them. People who feel empowered are more likely to develop

systems for evaluating themselves, to seek feedback from others, and to use the

information to make positive decisions about future goals [25]. The result of

evaluation and feedback will be continuously improved within the company, as

the team uses its new sense of empowerment. This includes their improvement on in

terms of safety management as well. Therefore, a self-managed team would open

up a chance to improve the safety performance of the organization.

It was also pointed out in the findings that there was a significant relationship

between the high-quality work and safety performance (r ¼ 0.330, p ¼ 0.000).

Some researchers have included that job quality as a component of a high-

performance work system [26]. Undoubtedly, the employees who are committed

in doing quality works normally perform better in the jobs assigned. High-quality

work provides the employee with the motivations and the opportunity to do great

work. Employees will reciprocate positive attitudes and behaviors to the organiza-

tion as they feel the job they are doing is safe [27].

4.4 Results from Multiple Regression Analysis

Researchers used multiple regression analysis to determine the dominant factor that

has greatest influence on safety performance at the workplace. Based on the Table 3,

the regression model explained 19.2 % of the variation in the dependent variable,

Table 3 Regression results

Model summary

Model R R square Adjusted R square

Std. error

of the estimate

1 0.438a 0.192 0.177 0.30188

ANOVAb

Model Sum of squares df Mean square F Sig.

1 Regression 3.592 3 1.197 13.139 0.000a

Residual 15.127 166 0.091

Total 18.720 169

Coefficientsb

Unstandardized

coefficients

Standardized

coefficients

Model B Std. error Beta t Sig.

1 (Constant) 1.656 0.301 5.511 0.000

Training 0.264 0.071 0.285 3.699 0.000

Teams 0.088 0.076 0.094 1.155 0.250

Quality 0.170 0.082 0.172 2.061 0.041
aPredictors: (Constant), Quality, Training, Teams
bDependent variable: Performance
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safety performance, as indicated by R square value. Then, the highest beta value

(0.285) with p ¼ 0.000 achieved by the safety training indicated as the dominant

factor of this study. Therefore, the hypothesis H4 was accepted.

5 Conclusion

The importance of high-performance work system and safety performance in the

organization is increasingly recognized by the top management because it can give

profitable advantage to the organization. The HPWS can contribute toward the

sustainability and the survival in the competitive environment. However, getting

employees from diverse background to work together to achieve this is not always

easy and straightforward. The realization of the importance of safety performance

at the workplace would be the motivating aspect in implementing HPWS within the

organization.

As a conclusion, research interest in the area of high-performance work systems

continues to develop as well as on workplace safety. Occupational safety aspects

are identified to be a motivation factor for employees to reduce turnover and

increase productivity. The study on improving the safety performance through

HPWS should be further justified through future researches. A slight change in

the research context could bring changes in the present findings. Therefore, future

researchers are welcomed to conduct similar research to give greater contribution

for the same context of study.
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Determinant Factors of Insurance Demand

by SMEs in Malaysia

Junainah Junid, Siti Zahrah Buyong, and Khuzaimah Akasah

1 Introduction

Small and medium enterprises (SMEs) are often referred to as the engine and the

backbone of economy in Malaysia with 90 % of the businesses categorised under

small and medium enterprises. Malaysian small businesses were the second most

likely (after Indonesian small businesses) to grow in 2013 (63 %). Looking at the

economic boom in Japan, there are 4.69 million businesses under the small and

medium business enterprises (SMEs), which represent 99.7 % of the total busi-

ness. However, the disasters experienced in Japan on March 11, 2012, as a result

of the earthquake and tsunami caused the discontinuation of business activities.

Most SMEs insured their business as a protection against the risk of business

destruction. It can be seen from the significant effect where 3 months after the

disaster, SMEs in the country are gradually recovering. Insurance is a method that

allows the entrepreneurs to transfer the risk to the insurance company. Not only is

insurance as a form of financial risk management, it can also protect a person

from unprecedented disaster. According to Brown and Churchill [1], insurance

reduces vulnerability as households replace the indefinite prospect of large losses

with the certainty of making small, regular premium payments. Realising the

importance of insurance for small businesses in Malaysia for their own protection

makes insurance a demand, but yet micro businesses are unable to afford the

policy due to various aspects, such as low revenue in sales and decreased

awareness. The important factor that those micro businesses demand from insur-

ance is the flexible payment method and collection of affordable premiums

provided by the insurer. Since most of the micro businesses face unstable income,

providing insurance for this group requires the insurer to come up with proper
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structuring of premium concerning the flexibility of payment and ease of collec-

tion. Hence, the timing of premium collection is structured to coincide with the

cash inflows of this group [3–5]. This is also supported by [6] who emphasised

that micro insurance demand for small businesses will succeed if the element of

designing the premium payment system specifically for this target group is

considered by the insurer. [7–9] found that the capacity to afford an insurance

is directly connected to one’s level of income. However, the capacity of

low-income micro business operators to purchase insurance is not only related to

the level of income but also due to other reasons such as proper management of

their financial resources, which have a remarkable impact on their access to micro

insurance [3]. Awareness on the existence and importance of insurance policy of

the micro businesses is another area to look into. Low-income businesses believe

that insurance is not so important. This is probably due to less confidence on the

insurer and poor understanding of the risk-pooling concept in the role of helping

others after an incident. Previous experience with micro insurance also shows that

many businesses view insurance in a negative way; they see an insurance as

something that is reserved for the rich, which is irrelevant for them, too expensive

to afford, or even unfair in terms of claim made [10–13, 3, 14].

2 Objectives and Scope of the Study

The objectives and scope of study of this paper are explained below.

2.1 Objectives of the Study

The objectives of this study are:

• To identify the factors that contribute to the demand of insurance product by

SME businesses

• To examine the degree of awareness of SME business operators in Malaysia on

insurance policy

• To evaluate the relationship between the premium flexibility offered by the

insurer and willingness of SME business to purchase the policy

2.2 Scope and Method of the Study

This study was done in 3 months, focusing on 100 SME businesses (inclusive of

micro businesses) located in Klang Valley, Malaysia, which included various

sectors such as manufacturing, agriculture and services. Questionnaires were
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directly distributed to all SME businesses and were then collected. A total of

100 respondents participated in this survey with a 100 % rate of return.

3 Result and Analysis

Descriptive analysis was chosen to analyse the demographic section where respon-

dents were questioned on seven categories that include the owner’s age, gender,

Bumiputera status, year of SME business establishment, level of income (monthly

revenue), level of business owner’s education and number of employees in the

business.

3.1 Frequency Distribution

Table 1 shows the demographic profile of respondents. From the descriptive

analysis, it shows that 75 % of the owners aged above 45 years will purchase an

insurance policy regardless of any type of insurance product in the market. Fifty

nine percent of females have insurance policies compared to males. Sixty percent of

respondents have Bumiputera status. It is found that 55 % of the respondents are

Table 1 Descriptive analyses: demographic

Category Age Frequency Percentage

Owner’s age Below 30 8 8

31–45 years 17 17

Above 45 75 75

Gender Male 41 41

Female 59 59

Bumiputera status Bumiputera 60 60

Non-Bumiputera 40 40

Year of business establishment Below 5 years 3 3

5–10 years 42 42

More than 10 years 55 55

Monthly revenue (level of income) Below RM30,000 63 63

RM30,001–RM50,000 22 22

RM50,001–RM100,000 12 12

More than RM100,001 3 3

Level of business owner’s education Primary/secondary school 22 22

Diploma 30 30

Degree 45 45

Postgraduate degree 3 3

No. of employees 1–5 35 35

6–20 42 42

More than 20 21 21
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already running the business for more than 10 years. Mostly 63 % of the businesses

have an income (monthly revenue) below RM 30,000. The survey also found out

that most of the business owners are degree holders from various universities and

majority of them are employing between 6 and 20 employees.

3.1.1 Coefficient of Correlation (R)

R is the coefficient of correlation where it is able to measure the degree of

association between the dependent and independent variables. The value coefficient

of correlation (R) is denoted by the R range, from �1 to +1, no matter what the

unit of X and Y is. The range indicates whether the correlation is strong or not. Its

sign (negative or positive) indicates the direction of relationship between the vari-

ables. The value of R for model 1 is 0.696; model 2, 0.730; and model 3, 0.744

(Table 2). It indicates that there is a strong positive linear association between the

dependent and independent variables of abnormal returns in the model. The corre-

lation coefficient shows that free cash flow, dividend payment and abnormal returns

have a strong positive relationship at 69.6, 73 and 74.4 %, respectively.

3.1.2 R Square (R2)

Based on Table 2, the R square for model 1 is 0.484; model 2, 0.533; and model

3, 0.554. It indicates that a 48.4 % change in the determinant factors of insurance

demand is due to changes in the level of education, whereas for model 2, it indicates

that a 53.3 % change in the determinant factors of insurance demand is due to

changes of the combination of the level of education, premium flexibility and

gender. It shows that there is a strong positive linear association between three

variables in the model.

Table 2 Model summary

Model R R square Adjusted R square Std. error of the estimate

1 0.696a 0.484 0.479 0.94372

2 0.730b 0.533 0.523 0.90276

3 0.744c 0.554 0.540 0.88665
aPredictors: (constant), level of education
bPredictors: (constant), level of education, premium flexibility
cPredictors: (constant), level of education, premium flexibility, gender

Dependent variable: determinants of insurance demand
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3.1.3 F-Stats

From the result of the f-test in Table 3, it shows that there is a relationship between

the three independent variables (level of education, premium flexibility and the

gender) with the dependent determinant factors of insurance demand at significant

level p � 0.05. Therefore, the null hypothesis is rejected at 5 % significance level.

By accepting the alternative hypothesis, it shows that abnormal results have a

significant relationship with its level of education, premium flexibility and gender.

Obviously, any changes in one of these variables could lead to the changes of

determinant factors of insurance demand.

3.1.4 Regression Model

The multiple linear regression model equation explains the coefficient analysis

between the dependent variable which is the determinant factors of insurance

demand and independent variables, namely, level of education, premium flexibility

and gender.

Premium Flexibility

The analysis between premium flexibility and level of education found that the

t-significant value stands at 0.005 which represents a significant value. The finding

hereby rejects the null hypothesis for the level of education, which explained that

the level of education did have a significant relationship with the determinant

factors of insurance demand.

Table 3 ANOVA

Model Sum of squares df Mean square F Sig.

1 Regression 81.156 1 81.156 91.124 0.000a

Residual 86.389 97 0.891 – –

Total 167.545 98 – – –

2 Regression 89.307 2 44.654 54.791 0.000b

Residual 78.238 96 0.815 – –

Total 167.545 98 – – –

3 Regression 92.861 3 30.954 39.734 0.000c

Residual 74.684 95 0.786 – –

Total 167.545 98 – – –
aPredictors: (constant), level of education
bPredictors: (constant), level of education, premium flexibility
cPredictors: (constant), level of education, premium flexibility, gender

Dependent variable: determinants of insurance demand
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Hypothesis Statement 1

H1: There is a relationship between premium flexibility and the level of demand for

insurance products.

Result: Accept the hypothesis since t-test is 0.005 < 0.05. The result of regression

in Table 4 shows that the education level is significantly related to the determi-

nants of insurance demand.

Gender

The analysis of the level of education, premium flexibility and gender in Table 4

shows that the large t stands in 0.036, which is significant. The findings hereby

accept the hypothesis for gender, which explained that gender did have a significant

relationship with the determinants of insurance demand.

Hypothesis Statement 2

H2: There is a significant relationship between gender and the determinants of

insurance demand.

Result: Accept hypothesis 2 since t-test is 0.036 < 0.05. The result from the

regression indicates that gender is significant with the determinants of insurance

demand.

Level of Education

The analysis between the determinants of insurance demand and level of education

in Table 5 shows that the t-significant value stands at 0.691, which means that it is

not significant. The findings hereby reject the hypothesis for the level of education,

which explained that the level of education did not have a significant relationship

with the determinants of insurance demand.

Table 4 Multiple linear regression model coefficient analysis

Model

Unstandardised

coefficients

Standardised

coefficients

t Sig.B Std. error Beta

1 (Constant)

Level of education

1.345

0.740

0.390

0.077

0.696 3.451

9.546

0.001

0.000

2 (Constant)

Level of education

Premium flexibility

0.697

0.565

0.321

0.426

0.093

0.101

0.531

0.275

1.638

6.103

3.162

0.105

0.000

0.002

3 (Constant)

Level of education

Premium flexibility

Gender

0.107

0.500

0.287

0.213

0.502

0.096

0.101

0.100

0.470

0.247

0.167

0.213

5.217

2.852

2.126

0.832

0.000

0.005

0.036

Dependent variable: determinants of insurance demand by micro businesses

172 J. Junid et al.



Hypothesis Statement 3

H3: There is a significant relationship between the level of education and the

determinants of insurance demand.

Result: Reject Hypothesis 3 since t-test is 0.691 > 0.05.

The result from the regression indicates that the level of education is significant

with the determinants of insurance demand.

4 Conclusion

The objective of this study has been achieved through statistical analysis. It shows

that premium flexibility, level of education and gender have a significant relation-

ship with the determinant factors of insurance demand. It means that the demand for

the insurance products is affected by these three factors. It is supported by three

significant relationships with the dependent variable. This is supported by the

significant value for each independent variable which is less than 0.05 (5 % level

of significance). Besides that, according to the model summary, the three indepen-

dent variables are positively related to the dependent variable.

4.1 Premium Flexibility

The result achieves the research objective which is to evaluate the relationship

between the premium flexibility and willingness of consumers to buy insurance

products. The findings accept the hypothesis according to the f-test result. It is
because the insurance industry in Malaysia has created a convenient method

of payment such as through direct payment, auto debit, credit card and salary

deduction. Consumers can choose annual, quarterly and also monthly payments.

Table 5 Excluded variables

Model Beta In T Sig. Partial correlation

Colinearity statistics

Tolerance

1 Premium flexibility

Level of education

Gender

0.275a

0.183a

0.201a

3.162

2.420

2.508

0.002

0.017

0.014

0.307

0.240

0.248

0.642

0.881

0.782

2 Level of education

Gender

0.097b

0.167b
1.166

2.126

0.246

0.036

0.119

0.213

0.701

0.763

3 Level of education 0.035c 0.398 0.691 0.041 0.598
aPredictors: (constant), level of education
bPredictors: (constant), level of education, premium flexibility
cPredictors: (constant), level of education, premium flexibility, gender

Dependent variable: determinants of insurance demand
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These factors that make the premium flexible are relevant to influence the deter-

minants of insurance demand because people would be more satisfied with the

variety of premium payments.

4.2 Level of Education

Lastly, this study also aims to identify the main reason that contributes to insurance

demand. This objective was answered in the hypothesis according to the f-test
result. It was obviously tested during this research that consumers with lower

education are unable to make a wise decision on purchasing insurance products.

They sometimes do not have a clear understanding of what insurance is about.

4.2.1 Gender

One of the objectives mentioned in the earlier chapter is to identify the factors that

contribute to the demand of insurance products. The factors that were examined in

this study are the level of education, gender and premium flexibility. The finding

accepts the hypothesis according to the f-test result. The reason from the result is

that women are more responsive on protection compared to men.

5 Recommendations

Insurance companies should be more concerned about the SME businesses’ need

for protection as this group of potential customers understands the importance of

insurance. Therefore, insurers should recommend a relevant insurance policy which

includes a flexible premium payment to enable them to strategise their premium

payment. They have to be sensitive on the micro business’ needs and wants towards

insurance; thus, in the future, insurance companies can underwrite various products

that correspond to the various types of consumer behaviour. Besides that, business

owners’ level of knowledge also allows them to take a wise decision on purchasing

insurance products. However, insurance companies need to revise their promotion

strategy to enable the client to understand the product.
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The Perceptions of Malaysians in a Japanese

Company: A Case Study in Shimano

Components (Malaysia) Sdn. Bhd.

Nor Fyadzillah Mohd Taha

1 Introduction

According to Department of Statistics Malaysia (2010), Malaysia’s population of

28.3 million is comprised of three main ethnic groups which are Bumiputera

(67.4 %), Chinese (24.6 %) and Indians (7.3 %). Japanese companies in Malaysia

were successful implement and this will prove by JETRO research in [3] which

there is total of 1,412 Japanese companies from manufacturing (730) and

non-manufacturing (682)—see Appendix E.

2 Company Selection

As discussed with Prof Emeritus Dr. Ross Mouer, the author decided to select

Shimano Components (Malaysia) Sdn. Bhd. This company is located at Lot 879

& 880, Mukim Jeram Batu, 81500 Pekan Nanas, Pontian, Johor.

2.1 The Company

Shimano Components (Malaysia) Sdn. Bhd. was incorporated in 25 January 1990.

In 2012, their authorized capital was nearly RM25 million (US$7.5 million) and

their paid-up capital was RM16 million (US$4.8 million). The company’s core

activity was manufacturing bicycle components and fishing reels. The main factory
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(bike division) processes were cold forging, CNC machining, special purpose

machining, aluminium heat treatment, pad/silk printing and laser and assembly

line, while reel division processes were cold forging, CNC machining, gear and

shaft machining, zinc casting, aluminium heat treatment, assembly line, plastic

injection, spray painting and pad printing and laser marking. Shimano Components

(Malaysia) Sdn. Bhd. was certified with ISO 9001, ISO 14001, OSAS 18001,

6 sigma, Small Group Activity (SGA) and Quality Improvement Technique (QIT)

and Total Productive Maintenance (TPM).

Overall, Shimano Components (Malaysia) Sdn. Bhd. builds its competitive

advantage on a combination of technical, marketing and managerial skills:

1. Technical

• Continuous strive for engineering excellence and innovation

• Steady process improvement

2. Marketing

• Aiming at medium/high end of market, therefore not competing directly with

the top niche players and profiting from a larger market segment

• Introduction of components branding, achieving high awareness and

recognition

• Trend creation through sponsoring of bike enthusiasts organizations at all

levels, from amateurs to professionals

3. Managerial

• Choice to manufacture in cheap labour countries

• Strong entrepreneurial spirit

• Capacity to extract inputs from any possible source (clients, retailers, trade

fairs), allowing to keep abreast of new trends

2.2 Company Organizational Structure

Shimano Components (Malaysia) Sdn. Bhd. has a total of 2,659 employees in

which 409 employees (15 %) are in the management department and 2,250

employees (85 %) in the production line (bike components and reel centre).

Hence, the breakdown structure within races shows 71 % being Malaysian (1,892

employees), 28 % foreign (755 employees) and 1 % Japanese (12 employees). The

foreigners are from Bangladesh, Nepal, Indonesia and Vietnam.

3 The Aim of Research

The aim of this research is to get an overview perception of Malaysian employees of

Shimano Components (Malaysia) Sdn. Bhd. in order to determine the results of

management practices among Japanese within Malaysian employees.
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4 Methodology

This small research was conducted by using semi-structured interview while some

of the research using triangulation method which is documentary analysis, partic-

ipant observation and interviews [2]. The other research such as [5] conducted a

various methodology in order to get the high value results of the study. They using a

survey question to various respondent, observations and in depth interview

(selected) with a question from survey questionnaire. To meet the research objec-

tives [4], using a semi-structured interview format and put this interview as for them

to run the pilot testing. They conduct a face-to-face interview and a telephone

conversation in order to get the full involvement of respondents.

Hence, the author using a semi-structured interview by sending them (Shimano)

consent letter and email conversation will determine with staff from human

resources department (HRD). After a week, Shimano Components (Malaysia)

Sdn. Bhd. replied to me with good news that they were willing to get involved

with this small research—see Appendix B and C. By the way, the author has not

conducted an interview in the office of the company but instead had it outside and

during the weekend. The reason why I couldn’t go to their company and conduct an

interview was because the company was closed during the weekend, and 26 January

2013 was a Malaysian holiday (Thaipusam day). Therefore, the house organization

was conducted at author mother in law house. The interview was conducted in a

small room with a duration between 1 and 2 h every interview.

4.1 Collection of Information

The research issues were determined within 3 weeks from the date of discussion

with Prof. Emeritus Dr. Ross Mouer in class. After I got the company’s approval, I

started to find information through the company’s annual reports (2011 and 2010),

website, policies and handbook and newsletter from the Internet.

4.1.1 Semi-structured Interviews

In advance, further information was determined from the following:

1. Semi-structured interviews—interviewees were selected from the group of man-

agement people (manager from some of division—not cover all division), group

of executives people (engineers, trainers, human resources staff) and group of

non-executive staff (operator). The interviews were conducted outside and

during the weekend (workers’ day off). Each interview was conducted for almost

1–2 h.
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5 Summary of Findings in Interviews

5.1 Interviewees’ Background

This interview had 12 participants (including current and previous workers)—see

Appendix A. The average age of the interviewees was 35 years old and the average

length of service with the company was 11 years and 4 months. The interviewees

came from various levels: management (3), executive (5) and non-executive (4).

Also, the interviewees were composed of eight Malays, three Chinese and one from

foreign workers who is working in the executive level (for dealing with most of

foreign workers). Based on the result of the interviews, two local interviewees

spoke fluent Japanese and had a working experience in Japan.

5.2 Interviewees’ Perception

All interviewees were asked about their perception of a Japanese company in

Malaysia, especially with the work experience they had in Shimano Components

(Malaysia) Sdn. Bhd. The detail of the questions for the interview session was

attached in Appendix D.

5.2.1 An Attraction for Working

All the interviewees had a positive answer for this question. Interviewee Mr. A and

Mrs. C strongly answer with Japan country as attraction for them to working with

Shimano Components (Malaysia) Sdn. Bhd. More than that, interviewees Mr. B and

Mr. G had experienced working in Japan when this company sent them for

exchange service in Osaka, Japan. This working experience had given them oppor-

tunities to speak fluent in Japanese.

5.2.2 Reputation of Parent Company

As a result, most of the interviewees knew of the company because of its links with

the parent company in Japan. Shimano Components (Malaysia) Sdn. Bhd. is

financially strong, well established and secure especially in producing bicycles

and fishing reel in the world. When this company started their business in Malaysia

in 1990, there were a lot of job opportunities, especially for local people. Inter-

viewees Mr. B and Mr. G joined this company when it was first established in

Malaysia. This gives both of them the opportunity to get a proper training in Japan

(pioneer), strong career development, and well-established career enhancement.

180 N.F.M. Taha



5.2.3 Job Security

Most of the interviewees strongly answered with I want to work for money and
support family members. With this answer they know that most Japanese companies

would never fire its employees and they really felt secure working with Shimano

Components (Malaysia) Sdn. Bhd. Interviewee Mrs. L talked about on-time pay-

ment from this company and efficiency in the production for each division. Hence,

she felt secure working with Shimano Components (Malaysia) Sdn. Bhd.

5.2.4 Communication with Japanese

There are 12 Japanese people working as managerial officers, one as a president and

the rest as general managers (GM). Interviewee Mr. A said he only meets with

Japanese colleagues during monthly meetings and has bad experience in commu-

nicating with them. He said that he does not really understand when talking with

them especially when they speak in English. He also adds that it is the reason why

most Japanese people never talk with local people. Besides that, interviewees Mr. B

and Mr. G told that they really enjoy communicating with their president because

they spoke fluent in Japanese.

5.2.5 Chain of Command and Transparency

Interviewees Mrs. C and Mrs. D said that each production operator had their special

card for expertise purposely. They were selected for production operator with their

expertise and this will give them opportunities to learn any other experienced

worked. They also said that from day 1 of working with Shimano Components

(Malaysia) Sdn. Bhd., they already read the employees’ handbook and company

policies. They had gone through the training for production operator position

almost 1 week before they “down to the drain”.

5.2.6 Salary

Interviewee Mr. A was dissatisfied with the salary with this company. He said that

based on the observations of some workers, they found a difference in salary

between Chinese and Malay employees. He added that a Chinese employee gets

60 % more salary compared to Malay employee. This different is answer by top of

management for the status of “Bumiputera” (land people) citizen especially for

Malay people. He felt that this is unfair for them as Malay employees to get a

different salary even though they work at the same division and position. Inter-

viewee Ms. I said that she was never sent to any training by the company, either
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local or overseas, while Mrs. L said that she felt secure with the working conditions

(office space, etc.) and healthy and safe working environment.

5.2.7 Other Financial Benefits

When I asked for other financial benefits, interviewee Mr. A said that he, as a local

person especially as a Malay employee, never had a “special treatment”, such as

receiving a housing allowance, company cars, and a family allowance. This allow-

ance is for Japanese people and some of the general managers (GM) and especially

Chinese employees. There is no “standardization” policy for company benefits.

However, Shimano Components (Malaysia) Sdn. Bhd. provided some special

benefits for all employees such as an annual dinner, a grand annual dinner (once

every 5 years), birthday celebrations , rewards (loyal employee—once every

5 years of service), and insurance coverage for the whole family (different for

each employee—depends on the position and current working service).

5.2.8 Redress of Grievances

This company never had a union for employees (current). However, interviewee

Mr. A said that there is one union from Malaysia Employee Union (MEU) in 1995

but this union was never success and since that, there is no union by any other

employee. With this reason, I try to asking them about how they express their

something “feeling” either bad or good feeling about their work, condition, envi-

ronment, salary etc. Interviewees Mr. B and Mr. G said that they have a “suggestion

box” for those employees who want to “say something”. Some of them use this

“suggestion box” to express ideas for improvement and some give a complaint.

Interviewee Mrs. L said that she never had an experience of talking directly with the

Japanese people, but sometimes, when her manager wants her to complete a job, she

sends an email (forward) to the top management. In this case, she can just read the

instruction from the top management, but she cannot reply to any of their emails

(top management—Japanese). Other than that, interviewee Ms. E said that she only

had opportunities to talk with Japanese during the monthly or weekly meetings.

Sometimes, she talks about salary, environment, and local people with Japanese

people (some general managers).

5.2.9 Labour Turnover

Interviewees Mrs. C and Mrs. D said that they never had a bad experience with the

Japanese but had a bad experience with local and foreign workers. Both of them

said that employees especially working as non-executive workers had been faced

with some of the bad line leader, assistance supervisor, supervisor and senior

supervisor. This problem was course for high labour turnover especially in
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production operator division. Moreover, interviewee Mr. F who is a foreign worker

said that most of his friends quit from the job just because of discrimination of local

people and foreign workers especially about relationships with colleagues.

5.2.10 Perception of Japanese Colleagues

From the interview, the author found that most of the interviewees said that

Japanese people working in the top management are very helpful, kind, humble

and very shy. Interviewees Mr. B and Mr. G said that Japanese people will be

“noisy” if “we” can talk in Japanese (nihongo). Some of the discussion was very

clear when communicating in Japanese language.

6 Discussion

The bicycle industry has seen dramatic changes in the last 20 years. This reason can

cause for customer preferences. The revolution of stagnant and mature business of

the late 1970s by the introduction of sophisticated high-performance bikes capable

of rolling down mountains and the need for high quality components, which suited

this extreme usage. Hence, this revolution led to a change in the bicycle supply

chain: the vertically integrated manufacturers, which dominated the market before

the consumers changed their preferences, lost their dominance due to a slow

adoption rate of the new trends and the lack of the technology required to manu-

facture components for these high-performance bicycles.

6.1 Problem Arise

Since 2002, Shimano Components (Malaysia) Sdn. Bhd started to take foreign

workers to work in the production line. Some of the local people had lost their job

just because of low payment for foreign workers. Local people especially those who

live in the Pontian area were really shocked to find “so many” foreign workers in

town. And most of these foreign workers were working in Shimano Components

(Malaysia) Sdn. Bhd. One of the problems is the “loving relationship” between the

local people (women) and the foreign workers. Other than that social problem, other

problems that arise in Shimano Components (Malaysia) Sdn. Bhd. are:

1. Poor communication between Japanese staff and local employees. Most Japa-

nese employees refuse to talk to local people (Malays).

2. Lack of training for local workers.

3. Barriers between management, executives and non-executives. As interviewees

Mrs. C and Mrs. D said, they don’t have opportunities to talk with any top
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management person (especially Japanese people) because before they joined the

company, current employees were already asking them not to talk to any top

management person (especially Japanese) except when they are given permis-

sion. They can only say “hi”, “arigato”, or “konnichiwa” when some of them

(top management—Japanese people) start a conversation with them.

4. Bad management practices which are most of the decision-making had been

made by local people (general manager—most of them are Chinese people) not

Japanese people. Some of the local employees (Malays) have never been

involved with decision-making (even if some of them were general managers).

5. Some of the non-executive workers are afraid to talk with Japanese people

because they felt that they cannot answer if they speak in English. This is

because most of them never understand English.

6.2 Strong and Secure Company

Most of the interviewees said that this company was really strong and well

established in order to get a secure job in future. This is because this company

was successful in Malaysia since the 1990s.

7 Recommendation

After the results were evaluated, some recommendations can be given in order to

improve the company policy, production line, etc.

7.1 Japanese/Malay (Bahasa Melayu)/English Course

The most important thing among Japanese people, local employees (Malays,

Chinese and Indians) and foreign workers is communication. This communication

can be built up if they went to discussion or extra class for Japanese/Malay (Bahasa

Melayu) or English language. With this, company will provide a “good class” in

order to build a reputation in Malaysia.

7.2 Top Management Decision-Making

This company is owned by Japan so that top management should take into account

about decision-making made by top management (especially Chinese employee) in

order to get the best decision/solution. The Japanese (president) should involve

those from “Bumiputera” and the local people in the decision-making.
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7.3 Job Satisfaction

Shimano Components (Malaysia) Sdn. Bhd. should improve their employees’

handbook and company policies in order to improve job satisfaction among all

employees. The current company policies stated the annual dinner (big event) is

every 5 years—convert to 2–3 years in order to get a good end products if

production.

7.4 Develop a Training Program

Management should put training as a necessary item in the company policy. The

training department also can provide the “train the trainer” activity wherein the

current trainer can train the other workers after they come back from training. This

can also reduce the cost of the training program.

7.5 Standardization of Payment

The government of Malaysia already announced the standardization of payment in

the corporate sector, wherein the minimum salary should be RM900.00. The

company should take into account this new announcement and put this into the

company policy. Interviewee Mr. A said that his first salary in 1995 was RM350.00.

8 Conclusion

As mentioned in class by Prof. Emeritus Dr. Ross Mouer about the core principles

of Japanese management practices which are the lifetime employment (LTE), the

seniority wages and promotion systems, enterprise unionism and company welfare

services and benefits, all these are not found in Shimano Components (Malaysia)

Sdn. Bhd. Local people (especially Chinese) dominate the top management posi-

tions and this look like not healthy condition whereby the decision-making was

made by them not Japanese people (president). In order to improve the skills and

techniques of management style, the top management should “change” the com-

pany policy into a “new and trendy” policy. This will include the key performance

indicator (KPI), new salary and standardization of local employees (among Malay

and Chinese employees). The general idea of recommendation can be consider as

“small improvement” if they (Japanese—president) can provide it. Furthermore,

the improvements of some allowance such as company car, house allowance, etc.

should be revised again in order to put a standardization effort for all employees.
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A Conceptual Model Towards Information

Security Culture in Health Informatics

Noor Hafizah Hassan and Zuraini Ismail

1 Introduction

Information security is defined as the activity to protect information from a wide

range of threats in order to ensure business continuity, minimize business damage

and maximize return on investments and business opportunities. With the moving

clinical information in geographical locations from different types and services,

technological advances constitute new opportunities among healthcare practi-

tioners. This innovation makes established ways of doing work in e-health become

outmoded. Various threat attacks have been detected in the hospital information

system showing that there are security breaches [19]. This trend along with

advances in health informatics is expanding the demand to build an effective

information security protection for healthcare organizations. The innovation aiming

towards enhancing quality of life, diagnostic and treatment options, as well as the

efficiency and cost effectiveness of the healthcare system, led to the issues on

information security [16]. Health informatics is perceived as being particularly

useful in the operational support of the new decentralized and collaborative

healthcare models being implemented in many countries. With the tendency of

data breach and computer theft increasing, healthcare organizations are urged to

realize that security is a vital asset in an organization. Over the past few years, the

security ramification of information system in health informatics environment

started to permeate the national consciousness [7, 20]. Healthcare organizations

have grown rapidly in implementing an information system to support their daily

operation and business process. Information security in e-health is important due to

a variety of threats endangering healthcare organizations that can disclose hundreds
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or thousands of records. Technical issues become the main concerns among

organizations as it can harm productivity and corrupt intellectual assets [27].

Despite the growing level of interest in this field, little is known about the actual

issues involved in securing networks and electronic assets in the healthcare

organization.

In [14], they have highlighted that non-technical issues such as human factor can

create more problems for security incidents towards the organization. In [5, 24],

they suggest to build an information security culture in the organization to increase

the security level. However, the role of the organization in relation towards

information security culture is still an area of long-standing confusion. Information

security becomes vulnerable towards the organizations’ concern [22]. However,

most organizations found that there is an issue to maintain information security as

part of organization culture to align with its holistic and integrated management

approach [15]. To cater with these issues, the organization can build information

security culture through behaviour [5], knowledge [23, 29] and awareness [4] of the

employee. The maximum patch to ensure the effectiveness of security culture must

be carefully considered in health informatics.

Creating information security culture among employees in health informatics

has become top management responsibility [13]. However, little research has been

conducted in addressing top management responsibility particularly in the area of

health informatics. The managements become the key points to support the

healthcare practitioners in adapting security culture. There are arguments on how

information security culture can be built in the organization. In [13], they stated

security culture needs to be separated from organizational culture for the reason that

each organization has their own unique role and business purpose. As in healthcare

organization, this argument must be investigated to suit with its business purpose

and goal. Threats such as confidentiality of patients’ information and medical error

are common security risks in health informatics. Furthermore, no specific model

was designed to adjust the needs and requirements of healthcare organization to

promote information security culture in HIE. Security culture should be aligned

with business strategy and integrated into business goals and objectives. Lack of

awareness, commitment from management and not knowing the existence of policy

among healthcare providers and medical students are the factors identified influenc-

ing information security culture in healthcare [9]. Therefore there is indeed a

growing body of literature concerning questions of cultural influences on organi-

zational behaviour and performance according to healthcare organization needs.

This paper intends to investigate the factors influencing information security culture

especially in HIE. It aims to highlight the human factor as the main factor that

influences information security culture to be built in healthcare organization.

This paper is organized as follows. The first section of this paper provides an

overview of information security whilst the second section reviews organizational

culture model. The third section of this paper describes health informatics, followed

by the health belief model. The next section presents the related work on informa-

tion security culture in health informatics. The succeeding section will demonstrate
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the conceptual model developed from the theoretical study. The last section will

conclude the paper and discuss future works of this research.

2 Information Security

The adoption of information security management is built on different aspects. This

focus should look into human factor and technological and organizational element

that challenge the information security within organizations. Human factor can be

described as those related to cognition at the individual level as well as culture and

the communication among people. Organizational aspects reflect those which

directly involve the structure of the organization and include also the size and

managerial decision among IT security, whilst technological aspects involve tech-

nical solutions such as applications and protocol.

2.1 Human Factor

Information security provides policies and procedures that represent the process

which need to be followed to avoid unsafe practices that would jeopardize the

confidentiality, integrity and availability of data. However, there is a third compo-

nent that will need to accomplish the process, that is, human [1]. Human beings

were to blame for the machine’s faults. There is a field of science called “human

factor engineering” that seeks to address the problem. There have been some

arguments on the challenges for implementing information security management.

A long discussion has been thoroughly explained from [25] that stated that the ten

deadly sins that led to the failure of information security management which solely

highlighted human factors on each of the sins. In human cases, having the right

people in charge towards information security at the right place can compensate for

deficiencies in process and technology.

2.2 Organizational Factor

When talking about information security, most researchers refer and relate infor-

mation security of an organization tight closely with the security policy and goals of

the organization. Security policies become one necessary foundation for informa-

tion security [13]. Having solid security products or technology alone cannot

protect an organization without a good management and policy implementation

[26]. The organization learned the needs of information security strategy and the

importance of it through the growth and application of IT. Understanding the

threats is not an issue anymore; the organization needs to know the patterns of
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their information security to suit the business goals and process as well as cost

effectiveness. It is possible for organizations to consolidate information security

policies with human-behavioural consideration through a process called ontology

which allows information security to be associated with information security

properties [18].

2.3 Technological Factor

The use of technologies such as firewall, encryption, disaster recovery plan, intru-

sion detection system (IDS), PKI, and antivirus software has been discussed and

argued as the solution for information security. However, the technological com-

plexity becomes a challenge towards security practitioners. The complexity of the

technology becomes one of the big reasons for the organization not achieving full

commitment of security practice. The rapid change of the new technology affects

security breach whilst giving the attacker a chance to use new technology to attack

the system. This complexity makes it extremely difficult for the decision-makers to

manage the big picture and design security policies that cover all the security in

their organization.

3 Organizational Culture Model

In exploring the information security culture, thus it is important to understand the

concept of organizational culture. This paper uses organizational culture dimen-

sional model from [6] in conceptualizing information security culture. Table 1

shows the organizational cultural dimension proposed in [6] with the recommended

total quality management (TQM).

4 Health Informatics

As defined from ISO, health informatics is “A document, established by consensus

and a approved by a recognized body, that provides for common and repeated use,

rules, guidelines or characteristics for activities or their results, aimed at the

achievement of the optimum degree of order in a given context”. Information

management in health informatics constitutes a major activity for the healthcare

professional. The development of information systems supports the infrastructure

of medicine, and a greater focus on the needs of physicians and other healthcare

managers and professionals is occurring to support education, decision-making,

communication and many other aspects of professional activity. Informatics can be

referred as the discipline focused on the acquisition, storage and use of information

in a specific setting or domain [10].
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4.1 Health Belief Model

Health belief model is the earliest model that has been adapted for use in healthcare

study. It has been widely used to study user behaviour [3]. This model aimed to

predict and explain health-related behaviour by focusing on the attitude and belief

of the respective persons. HBM is widely implemented to explore from low-risk to

high-risk disease. HBM consists of six elements which are self-efficacy, perceived

vulnerability, perceived benefits, perceived severity, perceived susceptibility and

cues to action that is use to indicate patients’ behaviour. HBM also has been used in

information security research to study security behaviour in health informatics

environment ([17] and [11]).

Table 1 Organizational culture dimension [6]

No. Organization culture dimension TQM value

1 The basis of truth and rationality Decision-making should rely on factual

information and the scientific method

2 The nature of time and

time horizon

Improvement requires a long-term orientation

and a strategic approach to management

3 Motivation Quality problems are caused by poor systems—not

the employees. Employees are intrinsically

motivated to do quality work if the system

supports their efforts

4 Stability versus change/innovation/

personal growth

Quality improvement is continuous and never ending.

Quality can be improved with existing resources

5 Orientation to work, task

and co-workers

The main purpose of the organization is to achieve

results that its stakeholders consider important.

Results are achieved through internal process

improvement, prevention of defects and

customer focus

6 Isolation versus collaboration/

cooperation

Cooperation and collaboration (internal and external)

are necessary for a successful organization

7 Control, coordination and

responsibility

Shared vision and shared goals are necessary for

organizational success. All employees should be

involved in decision-making and in supporting

the shared vision

8 Isolation versus collaboration/

cooperation

Cooperation and collaboration (internal and external)

are necessary for a successful organization

9 Control, coordination and

responsibility

Shared vision and shared goals are necessary for

organizational success. All employees should be

involved in decision-making and in supporting

the shared vision

10 Orientation and focus—internal

and/or external

An organization should be customer driven.

Financial results will follow
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5 Related Work of Information Security Culture

in Health Informatics

There are few related works that have been done in promoting information security

culture in health informatics. This work focused on security behaviour, trust and

security awareness and security policy as tabulated in Table 2.

6 Research Methodology

The methodology used in designing the conceptual model is from the secondary

data collected. These include using search engine from the selected databases such

as ACM, IEEE, Taylor and Francis, SpringerLink, ScienceDirect and Journal on

HealthCare Informatics.

Table 2 Related work of information security culture in health informatics

No. Author Information security values Key findings

1. Humaidi and

Balakrishnan [11]

Security behaviour Transformational leadership style,

transactional leadership style,

ISPs training, perceived

usefulness of security, perceived

usefulness of security-

countermeasure and perceived

ease of use of ISPs

2. Gaunt [8] Attitudes, ignorance,

conflicting demands,

inadequate system,

inconsistent policies

Security infrastructure, security

awareness, communication,

stronger security measures

3. Williams [28] Trust Organizational cultural and

technical contribution

4. Bansal, Zahedi

and Gefen [2]

Personality traits, informa-

tion

sensitivity, health status,

prior privacy

invasions, risk beliefs

and experience

Integrated approach from personality

perspectives and situation of

the user

5. Stahl, Doherty

and Shaw [21]

Information security policy Information security policy is the

key in ISMS

6. Katsikas [12] Information security

awareness

Positive feedback on security training

required
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7 Model Development

From HBM, organizational culture model by [6] and related literature on informa-

tion security culture, the proposed model is developed accordingly. The conceptual

model development of the study showing the stated hypothesis, namely, H1a, H1b

H2, H3, H4, H5, H6, H7, H8a, H8b, H9, H10 and H11 is shown in Fig. 1. This

section follows by identifying each proposed hypothesis:

H1a: Security knowledge of healthcare practitioners has a positive relationship with

information security culture.

H1b: Knowledge of healthcare practitioners has a positive relationship with secu-

rity awareness.

H2a: Security awareness of healthcare practitioners has a positive relationship with

information security culture.

H2b: Security awareness of healthcare practitioners has a positive relationship with

security behaviour.

Experience

Perceived Severity

Perceived 
Susceptibility

Organizational IS 
Policy

Cultural Assumption
and Belief

Trust

Perceived Benefits

Security
Behavior

Self-efficacy
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Fig. 1 Proposed conceptual model
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H3: Security behaviour of healthcare practitioners has a positive relationship with

information security culture.

H4: Experience of healthcare practitioners has a positive relationship with security

knowledge.

H5: Organizational IS policy has a positive relationship with security awareness.

H6: Cultural assumption and belief of healthcare practitioners has a positive

relationship with security awareness.

H7: Trust of healthcare practitioners has a positive relationship with security

behaviour.

H8a: The respondents’ perceived susceptibility affects perceived threat.

H8b: The respondents’ perceived severity affects perceived threat.

H9: Perceived threat of healthcare practitioners has a positive relationship with

security behaviour.

H10: Self-efficacy of healthcare practitioners has a positive relationship with

security behaviour.

H11: Perceived benefits of healthcare practitioners have a positive relationship with

security behaviour.

8 Conclusion

This paper has demonstrated the factors that influence information security culture

in health informatics. Three major factors that have been identified are knowledge,

awareness and behaviour. These become the mediating factors influencing infor-

mation security culture. This model will be used as guidance for the healthcare

organization to manage their information security at the early stage in minimizing

the risks of security incidents. It also becomes a guideline for the top management

in creating information security culture among employees. This paper gives the

different views on the solutions for security incidents by looking into the human

factor. Hence, it becomes the responsibility of the management to ensure that they

consider highlighting these factors to ensure the effectiveness of implementation of

information technology in health informatics. It helps to give the patients the

confidence that their data is secured. This in-progress work will look into the

evaluation of the proposed conceptual model. This evaluation will be conducted

with healthcare practitioners who are doctors, therapist, nurses and admin clerks. It

will be held in selected healthcare organizations in Malaysia. This evaluation helps

in refining and validating the conceptual model. This model also can be used to

replicate the study in other organizations and other countries.
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Media Conversion of Paralinguistic

and Nonlinguistic Speech Information

into Animated Texts for Foreign Language

Learning

Nur Syafikah Binti Samsudin and Kazunori Mano

1 Introduction

In foreign language learning, the study of pronunciation and prosodic information

has become important. For example, in Japanese language learning, foreign stu-

dents often greatly lose naturalness of Japanese prosody [1]. According to the

previous study, due to the difficulty in conveying the correct intention and nuance

for the foreign language learners’ pronunciation, they focused on what kinds of

accent cause the greatest loss in naturalness in terms of Japanese pronunciation.

Besides, a transcription method of utterance impressions is also proposed [2, 3].

Thus, for the purpose of achieving effective foreign language learning, a good

understanding of linguistic information in speech such as intonations and rhythms

for the learner is indispensable.

This paper proposes a speech visualization system of linguistic information in

enhancing effective and interactive language learning for foreigners. We focus on

how to visualize the learners’ speech paralinguistic and nonlinguistic information in

the animated texts effectively. Hence, in order to develop this visualization tool, the

conversion process between speech attribute information and text attribute infor-

mation is considered.

The paralinguistic information is defined as direct complementary information,

which can be consciously controlled by the speaker. For example, this information

contains the prosodic information (intonation, accent, rhythm, pause, or speed),

speaker’s intention, and attitude information. In contrast, the nonlinguistic infor-

mation is the speaker’s individual features (voice quality) or emotions, which

cannot be consciously changed by the speaker. This nonlinguistic information is

also described as indirect complementary information [4].
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The animated texts are described as animation graphics using various font or

color effects, dimensional graphics effects, and motion or animation effects. By

choosing the appropriate mapping options between speech and text attributes, the

speaker’s intention can be expressed lively and effectively.

The rest of the paper is organized as follows. Section 2 explains the conversion

process of speech attribute information into text attribute information. Section 3

explains the proposed system methodology, while Sect. 4 presents the evaluation

results. Finally, we conclude the paper in Sect. 5.

2 Conversion of Speech Attributes into Text Attributes

The main process in the proposed speech visualization tool is the information

combination process between the attributes of speech information (e.g., accent

types, pause position, pitch) and the attributes of text information (e.g., font

color, size, and text position). In this process, we apply the Scheffe’s paired

comparison method [5]. This method is used to set priorities where there are

multiple possible matched pairs between the attributes of speech information and

text information. The matching process example is shown in Fig. 1.

Based on Fig. 1, each attribute of speech information can be related to one or

more attributes of text information, and the result of the paired comparison will be

plotted as a graph in Fig. 2. The analysis example shows that the attributes of text

information for visualizing the “Pause” speech information are ranked from lowest

to highest comparison values. From the result, we can conclude that the “Phrase

Position” is the most suitable text attribute information and the “Thinness” is the

most irrelevant text information to visualize the “Pause” speech information in the

animated text version.

Fig. 1 Speech-to-text mapping between attributes of speech and texts
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3 Outline of the Proposed System

The proposed text visualization system for paralinguistic and nonlinguistic infor-

mation of speech is shown in Fig. 3 [6]. The speech data are used as the input of the

system, and various features corresponding to speech attributes will be extracted in

the speech analysis process.

In the speech analysis stage, the paralinguistic or nonlinguistic information

contained in the speech will be analyzed and extracted. For example, the perception

of the speaker’s emotions is caused by many factors such as fundamental frequency

(F0), sound intensity (SI), duration, or speech quality. Due to these factors, as the

nonlinguistic information, the speaker’s emotions can be analyzed into these speech

features (F0, SI, etc.). Then, the analyzed speech attribute information will be

matched with the suitable text attribute information in the information combination

process based on the paired comparison method that has been mentioned in a

previous chapter.

By using the information combination process results, the text design process

will be conducted. The design will be created based on the matched text informa-

tion data and will be divided into 3–5 styles for each speech attribute information.

Then, as the final stage of the system, the created design will be visualized as the

animated text. Furthermore, in order to evaluate the most suitable approaching text

to represent the paralinguistic or nonlinguistic speech information, the user evalu-

ation will be conducted. In the evaluation task, we are able to clarify the relation

between speech information and text information.

Fig. 2 The obtained comparison values of the text attribute for “Pause” speech information

Fig. 3 Block diagram of the proposed system
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4 Evaluation Experiment

4.1 Experimental Conditions

An experiment was performed to evaluate the users’ judgment and view of the

animated text and also the effectiveness of this visualization tool. In this paper, as

an example case, we focused on Japanese learning for Malaysian students because

of its phonological structure which is mora-timed rhythm. The Japanese words are

divided into mora, and each mora has the same length which is easy to be applied in

the animated text’s visualization timing. Moreover, the Japanese sentence structure

occasionally has an ambiguous meaning because of dependency parsing, and due to

this problem, the learners tend to misunderstand the speaker’s intention. Therefore,

as the experimental sample, we chose the Japanese ambiguous meaning

sample speech.

Thirteen Japanese language learners (Malaysian) took part in the evaluation,

nine of whom were females and four males. Their ages ranged from 20 to 26, with a

mean age of 23. All the participants are foreign students in Japan with a Japanese-

Language Proficiency Test N2–N4 level. We used two sample Japanese sentences

that contain ambiguous meaning because of dependency parsing as described in

Fig. 4. The speech paralinguistic and nonlinguistic information chosen from the

sentences was mora information, accent, pause position, questioning tone, and

speech intensity to determine the meaning and the correct pronunciation.

4.2 Animated Text Design

Two data samples were visualized into three aspects which were accent informa-

tion, pause position, and questioning tone. The evaluated design is shown in Fig. 5.

For the accent element, the font color was applied in each mora on the sentences.

Red color represented the high (H) pitch accent; however, blue color represented

Fig. 4 Speech data sample
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the low (L) pitch accent. The text accents were determined according to NHK

Accent Dictionary [7]. In order to identify the correct meaning of the speech data,

the pause position recognition in the modification structure is important. Therefore,

we located the pause position in the text caption with “/” symbol, and the last moras

located at the pause position were highlighted with the same color of the pause

symbol (green color). For the speech intensity, the user can identify it by viewing

the pause position and also speech pitch accent elements. On the questioning tone

element, we used the question symbol “?” at the end of the sentence. Lastly, we

combined all three speech information elements in the same text caption.

4.3 Evaluation Results and Discussion

We distributed a questionnaire among the Japanese learners (Malaysian students) to

evaluate created text design based on appropriateness, effectiveness, and usefulness

criteria. The learners were asked to complete sixteen questions about their under-

standing of the animated text design and their opinion of the various speech

information elements. Six questions asked the learners about text elements such

as text color, text size, symbol, and screen background based on the 5-point Likert

scale where 5 was “strongly agree” and 1 was “strongly disagree.” Besides, the

other ten questions were asked to rate the learners’ readability and understanding of

Fig. 5 Text design for speech data 1 and speech data 2
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the relationships between speech nonlinguistic information and text information.

These questions were also based on the Likert scale with the same text element

questions. From this evaluation task, we were able to clarify the relation between

speech information and text information.

From the questionnaire analysis, we summarized the results in means (M) and

standard deviations (SD) of the technical text elements and the learners’ readability

and understanding of the animated text. According to the mean and standard

deviation results shown in Table 1, the questionnaire participants appeared to

agree with the designed text elements on each speech data sample because each

mean value score of text elements (text color, text size, etc.) is more than 3.0.

Moreover, from the learners’ readability and understanding of the animated text

results shown in Table 2, participants also appeared to have a good understanding

and agreement in the three designed aspects. For example, as we can see in the

understanding of text element meaning (pause position), the result shows the highest
mean and standard deviation value (M ¼ 4.31, SD ¼ 0.75) in speech data 1 because

participants appeared to understand the meaning of syntactic ambiguity sentence.

Table 1 Means and

standard deviations

of technical text elements

Speech data 1 Speech data 2

M SD M SD

1. Text color 3.85 0.69 4.00 0.82

2. Text size 3.85 0.69 3.54 0.78

3. Text tones 3.69 0.85 3.85 0.69

4. Text position on screen 4.08 0.76 3.92 0.76

5. Symbol 4.15 0.80 4.23 0.83

6. Screen background 3.85 0.90 3.77 0.93

Table 2 Means and standard deviations of learners’ readability and understanding

Speech

data 1

Speech

data 2

M SD M SD

1. Understanding of text element meaning (accent) 3.92 0.86 3.85 0.90

2. Understanding of text element meaning (pause position) 4.31 0.75 4.38 0.77

3. Understanding of text element meaning (questioning tone) 4.15 1.07 4.46 0.66

4. The text color effect is effective and relevant 3.54 1.13 4.15 0.99

5. Users can easily identify the modification structure

(pause position)

4.08 0.86 4.23 0.83

6. Users can easily identify the stress-accented part

(pause position)

4.15 0.80 4.38 0.77

7. Questioning tone symbol color 4.08 0.95 4.00 0.82

8. Question symbol size 3.23 1.30 3.31 1.18

9. The combination of each speech element is reasonable 3.85 0.55 4.08 0.76

10. The animated test can help your pronunciation learning 4.08 0.95 4.23 0.83
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5 Conclusion

A media conversion system for foreign language learning is proposed. In the

experiment, the participants examined eight animated text designs of two Japanese

sentence samples those had various nuances and meanings depending on paralin-

guistic and nonlinguistic information. The participants’ readability, impacts on the

technical elements, and understanding of the animated texts were evaluated. Over-

all results showed that participants gave positive responses to the approach used for

speech information visualization into the animated texts. Participants were able to

understand the accent, pause position, and questioning tone information. This study

suggests that there is more effective animated text which can be designed by

considering the variation of the text information aspects and also can be evaluated

by native speakers. Moreover, further research is required to evaluate the other

language such as English or Malaysia language which are defined as stress-timed or

syllable-timed languages in this speech visualization system.
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Analysis of Pancreatic Tissue Injury Caused

by Ultrasonically Activated Devices

Bik Ee Lau, Tao Gao, and Hideki Hayashi

1 Introduction

In recent years, a couple of studies have shown that unexpected pancreatic fistula

occurs more frequently in laparoscopic surgery compared with conventional open

surgery for gastric cancer [1]. Pancreatic tissue could be injured during gastric

cancer surgery because a significant part of regional lymph nodes to be resected are

adjacent to the pancreas. Although minor pancreatic tissue injury rarely leads to

pancreatic fistula, it could cause serious postoperative complications such as intra-

abdominal bleeding and anastomotic leakages.

Causes of pancreatic fistula have been unclear in most cases of laparoscopic

distal gastrectomy or total gastrectomy without splenectomy or pancreatico-

splenectomy, so far. However, mechanical stress such as retraction or mobilization

of the pancreas and thermal damages caused by ultrasonically activated devices

(USADs) have been assumed to be associated with this complication[2]. Moreover,

USAD employs ultrasonic energy to disrupt tissues by cavitation [3–5]; it could

exert direct harmful influence onto the pancreatic tissues during the course of

peripancreatic and suprapancreatic lymph node dissection of gastric cancer surgery.

However, there have been no studies revealing the modality and severity of the

pancreatic tissue damages caused by USAD in detail. In this study, we analyzed

pancreatic tissue damages caused by USAD using an animal model and address the

question of whether USAD could be the direct cause of pancreatic fistula after

laparoscopic gastric cancer surgery.
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2 Materials and Methods

2.1 Ultrasonically Activated Device

USADwas developed by Amaral et al. and reported first in 1994. This device can be

used for both cutting and coagulation of soft tissues and disseminates as a dissection

modality in laparoscopic surgeries for gastrointestinal, urological, and gynecolog-

ical diseases [6, 7]. USAD consists of a generator, handpiece, and blade applicator.

The generator is a microprocessor-controlled high-frequency power supply device

that delivers an alternating current to the handpiece. The latter houses the acoustic

mount and ultrasonic transducer, which generates vibrations at its harmonic fre-

quency of 55.5 kHz. These vibrations are transmitted along the handpiece to a

blade, the tip of instrument. In this study, the scissors-type laparoscopic handpiece

Harmonic Ace (ACE36J, Ethicon Endo-Surgery, LLC) was used. The output level

of the generator was set to Level 5, according to the general usage of tissue

coagulating dissection for clinical operations.

2.2 Animal Experiment and Analysis

The experimental protocol was reviewed and approved by the Chiba University

Institutional Animal Care and Use Committee. The pancreas of male, castrated

3-month-old domestic pigs weighing 30 kg was exposed under general anesthesia.

In order to provide constant pressure and the contact area applied to the pancreas, a

unique locking device is developed to fix the blade of the USAD securely during

every creation of pancreatic damage (Fig. 1). The activation of the USAD was

operated by a foot switch.

The tip or side aspect of the blade was set in contact with the pancreas, and the

USAD was activated for either 1, 3, or 5 s (Fig. 2a, b). As a control, an electric

scalpel was also activated with the tip of the blade in contact for the same duration

as the USAD (Fig. 2c). Marking color papers were placed adjacent to the injury

with a glue so as to localize the point afterward.

Total pancreatectomy was performed after attempts to make injuries on the

pancreas, and the sites of injury were excised for tissue analyses. Excised speci-

mens were fixed with 10 % formalin solution and embedded in paraffin blocks.

Serial sections of 5 μm in thickness were made in the directions to reveal maximum

depth of injuries (Fig. 3). Every set of two serial sections was tested for either

routine checkup of the tissue structure with hematoxylin and eosin (HE) staining.

We also measured the maximum width and depth of the damaged area from the

optical microscopic findings of the tissue.
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3 Results

First, macroscopic conditions of the pancreatic injuries were checked. Apparently,

extent of the damages expanded as the activation time increased with both electric

scalpel and USAD. However, bleeding occurred only at damaged sites made with

the tip of the electrical scalpel.

Figure 4 shows the result of the histological changes made by the tip of electric

scalpel with activation for 1, 3, and 5 s. HE staining showed that coagulation

necrosis occurred around the site of activation in all specimens tested. Surface

a b c

Fig. 2 Conditions of creating tissue damage: (a) tip of the USAD’s blade, (b) side aspect of the

USAD’s blade, (c) tip of electric scalpel

Fig. 1 Animal experiment
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Fig. 3 Setting for tissue

sectioning

Fig. 4 The result of the histological damage made by the tip of electric scalpel (HE staining): (a)

1 s, (b) 3 s, (c) 5 s
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extent of the damage expanded as the activation time increased; however, depths of

the damages were similar regardless of durations of activation.

Figure 5 shows the results of the histological changes made by the tip of USAD’s

blade with the same conditions. Hollowing underneath the serosal layer which

remained almost intact was observed in the specimen with 1 s activation. A

significant part of the tissue around the activation site disappeared in the specimens

with 3 or 5 s activation, and especially serous effusion was observed in the tissue

defect of the specimen with 5 s activation. Coagulation necrosis was found in all

specimens; however, protein clotting covering the damaged sites was hardly

observed in any of these specimens. The surface width of the damages increased

with the activation duration, but the depths of the damaged were similar in the

specimens with either 3 or 5 s activation.

Figure 6 shows the results of the histological changes made by the side aspect of

USAD’s blade with the same activation durations. The serosal layer remained

almost intact, and coagulation necrosis with focal effusion underneath was

observed in the specimen with 1 s activation. Surface extent of the damage was

much wider compared with electric scalpel or tip of the USAD, reaching 4.68 mm

wide. Tissue damage observed in the specimen with 3 s activation showed similar

findings, but coagulation necrosis expanded as deep as 2.53 mm from the surface

with fat necrosis. The specimen with 5 s activation showed surface tissue defect

along 6.88 mm and the similar degeneration finding underneath as that with 3 s

activation. Protein clottings were hardly seen in all the damaged tissues, similar to

the findings with specimens activated with the tip of the USAD.

Fig. 5 The result of the histological damage made by the tip of USAD (HE staining): (a) 1 s,

(b) 3 s, (c) 5 s
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Figure 7 shows the maximum depth of the damaged areas for each activation

duration setting. There were no significant differences observed in the depth of the

damage by the activation durations or devices for damages. However, the surface

extent of damages caused by the side aspect of USAD was the largest among all

devices as shown in Fig. 8.

4 Discussion

Recently, the frequency of pancreatic fistula has been reported to be significantly

higher after laparoscopic surgery compared with conventional open surgeries for

gastric cancer. The most part of regional lymph nodes to be resected for gastric

cancer are located around the pancreas; thus, energy devices, which are widely used

Fig. 6 The result of the histological damage made by the side of USAD (HE staining): (a) 1 s,

(b) 3 s, (c) 5 s
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for lymphadenectomy in laparoscopic surgery, such as USADs, are allegedly one of

the candidates that cause pancreatic tissue injury. However, there have been no

detailed analyses to explore the direct effect of USAD activation to pancreatic

tissues. In this study, we examined a direct impact of the USAD activation to the

organ and compared the results with those from a conventional energy device using

an animal model.

The experimental results (Figs. 4, 5, 6, 7, and 8) showed that the range of tissue

damage expanded with activation duration with both devices. The operation of the

electric scalpel degenerates the tissue in contact into protein clotting, and coagula-

tion necrosis occurred in the vicinity of the tissue. On the other hand, the tissue

injuries with USAD featured disruption of the tissue in contact with the blade, focal

effusion in the same area, and coagulation necrosis of the surrounding tissue.

Although no disruption of pancreatic ductules was seen in the specimens, focal

effusions observed in the damaged tissues with USADs presumably contain pan-

creatic secretion from acinar cells. In contrast, protein clotting covered the damaged

tissues, and no focal effusion was seen in the specimens with activation by electric

Fig. 7 The maximum

depth of damaged areas

Fig. 8 The maximum

width of damaged areas
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scalpel. These differences of findings could be consistent with the fact of higher

incidence of pancreatic fistula after laparoscopic gastric cancer surgeries accom-

panied with frequent usage of USADs.

As for the USAD, surface extent of damages was much larger with the side

aspect than that with the tip, because the area in contact with the tissue was larger.

However, the depth of injuries was bigger with the tip than those with the side

aspect of the blade. These data suggested that the power of cavitation to disrupt

tissues is larger toward the tip direction than that toward lateral directions. More-

over, only a second activation results in coagulation necrosis of the pancreatic

tissue, suggesting that the USAD should be used with its blade never in touch with

the pancreatic tissues.

5 Conclusions

Biological effects on the pancreatic tissues which were caused by surgical energy

devices were precisely investigated using an animal model. Consequently, differ-

ences in histological changes brought with conventional electric scalpel and USAD

activation were elucidated. Further investigation is required to determine whether

this characteristic of USADs leads to pancreatic fistula after gastric cancer surger-

ies. However, our data have shown that not only the tip but also the side aspect of

the blade should be always away from the pancreas during lymphadenectomy for

gastric cancer to achieve secure laparoscopic surgery.
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The Integration of the Kano Model

and SERVQUAL into the House of Quality

for Developing Occupational Safety

and Health Training Program

Mohd Saiful Izwaan Saadon, Zainol Mustafa,

and Khairul Za’im Kamarulzaman

1 Introduction

A good employee is a worker who can perform excellently on the task given as

stated in the Job Description and the Key Performance Index. In order to fulfill the

Job Description and Key Performance Index, every employee should have adequate

skills and knowledge. They can obtain the skills and knowledge by attending

related courses which are provided by the employer or external trainer. A good

course is a course that puts into consideration the needs of the customers and fulfills

them. The customer in this context is the employer of the said worker. This study

provides a new perspective on a new method of constructing skills and learning

course based on the needs of the employer by using the house of quality (HOQ). In

theory, the course model produced will grant maximum output to the employer. In

order to measure the employer’s satisfaction, it is suggested to use Kirkpatrick’s

Evaluation Model. This model measures the performance of the staff who has

attended the training program, and it is also used to measure the results of the

employer’s investment by sending their staff to undergo the training program.
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2 Literature Review

2.1 Kano Model

Kano et al. [20] developed a model for improvement and enhancement of a

product or service. According to Kano, customer needs can be classified into

three categories ([21, 22]); the categories are “must be,” “one-dimensional,” and

“attractive.” For the must be category, the need can be considered as the basic

requirement for the product or services. Both the customer and the service or

product provider agree on the importance of the needs in this category; they are

expected but unspoken and unarticulated [7]. For this category of needs, the level

of satisfaction for the customer will not raise above the normal level if the product

or service provider is able to fulfill those needs, but the customer will feel very

disappointed if the needs are not fulfilled. In other words while a low performance

on such attributes leads to dissatisfaction in a customer, a high performance does

not lead to satisfaction [6, 20, 30]. Meanwhile for the one-dimensional category,

the needs that fall in this category are actually the expectation of the customer

towards the product function or the services that have been provided by the

service provider. These needs are very well expected, expressed, and articulated

by the customer. The needs in this category can be expressed in a linear relation-

ship, whereby if the customer needs are not fulfilled, the level of satisfaction will

be low; on the other hand if the needs are fulfilled, the level of satisfaction will

become high [36], and by providing for such needs, the product or service

provider creates the expected quality for their product or services. It is important

for the product and service provider to focus their resource to compete with their

competitor in order for them to sustain themselves in the market. Last would be

the attractive dimension. The needs that fall in this category are the customer

needs that they themselves do not realize they need. In other words the needs are

unexpected and unspoken. The relationship between the needs in this category

and the customer satisfaction is a one-way linear relationship. If the product or

service provider is able to provide the unexpected towards the customer, their

level of satisfaction will increase; however, the satisfaction level will not be

affected if the product or service provider attributes in this category are not

performed well. In other words they lead to satisfaction of customers when

present but do not lead to any dissatisfaction if not present [4], and by discovering

such needs and expectations, and providing the customer with these, the product

or service provider creates what can be called the attractive quality [20, 28]. By

integrating the Kano model and SERVQUAL, we would be able to determine the

service quality criteria that fall into the must be, one-dimensional, and attractive

category. This information will be an important input towards creating a training

course model.
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2.2 SERVQUAL

Service quality is one of the main factors that can contribute to the success or failure

of a manufacturing or service organization in today’s competitive environment.

Kuei and Lu [26] considered service quality as a critical determinant criterion for

competitiveness. Compared to product quality whereby it can be easily determined,

service quality is very intangible and qualitative. The customer has to undergo the

service in order to determine the level of service provided to them. Parasuraman

et al. [33, 34] suggest that in a service setting, customers judge quality by compar-

ing their perceptions of what they receive with their expectations of what they

should have received. Kim et al. [46] have determined two key elements in the

attainment of high quality. The first one is the identification of customer service

requirements and expectations whereby it is generally recognized that consumers

evaluate the service they receive and their expectations are critically important in

determining whether or not they are satisfied [5]. It can be simplified that the

consumers’ expectations are the key criteria to the quality of service that a firm

delivers. The second key factor of service quality is customer perception. Zeithaml

[48] suggests that the notion of perceived quality reflects the opinion of the

customer regarding the superiority or global excellence of a product or service.

Finally Parasuraman et al. [33, 34] suggest that service quality should be

represented as the difference or gap between service expectation and actual service

performance. They also suggest that service quality can be measure using the

SERVQUAL scale that consists of a set of 22 questions built from the five

SERVQUAL dimensions: reliability, assurance, tangible, empathy, and responsive-

ness. In this research we will use the modified SERVQUAL scale whereby we add

two more dimensions to the current SERVQUAL dimensions: competence and

content. These two dimensions are very crucial in determining the service quality

for the training program. In the end we also add eight new questions to the

22 SERVQUAL questions making the total questions 30. We can use the set of

30 questions to determine the strength and weakness of the current training course

model, and at the same time it can be integrated with the Kano model analysis to

determine the training course must be, one-dimensional, and attractive criteria.

2.3 Quality Function Deployment (QFD)/House of Quality
(HOQ)

Quality Function Deployment can be considered an outstanding matrix diagram

that can be used as a powerful tool for product development. It involves the

integration between different departments in an organization like the design depart-

ment, quality department, manufacturing department, and even the marketing

department. Griffin [13] considered QFD as an investment in people and informa-

tion. It enables an organization to measure customer “wants” and map them against
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the engineering “how” in a way that highlights trade-offs and drives the product’s

design towards customer requirements [29]. QFD facilitates the growth and pros-

perity of a firm by developing an array of products that are attractive to existing and

new customers [1, 8, 14]. Products designed with QFD may have lower production

cost, shorter development time, and higher quality than products developed without

QFD [12, 18, 35]. These benefits are attracting an increasing number of product

development practitioners to the QFD methodology [1, 9, 11, 23]. Although

manufacturing industries were the first to adopt QFD, service and government

organizations are also using it in their efforts to improve performance [10, 15, 25,

41, 42]. Based on we can say that QFD is one of the most appropriate tools that can

be used to develop a training course model using the customer requirements that we

obtained using the integration of the Kano model and modified SERVQUAL. The

new training course model will have all the necessary criteria that are needed to

increase the level of satisfaction of the trainee.

2.4 Kirkpatrick’s Evaluation Model

Training evaluation is a very crucial step in determining the level of effectiveness

for a training program. Kirkpatrick [24] had designed a model with four levels of

evaluation. Those levels are reaction to the training, learning measures, behavior

measures, and results. Steensma and Groeneveld [16] explain the method of

evaluation for each level:

1. Reactions to the training: Trainees are asked if they enjoyed the training and if

they have learned from it.

2. Learning measures: For example, if the purpose of a training program is to

increase knowledge, an appropriate knowledge test should be used to determine

whether the trainees have actually learned from the training. So, learning

measures test retention of training materials.

3. Behavior measures: Behavior measures indicate the extent to which the training

transfers to the job, to the workplace of the trainee.

4. Results: Results measures are used to show whether broad, often more long-

term, organizational goals are attained through the training.

Measures used may vary from return on investment to lower sickness absentee-

ism or even reduction of turnover. The link between the training and such long-term

results is, of course, often not clear. More often than not, long-term results are

affected by multiple causes, and training may be only one of the many possible

causes. Still, careful utility assessments and other large-scale evaluations are useful

instruments to indicate the effectiveness of the training on this fourth level of

evaluation. It is very important for us to use this evaluation model to measure the

effectiveness of the newly developed training program and compare it with the

results from the traditional training models.
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2.5 Occupational Safety and Health

Occupational safety and health management system is an important part of ensuring

that the safety and health of staffs are well maintained by the respective organiza-

tions. Nunez and Villanueva [19] find that the occupational safety and health (OSH)

activities are never considered within the sources of the intellectual capital of the

firm. However, it is widely recognized that safer and healthier workplaces are,

along with competitive advantage, one of a firm’s major objectives, as they can

improve productivity, boost employees’ morale, and reduce costs [43]. Normally

the organization would expect that their staff would learn the aspect of OSH from

their common sense and past experience. Shannon et al. [39] point out that it was

the research into major catastrophes such as Union Carbide (India) or Challenger

(USA), where conventional prevention worked, that highlighted an increasing need

to device new workplace accident prevention models. Starbuck and Farjoun [40]

clearly illustrate the need of supplementing traditional safety practices (inspections)

with the management of organizational learning when describing the Columbia

disaster in 2003. One of the best methods to increase the level of understanding

with OSH principle is by sending organization staff to the OSH training program.

There are several studies that have shown the correlation between organizational

knowledge and OSH. The studies are diverse from different fields such as psycho-

logy [45, 47, 49], organizational management [3, 27, 37], or health studies

[2, 44]. There are also researches and institutions that have been recently attracted

by interrelations between OSH and the intellectual capital [32]. They provide some

preliminary evidence on the role of organizational knowledge in building safer and

healthier workplaces [19]. Schulte et al. [38] present the United States example on

knowledge management in the field of OSH. They describe actions taken by some

public initiatives such as the National Occupational Research Agenda (NORA) and

several company-level real-life situations, for example, the Hewlett-Packard expe-

rience, where innovative knowledge management models are applied to OSH.

Other significant initiatives include the Dutch knowledge infrastructure program

for OSH practitioners [17] or the OSHAS 18001 standard that includes recommen-

dations and norms for managing OSH knowledge in firms [19].

3 Research Outcome

A survey was conducted to 100 industrial workers in the state of Johor, Malaysia.

Based on survey 1 the SERVQUAL dimensions have been modified whereby in the

case of the training provider, there should be two more dimensions added to the

original SERVQUAL dimensions. The new dimensions are trainer competency and

course contents. Trainer competency is a very important dimension in training

services. A highly competent trainer would contribute significantly towards cus-

tomer satisfaction for a training program. Another dimension that needs to be

focused on in training services is the course contents. It is important for the training
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provider to make sure that the training contents are aligned with the customer

requirements so that the level of satisfaction for the training program would be at

the maximum values. The SERVQUAL questionnaire has also been modified by

adding eight more questions as a tool to measure the new dimensions. Below are the

modified SERQUAL dimensions and the respective questions that are related to

each one of it (Fig. 1).

The research continues by conducting another survey using the integration of the

Kano model into the SERVQUAL questionnaire. The results have shown that two

dimensions fall in the attractive categories (training competency and course con-

tents), one dimension falls into the one-dimensional category (empathy), and four

dimensions fall into the attractive categories (reliability, tangible, responsiveness,

and assurance). The surveys also have shown the level of satisfaction for the

traditional training program based on the modified SERVQUAL dimensions. The

results are presented in Fig. 2: From the results we can say that the weaknesses in

the traditional training program are responsiveness and empathy. These two dimen-

sions must be improved in order to increase the level of satisfaction among the

training participants. Next is the process of constructing a training program (in this

case it would be an occupational safety and health training program) based on the

findings above using HOQ. The program would focus on the attractive factors and

Dimensions No of Questions

Tangible 4

Reliability 5

Responsiveness 4

Assurance 4

Empathy 5

Trainer Competency 4

Course Contents 4

Fig. 1 Modified

SERVQUAL

0%
10%

Ta
ng

ib
le

Reli
ab

ili
ty

Res
po

ns
ive

ne
ss

Assu
ra
nc

e

Em
pa

th
y

Tr
ain

er
 C

om
pe

ten
cy

Cou
rse

 C
on

ten
ts

20%
30%
40%
50%
60%
70%
80% 73% 74%

65%
69% 68%

79% 75%

Satisfaction Level

Fig. 2 Training participant level of satisfaction for the traditional training program

218 M.S.I. Saadon et al.



at the same time improve the weak factors. In the end a training program that can

overcome the weakness of a traditional training program and provide an attractive

input can be constructed and run by the training provider. An occupational safety

and health training program is later conducted to 30 industrial workers. Survey 2 is

then conducted after the participants have finished attending the training courses,

and the results are as presented in Fig. 3. Survey 2 also needs to be able to determine

the level of satisfaction for the newly developed training program based on the

modified SERVQUAL dimensions. The results are presented in Fig. 4: From Fig. 3
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we can see clearly that the difference of performance between the ordinary training

course model and the newly developed training course model is 15 %. This is a very

significant value and can play a major factor for the staff performance and also for

the company’s return on investment in staff training. Based on Fig. 5, we may

conclude that the level of satisfaction increases rapidly (19 %). This is proof that the

newly developed training program is better than the traditional training program in

every aspect of the modified SERVQUAL dimensions.

4 Conclusions

With the integration of the Kano model and SERVQUAL into HOQ, a training

course model which can fulfill customer’s needs and wants can be created. This new

model can overcome a linear problem or the SERVQUAL model and can produce a

training program which consists of unexpected aspects. This can be achieved by

using the Kano model. The service provided also will obtain benefit through this

model. With HOQ, the training provider can indentify needs to be prepared in order

to complete the training course program. Finally we can see that by using this

method, we can increase the level of reaction, learning, behavior, and results of the

training participant.
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5 Research Frameworks

Figure 6

Source: Evaluation of Occupational Safety & Health Training Courses in Pasir Gudang & Senai
Industrial Area, by M. S,  Saadon, 2012, Johor Bahru, Johor: Universiti Teknologi Malaysia
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An Urgent Need for Policy Change: Reform

in Curriculum and Practice Through Values-

Based Pedagogies and Cooperative Learning

in the Curriculum in Malaysia, Japan

and Thailand

Suma Parahakaran

1 Introduction

Current policies state that an integrated curriculum for education is implemented in

many Asian countries, but there are no objectives and aims in the curriculum that

provide students the opportunities for networking regarding social issues in their

living contexts. Changes made to the curriculum are usually gradual although the

input from various researches conducted by NGOs and formal bodies depicts the

urgency in integrating sustainability issues for academic learning. Statistics show

that 27–28 % of children in developing countries, i.e. South Asia and Saharan

African, are underfed [15]. According to the report by the UNICEF, 20,000 children

die out of poverty. In South Eastern Asia, emissions have doubled between 1990

and 2001 [19].

The national curriculum standards in Japan are renewed once in every 10 years,

and in 2002 it was reported by Komatsu [8] that it was the seventh time the

curriculum was renewed. The new basic education curriculum in Thailand was

declared in June 2001 and enforced in 2002 based on the National Education Act

passed in 1999. Similarly, the curriculum renewal was done in 2003 in Malaysia

based on the 1996 Education Act [6].

In Thailand, educational policy emphasises on lifelong learning through teacher

training, curricula, instructional media and information technology. Educational

policies also include development of students with special needs and enhance

learning in centres for sports and music and students and a green school. In

Japan, although national curriculum standards are postulated by the National

Ministry of Education, Culture, Sports, Science and Technology (MEXT), the

powers have been also passed on to local authorities and schools so that they can

decide what is the best curriculum for students [8]. The review of reports predicts
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that there are studies of tangible issues related to sustainability which requires a

drastic change [10] in the curriculum for helping students experience direct,

experiential and problem-solving approaches.

The foundation and fundamental basis for curriculum policies in Malaysia

provided the specific laws and postulates the law which is seen in the Education

Act 550, Laws of Malaysia. These laws are generally applicable for all schools, and

they provide directions to all curriculum documents.

1.1 Integrated Curriculum: Still a Remote Possibility

In the case of Malaysia, the policy stated that an integrated approach is taken in

curriculum planning where content, skills and acquisition of knowledge and think-

ing skills are taken into account. The integration of moral values, attitudes and

different ethnic languages is incorporated within the curriculum framework. The

pressing issue faced by learners in all three countries is whether the curriculum

gives them opportunities with real-life issues and whether it helps them in devel-

opment of social processes required to meet the future needs where health, envi-

ronment, economical and political issues are concerned. One of the significant facts

that impacts sustainable education is the need for allocating budget for teacher

training to help teachers to be equipped in skills related to teaching an integrated

curriculum [12]. The report of the Curriculum Council in Japan in 1998 stated that a

good relation between school and local communities is essential, thus highlighting

the fact that more efforts have to be taken to link issues of local community and the

school through a more integrated approach. This was one of the outputs during the

proceedings of the Second UNESCO/Japan Seminar on Environmental Education

in Asian-Pacific Region held in December 1998 between 9 and 11 in Tokyo.

A review of the curriculum in the Asian region revealed the fact that social issues

are embedded in different ways in the curriculum design: in traditional disciplinary

modes, interdisciplinary or multidisciplinary. Furthermore, analysis of the review

revealed that integrated curriculum often resulted in student learning either

fragmented or were not within the context. Students are then unable to have direct

experiential learning with social issues in their local contexts or develop higher

thinking skills for problem solving [17]. Urgent policy changes are therefore

needed to be incorporated into the curriculum to link schools and local communities
and teach through a more integrated approach to tackle social issues. The other

pressing problem is to increase student awareness of social issues through values-
based teaching pedagogies.
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2 Why Values-Based Education for Sustainability?

In this article, the author stresses the need to include values-based sustainable

education because educational policies do not include this as an agenda in their

integrated curriculum. The inclusion of values for sustainable development in the

curriculum will automatically lead to inclusion of specific pedagogies used for

teaching in classrooms and ensures that students are provided learner-centred

activities. Some of these pedagogies have been extensively researched in a study

conducted in Thailand [5, 12], and assessment-based activities will provide evi-

dence of sustainable practices.

2.1 Few Pedagogies Used Globally

Some of the organisations have integrated teaching pedagogies into the curriculum.

An example is the United Nations Educational, Scientific and Cultural Organisation

Asia-Pacific Network for International Education and Values Education source

book [18]. In the case of integration of values such as peace, the guidelines included

integrating the cause and effects and different forms of conflict as well as religious,

ethical and philosophical bases and their historical sources. The sample lesson plans

included teaching pedagogies such as group activities, reflection, interactive and

shared experiences. The main activity for a lesson on spirituality includes playing

soft music, guided visualisation and sharing of ideas. Other activities included

journal writing for helping students reflect and reinforce their ideas [18]. The

teaching and learning strategies included experiential learning, storytelling, values

education, enquiry learning, appropriate assessment, future problem solving, learn-

ing outside the classroom and community problem solving [18]. These different

strategies have to be taken up ultimately by teachers in classrooms in order that the

problems related to sustainability are addressed. Although many projects have been

implemented according to the UNESCO reports, the differences in culture, reli-

gious practices and spiritual orientations have an impact on how the different

pedagogies are implemented and may not be as easily extended to daily classroom

teaching unless teachers themselves have personal relevance to them [12].

2.2 Values-Based Education for Enhancement in Personal
and Community Experiences with Science, Technology
and Social Issues

In 2007, the UNESCO in cooperation with Earth Charter International discussed

what values were inherent in sustainable development in the areas of learning which

will encourage good behaviours. Several good practices were selected, and they

included:
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• Promoting learning more than teaching

• Concentrating more on the construction of meaning than on communicating the

message

• Promoting the mutual transformation of teachers and learners

• Focusing on local knowledge and community-based decisions and actions

• Orienting learning more towards the process than product

• Use constructing and participating methodologies

• Use of multiple methods and integrative approaches: writing, arts, drama, debate

and scientific analysis

• Context specific and action oriented

• Ongoing experiences that can also offer lessons learned

3 Pedagogical Implications for Sustainable Education

in Multiethnic and Multicultural Asian Regions

Principles such as role modelling [5] and integrating values [5, 12] in the lessons are

the starting points for bringing about change in students and an awareness of social

justice as well as conservation values.

Reiss [14] stated that values education can be used broadly in two different

areas. One is for personal empowerment, while the other is to help students gain

values to help society and build community spirit. The aim according to Reiss [14]

is to help in building autonomy and well-being and bring elements of justice in

one’s surroundings. In Southeast Asia, a hub of different religions and cultural

practices and teachers’ beliefs regarding their approaches to values-based education

may have different implications for each community. Added to this, if the concepts

are not clear and require time to adapt [3], teachers may lose motivation and require

continuous guidance.

3.1 Why Values-Based Education for the Environment
for Asia?

Large organisations have implemented certain values and principles. It was noted

that when specific values and principles were incorporated in the school mission

and practised in an integrated mode in classrooms, there was positive transforma-

tion in a few schools in Southeast Asia [12]. For example, John Fien from the

Australian School of Environmental Studies emphasised the notion of care and

compassion for understanding peace and for nonhuman nature [4]. Eight values

were proposed as a result of discussions by the Earth Charter, which formed the
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basis of 10 years of international intercultural and interfaith dialogue after Rio and

is part of the 16 principles in the Earth Charter [4]. The values associated with

ecological sustainability are interdependence, biodiversity, living lightly on earth
and interspecies equity and for social sustainability are basic human needs,
intergenerational equity, human rights and participation. Other organisations that
include development of certain specific values have been found to be successful in

the development of values such as respect, care and peace in an individual’s

attitudes. The first Earth Summit, the United Nations Conference on Environment

and Development held in 1992, was a meeting of participative consultations of all

kinds of international organisations, held in Rio de Janeiro, Brazil. The outcome of

this meeting was an establishment of Agenda 21, which promulgated the principles

for sustainability for the twenty-first century [20].

Of the 16 principles, Principle 1 included the following: (1) respect earth and life

in all its diversity; (2) care for the community of life with compassion and love;

(3) build democratic societies that are just, participatory, sustainable and peaceful

and (4) secure earth’s bounty and beauty for present and future generations.

The United Nations Decade of Education for Sustainable Development (2005–

2014) in cooperation with the Earth Charter compiled good practices of the projects

implemented by the Earth Charter, which had a successful impact in their own

countries [20]. Countries such as Mexico, Spain and Brazil; Earth Scouts from the

USA, Australia and Portugal and youth fromMexico, Sao Paolo, Queensland, India

Florida and Seychelles were part of the working team. The activities used included

pedagogies that were more reflective such as silent reflections, debates, storytelling,

brainstorming and sharing ideas through participatory activities, role-play and

audiovisual programmes.

The implementation of values education comes with different kinds of chal-

lenges, which are related to the training level and at the level of curricular

implementation. The report of good practices as mentioned by the Earth Charter

also included lessons that were learned during the project implementation [20].

In Asia, Sombath Somphone, the executive director of the PADETC, reported

that some of the success factors are the inclusion of volunteer teachers from the

community; integration of value concepts such as balancing head and heart, com-

petencies, ethics and social responsibility in the curriculum and identification of

real-life evidence-based learning. The sharing of teaching tools among teachers

also influenced the success of the programme.

Education for Sustainable Development (ESD) reports from the Sri Lanka High

Commission for UNESCO (SLNCU) in collaborative efforts with the Ministry of

Education (MOE), established a project called Asia South Pacific–ESD clubs in

Sri Lanka, which selected 42 Asia South Pacific schools. The project included

increasing awareness in reduction of water and electricity consumption in schools

and the inclusion of values such as peace and cultural diversity. However, until

2009, the report stated that the principals and teachers have not been trained and

that future plans include teacher training to promote core values such as peace,
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respect for others, positive thinking, learning to live together and nonviolence, and

the assessment for such projects is yet to be established. In Asian regions the role of

assessment for affective learning for environmental education does not exist in

schools because this discipline is not incorporated in the mainstream education

according to the report by Bhandari and Abe [1].

3.2 A Need to Include Assessment for Values-Based
Sustainable Education in the Curriculum

There are mixed views regarding the effectiveness of values-based education

relating to assessment procedures. Ratcliffe [13] and Hilderbrand [7] critically

argued that not all teachers consider science education to integrate values in their

teaching. Ratcliffe and Hilderbrand indicated that interviews of teachers in a study

conducted by Levinson and Turner showed evidence that when teachers from both

science and humanities backgrounds were asked their opinion regarding engaging

students in discussion based on social and ethical aspects in their teaching, there

were divided opinions. Half of the teachers were not ready to embrace the discus-

sions of social conflict in their classrooms. Findings from this study showed that

there was evidence that teachers’ pedagogical beliefs had an impact on new reform

implementations.

A report by Ratcliffe and Hilderbrand [7, 13] stated that if teachers and students

were given time to reflect their own value stance and to reason out critical argu-

ments, there may be a positive impact. Furthermore, evidence from the review of

studies claims that when teachers were provided with assessment-based teaching

using summative items, there was more evidence of reasoning and the provision of

teachers to integrate student outcomes. According to the report, students who are

provided with structured instruction using the SOLO taxonomy could perform better

and reported significant differences. Reports by Ratcliffe and Hilderbrand state that

there are difficulties for science teachers in modifying their pedagogies to integrate

values explicitly and to include the summative and formative assessment in class-

room tasks. On the other hand, Stevenson [16] argued that environmental education

has to inform learners to improve the quality of life on the planet, alleviate exploi-

tation and avoid social injustice; the notion of providing credentials to students is not

effective. The reason for this is because it teaches students to excel in individual

achievements with no collective responsibility when environmental agendas refer

to cooperative learning and participatory approaches [16]. As a result, Stevenson

argued that students remain passive spectators and are recipients of the knowledge of

others rather than being rational thinkers and, instead of allowing learning and

knowledge to go hand in hand, the practice is to provide theoretical knowledge to

students before their actual practice. This according to Stevenson calls for changes in

the structure of the organisation of schools and the professional ideologies that
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underlie teachers’ organisation and knowledge transmission. The school curricula

are predefined and serve predetermined behaviourally specific ends, which contra-

dict the aims of environmental educational goals. Furthermore, Osterman [11]

stressed that teacher accountability can impact any implementation, specifically

the evaluation of affective education. From his review of studies, Osterman stated

that when there are high stakes testing methods involved, teachers automatically

start controlling, and this takes away the moments where teachers and students are

able to respond and relate to each other for enquiry-based learning. The findings

from the review of studies that involved federal, state and local policy on instruc-

tional roles revealed that teacher–student relationships were impacted and high

stakes testing pressured teachers to produce high student achievement. This prompts

teachers to rely on blame, praise and teacher-directed teaching that impacted student

motivation.

Reflecting critically, Buissink-Smith et al. [2] stated that measuring affective

learning is complex and it is still important to measure students’ values, attitudes

and behaviours for sustainable development. This is because it is the affective

learning outcome that actually promotes values for future decision-making for

students as they decide what kind of choices they need to make to contribute to

society with their knowledge. Their decision-making is drawn more from their

affective attributes rather than cognitive, and it has an impact on their learning

outcomes and their future contribution to the society. The authors suggested that

assessment could be conducted from quantitative and qualitative methods to collect

data from both primary and secondary sources over a short and long time frame.

This was based on earlier works of value proponents such as Krathwohl

et al. [9]. These included the five hierarchical stages as proposed by Krathwohl

et al. [9]. They include the ability to receive, to respond, to value, to organise and to

internalise.

Some evidence is seen from reports from the Bahai community, which were

funded by the EU provided below. Dahl reported on a few projects that were

implemented and funded by the EU with the indigenous areas in Mexico.

The project named Development of Indicators and Assessment Tools for CSO
Projects Promoting Values-Based Education for Sustainable Development is affil-
iated with the Earth Charter. The report presented at the PERL International

Conference at Istanbul, Turkey, stated that case studies have shown the effective-

ness in contexts of indigenous children in Mexico. The Echeri Consultores is an

organisation, which is affiliated with the Earth Charter and implemented the project

on 9–13-year-olds in 15 schools. The activities included art workshops, guided

reflection on local ecosystems and tree planting. The second sample included

another multicultural group of 19 aged 12–21. The Echeri group chose 12 indicators

that related to collaboration in diversity and 10 indicators relating to the value of

care and respect for community life. There were various reasons that contributed to
the effectiveness of the assessment. First, the youth publicly expressed their views

by making their values visible, and the experiential learning helped them under-

stand one another. The assessment was based on fun-filled activities, and students

were given two-page questionnaires to fill out. The findings from the measurements
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were related to the results from a sample group of 1,500 children in schools of

the area. From the review of literature on values and assessment, it can be under-

stood that assessment for values-based education can be made effective if it is

implemented in a fun-filled way for students using multiple strategies.

4 Conclusion

This article provides a small overview of why educational policies must incorporate

curricular changes to help teachers teach for sustainable education where social

issues are concerned. With rising issues in technology divide, lack of ethics and

values with scientific issues, rising population and poverty in overpopulated Asia,

the problems are multifaceted. The soft pedagogies will help students develop

reflective practices and communal experiences which may help them in problem-

solving issues in future.
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Part IV

Electronic and Computer Engineering



The Effects of Doping Bismuth

on the Thermoelectric Properties of Zn4Sb3

Afiqa Binti Mohamad and Atsumi Hisao

1 Introduction

Thermoelectric materials have attracted substantial interest since the last decade

due to the growing demand for cooling electronic devices and reuse of waste

heat for power generation. β � Zn4Sb3, with a complex hexagonal structure, is

one of the promising thermoelectric materials. The figure of merit ZT(¼S2T/ρλ),
where S, T, ρ and λ are the Seebeck coefficient (or thermopower), the absolute

temperature, the electrical resistivity and the total thermal conductivity, respec-

tively, of β � Zn4Sb3 is the highest among known thermoelectric materials in the

temperature range of 323–573 K [1].

Doping is an effective way to improve the thermoelectric properties by changing

the carrier concentration and/or reducing the thermal conductivity. Many empirical

attempts have been made to improve the properties by doping guest atoms into the

structure. The initial report of Zn4Sb3 thermoelectric properties by Caillat

et al. reported an improved thermoelectric performance of a Cd-doped sample

with ZT reaching 1.4 at 523 K for Zn3.2Cd0.8Sb3 [2]. Tsutsui et al. [3] found that

indium is able to substitute for part of Zn to form (Zn1 � xInx)4Sb3 such that the

carrier concentration of β � Zn4Sb3 is decreased by the In doping. Both the

electrical resistivity and Seebeck coefficient of the In-doped β � Zn4Sb3 sample

increase with increasing In content, while the thermal conductivity is reduced. As a

result, (Zn0.995In0.005)4Sb3 shows a higher ZT than the binary β � Zn4Sb3, indi-

cating an improvement of the thermoelectric property with slight amount of In

doping. Qin et al. [3] further investigated the thermoelectric properties of

(Zn0.98M0.02)4Sb3 (M ¼ Al, Ga and In) at low temperatures ranging from 5 to

310 K. Their results indicated that the substitution of M (¼Al, Ga and In) for Zn
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in Zn4Sb3 led to a decrease in electrical resistivity, thermopower and thermal

conductivity. They also found that the β ! α phase transition of Zn4Sb3 was

prohibited completely by doping with either Ga or In. The anomalies that appeared

in the plots of ρ ! T and S ! T for Zn4Sb3 associated with the structural transition

from β- to α-phase were weakened by doping with Al. Although the thermoelectric

figure of merit of β � (Zn0.98Al0.02)4Sb3 was reported to be slightly enhanced as

compared to that of β � Zn4Sb3 at room temperature, further improvement in the

thermoelectric performance is still of vital importance to achieve better ZT values.

So looking at Fig. 1 shows that Zn4Sb3 has the best figure of merit in the temper-

ature range between 200 and 600 K [4].

In this study, a series of bismuth compounds were fabricated. The substitution on

Sb site was effective to modulate the power factor and it was expected to reduce

thermal conductivity. The effect of electronic Bi at Sb site on the thermoelectric

properties has been investigated in the temperature range from 323 to 573 K.

2 Experimental Procedures

Bismuth-doped compound Zn4(Sb3 � xBix) (x ¼ 0.1, 0.2, 0.3, 0.4, 0.5) was pre-

pared from elements of zinc (grains, 99.9 %), stibium (grains, 99.999 %) and

bismuth (shot, 99.9 %) in stoichiometric proportions. The mixtures of constituent

elements were sealed into the glass ampule under vacuum for 1 hours. The glass

ampule was heated in an electric furnace and held at 973 K for 1 h and cooled down

to room temperature spontaneously. The X-ray diffraction was used to check the

phase purity. The powders were then pressed 4 t/cm2 for 5 min in an oil press

machine to form bulk samples. The samples were then put in the aluminium board

and inserted into the electric furnace for 1 h. The samples were measured for the

electrical conductivity, Seebeck coefficient and thermal diffusivity.

Fig. 1 Zn4Sb3 alloy has the

best figure of merit in the

temperature range between

200 and 600 K
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3 Results and Discussion

The temperature dependence of Seebeck is shown in Fig. 2; the positive values

indicate that all the samples are p-type conduction. The α-values of Zn4Sb3Bi0.1 are
very close to that of the undoped one in the temperature range 323–423 K, while the

α-values of Zn4Sb3Bi0.1 are the highest in the temperature range 463 K.

The temperature dependence of the electrical resistivity is shown in Fig. 3. The

electrical resistivity decreases with increasing temperature. The electrical resistiv-

ity of the compound Zn4Sb3Bi0.1 is close to that of the undoped β � Zn4Sb3 from

the temperature range 323–523 K.

Based on the data of the Seebeck coefficient and electrical resistivity achieved

above, the thermoelectric figure of merit ZT is shown in Fig. 4. At the temperature

range 323–433 K, Zn4Sb3Bi0.1, Zn4Sb3Bi0.3 and undoped β � Zn4Sb3 are close,

but at temperature 483 K, Zn4Sb3Bi0.1 suddenly increases due to the improvement

of the thermoelectric power factor and decrease of electrical resistivity. The

Zn4Sb3Bi0.1 reaches a highest ZT at the temperature 573 K.

Fig. 2 The result of the figure of merit on the Zn4(Sb3 � xBix) (x ¼ 0.1, 0.2, 0.3, 0.4, 0.5)
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Fig. 3 The result of electrical resistivity on the Zn4(Sb3 � xBix) (x ¼ 0.1, 0.2, 0.3, 0.4, 0.5)

Fig. 4 The result of electrical resistivity on the Zn4(Sb3 � xBix) (x ¼ 0.1, 0.2, 0.3, 0.4, 0.5)
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4 Conclusions

In this study, Zn4(Sb3 � xBix) (x ¼ 0.1, 0.2, 0.3, 0.4, 0.5) are synthesized through

melting method followed by pressing method. The electrical conductivity of the

doped β � Zn4Sb3 is found to be reduced. The Seebeck coefficient of the Bi-doped

samples is larger than that of undoped β � Zn4Sb3. The maximum ZT is obtained

from the sample Zn4Sb3Bi0.1 at 573 K, which shows that it optimizes the thermo-

electric properties.
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Study of Transmission and Reflection

Characteristics of Microstrip Line During

Application of Noise Suppression Sheet

by Adhesive

Lim Yang Wei, Kyota Otsuka, and Takanobu Ohno

1 Introduction

With increasing use of electronic devices in the microwave region, the density of

electromagnetic waves from other electronic devices is the main reason of problems

like undesirable response, malfunctioning, and degradation in the performance of

electronic equipment. This brings extra challenges in the field of electromagnetic

compatibility and electromagnetic interference that demand new solutions—noise

suppression sheets (NSS). Noise suppression sheets are composites of magnetic and

dielectric materials that exhibit significant magnetic losses in a wide frequency

range. Hence, in telecommunication industry, NSS with low-pass characteristic is

applied to transmission line. NSS are designed to pass low-frequency signals and

attenuate signal higher than cutoff frequency which are considered as noise. NSS

low-pass signals before cutoff frequency and attenuated signals after the cutoff

frequency. Therefore, the highest transmission at low frequency and lowest trans-

mission at high frequency are ideal for NSS. Besides, the lower reflection of signal

represents higher transmittance and less return loss of signal. Hence, low reflection

characteristic is required for NSS.

Characteristics of small thickness, sheet form, and flexibility enable NSS to be

applied on diverse system. Today, NSS are widely used in cellular phones, laptop,

and digital cameras. One of the most common ways to apply noise suppression

sheets is to mount them onto circuit boards with double-sided adhesive tape. The

most used adhesive for NSS application is acrylic-based adhesive tape. When

adhesive is used, it might vary the suppression effect of noise suppression sheet.

Thus, the relationship between thickness of adhesive and suppression effect is

investigated [1–4].
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In this paper, we report the effects of different thickness of adhesive tape on

electromagnetic noise suppression by using a microstrip line (MSL) through exper-

iment and numerical simulation. We also compare transmission and reflection

characteristic of NSS when acrylic-based adhesive is replaced with air gap and

different adhesives.

2 Transmission and Reflection Characteristics

of Microstrip Lines with Integrated Noise

Suppression Sheet and Adhesive

2.1 Simulations

2.1.1 Simulation Model

Figure 1 shows the top and side view of the simulation model, including a

microstrip lines (MSL) based on IEC (International Electrotechnical Commision)

standard [5]. The MSL with characteristic impedance of 50 Ω. Inner conductor of

rectangular coaxial line is connected with a strip conductor which acts as transmis-

sion line. The thickness of substrate and width of transmission line are 1.6 and

4.4 mm, respectively. Complex permittivity of dielectric material in MSL is fixed at

_εr ¼ 2:55� j0:05.

Fig. 1 Top and side view of simulation model

244 L.Y. Wei et al.



The transmission and reflection characteristics of the MSL attached with NSS

are simulated by using finite difference time domain (FDTD) method. Varying

thickness of adhesive, d [mm], is inserted between MSL and NSS. Mur first-order

absorbing boundary condition (ABC) is used in this FDTD simulation. The total

number of FDTD cells in the three-dimensional FDTD grid is set to

261 � 136 � 171 with cell size of 0.4 � 0.4 � (0.025�0.9) [mm].

Table 1 lists the material constant of noise suppression sheet at varying frequen-

cies and adhesive tape. The complex permittivity and complex permeability of the

NSS vary with increasing frequency. Adhesive tapes with varying thickness from

0.1 to 0.4 mm were placed between NSS and strip conductor. During the simula-

tions, signal is transmitted from port 1 to port 2, ranging from 0.5 to 3.0 GHz. The

frequency dependences of the reflected (jS11j) and transmitted (jS21j) scattering

parameters were recorded. jS21j refers to the power of signal transferred to port

2 relative to the power input port 1, while jS11j represents the ratio of reflected

signal power to the incident signal power at port 1. jS11j and jS21j are then converted
into power by the equation below:

Power reflection,
PINC

PIN

¼ 10
S11
10 � 100 %ð Þ

Power transmittance,
Pout

PIN

¼ 10
S21
10 � 100 %ð Þ

To clearly understand the variations of noise suppression effect of NSS, another

similar simulation is run when adhesive tape is displaced by air gap [6, 7].

2.1.2 Simulation Results

Figure 2a, b compares jS11j and jS21j and characteristic of the MSL with varying

thickness of adhesive. Figure 3a, b shows the frequency dependences of the

s-parameters when adhesive tape is displaced by air gap. Comparison of the results

for the scattering parameters with and without adhesive tape indicates difference in

Figs. 2 and 3. Figure 2a shows jS11j decreased as the thicker adhesive tape is

attached, indicating the reflectance of the signal decreased as the thickness of

adhesive tape is increased. A closer examination also showed that the maximum

reflectance without adhesive tape (d ¼ 0.0 mm) between NSS and strip conductor

that occurred at 0.5 GHz is 23.98 % (�6.2 dB). When thickness of adhesive is

Table 1 List of material

constant
Material f (GHz) εr� μr

�

NSS 0.5 172.5�j13.8 10.5�j5.0

2.0 167.5�j26.2 5.6�j5.6

3.0 156.3�j43.8 3.6�j5.5

Adhesive (acrylic base) – 2.69�j0.02 1.0�j0

Air – 1.0�j0 1.0�j0
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increased to 0.1, 0.2, 0.3, and 0.4 mm, the maximum reflectance is decreased to

16.59 % (0.6 GHz), 12.30 % (0.7 GHz), 10.23 % (0.75 GHz), and 8.91 % (0.8 GHz),

respectively. This means that the return loss decreased with increasing thickness of

adhesive. This behavior can also be observed when adhesive is replaced with air

gap as shown in Fig. 3.

Figure 2b shows that when thickness of the adhesive is increased from 0.1 to

0.4 mm, the jS21j is clearly increased. This behavior is more accentuate at frequency

higher than 1 GHz. This indicates that transmittance increased with increasing

thickness of adhesive. As shown in Fig. 2b, transmitted electric power at 1.5 GHz

is 2.75 % without adhesive. At same frequency, the transmittance is increased to

13.8, 29.51, 41.69, and 89.13 % when the thickness of adhesive is 0.1, 0.2, 0.3, and

0.4 mm, respectively. Although the transmitted electric power is increased at

frequency lower than 1 GHz, the low-pass characteristic of noise suppression

sheet is degenerated at the same time.

Fig. 2 Simulated (a) reflection and (b) transmission characteristic of MSL with varying thickness

of acrylic-based adhesive. Left figure (a) and right figure (b)

Fig. 3 Measured (a) reflection and (b) transmission characteristic of MSL with varying distance

of air gap. Left figure (a) and right figure (b)
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2.2 Experiment

2.2.1 Measurement System

An experiment is conducted to verify the simulation results. Figure 4 shows the

picture of the measurement system, including the microstrip line (MSL) with

complex permittivity at εr ¼ 2.55 � j0.05. The MSL was connected to E5071C

network analyzer Agilent Technologies with a synthesized sweep oscillation and a

scattering S-parameter test set. jS21j and jS11j are measured when signal is trans-

ferred through the MSL. The material constant of NSS and adhesive used are

similar to simulated samples. Both are commercially available.

NSS is attached onto bare transmission line (d ¼ 0 mm) and followed by

adhesive from 0.1 to 0.4 mm inserted between NSS and strip conductor. We

measured the transmission and reflection of the electric power ranging from 0.5

to 3.0 GHz. Adhesive is removed and replaced by different thickness of punched

paper (air gap) to control the distance between NSS and strip conductor.

2.2.2 Experimental Results

Figure 5a, b shows jS21j and jS11 characteristics of the MSL with varying thickness

of adhesive tape, respectively. Results of another similar experiment when adhesive

is displaced by air gap are shown in Fig. 6a, b. Comparison of the numerical

simulation results and the experimental results shows that the results of simulation

are similar to those of the experiments.

Fig 4 Measuring system
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2.3 Discussions

Both air gap and adhesive will affect the reflection and transmission characteristics

of NSS on bare transmission line; however, adhesive clearly shows less effect

compared to air gap. From Fig. 2b, the difference of transmitted electric power

between 0.1 mm adhesive and without adhesive at 1.5 GHz is 4.36 % (6.4 dB). The

difference is increased to 14.79 % (11.7 dB) when adhesive is replaced by air gap.

The effect to transmission characteristic is clearly decreased when adhesive is used

compared to the air gap. This behavior can also be observed from the reflection

characteristic. The variation of transmission characteristic of adhesive and air gap is

caused by their differences in complex permittivity _εr as shown in Table 1. The

effect is decreased when the dielectric constant (real part of _εr) of material between

NSS and strip conductor is increased.

From the results above, we suggested another type of adhesive which has a

higher dielectric constant of material—polyvinyl chloride (PVC). Complex permit-

tivity of PVC is _εr ¼ 5:0� j0:05 [8]. Figure 7 showed the simulation results of

Fig. 5 Simulated (a) reflection and (b) transmission characteristic of MSL with varying thickness

of acrylic-based adhesive. Left figure (a) and right figure (b)

Fig. 6 Measured (a) reflection and (b) transmission characteristic of MSL with varying distance

of air gap. Left figure (a) and right figure (b)
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frequency dependences of transmittance and reflectance when PVC is used as the

adhesive. The frequency dependences when 0.1 mm of acrylic-based adhesive, air

gap, and PVC-based adhesive are compared to those without adhesive are shown in

Fig. 8.

From Fig. 8a, the reflected power increased when PVC-based adhesive is used

instead of acrylic. When 0.1 mm of PVC and acrylic-based adhesive is used, the

maximum reflectance is 18.92 and 16.83 %, respectively. At 1.5 GHz, the differ-

ence of reflected power with and without adhesive is 2.25 and 2.96 %, when PVC-

and acrylic-based adhesives are used, respectively. The return loss is increased

when higher dielectric constant of adhesive is used for NSS. Hence, lower dielectric

constant of adhesive decreased the reflected power.

Table 2 compares the transmitted power of 0.1 mm of acrylic-based and

PVC-based adhesive at 1 and 2 GHz from Fig 8b. At 1 GHz, acrylic-based adhesive

showed 10.9 % greater transmittance than PVC-based adhesive. However, when

PVC-based adhesive is used, difference of transmitted power with and without

adhesive at 2 GHz is decreased to 0.69 %, compared to the difference of 1.38 %

Fig. 7 Simulated (a) reflection and (b) transmission characteristic of MSL with varying thickness

of PVC-based adhesive. Left figure (a) and right figure (b)

Fig. 8 Simulated (a) reflection and (b) transmission characteristic of MSL between 0.1 mm of

varying adhesive and air gap. Left figure (a) and right figure (b)
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when acrylic-based adhesive is used. As a result, although acrylic-based adhesive

showed greater power transmission than PVC-based adhesive at frequency before

cutoff frequency, however it also degraded the low-pass characteristic of NSS after

the cutoff frequency. This indicated that higher electric constant of adhesive is more

suitable during application of NSS.

3 Conclusion

NSS was placed on a microstrip line (MSL) based on IEC standard. Transmission

and reflection of electric power through the MSL were studied through simulation

and experiment when varying thickness of acrylic-based adhesive is placed

between NSS and strip conductor of MSL. When thickness of adhesive is increased,

transmission characteristic is slightly improved at frequency lower than the cutoff

frequency; however, transmission characteristic after the cutoff frequency is wors-

ened simultaneously. Besides, the improvement of reflection characteristic can be

observed with increasing thickness of adhesive. The same behavior was also

observed when the adhesive is replaced by air gap. It showed prominent power

transmission at the frequency higher than the cutoff frequency. Transmission and

reflection characteristics are simulated when higher dielectric constant of

PVC-based adhesive is used. When adhesive with higher dielectric constant is

used, relatively small increase of power transmission can be observed at frequency

higher than the cutoff frequency; however, the power transmittance decreased at the

frequency before the cutoff frequency.

As a result, thickness and dielectric constant of adhesive have to be considered

during application of NSS on electronic devices.
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An Improved VEPSO Algorithm

for Multi-objective Optimisation Problems

Kian Sheng Lim, Salinda Buyamin, Anita Ahmad,

Sophan Wahyudi Nawawi, Zuwairie Ibrahim, Faradila Naim,

Kamarul Hawari Ghazali, and Norrima Mokhtar

1 Introduction

Multi-objective optimisation (MOO) problems have multiple objective functions

that are minimised (or maximised) simultaneously by evaluating the fitness of the

functions with respect to any possible solutions. However, the objective functions

usually conflict with each other and results in a set of multiple trade-offs, or

non-dominated solutions, rather than a single solution.

The algorithms commonly optimise an objective function using the guidance

from the non-dominated solutions found during the search process [1]. For exam-

ple, all non-dominated solutions are grouped based on their locations in the

objective space in the multi-objective PSO (MOPSO) algorithm [2, 3]. Then, one

of the non-dominated solutions is randomly selected from the group that has the

fewest solutions to be used as the particle guide. Other than that, the primary

mechanism of non-dominated sorting genetic algorithm-II [4] is used in the

non-dominated sorting PSO (NSPSO) algorithm [5] where one non-dominated

solution is randomly selected based on the niche count and nearest-neighbour

density estimator, to guide the particles. Furthermore, the optimised MOPSO

(OMOPSO) algorithm [6] selects one of the non-dominated solutions as the guide

for each particle based on the crowding distance mechanism in binary tournaments.
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Besides, Abido [7] proposed an algorithm which optimises the problem using

two non-dominated solutions, a local set and a global set. Each particle is guided

by the non-dominated solution that has the smallest distance between the particle

and both non-dominated solution sets.

On the other hand, the vector evaluated particle swarm optimisation (VEPSO)

[8] algorithm has been used to solve various MOO problems [9–13]. This algorithm

solves MOO problem by assigning one swarm of particles to optimise an objective

function using the guidance from the best solution with respect to a single objective

function, found by another swarm. However, the non-dominated solutions are either

equal or better compared with the best solution used in VEPSO. In other words, the

non-dominated solution which is better with respect to all objective functions was

not used to guide the particles in other swarm.

Thus, the superiority of the non-dominated solutions motivates the use of

non-dominated solutions to guide each swarm for improving the VEPSO algorithm.

Therefore, in this study, the guidance of a swarm is selected from the

non-dominated solution which is best with respect to a single objective function,

optimised by the other swarm.

2 Multi-objective Optimisation

For generality, consider a minimisation of a multi-objective problem:

Minimise fitness F
!

x
!� �

¼ f m x
!� �

∈ℝM,m ¼ 1, 2, . . . ,M
n o

subject to
gj x

!� �
� 0, j ¼ 1, 2, . . . , J

hk x
!� �

¼ 0, k ¼ 1, 2, . . . ,K

8<
:

where x
! ¼ xn ∈ℜN , n ¼ 1, 2, . . . ,N

� �
is the N-dimensional vector of decision

variables that represent the possible solutions, M is the number of objective

functions, fm ∈ ℝM is the objective function and gj, hk ∈ ℝN are the inequality

and equality constraint functions, respectively.

In explaining the concept of Pareto optimality, consider two vectors

F
!a

, F
!b ∈ℝM. F

!a
dominates F

!b
(denoted as F

!a
≺F

!b
) if and only if f am � f bm for

m ¼ 1, 2, . . ., M and f am < f bm at least once. Hence, a vector of decision variables

x
!a is a non-dominated solution if and only if there is no other solution x

!b such that

F
!

x
!a

� �
≺F

!
x
!b

� �
. The non-dominated solution is also known as the Pareto optimal

solution. Thus, the set of non-dominated solutions of an MOO problem is known as

the Pareto optimal set, P. The set of objective vectors with respect to P is known

as the Pareto front, PF ¼ F
!

x
!� �

∈ℝm
��x!∈P

n o
.
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3 Particle Swarm Optimisation

3.1 Original Particle Swarm Optimisation Algorithm

The social behaviour of birds flocking has inspired the particle swarm optimisation

(PSO) which is a population-based stochastic optimisation algorithm introduced by

Kennedy and Eberhart [14, 15]. Thus, the algorithm contains individuals referred to

as particles that encode the possible solutions to the optimisation problem using

their positions. These particles fly in a defined search space to look for solutions that

better satisfy the objective function of the optimised problem. Particles collaborate

with each other during the search process by comparing its current position with the

best position that it and the other particles in the swarm have found [16].

For the PSO algorithm, consider a minimisation problem with single objective

function: there are I-particles flying around in an N-dimensional search space,

where their positions, pin(i ¼ 1, 2, . . ., I; n ¼ 1, 2, . . ., N), represent each dimen-

sion of the possible solutions. In early part of the algorithm, all particles are

randomly positioned in the search space and assigned random velocities, vin(t).

Later, the fitness, F
!i

tð Þ, for each particle is evaluated by evaluating the objective

functions with respect to pi(t). Next, each particle’s best position, pBesti(t), is
initialised to its current position. Meanwhile, the best among all pBesti(t) is set as
the swarm’s best position, gBest(t).

After initialisation, the algorithm iterates until the stopping condition is met,

i.e. either the maximum number of iterations is exceeded or the minimum error is

attained. In iteration, each particle’s velocity and position are updated using

Eqs. (1) and (2), respectively:

v in tþ 1ð Þ ¼ χ
ωv in tð Þ þ c1r1 pBest in � pi

n tð Þ� �
þc2r2 gBestn � pi

n tð Þ� �� �
ð1Þ

pi
n tþ 1ð Þ ¼ pi

n tð Þ þ v in tþ 1ð Þ ð2Þ

where χ is the constriction factor and ω is the inertia weight. r1 and r2 are both

random values between zero and one. c1 and c2 are the cognitive and social

coefficients, respectively. Next, the F
!i

tð Þ for each particle is evaluated again.

With the newly updated F
!i

tð Þ, pBesti(t) is updated with the more optimal between

the new position of the ith particle and pBesti(t). Then, the gBest(t) is updated with

the most optimal pBesti(t) among all the particles. In the end of algorithm, gBest(t)
represents the optimum solution found for the problem.
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3.2 Vector Evaluated Particle Swarm Optimisation
Algorithm

For solving MOO problem, Parsopoulos and Vrahatis [8] introduced the VEPSO

algorithm. This algorithm was inspired by the multi-swarm concept of the VEGA

algorithm [17] where each objective function is optimised by a swarm of particles

using the gBest(t) from another swarm. The gBest(t) for the mth swarm is the

pBesti(t) that has most optimal fitness with respect to the mth objective, among

all pBesti(t) from the mth swarm.

Generally, the PSO and VEPSO algorithms have similar process flows, except

that all processes are repeated for M swarms when optimising problems with

M objective functions. Since each swarm optimises using gBest(t) from another

swarm, in VEPSO, the velocity is updated using Eq. (3). The velocity equation for

particles in the mth swarm updates with gBestk(t), where k is given in Eq. (4):

vmin tþ 1ð Þ ¼ χ
ωvmin tð Þ þ c1r1 pBestmin � pmi

n tð Þ� �
þc2r2 gBest kn � pmi

n tð Þ� �� �
ð3Þ

k ¼ M, m ¼ 1

m� 1, otherwise

	
ð4Þ

Besides, all non-dominated solutions found during the optimisation are stored in

an archive each time after the fitness is evaluated. The archive contains

non-dominated solutions only, so the F
!i

tð Þ of each particle is compared, based on

the Pareto optimality criterion, to other particles before it is compared to the

non-dominated solutions in the archive. In the end of algorithm, all

non-dominated solutions in the archive represent possible solutions to the MOO

problem.

3.3 The Improved VEPSO Algorithm

In VEPSO, each particle of a swarm collaborates with the gBest(t) from the other

swarm that is optimal with respect to the objective function optimised by the other

swarm, for example, an MOO problem with two objective functions; the first swarm

updates its gBest1(t) when a new solution has better fitness with respect to the first

objective. Hence, the gBest1(t) is not updated when the new solution has equal

fitness with respect to the first objective and better fitness with respect to the second

objective, as shown in Fig. 1. Thus, all particles from the second swarm will be

guided by gBest1(t) from the first swarm but not the better solution, non-dominated

solution.

In order to overcome this limitation, the gBest1(t) should be updated with the

non-dominated solutions, which has equal fitness with respect to the optimised
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objective function and better fitness with respect to the other objective. Without lost

of generality in VEPSO, the gBest(t) of a swarm is the best non-dominated solution

with respect to the objective function optimised by the swarm. Thus, in a

two-objective problem as shown in Fig. 2, the particles from the second swarm

are guided by the gBest1(t) which is now a non-dominated solution that is best with

respect to the first objective function. This improved algorithm is called vector

evaluated particle swarm optimisation incorporate non-dominated solutions

(VEPSOnds).

The particles in PSO algorithm have the potential to stick in local optimal

solutions [18, 19]. Therefore, particle position is subject to polynomial mutation

at certain probability to further improve the VEPSOnds algorithm. In this work, ten

percent of particles are subjected to mutation.

Fig. 1 Particles guided by

the best solution from the

other swarm

Fig. 2 Particles guided

by a non-dominated

solution
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4 Experiments

4.1 Performance Measure

Several quantitative performance measures are used to analyse the performance of

the improved algorithm. First, calculate the total number of non-dominated solu-

tions found, namely, the number of solution (NS). Besides, the generational

distance (GD) [20] measures convergence or the average Euclidean distance

between the obtained Pareto front and the true Pareto front. In addition, the Spread
[4] is used to measure the diversity of the obtained Pareto front. Sometimes, GD and

Spread are unfair for comparison, so the hypervolume (HV) [21] is included to

evaluate the total space or area enclosed by the obtained Pareto front and a

reference point, which is a vector constructed from the worst objective value

from the true Pareto front. From these measures, larger values in NS and HV
while smaller values in GD and Spread indicate better performance.

4.2 Test Problems

Since this work focused on continuous search space problems, five of the bench-

mark test problems from ZDT [22] are used to evaluate the performance of the

algorithm. ZDT5 problem is a discrete problem. The parameter values are

according to the paper [22]. The database from jMetal is used for evaluation.

4.3 Evaluation of VEPSO Algorithms

In this experiment, the VEPSO is compared to the VEPSOnds1 and the

VEPSOnds2 algorithms which are the VEPSOnds without and with mutation,

respectively, in order to differentiate that the performance of the improved

VEPSO is not influenced by the polynomial mutation. Besides, all algorithms will

have 100 numbers of particles which are equally divided among all swarms. The

archive is limited to record a total of 100 non-dominated solutions and remove

solutions with smallest crowding distance [4]. For fair comparison, each algorithm

will be iterated for 250 cycles before stopping the search process. Besides, the

inertia weight is linearly degraded from 1.0 to 0.4. c1 and c2 are random values

between 1.5 and 2.5. For algorithm with mutation, the distribution index is set to

0.5. For statistical analysis, all algorithms will be repeated for 100 runs on each test

problem.

The performance of each algorithm tested on the various test problems is

presented in Table 1. In ZDT test problem, both improved algorithms, VEPSOnds1

and VEPSOnds2, show large improvement against the VEPSO algorithm in all
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performance measures. Besides, VEPSOnds2 shows much better convergence and

diversity performance than VEPSOnds1. Figure 3 shows the obtained Pareto front

with best GD value among 100 runs from each algorithm. In this figure, the large

distance from true Pareto front and uneven distribution of obtained Pareto front

from VEPSO explains its weak convergence and diversity.

For the ZDT2 test problem, the VEPSO still performed weakly as compared to

the other algorithms. VEPSOnds1 has larger Spread value as compared to VEPSO.

However, it is still better as indicated by its larger HV value. The obtained Pareto

front for all algorithms is plotted in Fig. 4. As expected, the Pareto front obtained by

VEPSO is located far from the true Pareto front. Besides, even if there is only one

Table 1 Average performance for algorithms tested on various problems

Measure VEPSO VEPSOnds1 VEPSOnds2

ZDT1 NS 30.220000 100.000000 99.790000

GD 0.295865 0.022637 0.002194

Spread 0.834481 0.729350 0.571807

HV 0.001886 0.428153 0.631216

ZDT2 NS 8.070000 38.120000 97.490000

GD 0.766956 0.039653 0.002003

Spread 0.944524 0.947356 0.687560

HV – 0.137784 0.296372

ZDT3 NS 35.150000 99.600000 99.400000

GD 0.173060 0.009607 0.002040

Spread 0.871146 1.109448 1.121149

HV 0.004722 0.373133 0.471686

ZDT4 NS 6.610000 95.250000 64.220000

GD 5.062543 0.383646 0.349438

Spread 0.858655 1.035510 0.962023

HV 0.228824 0.399914 0.437755

ZDT6 NS 76.590000 78.040000 81.030000

GD 0.338537 0.260666 0.266259

Spread 1.201796 1.276529 1.286909

HV 0.304584 0.303381 0.281256
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non-dominated solution obtained by VEPSOnds1, it falls on the true Pareto front.

Undeniably, VEPSOnds2 is very good when it exhibits well-converged and diverse

Pareto front.

Again, the VEPSO exhibits weak performance in the ZDT3 test problem, as in

Table 1. Even though VEPSO performs better in Spread measure, other algorithms

actually have better solutions which are well converged and create larger HV value.

Figure 5 also illustrates the similar analysis when only VEPSOnds1 and

VEPSOnds2 are able to converge to and diverse well on the true Pareto front.

Among all test problems, ZDT4 is very challenging to PSO as there are many

local optimal solutions, which could trap the particles from obtaining the best

solutions. Therefore, the VEPSO exhibits poor results especially the NS and GD
values. Meanwhile, the improved algorithms easily escaped from this trap. The

large Spread value at both improved algorithms does not really implicate its poor

performance, superiority in convergence performance. The performance for each

algorithm is pretty self-explained in Fig. 6 for the ZDT4 test problem.

Finally, the ZDT6 test problem is where the density of solutions is lower when

nearer to true Pareto front. However, this problem does not limit all algorithms from

obtaining well-converged Pareto front, but reduce the ability to obtain more
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non-dominated solutions. Figure 7 shows the Pareto front found by all algorithms,

and they are well converged. Unfortunately, in this case, the non-dominated

solutions are not well distributed over the true Pareto front for VEPSO algorithms.

In short, the improved algorithms exhibit significant improvement over the

VEPSO algorithm in all test problems. This improvement is mainly contributed

by guiding particles using non-dominated solutions, which is always better than the

best found solution in VEPSO. In addition, the improved algorithm with mutation

performs much well especially in convergence performance.

5 Conclusions

The VEPSO algorithm used optimises one objective function by one swarm of

particles which are guided by solution from another swarm which has best fitness

with respect to the objective function optimised by that other swarm. Thus, the

VEPSO is improved by updating the best solution with non-dominated solution

which has better fitness with respect to the optimised objective function. The rest of

the algorithm is remaining the same to prevent lost of generality in VEPSO.
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0

0.2

0.4

0.6

0.8

1

0.25 0.45 0.65 0.85

F
2

F1

PF

VEPSO

0

0.2

0.4

0.6

0.8

1

0.25 0.45 0.65 0.85

F
2

F1

PF

VEPSOnds1

0

0.2

0.4

0.6

0.8

1

0.25 0.45 0.65 0.85

F
2

F1

PF

VEPSOnds2

Fig 7 Plots of non-dominated solutions returned by each algorithm for the ZDT6 test problem

An Improved VEPSO Algorithm for Multi-objective Optimisation Problems 261



Based on several performance measures, the VEPSO is compared to the

improved algorithm by testing on ZDT test problems. The improved algorithms

show significant performance improvement especially when including position

mutation to some particles.
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Electrical and Photoluminescence Study

of Undoped CuGaSe2 Single Crystal

Thin Film

Sathiabama Thiru, Miki Fujita, Atsushi Kawaharazuka,

and Yoshiji Horikoshi

1 Introduction

Chalcopyrite semiconductors such as CuInSe2 (CIS), CuGaSe2 (CGS), and Cu

(InGa)Se2 (CIGS) are promising materials for efficient thin film solar cells

[1]. Among these materials, CGS has superior optical properties for solar cell

application. Although the bandgap energy of CGS (1.68 eV) is a little too high

compared with the predicted optimal bandgap [2] of 1.4 eV, its absorption coeffi-

cient is considerably high even compared with those of CIS and CIGS. Because of

the large electron mass of 0.14 m0, the joint density of states of CGS becomes larger

which directly results in a higher absorption coefficient. In addition, the larger

electron mass and lower dielectric constant make the excitonic binding energy as

high as 20 meV. Having higher excitonic binding energy makes CGS’s absorption

coefficient higher not only in the absorption edge but also above the bandgap

energy through the Sommerfeld effect [3].

On the other end, there exist some difficulties in the electrical transport charac-

teristics in CGS. One of the main drawbacks is the effect of grain boundaries. It has

been shown that the grain boundaries of CIS and CIGS produce no fatal leakage
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paths in the solar cell device structures. This beneficial effect cannot be expected in

CGS because of the energetic structure of cation-terminated grain boundaries of

CGS [4]. Another difficulty of CGS is the formation of n-type material. The

electrical transport of undoped CGS is dominated by high hole concentration

caused by Cu-vacancy, and it is very challenging to achieve n-type material. It

may be due to the fact that the formation energy of Cu-vacancy decreases with

increasing in Fermi energy. Even when the donor impurity concentration is

increased, the Fermi energy increases at a certain level because compensating

acceptor concentration due to Cu-vacancy increases with Fermi energy. A similar

mechanism is operative in CIS, but for narrow bandgap materials such as CIS, the

n-type conductivity could be achieved because n-type conversion needs only a little

rising up for Fermi energy to approach the conduction band edge [5].

To overcome the above difficulties, we have focused and grown high-quality

CGS single crystal thin film layers on closely lattice-matched GaAs substrate by

using molecular beam epitaxy (MBE). We have also, succeeded in lowering the

residual hole concentration by optimizing the deposition condition. Then the

impurity doping is performed to achieve n-type conductivity. No report is available

for n-type doping in CGS using epitaxial growth method. However, Ge-doped

n-type CGS has been reported using ion implantation [6] on growing bulk CGS.

Group IV elements such as C, Si, Ge, and Sn may produce efficient donor centers in

ternary CGS. Electrical and photoluminescence (PL) studies of undoped CGS

single crystal thin film will be discussed here.

2 Thin Film Preparation

High-quality CGS single crystal layers are grown on closely lattice-matched (001)

GaAs substrate by MBE at 600 �C using the migration-enhanced epitaxy (MEE) [7]

deposition sequence. Since the lattice constants of GaAs and CGS are 5.653 and

5.614 Å, respectively, the lattice mismatch of this system is less than 0.7 %.

Therefore, high-quality thin film CGS can be grown. Details of high-quality CGS

growth process are reported elsewhere [8]. During growth by MEE, the reflection

high-energy electron diffraction (RHEED) of the films exhibits streak patterns till

the end of the growth run. The beam equivalent pressure (BEP) ratio of Cu and Ga

during growth has been chosen at the value where no surface segregation of Cu2Se

is observed. When the Cu flux is large, electrically conductive Cu2Se layers are

segregated on the surface. However, by reducing the Cu flux, the segregation of

Cu2Se decreases gradually and finally disappears completely. This BEP ratio is

used in this experiment. Typical values of Cu-BEP and Ga-BEP are 1.1 � 10�7 and

3.0 � 10�7 Torr, respectively. These BEP values provide the growth rate of

approximately 0.6 μm/h. Typical growth time is 2 h.
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As CGS consists of alternate piling up of layers composed of Cu and Ga atoms,

followed by Se atoms in the [001] direction, we have adopted MEE deposition

sequence which is composed of simultaneous deposition of Cu and Ga followed by

Se deposition for undoped layer growth. This ensures the stoichiometric layer of CGS.

3 Results and Discussion

Undoped CGS was grown at 600 �C using MEE. At this growth temperature, CGS

samples showed hole concentration as high as 6.5 � 1018 cm�3. By lowering the

substrate temperature, the residual hole concentration decreases considerably.

At 530 �C the typical hole concentration reaches approximately 2 � 1016 cm�3.

However, we have adopted the growth temperature of 600 �C because the grown

layer exhibits superior PL characteristics compared with those grown at low tem-

peratures. Figure 1 shows the PL spectrum of undoped CGS at room temperature.

Two distinct peaks appear at 1.763 and 1.679 eV. Well-confined CGS/GaAs(001)

has its c-axis perpendicular to the substrate plane [9]. Our PL measurement always

satisfies E⊥c polarization configuration. Hence, these peaks are ascribed to free

exciton emissions, B-exciton and A-exciton, respectively, according to the literature

[9]. Peak 1.763 eV is considered to be a radiation transition associated with the Γ6
conduction band to Γ6 valence band (B transition). No discernible emission is

observed in the lower-energy region at room temperature indicating that the purity

of the undoped sample is fairly high with high crystal quality. The PL spectra

measured at various temperatures are shown in Fig. 2. At 4.2 K, the undoped sample

exhibits three major PL bands: (a), (b), and (c). A faint shoulder at 1.73 eV (a) is

Fig. 1 PL spectra of undoped CGS at room temperature
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probably related to the free exciton (A-exciton), and the dominant peak at 1.715 eV

(b) is related to the bound exciton, because these energies coincide well with the

reported values [10]. As temperature increases, the intensity of A-exciton shoulder

(a) increases and becomes dominant above approximately 150 K, while the bound

exciton peak (b) becomes less intense, and the peak disappears above 125 K as

demonstrated in the inset of Fig. 2. This phenomenon is explained by considering the

excitation of the bound exciton to the free exciton at elevated temperatures.

Another PL peak at 1.68 eV (c) can be attributed to the band-to-acceptor

radiative recombination involving a shallow acceptor level like VCu, according to

literature [11]. The PL peak energy of emission bands (a), (b), and (c) varies with

temperature as shown in Fig. 3. The Arrhenius plot for the PL intensity of band

(c) indicates that its thermal activation energy is approximately 40 � 10 meV as

shown in Fig. 4. This value coincides well with the reported depth of VCu acceptor,

suggesting that the PL band (c) is related to band-to-acceptor transition including

VCu acceptor. The transition model of (a), (b), and (c) is schematically given in the

inset of Fig. 4.

4 Conclusion

A good quality of undoped CGS single crystal thin film was successfully grown on

GaAs (001) substrate using MEE. Undoped CGS showed clear free exciton emis-

sion lines (A-exciton and B-exciton) at room temperature. At 4.2 K these samples

exhibit intense near band edge emissions composed of A-exciton, bound exciton,

Fig. 2 Photoluminescence spectra of undoped CGS at various temperatures
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and band-to-acceptor-related emissions. With increasing sample temperature, the

intensity of the bound exciton and band-to-acceptor emission decreases, and above

125 K, they almost disappear. At higher temperature, the free exciton emission

dominates until above room temperature.

Fig. 3 Temperature dependence of PL peak energy of near band edge emissions in undoped CGS

Fig. 4 Arrhenius plot of PL peak intensity of band (c) in undoped CGS
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Challenges in Adopting Cloud Computing

for Automation Process Controller

in Manufacturing

Kean Wei Tan

1 Introduction

Cloud computing centralized facilities with dynamically scalable and virtualized

resource capability to provide a service over the Internet have been identified as a

key technology to hit the future [1]. In today’s society, industry leaders are working

hard to pioneer the implementation of cloud computing to solve increasing com-

puting, and resource problems arise in the Internet age. The main factor in provid-

ing on-demand computing services with high reliability, scalability, and availability

in a distributed environment is contributing to the surge and interests in cloud

computing [2].

Last year, an issue “Can cloud computing technology be adopted in process

controller and automation system toward maintaining high-speed production in

manufacturing?” has been raised by LinkedIn’s Automation & Control Engineering

Group [3]. In industry, process controller is extensively used to enable mass pro-

duction of automation process. Besides, it serves as middleware for human–machine

interface, alarm, or yield data collector to transfer to database server through

network interface protocol [4]. Although society claims that prospects of integration

of cloud computing embrace all applications in major industrial which it’s no longer

a mere premise, but limitation in cloud, for example, security threads, data vulner-

ability measurement, high performance, and real-time alarm handling and recover-

ing to cause it’s not yet mature enough to be adopted at process controller [3, 5].

The concept of cloud computing with the advantages of virtualization, cost

reduction, scalability, and elasticity is one of the ideas to achieve LEAN

manufacturing [8]. To hit the aim, the project is focused on every challenge

especially in addressing cloud performance-scale problem and increasing data

reliability with recovery contingency plan in cloud to be used for process controller.
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Today, smart grid is used to improve the efficiency, reliability, and sustainability

of the production and distribution of electricity [9]. Computing isn’t really like

electricity, but we will nevertheless see parallel evolution driven by similar forces.

We can implement “cloud grid” into each client that connects to the cloud to have

similar capability like power grid to achieve significant cloud computing resource

management, efficient recovery mechanism, cloud sustainability, and reliability.

2 Definition of Cloud Computing

National Institute of Standards and Technology adds yet another definition to the

already saturated list of cloud computing [6]:

A model for enabling ubiquitous, convenient, on-demand network access to a shared pool

of configurable computing resources (e.g., networks, servers, storage, applications, and

services) that can be rapidly provisioned and released with minimal management effort or

service provider interaction.

In this definition, first, cloud computing is a specialized distributed computing

prototype with massively scalable resource and can deliver different layers of

services to end user outside the cloud by encapsulating it as an abstract entity.

Every service can be dynamically configured (via virtualization or other

approaches) and be delivered on demand.

There are various definitions of cloud computing architecture; cloud computing

provides three types of services: SaaS (software as a service), PaaS (platform as a

service), and IaaS (infrastructure as a service) also defined as three-layer system

structure in cloud computing (Fig. 1).

Hardware level contains the physical resources, for example, computer proces-

sor, hard disk storage, and network communication. It provides necessary raw

resources to the cloud. Infrastructure as a Service (IaaS) is a layer to allow customer

to provision processing and storage and to network their software, deploying and

operating system execution. Platform as a service (PaaS) provides a service for user

to compile, validate, and deploy their application onto cloud infrastructure. Soft-

ware as a service (SaaS) delivers complete software running on platform cloud and

accessible through the Internet.

Although every layer (IaaS, PaaS, and SaaS) in the cloud provides services

through the standard interface, interoperability issue between clouds still exists, and

it has been identified as one of the challenges to adopt cloud computing to process

controller. In today’s industry, a lot of applications and services emerge that

required the use of multiple clouds; there will be growing incentives to adopt

standard interfaces that facilitate interoperability in order to capture emerging and

growing markets in a saturated cloud market [7].
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3 Process Controller Application

Process control system is a general term that encompasses several types of control

system, for example, supervisory control, data acquisition systems, and distributed

control system used in industrial production. It normally works as middleware to

receive (1) command from remote machine and (2) automated or operator-driven

supervisory command to remotemachine; (3) it serves to collect yield data and alarm

conditions from the machines through network interface protocol (TCP/IP) [10].

The traditional process controller network setup layout (Fig. 2) is causing

installation process toward high complexity and is time-consuming; a lot of efforts

will be wasted on system maintenance and high capital cost to hire more manpower

to operate every process controller and to purchase computer hardware and infra-

structure. In conclusion, employing cloud computing could improve centralize

process controller in terms of service with dynamically scalable and virtualized

resource for every machine in industry which helps to reduce production cost and

achieve LEAN manufacturing.

Fig. 1 Cloud computing structure
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4 Challenges to Adopt Process Controller into Cloud

4.1 Performance Issue

We understand that cloud computing talents with on-demand service can be

provided easily in the Internet era that embraces simplified management features,

has less maintenance, and hastens complicated application installation process in

the client computer. Nevertheless, the most important is to reduce production cost

such as manpower, infrastructure, and management efforts to maximize company

revenue. However, performance issue that holds back some cloud computing

efforts has been identified as one of the top concerns in today’s IT society [11].

This happens because cloud computing works to centralize all services and

resources into a server. So, the cloud server will be identified as a fundamental

engine to support thousands of machines in mega industry. In addition, process

controller that contains few system controllers to run synchronously in every

machine is a high-density resource application, and it will absolutely create

Fig. 2 Process controller network layout in today’s manufacturing
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performance disaster with no way to recover. Secondly, more heavy information

and data will be transmitted among core components in cloud-based application,

server, and machines via network and potentially may cause network congestion.

Basically, one way to resolve the problem is to raise the cloud hardware capacity

such as increase computer processor, storage, and network bandwidth to support

each process controller application. But that means the main objective to reduce

production cost is not achieved by increasing the physical cloud computing infra-

structure capacity in the cloud implementation [3, 7, 12].

Besides capacity planning, scalability is another solution to increase and

preserve application performance in the cloud. The advancement of multi-core

technology today brings the possibilities of having a client desktop supercomputer

with thousands of core processors and bigger storage. It has driven visualization to

run locally.

Finding solution to harvest and manage all unused resource from every client

computing to the cloud in order to increase cloud service performance is doable.

Thus, a new methodology tool—“cloud grid”—will be a new research subject with

capability to monitor and allocate resource from each client computing to the cloud.

As a result, cloud computing will become more powerful when more client com-

puters are using it. If the target project successes, it will become an ultimate

solution tool with significant capability to increase the performance in the cloud.

4.2 Security

Apart from the performance issue, security is categorized as one of the top barriers

to the cloud computing. According to the survey about the risk in cloud that had

been completed by IDC, security is the number one obstacle in the cloud (Fig. 3)

[13]. The unique layer virtualization in constructing cloud infrastructure has bought

certain security concern to the end user. The concerns include the potential to

compromise the virtualization software to cause loss of data or data theft [12]. Sub-

sequently, everyone questions the cloud viability, authentication access support,

data security, exact data location, data privacy control, and disaster recovery in the

cloud and feels uncomfortable to use it until they have a solid solution to overcome

it. Otherwise, security issue is setting cloud computing up for a fall although there

are plenty of advantages from the cloud.

In the past few years, many companies and industries decide to forego public

cloud implementation so as not to reveal their data to dirty network in public and

choose instead to use private cloud which is under their firewall protection. This

may be is the quick solution to erase most of the security concerns, but it doesn’t

mean that it is100 % safe. When we are putting everything into a single box, for

example, in the cloud, just one bad apple spoils the whole box—a single depart-

ment, user, or application that is not behaving as it should [3, 13].
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Process controller serves as a prime system to enable mass production, and it has

been claimed by LinkedIn’s Automation & Control Engineering Group that it is not

yet mature enough to be adopted by the cloud [3]. We cannot afford to lose all

process controllers in production at the same time and have downtime for even a

single second because it can cause huge losses amounting to billions when the

cloud computing’s security is compromised. So, it’s important to research a new

metrology or system to overcome the security issue in the cloud before using it

for process controller. Cloud grid as my research project will serve as custom

checkpoint for every client computer that connects to the cloud. It will provide

identity access management to authenticate every access to the cloud and to ensure

the cloud’s healthiness.

4.3 Availability

The availability of resource and service stored at cloud becomes another major

concern for many organizations. IT society is getting worried about cloud avail-

ability gap when cloud outage was happening at Amazon and Google App Engine

recently [14]. Data backup in data center that suffers downtime or going off-line,

and data lock-in are the common outages in cloud. Without having a high avail-

ability from the cloud, the advantages associated with using cloud environment are

diminished [15]. In addition, it may have highly dangerous consequence to the

industry when the yield and production get impacted if process controller is plugged

into cloud and caused by cloud availability issue.

87%

83.50%
83%

80%

76%

78%

80%

82%

84%

86%

88%

Security Availabity Performance Interoperability

Major Risk In The Cloud Computing

Fig. 3 Survey of major risk in the could computing
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Today, it’s impossible to expect a cloud to have 100 % availability level, and IT

outage will always occur in unexpected condition [16]. So, We will not aim to

eliminate 100 % outages, but will concentrate on reducing number of outages to the

lowest possible level without having an impact on the cloud service quality.

Besides, customers should expect a certain level of downtime in cloud and have

sufficient recovery mechanism in place when this happens.

There are a lot of ways that can improve the availability in cloud, such as

frequent cleanup of all large, useless, and redundant data that has accumulated in

cloud over time. These are the simple manual methods to increase the cloud

availability.

Besides, we should make use of the multi-core processor and resources in every

client computer to increase the cloud availability. We are now working on method

to harvest and manage all unused resources from each client computer and create

sub-cloud to run in every client computer. With this approach, service provided by

the cloud, for example, process controller, is able to run in sub-cloud for each

machine and will not be impacted by any outage accident from the main cloud.

4.4 Interoperability and Standardization

Today’s industry doesn’t have the freedom to move their data and application

across other cloud platforms that may impact cloud computing growth. Many

international companies like Apple, Microsoft, Intel, etc., have few factories that

are set up at different regions around the world. Thus, cloud computing interoper-

ability issue will impact their business as data or resources are locked into particular

cloud platform at every factory and not able to communicate and share among

different clouds. As a summary, industry is losing their flexibility to use any

application between their in-house infrastructure and services to communicate at

different clouds [17].

Many cloud platforms don’t interoperate because they use distinct hypervisor

and virtual machine technologies and they store and configure operating systems

and application differently. The lack of standardization in cloud interface, security

feature, and management standard is the main reason contributed to the cloud

computing interoperability issue [18]. In addition, cloud computing to support

different standards of process controllers in production for different kinds of

machines will be another challenge to adopt process controller into a cloud.

Recently, a lot of cloud computing interoperability forums have been held, for

example, Cloud Computing Interoperability Forum (CCIF) and Open Cloud Con-

sortium (OCC), to address the problem of cloud interoperability and standardiza-

tion. The purpose of the forum is to discuss and come up with a generic cloud
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computing interface. However, while waiting for the cloud computing common

interface, we can start to research on certain methodology tool to overcome the

cloud’s interoperability issue. Cloud grid serves as an interface between cloud

and client computer that is capable to translate data and information among

different clouds. This is resemble to language translator tool that we commonly

search in the Internet to translate different kinds of language to the language we

understand.

4.5 Power Consumption

The advantages of cloud computing to deliver virtual computing service that does

not require physical storage and processing are impacting the PC world will be

conquered by the cloud and mobile device soon. Today, mobile device is another

next big wave to the computer world. But, at the same time, it also brings another

potential challenge which is energy efficiency of mobile clients in cloud computing.

Energy efficiency has always been identified as one of the critical items to the

mobile device as use cases are moving toward always online connectivity with

high-speed network communication for computation downloading from the main-

stream cloud computing. Unfortunately, the development of battery technology has

not been able to synchronize with the power requirements of the increasing resource

demand. The amount of energy that can be stored in a battery is limited and is

growing 5 % annually [19].

Besides depending on the physical battery, computation offloading between

cloud and mobile client will be one of the identified improvement areas to increase

overall system energy efficiency. In the recent research by the Telecommunication

Nokia Group, monitoring the trade-off point for the computing-to-communication

ratio, which is the critical factor for the decision between mobile client local

processing and computation offloading to the cloud to depend on energy consump-

tion of network communication and local processing, has brought a significant

power reduction to the mobile client usage and mainframe cloud. Additionally, not

only the amount of transferred data but also the traffic pattern is important; sending

a sequence of small packets consumes more energy than sending the same data in a

single burst [20]. So, we will see cloud grid to serve as a new middle tool for

managing the trade-off point that strongly depends on the energy efficiency and

monitoring the traffic pattern between mobile clients and cloud.
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5 Conclusion

Although cloud computing is endowed with dynamically scalable and virtualized

resource capability to provide a service over the Internet toward achieving signif-

icant manufacturing cost reduction and simplified management process which has

attracted industry’s attention, but cloud computing implementation is not easy and

straightforward as a lot of challenges have been identified. This paper successfully

illustrates sufficient information for all the challenges in the cloud computing to the

industry. All these challenges should not consider as roadblocks in the pursuit of

cloud computing. It’s rather important to give serious consideration to these issues

and the possible way out before applying process controller into cloud computing.

The comparison among all the challenges, performance and availability issue in the

cloud are the first priority obstacles to be resolved in order to embrace process

controller into a cloud even security has been categorized as top issue in the cloud by

the society. In today’s industry, they don’t have the intention to expose their network to

public; they prefer to hide under their own firewall protection. However, any slowness

or outage issues that occur in cloud will seriously cause the company’s revenue sink.

In fact, economics of computing looks similar to energy today. Either the

energy or the grid computing of tomorrow will look like yesterday’s electric

power grid. Both will move toward a mix of micro-production and large utilities,

with increasing numbers of small-scale producers (wind, solar, biomass, etc., for

energy; for computing, local clusters and processors). With the new metrology

tool, “cloud gird” like “smart grid” in energy field has been identified as target

research project toward improving the performance, reliability, and sustainability

of the cloud service and distribution of computer’s resource. Table 1 shows the

comparison between cloud computing and grid computing as well as cloud grid to

resolve all the discussed challenges in cloud.

6 Future Research Direction

The target research is to find out a sufficient way of identification and allocation of

unused resources in every client computer and supply for the mother cloud usage,

so that it can sustain and increase the whole cloud’s performance. Furthermore, we

are also discovering a new methodology tool—“cloud grid”—and it has similar

functionality with our smart grid today for energy field. But it is used to obtain,

sustain, distribute, and exchange resources with authentication control over client

computer and cloud.

Figure 4 elucidates the new cloud computing layout we have foreseen, and with

the new layout we target to resolve the performance, availability, security, and

interoperability issue existing in today’s cloud. Nevertheless, the project final goal

is to adopt process controller application into cloud computing; thus, industry can

enjoy all the significant benefits from the cloud.
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Face Recognition Human–Machine

Comparison Under Heavy Lighting

Evgeny V. Mozgunov

1 Introduction

There are well-known and relatively simple methods for face recognition in com-

puter vision: Fisherfaces and Eigenfaces. Eigenface performs principal component

analysis on the images represented as vectors of pixel intensities. Fisherface relies

on the assumption that the subset of all pictures of the face of one person will lie

close to a certain hyperplane in the pixel intensities space, unique for each human.

Our goals are to see whether (1) this claim based on the theory of lighting of the

convex 3D objects actually allows better recognition of faces than evolution of the

human eye and brain provided and (2) the error rates (syndrome) can allow one to

discriminate between recognition done by a human and recognition done by the

machine.

This work is based on the following paper on Eigenfaces and Fisherfaces [1]

which compares PCA and LDA for face detection as well as the original Eigenface

paper [2]. More advanced face recognition algorithms like elastic graph matching

[3] and using a 3D reconstruction [4] have a lot of adjustable parameters that can be

tweaked to minimize the error rates for a particular set of lighting conditions. This

study is restricted to the methods with effectively no adjustable parameters for a

more comprehensive interpretation of the results.
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2 Dataset

The face dataset is taken from Yale Face database B [5]. It uses 10 test subjects,

which are shown in Fig. 1. The images are arranged then into 5 different subsets.

Subset 1 will be used for training, subsets 2–5 for testing. Faces are centered, no

hair in view. No glasses. Some have small beards. We restrict to small changes in

facial expression.

Subset 1 shows well-lit faces, subset 2 has small shadows, and subsets 3–5 are in

really hard lighting conditions. Subset 5 faces are poorly recognizable. Subsets

5 and 4 are shown in Fig. 2. A task to match the images to the individuals in Fig. 1

was performed manually, and the results were that subset 4 images can all be

matched after careful examination, whereas subset 5 has no more than 20 % success

probability. We see how human perception shows discontinuous jump of error rate

between sure recognition and impossible task.

2.1 Representation

Each 50 � 50 pixel training image (from subset 1) is vectorized into a 2500-

dimensional vector. The training set contains 70 images, the test set—the rest of

all 270 images. Later, subsets 1 and 5 will be used for training for comparison.

Fig. 1 The test subjects for Yale Face database B [5]

Fig. 2 The lighting conditions of subset 5 render the person virtually unrecognizable, whereas

subset 4 contains a challenging case for our eye
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3 Eigenfaces (PCA/SVD)

The idea [2] is to perform singular value decomposition (SVD) on the matrix

formed by the training set. Then principal component analysis (PCA) is performed

on the entire set of training image vectors, retaining the first d principal

components.

MATLAB function princomp(M) is used. It runs for about a second on

2,500 � 70 matrix. The first d ¼ 40 singular values in logarithmic scale are

shown in Fig. 3.

The gap between the 11th and 12th singular value should not be taken seri-

ously—the amount of eigenvalues retained directly influences the performance. As

we will see later, d ¼ 30 algorithm works noticeably better than d ¼ 9. Thus, d is

the first adjustable parameter we have to keep track of when measuring the error

rate syndrome.

The d eigenvectors (when reshaped into 50 � 50 matrix again and displayed as

images) are the Eigenfaces. The first 20 Eigenfaces as images are shown in Fig. 4.

We normalize the peak value to 255 white and minimum value to 0 black.

We see that some of the facial features got directly into principal faces—like

mustache or contrast in the eyes. That incredibly detailed contrast in the eyes took

all principal components starting from 12th to describe (possibly that explains the

drop in eigenvalues).

We also note that lighting is more or less uniform—that is just by the nature of

subset 1.

Fig. 3 The first d ¼ 40 principal values of the training set
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3.1 Computation Speed Enhancement

When performing PCA, the number of dimensions, N, of our data (in this case

2500) is usually much larger than the number of examples, M (70). We can find the

eigenvectors of the covariance matrix (XX0—where X is the N � M zero mean

matrix of our training data and X0 is X transposed) without actually computing XX0:
Eigenvalue equation is XX0 v ¼ λ v. Consider instead an M � M matrix X0X.

Eigenvalue equation for it is more feasible to solve (less dimension). So consider

that we found all w’s and λ’s that satisfy X0Xw ¼ λ w. Multiplying from the left

by X, we obtain XX0Xw ¼ λ Xw. Then we see that v ¼ Xw is a desired eigenvec-

tor. As we had M such w’s, we thus easily findM corresponding v’s. And other N-M
v’s are not meaningful components—their λ ¼ 0.

3.2 Application of the Algorithm to the Test Set

We project each of the training images to the d-dimensional eigenspace. For each

test image in subsets 2–5, we project it onto the d-dimensional subspace also—then

Fig. 4 The first 20 (principal) Eigenfaces
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classify the test image as person 1–10 by finding its nearest neighbor (using the

Euclidean distance) in the training set. In Table 1 an accuracy (number of correct

recognitions over the size of test subset) for each subset and for each value of d is

shown. We comment on how different lighting conditions affect classification

accuracy.

The last two columns show the case when subsets 1 and 5 (the hardest) are used

for training. Subset 5 turns out to be very useful in improving the performance on

other subsets. Using subset 5 to train raises the performance on subset 4—which

drastically changes the total accuracy.

3.3 Examples of False Recognition

Some examples of erroneous face recognition are shown in Figs. 5 and 6. In Fig. 6

images from subset 4 are recognized as face 4—it had mustache where shadows

usually are. Such a mistake is a signature of a machine, for human would typically

not recognize all the faces as one.

Then we use subset 1 and 5 for training and test on subsets 2, 3, and 4. The

principal components are shown in Fig. 7. With shadows in training set, the

principal faces capture face features under different light directions, which allows

for more certain recognition. The overall performance becomes more humanlike.

Table 1 Fraction of the number of correct recognitions to the size of test subset for each subset

and for each d

Eigenfaces Train on 1, d ¼ 30 Train on 1, d ¼ 9

Train on 1

and 2, d ¼ 30

Train on 1

and 2, d ¼ 9

Total accuracy (%) 40 38 71 45

Accuracy subs. 2 (%) 94 90 94 77

Accuracy subs. 3 (%) 51 43 51 23

Accuracy subs. 4 (%) 20 20 67 36

Fig. 5 Example of false recognition
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4 Fisherfaces

In the Fisherfaces [1] algorithm, we project to a lower dimensional space before

performing linear discriminant analysis (LDA).

The dimensionality of this subspace is in the ideal case (at most):

#of training images �#of classes ¼ rank Swð Þ ð1Þ

where SW is the within-class scatter matrix SW ¼ ∑ ∑ (xi � mi)(xi � mi)
0

Fig. 6 Example of false recognition

Fig. 7 The algorithm works much better when training set contains heavy shadowing: the first

20 (principal) Eigenfaces
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To perform further analysis, we will need to invert SW on the subspace we are

working in. So this subspace must be at least the dimension ¼ rank SW. It follows

because we maximize λ ¼ W0SW/W0SWW. Taking derivative gives SW ¼ λ
SWW. To make it an ordinary eigenvalue equation, we need SW

�1.

The within-class scatter matrix indeed has a rank N-c (checked numerically,

N-c ¼ 60 in our case). But after leaving 60 principal components, the rank

decreases (to 57). Repeated iteration converges to rank 55.

In Table 2 we see that even the advanced algorithm cannot do the impossible:

faces from subset 5 are virtually unrecognizable (e.g., you see only the nose).

However, it lifted the probability on subset 4 from ~50 to ~100 %. That is why it

is important to include different lighting conditions into your training set.

5 Speculation

In the context of face recognition with heavy lighting, the learning of a computer

method struggles to outperform the human eye. In layman terms, “recognition by

only the nose” seems to be impossible unless we decide to train the computer for

that particular task. Such inflexibility in performance may slow down the commer-

cial applications, but for researchers it provides invaluable opportunity to search

for methods that have similar limitations as humans, as well as, possibly, methods

that have different limitations than humans. Discovery of both will allow one to

conjecture about algorithmic structure of our neural system. However, one has to be

particularly careful in choosing the adjustable parameters that specify the method.

Requirements on these parameters that would simulate the human performance

with the modern face recognition methods may be a subject of further study.
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Design of Passive Mark for Mobile Robot

Navigation Purpose

Khairul Salleh Mohamed Sahari and Kavinthran Devarajan

1 Introduction

Mobile robots are a kind of robots which have the capability to navigate around

their environment and are not fixed to one physical location in contrast with

industrial robots. Navigation and motion planning in an unknown environment

are important tasks for future-generation mobile robots. There are several different

fields in which it is possible to apply mobile robotic systems, such as applications in

industrial environments, military and security applications, underwater and mining

researches, transport of dangerous substances, surveillance tasks, and many others.

In all these fields, it is necessary to equip the mobile robots with a sensor system

which allows the vehicle to obtain information from the environment. The

processing of these data, provided by the sensor system, must be useful to facilitate

actions and control planning of the mobile robot [1–6].

Navigation of mobile robots is an extensive topic, and it covers a large spectrum

of different technologies and applications. Its roots include many engineering and

science disciplines, from mechanical, electrical, and electronic engineering to

computer science. Mobile robot navigation in an unknown environment is a very

difficult problem to solve. The mobile robot must be able to safely navigate within

its environment and reliably move from the starting point to the destination point.

Additionally, a mobile robot which can be placed in an unknown environment must

unaidedly discover and collect sufficient information about its surroundings to be

able to accomplish its task. For such a robot, the most important requirement is

adequate sensing [5,6].

In order to achieve accurate navigation of the robot, it is very important to equip

the robot with a sensory system, permitting the acquisition of information about the
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robot’s surroundings. When considering an easy task of obstacle avoidance, the use

of range systems such as ultrasonic and infrared sensors may be enough. However,

with the aim of acquiring more accurate information and if we need more than only

range information such as size and complete position of the obstacle, the range

systems will not be enough for sensing the robot’s environment.

In indoor navigation, the usage of landmarks, either active or passive, is

common. Passive landmarks are easier to install since they require no power supply.

Many passive landmark detections are based on interpretations using vision

sensors. Thus, it is very important to design a good marker which is easy to detect

using vision sensors.

This paper presents a simple passive mark design for mobile robot navigation

purposes. The marker can be easily detected using a webcam, with the image

processing done using OpenCV. A GUI is also developed to assist the user in the

robot control and also to display real-time data. Tests have been conducted to

validate the performance of the marker. Results have shown that the marker has

potential to be used for mobile robot navigation.

2 Hardware Design

This section explains about the hardware configuration used in this work.

A Universal Serial Bus (USB) webcam is used to capture images of the designed

markers. The images taken will be processed within a host PC using developed

algorithm based on OpenCV library. A mobile robot Pioneer P3AT is used as the

robot platform. The host PC is connected to the P3AT via RS232 serial cable.

Pioneer P3AT is a 4WD mobile robot with a variety of unique functions. For

programming purposes, P3AT is equipped with its own control library called ARIA.

The designed passive mark is generated from few conceptual designs. Design

was made based on the marker’s easiness to be detected by the webcam using a

simple but unique algorithm. The passive mark selection was done by evaluating

the errors that occurred when the dilation process is executed. The chosen design is

shown in Fig. 1a. An arrow-shaped marker is chosen because it would be easier to

show the direction and to set the direction when the programming is done. Square-

shaped boxes were the best designs as the formula is easier to generate compared to

other shapes. Based on our developed algorithm, the webcam will be able to detect

the marker as shown by the red arrow in Fig. 1b.

3 Algorithm Design

OpenCV is used for the image processing part, CMake (Cross Platform Make) is

used to create Graphical User Interface (GUI), Aria is used to control the P3AT, and

Microsoft Visual Basic 2008 is used as the programming platform for this work.
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CMake is generally used to generate the GUI for the mobile robot under C++

algorithm. This GUI will show the result of the captured image by the webcam.

Moreover, the GUI also shows all the direction and the trajectory of the mobile

robot. The flow of the passive mark detection and interpretation is shown in Fig. 2.

1. Binarization: According to this flow chart, the image captured in this case the

passive mark’s image is used to create an algorithm so that the webcam will be

able to detect the passive marks. As stated in the flow chart, the image later then

undergoes the first step which is known to be the binarization process. After this

process, all the images will be gray scaled so that the colors can be eliminated

from the image. This process is to make the image processing much more easier

because other colors can interrupt the result. As for binarization, adaptive

threshold and dilation process have to be conducted. Adaptive threshold and

dilation process are ways to get rid of colors in the image and make it in binary

colors which in this case are black and white.

2. Adding rectangle to the edge: After the binarization process is done, adding

rectangle to the edge is the next step. This adding rectangle to the edge is to

eliminate the dilated image from having more shapes that can be similar to the

passive mark. Adding shapes such as rectangle is a trial and error method.

3. Finding the marker squares: Finding the passive mark has to be done by

generating an algorithm based on the current image of the passive mark. To

perform this step, a very precise algorithm must be generated. Here, after a hard

day of trying on the algorithm generation, a very precise algorithm was gener-

ated. This algorithm is based on the basic square theories. According to the

passive mark design, the small squares have 2 � 2 cm dimension. Elsewhere,

the big square has the dimension of 6 � 6 cm. The small squares and the big

square are considered neighbors to each other. Each of the squares has an area of

4 cm2 for the small squares and 36 cm2 for the big square. Here, an algorithm

was developed to satisfy all conditions (Fig. 3). The marker squares that fulfill

these criteria will be placed in the array as the output. Figure 4 shows an example

of the result.

Explanation for the conditions in Fig. 3:

a b

Fig. 1 Design of passive marker. (a) Passive mark design. (b) Marker detected by camera
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Fig. 2 Passive mark detection flow chart

Fig. 3 Algorithm to

identify the marker squares

(note: p is for perimeter)

Fig. 4 Result of finding the

marker squares
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1. All squares have four (4) corners, so the first condition has to be fixed to four

corners.

2. This condition is set to be convex because the marker will not shrink

compared to other shapes that appear on the image.

3. The areas of the squares are set to be more than 4 cm2 because that is the

smallest area according to the marker.

4. These d3 and d4 are set based on the possible length that could be for the

marker if the marker is tilted in an angle (e.g., d3 ¼ 2 cm � 4 ¼ 8 cm > d4,

so d4 cannot be more than 8 cm or cannot be more than the perimeter of the

square using d3).

5. The fifth condition has the same explanation as the fourth condition.

6. This condition is to make sure that d3 � d4 is not more than the area �1.5.

7. This condition is to check the hypotenuse of the square.

8. This condition is the same as the seventh condition.

4. Find the neighbors for each square: Finding neighbors for the squares is finding

squares located side by side with the current square. The interconnection between

these squares must be determined first before it could go for the next step, that is,

to find the connected squares. Figure 5 shows the flow chart on how the neighbors

are selected and stored in array. Figure 6 shows the result of this operation.

5. Verify marker pattern and determine its orientation: Finally, verification of the

marker’s pattern and determination of its orientation are done based on a few

conditions. Those conditions are as follows:

1. All the edges must be computed to ratio method where the edge of one square

is compared with other squares.

2. The compared ratio must be as follows:

• N0 > 2 and N0 < 4. This condition is to eliminate other squares to have the

same ratio as the big square to the small square (e.g., 6 cm:2 cm, ratio ¼ 3).

Fig. 5 Flow chart for the neighbor finding
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• N1, 2, 3, 4 > 0 and N1, 2, 3, 4 < 2. This is the ratio between the 1st small

square and the 2nd small square (N0, 1, 2, 3, 4 ¼ ratio value for the particular

squares).

The flow chart for this step is shown in Figs. 7 and 8 and shows the result of

this step.

4 Graphical User Interface for Mobile Robot

A Graphical User Interface (GUI) is developed using Microsoft Visual Basic 2008

to incorporate all the algorithms developed on the marker detection with the codes

to control the Pioneer P3AT mobile robot which is used as the base. This GUI is

shown in Fig. 9.

Fig. 6 Results of before and after finding the neighbors

Fig. 7 Flow chart for marker pattern verification and determination of its orientation

296 K.S.M. Sahari and K. Devarajan



5 Results and Discussions

The codes and GUI are tested to check the functionality of the proposed algorithm

and also the integration between the image and the mobile robot. The testing was

done by showing the marker to the robot, whether it is pointing up, down, left, or

right. If the marker is seen pointing up, the robot will move forward; if the marker is

pointing down, the robot will move backward; if the marker is seen pointing to the

left, the robot will turn 360 � counterclockwise; and if the marker is seen pointing to

the right, the robot will turn 360 � clockwise. Some sample results are shown in

Fig. 9.

In general, after going through the results, it is proven that Pioneer P3AT with a

webcam is capable of navigating in a given environment using passive marks.

Although the software and hardware work well, there are still errors and problems

encountered as follows:

1. The pictures taken have a lot of noise and error: This problem can be solved by

putting more filters and using a better camera. The uniqueness of our system and

method is that the webcam is basically cheap, and the setup in general can also

be very cheap.

2. The marker could not be detected at an angle between 60 and 70�: This is an
error due to the algorithm generated. The algorithm generated is given a range of

values to work with, so if the marker is tilted at an angle between 60 and 70�, it
will violate the algorithm. To overcome this problem, the algorithm can be

further improved.

Fig. 8 Result for marker

pattern verification and

determination of its

orientation
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6 Conclusions

As a conclusion, passive mark system for mobile robot navigation purposes was

successfully developed and tested. This passive mark detection method is very

useful in especially indoor environments such as homes, offices, factories, hospi-

tals, and so on. Although the system is successful, there are still ways to make it

better by eliminating the errors to bring down the percentage count.

The passive mark system for this project is done to reduce the usage of power

and to sustain the resources. If the passive mark were to be active mark, the usage of

power will be there as a factor of resistance in navigation. This means navigation

will not take place if there is no power supply or battery source.
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Changes of Coastline: A Study Case of Carey

Island-Morib Coast, Selangor, Malaysia

Nor Lita Fadilah Rameli and Mokhtar Jaafar

1 Introduction

Generally, the coast is the area that separates the coastal land and sea areas. History

has proven the coast into focus as diverse as the development of settlements,

fisheries, agriculture, port activities, and recreation area. Nowadays, development

activities have increased geomorphological processes along coastal land and

destroyed a huge area of natural coastal ecosystem. These situations have resulted

in degraded coastal resources and expose the coastal landscapes to vulnerability.

According Basir et al. [9], the increase in the intensity of coastal development

utilizing the available resources in the coastal areas as well as the lack of awareness

and involvement on conservation measures raises a lot of negative impacts on the

coastal environment. This, coupled with the nature of the coastal ecosystems of the

most dynamic landscape, affects land and sea and wind actions. The combination of

these three agents, and accompanied by human activities, can promote changes in

the coastal zone. According to Ahmad [4], changes in coastal or more accurately the

changes in the coastline are also strongly influenced by the effects of sea level rise

from global climate change. Global climate change is said to be able to change the

process of sediment transport and the transfer of land and sea next to a beach and

has implications for the increase or reduction of precipitated material in coastal

zones. The direct impact of this natural process is the change in shoreline position.

Malaysia which has a length of 4,809 km coastline was not spared from natural

processes in coastal zones. This could be associated with two main coastal geo-

morphological processes of erosion and deposition that transferred the coastal

materials along the coastal zone. These physical processes have been able to change

the coastline of the country [8]. Data from the Department of Irrigation and
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Drainage (DID) show nearly 1,400 km of coastline in Malaysia experiencing

critical erosion process. Many beaches in the east coast of Peninsular Malaysia are

among the 65 locations experienced critical erosion. The Department of Irrigation and

Drainage defined critical coastal erosion as any part along the coastal zone that

suffered a serious erosion process and therefore difficult to be conserved. As a result,

it’s leaving a serious impact to the coastal zone and affected the stability of the natural

beach profile. In the socioeconomic context, it referred to a situation that is capable of

threatening the lives of coastal residents, especially the aspects of safety and economy.

Although the beaches in Malaysia have long suffered serious erosion processes,

the aspects of coastal management are not included in the priority list of the

government until the 1980s. Before that, the responsibility for monitoring and

implementing control works and mitigation coast was placed under the jurisdiction

of the joint committee by the DID, district office, and local government. As early as

the 1980s, efforts were initiated to strengthen aspects of coastal management. The

government has established a Coastal Engineering Technical Centre in January

1987, and this center serves as technical advisor for any development projects

involving coastal component. In addition, the agency is also responsible for

performing the monitoring, control, and conservation of coastal zone with the

primary focus on coastal areas experiencing critical erosion problems.

As stated above, most beaches on the east coast of Peninsular Malaysia experi-

ence critical erosion process. However, the opposite is detected in most of the west

coast of Peninsular Malaysia. Most of the beaches in the east coast of Peninsular

Malaysia are directly exposed to the northeastern monsoon. This monsoon capable

to produce aggressive waves that could erode the coastal zone rapidly. However,

the opposite is happening in the western part of Peninsular Malaysia where wind

action and wave action are moderate and less aggressive and act as corrosion agents

rather than agents of deposition.

In this case, the beaches in Selangor are not immune from both the natural

process of coastal erosion and deposition processes. As one of the most developed

states in Malaysia, Selangor experienced a very rapid development process. Land

use changes occur rapidly and also removed the sediments eroded into the river

system that flows directly into the Straits of Malacca. Removed sediment eroded

into the river system is transported to the mouth of the river, and most of the muddy

sediments were deposited directly into the mouth of the river. A serious deposition

process occurs as the waves are not aggressive [5]. This situation is also assumed to

occur at Carey Island-Morib coast. Preliminary observations in the field show that

there are certain parts along the coast which suffered serious deposition process,

while some others are experiencing erosion process. Therefore, this article seeks to

clarify the changes of coastline along the Carey Island to Morib beach. The changes

are based on the assumption of the presence of muddy material during low tide, and

the velocity of waves during high tide is considered at high momentum. Both

situations were observed during the first visit in the fields and these led to the

study of coastline change along the Carey Island to Morib beach. Data on physical

characteristics of the study area could be used as a baseline data to regulate and

conserve resources in the coastal zone especially in the study area.
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2 Methodology and Research Background

As stated above, the study of shoreline change is done in Carey Island Morib coast.

The beach is located in the western part of Peninsular Malaysia 2� 36032.640 N 101�

41005.680 E and 2� 36032.640 N 101� 41005.680 E as shown in Fig. 1. The coastline is

about 30 km long and characterized as muddy and sandy sediments. The Carey

Island covered with Langat River in the north and south, and both are skirting out

into the Straits of Malacca. The Straits of Malacca are one of the busiest sea routes

in terms of ship movements and carrier trade. The beach is known for rest and

recreation. Some beaches along the Carey Island to Morib are covered with

mangrove and this mangrove is seen as a wave’s buffer zone. Preliminary obser-

vations in the field show that certain parts of the mangrove clusters have collapsed

and died, and this is an early indication of coastal erosion processes. Another part of

the coast indicates the presence of a lot of precipitates, and these precipitates are an

early indication of deposition process.

To track the changes to the coastline of Carey Island-Morib coast, edge

geospatial technology is fully applied. A summary of the study methodology is

shown in Fig. 2. In general, this article will only involve the measurement of

Fig. 1 Carey Island-Morib

coast. Source: Modified

from Malaysia Peninsular

Boundary map
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shoreline change at the first stage of identifying the source of this change through

map and source images. The second stage involves the measurement of the coast-

line in the field using the Global Positioning System (GPS), but this level will not be

covered in this article.

The first process is digitizing the coastline of Morib coast and Carey Island

(source topographic maps that represent the position of the shoreline in 1974). This

process is done using geographical information system (GIS) in which a digital map

layer is built into ArcGIS package. Meanwhile, the ERDAS package had been used

to build the coastline of the study area. Both data have been through some

geographic processes such as geometric, topological classification and thematic

layer construction. In order to detect the changes of the Carey Island-Morib

coastlines, all thematic maps were analyzed using simple overlay procedures. In

addition, the measurement of distance change was based on 37 locations of field

sampling points (Fig. 3).

3 Research Result and Discussion

Figure 4 shows the results of mapping Carey Island-Morib coast for 1974 and 2008.

In general, both erosion and deposition processes can be traced along the coast. The

north coast of Carey Island was experiencing serious erosion process while middle

Topography
Map (1974)

SPOT Image
(2008)

Processing
(Geometric, Digitize, Classification, 

Editing, Fosters Topology)

Map Coastline
(1974)

Map Coastline
(2008)

Overlay analysis (Coastline Changes)

Change measurement (Sampling Point)

Map Coastline 1974 and 2008

Fig. 2 Flow chart of

research methodology
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parts of Morib beach were suffered deposition process. Sg. Langat, south coast of

Carey Island, is also found to undergo a process of erosion.

To clarify the picture of the erosion-deposition process that occured on both

beaches, shoreline change measurement data are shown in Table 1. P1–P3 sampling

locations that represent the area on the north coast of Carey Island recorded the

average distance of highly eroded beach, about 261 m. Even the highest eroded

beach distances are also recorded in this part of the sampling locations of P2

380.8 m. Meanwhile, the deposition process was detected seriously in the southern

part of the Morib beach from P26 to P30 sampling points. The average value

of deposited beach distance recorded for P26–P30 sampling locations is 214 m. The

highest deposition distance was recorded at P27 and P29 sampling points of 294 and

299m respectively. In addition, 20 sampling points experienced erosion process while

another 17 sampling points experienced deposition process. The average value of

eroded coastline was 170 m, and 157 m was the case of deposit coastline.

Based on these initial findings, it is clear that Carey Island-Morib coast experi-

enced more erosion process than deposition process. As a comparison, Carey Island

Fig. 3 Distribution of

sampling points relative
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experienced more erosion process while Morib beach experienced more deposition

process. Generally both processes are strongly influenced by the action of the

dynamic agents of fluctuation which include coastal waves, currents, tides, and

wind. All these agents act by affecting the energy intensity. The energy contained in

the waves and currents is able to move the activity to alter the shape of the beach.

Waves are the main cause of the changes taking place on the beach. Waves provide

an important energy source for coastal construction, the production of materials

on the basis of surface coastal sediments, and transporting the raw materials to

the shore, offshore, and parallel to the beach. Strong waves with strong energy are

capable to move beach materials, especially moderate and fine sands [6]. If the

wave energy decreases, the precipitated material is deposited in the bottom and on

the shore. The energy of wave is also can be reduced if the movement of the wave to

the beach shore was hindered by any object such as shelf sand and huge beach rock.

In addition, the energy of the wave could be increased when the wave reflected back

to the sea [3]. Therefore, both of movement and reflected wave to and from the

beach would affect the coastline profile along the Carey Island and Morib beach.

Fig. 4 Comparison of

shoreline in 1974 and 2008
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Currents in coastal area are created by the interference waves. This highly

influential currents erode, transport and deposit sediment material. Currents also

cause a rapid flow of water on the coast [2]. Wind action on the coastline occurs

directly and indirectly. Currents and winds in both of these situations act as an agent

of erosion or deposition. Wind indirectly creates waves and waves act as an agent of

erosion and sedimentation in coastal areas. Direct action of the wave could be

associated with its function in transferring fine materials to the berms while indi-

rectly wind could create strong wave and current and eroding the coastal zone.

Table 1 Coastline change

based on erosion-deposition

processes Sampling location

Coastline change (m) Coastline change (m)

Erosion Deposition

P1 236

P2 381

P3 166

P4 127

P5 179

P6 127

P7 65

P8 72

P9 140

P10 53

P11 245

P12 143

P13 140

P14 157

P15 214

P16 173

P17 130

P18 200

P19 100

P20 171

P21 94

P22 158

P23 94

P24 102

P25 130

P26 113

P27 294

P28 123

P29 299

P30 245

P31 150

P32 218

P33 216

P34 179

P35 149

P36 137

P37 171
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In addition, wind velocity along the study area could be decreased as the study area

is barred by the Sumatera Island, Indonesia [7].

The period between high tide and low tide is called ebb tide. Tides in the ocean

are more influenced by the moon than the sun. Time of high tide and low tide is

closely related to place the month. Therefore, tides are also important in determin-

ing the length of the beach profile. Relatively, when the tides reached its highest

level, the beach profile will be shorter, and the beach profile seems longer during the

low level of tides. During low tide, the beach profile is longer and at high tide, it is

shorter.

In addition, human factors such as the movement of large ships in the Straits of

Malacca are believed to play an important role in influencing the process of erosion

on the north coast of Carey Island. The north coast of the Carey Island is closed to

the port activity known as Port Klang where many large ships moving daily within

the port zone. Large vessels are capable of producing energy waves, and when the

waves get to the beach, these act as an agent of erosion. Meanwhile, the process of

muddy deposition in Morib could be related to changes in land use activity on the

mainland. Nearby land to the sea along the Morib beach has been planted with oil

palm. This plantation could lead to soil erosion as its soil surface does not cover

with vegetation cover. Eroded soil, then has been transported into nearby streams

and flowing down to the estuaries. During low tide, most of eroded sediment that

reached the river mouth will be stranded and remains as muddy sediment.

4 Conclusion

This article has discussed the shoreline change in Carey Island-Morib coast. The

findings clearly show that the study area experienced both erosion and deposition

processes therefore affect the changes in Carey Island to Morib coastline.

Geospatial technology involves the use of GIS and satellite imagery applied in

this study. Based on the overlay analysis of thematic maps, the processes of erosion

and deposition shown in the format of the line that representing changes in the

coastline. However, coastal erosion processes were more dominant in Carey Island

and more dominant deposition process in Morib coast. Apart from the action of

natural agents, geomorphology, currents, tides, and wind, it is believed that the

movement of large ships in the Straits of Malacca and Port Klang has resulted in

beach erosion processes in Carey Island. Meanwhile, human activities, especially

land use change are believed to affect the presence of serious muddy material

deposition along the Morib beach. To confirm these initial findings, further studies

need to be moved to include observations in the field to measure the physical

characteristics of the beach. The combination of data obtained from the analysis

of thematic maps and field data is convincing more interpretation of shoreline

change at Carey Island-Morib coast that can be associated with erosion and

sedimentation processes.
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Assessing the Condition of Buried Pipe

Using Ground-Penetrating Radar (GPR)

S.W. Wahab, D.N. Chapman, C.D.F. Rogers, K.Y. Foo, S.W. Nawawi,

and K.H. Abas

1 Introduction

In the UK, most of the essential public service infrastructure was installed in the last

200 years, in which obviously the qualities of buried pipes have become degraded.

To overcome this issue, approximately four million holes were dug every year in

the UK roads in order to repair assets and new installations [1]. However, inaccurate

asset management can lead to unnecessary holes dug in the wrong place, and this

often causes third-party damage to other underground services. Those damages are

potentially lengthy delays to construction works and increasing the direct costs of

maintenance to the service provider and not least to the social disruption as well. It

is therefore important to accurately locate these services which could minimise

unnecessary holes dug for the repair and maintenance of existing assets.

The invention of ground-penetrating radar (GPR) technology has facilitated the

possibility of detecting buried utilities and has been used primarily in civil engi-

neering for detecting structural defects, such as voids and cavities in road pave-

ments, slabs and bridge decks [2], but has not been used to assess the condition of

S.W. Wahab (*)

School of Civil Engineering, University of Birmingham, Edgbaston,

Birmingham B15 2TT, UK

Department of Survey and Mapping Malaysia, Wisma JUPEM, Jalan Semarak, 50578 Kuala

Lumpur, Malaysia

e-mail: khairulhamimah@fke.utm.my

D.N. Chapman • C.D.F. Rogers

School of Civil Engineering, University of Birmingham, Edgbaston,

Birmingham B15 2TT, UK

K.Y. Foo

Pulsar Process Measurement Ltd., Cardinal Building, Enigma Commercial Centre, Sandy’s

Road, Malvern, Worcestershire WR14 1JJ, UK

S.W. Nawawi • K.H. Abas

Universiti Teknologi Malaysia, 81310 Skudai, Johor, Malaysia

K. Ab. Hamid et al. (eds.), The Malaysia-Japan Model on Technology Partnership:
International Proceedings 2013 of Malaysia-Japan Academic Scholar Conference,
DOI 10.1007/978-4-431-54439-5_30, © Springer Japan 2015

311

mailto:khairulhamimah@fke.utm.my


buried pipes. Degraded pipes can be defined as pipes where, for example, cracking,

differential deflection, missing bricks, collapses, holes, fractures and corrosion exist

[2], [3], [4]. This GPR technology has become a favourable geophysical technique

in detecting underground utilities. However, this technique still has certain limita-

tions obviously depending on ground conditions, type and depth of objects. This

feasibility research focuses on investigating whether off-the-shelf ground-

penetrating radar (GPR) can be used for assessing the condition of pipes.

2 Basic Principles of GPR

GPR is a device used for noninvasive scanning which is able to record accurate

depth reading and the signature of targets (radagram) for further properties inter-

pretations and mainly to detect shallow or deep targets depending on the frequency

of the antenna applied. The function of GPR wave transmission and reflection is

shown in Fig. 1.

In physical brief, GPR is composed of a receiver and transmitter antenna, a

control unit, battery supply and a survey cart. The control unit is the main part of the

GPR because it controls the whole system. Generally, when the survey cart moves

on the site surface, the transmitting antenna sends polarised, high-frequency elec-

tromagnetic (EM) waves into the ground. Because of different existing inhomoge-

neities in the ground, e.g. soil layers, underground utilities, stones, gravel, cavities

and other anomalies, a proportion of the EM waves are reflected from the dielectric

boundary between different materials and the rest is refracted and continues to

deeper layers. The process is repeated until the EM waves become too weak.

Reflection of the EM waves from the dielectric boundary is the consequence of

differences in the electric and magnetic properties of materials of infrastructural

objects and soil layers [5].

As a conclusion, the GPR works by sending pulses of energy into the ground and

recording the strength and the time for the return of any reflected signal. This series

of pulses over a single area is called a scan. Reflection occurred whenever the

energy pulses are transmitted through various materials on their way to the buried

target feature, thus changing the velocity. Their velocity changes depending basi-

cally on two primary electrical properties of the subsurface: electrical conductivity

(σ) and dielectric permittivity (ε). Reflections are produced by changes in the

dielectric contrast due to changes in the subsurface materials [6]. The greater the

contrast between two materials at subsurface interface, the stronger the reflected

signal, resulting in a higher-amplitude reflected wave [7]. Therefore, it is necessary

to understand those characteristics of the materials, which affect both the velocity

of propagation and attenuation.
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3 Research Methodology

In this research, a laboratory test facility consisting of a box of dimensions 2.4 m

(length) � 2.2 m (width) � 1.2 m (height) constructed from structural insulated

panel material is used. The size of the box was determined as the minimum

requirement for the GPR unit based on beam width antenna calculations so as to

avoid signal reflection from the edges or base of the box and to ensure the complete

shape of the hyperbolic trace from the targets to be captured. In these experiments,

only a plastic pipe was chosen as the main pipe material. The experiments involve

burying 0.2-m-diameter plastic pipes in the box (Fig. 2). One of these pipes is in a

‘good’ state (undamaged) and the other has a defect (i.e. break or hole),

i.e. damaged pipe.

In these experiments, the depth of buried pipe was fixed at 0.5 m from the soil

surface. Meanwhile, the position of the buried pipe was laid at 1 m gap between

each other and 0.4 m from the wall. This depth and position was chosen as an ideal

orientation, which could minimise those signals that are unrelated to the target

(clutter). Clutter can be caused by breakthrough between the transmitter and

Fig. 1 Functional diagram of GPR equipment [7]
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receiver antennae as well as multiple reflections between the antenna and the

ground surface. Generally, clutter is more significant at short-range times (shallow

target) and decreases at longer times (deep target). In theory, in order to get the

complete shape of hyperbola from the targets (Fig. 3), Eq. (1) had been applied in

which the width of the test facility must be at least X ¼ 4y:

y ¼ tan�1θ 0:5ð Þ ð1Þ

Fig. 2 Arrangement of the two plastic pipes in the test box prior to burial

Fig. 3 Minimum size of test facility
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A schematic model of the test facility indicates the pipe position and how it was

constructed as shown in Fig. 4. A series of laboratory experiments were conducted

to determine the validity and effectiveness of the GPR technology in assessing the

condition of buried utilities with common plastic pipe damages. Several damages in

plastic pipe were tested with respect to different GPR antenna frequencies. Three

configurations of equipment setting were conducted during these experiments. The

GPR surveys were carried out in order to obtain signal signatures from damaged

and undamaged pipes. These surveys were organised through grid pattern across a

test facility (Fig. 5). Ultimately, the information of all the radar signals were

extracted and were further examined and analysed.

4 Results and Discussion

From the image shown in Fig. 6, the propagation velocity estimation (red line) is

5.8 � 107 ms�1 on the basis of the shape of a hyperbola. This value can be

compared with the velocity value as stated in Table 1 and it is acceptable.

From the radar images for X direction (Figs. 7 and 8), it is shown that there is an

image distortion at survey grid X3 (damaged pipe) compared to survey grid X1 or

X5 (undamaged pipe). Even though the image resolution is not quite clear to

interpret the condition of the pipe, doing very high-dense grid might increase its

survey in a particular area. The result from Fig. 8 is much clearer (sharp) compared

Fig. 4 A schematic model of the test facility indicating the pipe position
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Fig. 5 Survey grid lines

used for each experiment

Fig. 6 Propagation velocity estimation

Table 1 Dielectric value

for common materials

(Daniels [6])

Materials Relative permittivity(εr) Velocity (mm/ns)

Dry sand 2–6 120–170

Wet sand 10–30 55–60
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to Fig. 7. The resolution of high-frequency antenna is better than low-frequency

antenna. On the other hand, this result also can be improved with some combina-

tions of signal processing methods such as by GRED 3D signal processing or by

using the Matlab to analyse any changes.

However, referring to radar images for Y direction (Figs. 9 and 10), it is quite hard

to analyse the images because of high signal reflection from other sources. In this

case, the condition of control environment is considered with no signal interference;

Fig. 7 Processed data of X direction

Fig. 8 Processed data of X direction

Fig. 9 Processed data of Y direction
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thus, the noise is assumed to be nearly zero. In this preliminary work, this condition

is considered, but the authors feel that the results can be further enhanced by

considering this noise in the analysis.

5 Conclusion

This work has successfully shown that both frequencies of 250 and 700 Mhz are

capable of observing the defective regions in the pipe. At 700 Mhz frequency radar

scan was sharper and brighter due to the signal resolution compared to 250 Mhz.

However, the 250 Mhz antennae produced less signal interference compared to the

700 Mhz. Finally, pipe damage was observed easier when the survey was conducted

perpendicular to the pipe, and it is necessary to established suitable grid spacing to

identify and verify the damage region. Meanwhile, it is necessary to ensure the pipe

alignments before radar scan was conducted.
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Evaluation of Palm Decanter Cake

as an Alternative Fish Feed

Ying Ping Chang and Jun Hoeng Chuah

1 Introduction

The oil palm industry is the key economy growth driver in Malaysia, providing

thousands of jobs, and also one of the largest contributors to external trade. Solid

waste generated from a palm oil mill includes empty fruit bunches, palm kernel cake,

palm kernel shell, and decanter cake. Decanter cake is derived from the debris of the

fresh fruit bunches and the mesocarp residue of fruitlets during crude palm oil

processing. Generally, an average palm oil mill which processes 90 tonnes of

fresh fruit bunches per hour can produce approximately 160–200 tonnes of decanter

cake per month [1]. Thus, improper management and disposal of decanter cake can

be disastrous to the ecology system. Palm decanter cake has been explored to be

incorporated into bio-fertilizers [1] and ruminant feed [2], but the potential to

incorporate it into fish feed is yet to be explored. Aquaculture is one of the fast-

growing animal food-producing sectors and currently accounts for more than 60 %

global fish production between year 2000 (32.4 million tonnes) and 2008 (52.5

million tonnes) [3]. Nile tilapia (Oreochromis nilotcus) and the catfish (Clarias
batrachus) are widely farmed for human consumption inMalaysia. The cost of aqua-

feeds is crucial to ensure the development of commercial freshwater fish farming.

There are researches to incorporate plant protein sources and spent yeast into

selected freshwater fish diet [4, 5], to reduce the dependency on animal protein

such as fish meal. Indeed, the composition of biomass governs its potential utiliza-

tion. A viable alternative fish feed should contain low levels of fiber, starch, and

antinutrients but relatively high protein and possess high nutrient digestibility.

Digestibility studies are usually conducted on potential feed material to predict the

nutritional quality of the feed and the availability of nutrients to the fed animals [6].
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In vitro protein digestibility studies using crude enzyme extract from fish intestine

allow the observation of the dynamic breakdown of protein with little material used.

The pH drop method had been used to study the protein digestibility of various

aquatic feeds [7, 8]. To the best of the authors’ knowledge, in vitro protein digest-

ibility study on palm decanter cake to evaluate its suitability as an alternative feed

for Nile tilapia and catfish has yet to be documented. Thus, the present study was

undertaken to quantify nutrient content in palm decanter cake and evalute its protein

digestibility using crude fish gut enzymes from Nile tilapia and catfish.

2 Materials and Methods

2.1 Sample of Decanter Cake

Fresh decanter cake was obtained from Tian Siang Oil Mill Sdn Bhd, Air Kuning,

Perak, Malaysia. The decanter cake was stored in a freezer at�20 �C before further

analysis.

2.2 Crude Fish Gut Enzyme Preparation

Three live speciments of mature Oreochromis nilotcus and Clarias batrachus,
respectively, were collected from Kim Seng Fishery Co. at Temoh, Perak, Malay-

sia. The fishes were acclimatized for one week before they were subjected for

enzyme extraction [9]. The alimentary tract was collected and weighed after the

fishes were starved for 24 h. The alimentary tract was then grounded with a

homogenizer and mixed with cold distilled water at a ratio of 1:10 before centrifu-

gation at 10,000 (�g) for 10 min at 4 �C. The lipid layer was discarded and the

supernatant was collected and stored at �20 �C.

2.3 Proximate Analysis

Decanter cake samples from 1.2.1 were analyzed in accordance to Weende prox-

imate feed analysis scheme [10], in triplicate. Moisture, crude fat, crude protein,

ash, and crude fiber contents of palm decanter cake were determined based on the

standard AOAC method [11]. Moisture content was expressed in percentage of wet

weight basis (wb) while crude fat, crude protein, and crude fiber contents were

expressed in percentage of dry weight basis (db).
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2.4 Determination of In Vitro Protein Digestibility

In vitro protein digestibility of decanter cake was carried out based on the pH drop

method [12] with some modification. Fresh decanter cake sample from 2.1 that

equivalent to the amount of ingredient that provides 160 mg of crude protein was

weighed and soaked with 20 mL distilled water overnight at 4 �C. Then, the pH of

the mixture was adjusted to pH 8, and 2 mL of thawed crude fish gut enzymes from

1.2.2 was added into the sample suspensions. The pH changes were recorded every

minute up to the 10th minute with a pH meter. The same procedure was repeated for

casein which was used as a reference of pH drop. The plots of pH versus time were

constructed and the gradient represents the pH changes over time, �ΔpH. The
percentage of the relative digestibility of protein (RPD) was calculated as the

percentage ratio of �ΔpH of the sample and the �ΔpH of casein as follows:

RPD %ð Þ ¼ �ΔpHof sample

�ΔpHof casein
� 100

3 Results and Discussion

3.1 Chemical Composition

Fresh decanter cake contained excessive water which was 76.5 � 1.2 % wb. This

result is comparable to those reported by Paepatung et al. [13] and Dewayanto [14].

High moisture content may induce microbial growth which is undesirable in fish

feed pelleting. Thus the decanter cake should be kept dry for long-term storage and

further processing. In this study, decanter cake samples were dried and estimated

the moisture content simultaneously before storage in an air-tight container at room

temperature for compositional analysis. Table 1 shows the composition of dried

decanter cake.

The crude lipid content found in decanter cake exceeded the recommended

amount of 6–8 % for Nile tilapia [15], but may be acceptable for catfish since

lipid in catfish diet can be up to 16 % without detrimental effects [16]. The crude

protein content of decanter cake was below the recommended amount of 24–30 %

in order to be accepted as a suitable feed for broodstock [17, 18]. Hence, decanter

cake can only replace partially commercial fish feed to prevent adverse effect on

fish growth. The crude fiber content of decanter cake was slightly lower as com-

pared with the amount in dried palm oil mill effluent (20.1 %) as reported by Wong

and Wan Zahari [19]. However it was above the acceptable maximum levels of 6 %

[16] for catfish and 5 % for Nile tilapia [15], respectively, which may affect its

digestibility in these freshwater fishes.
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3.2 In Vitro Protein Digestibility

Figure 1a, b shows the pH drop of fresh decanter cake and casein using crude fish

gut enzyme of Nile tilapia and catfish, respectively. This shows that the digestive

enzymes in both types of fishes are able to hydrolyze proteins in decanter cake.

However, both pH drops were not as steep as compared to the pH drop for casein

probably due to the presence of high levels of crude fiber, such as non-starch

polysaccharide in palm decanter cake that may decrease both in vivo and in vitro

digestibility of dry matter in many fish species [20]. The pH drop of decanter cake

was relatively lower if using fish gut enzymes of Nile tilapia as compared to those

of catfish. Consequently, the RPD of fresh decanter cake using crude gut enzymes

from Nile tilapia (23.5 %) was apparently lower than that of catfish (54.9 %). This

may be because Nile tilapia is a type of herbivorous fish in nature with lower protein

requirements [21]. Thus, the crude gut enzymes may not be as efficient to digest

protein as compared to an omnivorous fish such as catfish.

Table 1 Composition

of dried decanter cake
Content Percentage (db)

Crude protein 14 � 0.8

Crude lipid 9.5 � 1

Crude fiber 17 � 0.9

Ash 8.7 � 0.8

The results were expressed as means � standard

deviation. n ¼ 3

7

7.2

7.4

7.6

7.8

8

8.2

0 2 4 6 8 10 12

p
H

  

Time (min)

With Nile Tilapia Gut Enzymes

Fresh Decanter Cake
Casein

Fresh Decanter Cake
Casein

7

7.2

7.4

7.6

7.8

8

8.2

0 2 4 6 8 10 12

p
H

Time (min)

With Catfish Gut Enzymesa b

Fig. 1 Plots of pH drop of fresh decanter cake and casein by enzymes from (a) Nile tilapia and

(b) catfish
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4 Conclusions

The high levels of crude fiber and marginally low content of crude protein in

decanter cake of palm oil mill make it unsuitable to completely replace the

conventional fish feed. However, the in vitro protein digestibility result indicates

that it is readily digested and may incorporate as part of the protein source in fish

feed formulation.
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Human Head Pose Estimation and Its

Application in Unmanned Aerial Vehicle

Control

Chun Fui Liew and Takehisa Yairi

1 Introduction

Head pose estimation is a process of extracting 3D positional and 3D orientation

information from a human face in digital images or videos. Figure 1 illustrates 3D

orientation of human head pose in yaw, pitch, and roll angle format. The recent rise

of interactive system design makes head pose estimation problem becoming

increasingly important. In addition to human–computer interface systems [1, 2],

human head pose estimation system also plays key roles in intelligent smart room

systems [3, 4] and driving assistance systems [5, 6]. It is believed that head pose

estimation system would have a profound impact on future interactive technologies.

Compared to face detection and face recognition, head pose estimation problem

attracts fewer attentions from research communities. It has been reported that

geometric approaches in head pose estimation problem have not reached their full

potential, yet modern approaches can detect facial feature locations promptly and

reliably [7]. In this chapter, we propose an automatic and fast method to achieve

accurate head pose estimation from static image based on geometric approach, with

the aim to offer a head pose estimation algorithm (based on geometric approach and

monocular 2D image) that can be put to use in other new application easily. In our

approach, we use Pose from Orthography and Scaling with Iterations (POSIT)

algorithm for head pose estimation. Since POSIT algorithm estimates object pose

by a set of 3D model points and corresponding 2D projected image points, we use a

statistical 3D human face model pre-captured from Kinect device together with

CLM-based facial feature tracking to effectively locate facial feature locations on

2D camera image. After training, CLM-based facial feature tracking has the key

advantage of fitting a new person’s facial features more than 15 fps in an Intel
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i5-3230 CPU 3.0GHz processor. Figure 2 illustrates our geometric approach in head

pose estimation problem.

In the following, Sect. 2 lists up common design considerations and our aims in

building head pose estimation system. Section 3 outlines CLM-based facial feature

tracking. Section 4 explains our process in capturing 3D human face model with

Kinect device. We have discovered that the pre-captured 3D human face model is

generic enough to be applied to other new persons. Therefore, users can use our

system instantly without the need to capture their 3D personal face model with

Kinect device. Section 5 presents our experiment results, and Sect. 6 describes a

human–robot interactive application where we use human head pose to control an

unmanned aerial vehicle (UAV). We explain some limitations of our current system

and list up future works in Sect. 7.

2 Design Considerations

Geometric approach uses locations of facial features such as eyes, nose, and mouth

to determine head pose from their relative positions. Compared to other machine

learning approaches, where machine learning algorithms are trained with facial

Fig. 1 3D orientation of

head pose estimation

Fig. 2 Our geometric

approach in head pose

estimation
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training images and corresponding head pose training labels, geometric approaches

have not reached their full potential [7]. In order to satisfy the majority of other

applications, we aim to achieve the following criteria with our head pose estimation

system:

• Accuracy—tracking outcomes should have high tracking accuracy with average

positional and orientation errors less than 2 cm and 5�, respectively.
• Autonomous—the system should be fully automatic. No manual initialization

and additional inputs are required.

• Monocular—the system should be able to perform head pose estimation with a

single 2D camera. Monocular image processing is more common among users,

even though stereo image processing and 3D image processing might improve

the head pose estimation accuracy and tracking range.

• Continuous head motion—the system should provide continuous tracking out-

comes rather than limited and discrete pose estimation outcomes.

3 CLM-Based Facial Feature Tracking

CLM-based facial feature tracking has two major processes, where a local exhaus-

tive search is first performed to obtain response maps at each facial feature locations

and then optimization is performed over these response maps. Algorithm 1 and

Algorithm 2 in Fig. 3 illustrate the overall process of CLM-based facial feature

tracking. In order to realize real-time tracking, we avoid using complex algorithms.

Logistic regression is used for local exhaustive search, and mean shift regulariza-

tion is used for optimization of response maps. Despite its simplicity and low

computation cost, it has been shown that mean shift regularization has superior

performance over isotropic Gaussian estimate (ISO), Gaussian mixture model

(GMM), and kernel density estimation (KDE) in CLM-based fitting problem of

human face [8].

Logistic regression is the only part that needs to be trained in our method. With

ground truth labels from frontal face database [9], facial features’ image patches at

eye corners, center of nose tip, mouth corners, and face shape corners are first

extracted from original frontal images. Combined with image patches with negative

labels, these image patches at each facial feature locations are supplied to logistic

Fig. 3 Training and update process flow of CLM-based facial feature tracking
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regression functions for training. Figure 4 illustrates the process of logistic training.

After logistic training, one would gain a close-to-one logistic output if a visually

similar image patch is passed to trained logistic function. Mathematically, the

logistic output

Cj xj; I
� � ¼ wj

TP W xj; I
� �� �þ bj ð1Þ

where j denotes index of facial features, W(xj, I) denotes facial feature’s image

patch j at location xj of image I, P denotes normalization, and {wj, bj} denotes

trained gain and bias of logistic regression function.

During the tracking process, the starting locations of facial features are initial-

ized with the average locations of all training images. From Eq. (1), logistic outputs

at each facial feature location can be computed in sequence. For illustration

purpose, response maps with size of 9 � 9 and logistic function input image

patch with size of 3 � 3 are shown in Fig. 5. It can be observed that logistic outputs

of all 81 pixels inside the 9x9 response map window are computed in sequence. For

instance, at pixel number 60, yellow plus mark in Fig. 5 represents facial feature’s

image patch location xj, and the yellow square represents W(xj, I) in Eq. (1). The

output of every pixel inside the response maps is modeled as likelihood function

and computed based on

p lj ¼ 1
��xj, I� � ¼ 1= 1þ exp �ljCj xj; I

� �� �� � ð2Þ

After computing response maps with Eq. (2) at all facial feature locations, mean

shift is computed over all response maps. Mean shift can be thought as the

calculating center of gravity of response map with respect to the center of response

Fig. 4 Logistic regression training
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map, where pixel values inside the response map represent weight. For instance, in

both response maps in Fig. 5, brighter pixels represent higher weight (closer to 1,

which also means that these pixels are closer to the ground true facial feature

location), while darker pixels represent lower weight (closer to 0, which also means

that these pixels are further away from the ground true facial feature location). The

right response map in Fig. 5 illustrates the computation of mean shift vector. After

mean shift computation, one would obtain a two-dimensional vector that is pointing

to the center of gravity, e.g., ground truth location in ideal case.

CLM-based facial feature tracking employs point distribution model (PDM),

where deformable shape of a nonrigid object is assumed to be linear. PDM models

nonrigid shape variations linearly and composes it with a global rigid

transformation:

xi ¼ sR xi,mean þΦq
� �þ t ð3Þ

where xi denotes the 2D location of the PDM’s ith landmark and p ¼ {s, R, t, q}
denotes the PDM parameters, which consist of a global scaling s, a rotation R, a

translation t, and a set of nonrigid parameters q. xi,mean denotes the mean location of

ith PDM landmark in the reference frame, and Φ denotes the location variance of

training images (e.g., principal component of training images’ facial feature

locations). It has been shown by Cootes and Taylor that PDM is simple and efficient

adequately to model the deformations of human face [10]. CLM-based facial

feature tracking is generally posed as the search for the PDM parameters, p, that

jointly minimizes the misalignment error over all landmarks with appropriate

regularization. With the mean shift vectors computed from response maps, we can

update the facial feature locations with optimization technique that was originally

proposed in [8]:

Δp ¼ � ρΛ�1 þ JTJ
� ��1

ρΛ�1pþ JTv
� � ð4Þ

where ρ represents arithmetic average eigenvalues of training images’ facial feature

locations, Λ represents the eigenvalues of training images’ facial feature in diagonal

Fig. 5 Search of local features’ position
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matrix form, J represents Jacobian matrix of image, p represents PDM parameters

in Eq. (4) in vector form, and v represents mean shift vector. Figure 6 shows nine

tracking results of eye corners, nose tip, mouth corners, and jaw locations after

computation of logistic functions, mean shift vectors, and optimization updates.

4 Actual Implementation

We perform head pose estimation with POSIT algorithm [11] by utilizing 3D face

model points and facial feature locations tracked by CLM described in Sect. 3.

Since we require 3D face model for POSIT algorithm, we scan a real human face

with Kinect 3D sensor. We planned to capture multiple 3D human faces and take

mean values as our 3D face model in the first place. However, we discovered that

Fig. 6 CLM-based facial feature tracking in nine directions
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the first captured 3D human face model is generic enough to be applied to other new

persons without further adjustment. Therefore, we continue to use the first captured 3D

human face as our final 3D face model for POSIT algorithm. Figure 7 shows the

projection of our captured human face model on an image plane. The transformation

relationship between the marked 3D facial feature points and their corresponding 2D

projected image points is determined by using POSIT algorithm. Since both

CLM-based facial feature tracking and POSIT algorithm are fast, our system achieves

tracking speed higher than 15 fps. The finished program is fully automatic and only

monocular images are required. No temporal filtering is performed in the meantime.

5 Experiment Results

As illustrated in Fig. 1, the head pose estimation results are represented by yaw,

pitch, and roll angle format. Figure 8 displays some real-time head pose tracking

results, where the first head pose is pointing at upright angle (hence with positive

yaw angle of 23� and positive pitch angle of 15�) and the second head pose is

pointing at slightly up-left angle (hence with negative yaw angle of 19� and positive
angle of 9�). Figure 9 shows similar results under second user and verifies that our

system is people invariant, even though only one generic 3D human face model is

utilized now.

The real-time tracking results of yaw angle, pitch angle, roll angle, and depth

(distance between camera center and user’s nose tip) are summarized in Fig. 10. We

evaluate our pose estimation accuracy with Kinect’s 3D head pose estimation out-

comes, in which we consider as ground truth since 3D head pose estimation is more

reliable. We observe that 3D orientation can achieve absolute tracking error of less

than 10�, while depth distance can achieve absolute tracking error of less than 5 cm.

Fig. 7 3D head model projection for POSIT
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We also discover that accuracies are slightly affected by uneven light illumination.

In both yaw and pitch experiments, the tracking errors increase when user turns head

to the right-hand side and to the bottom, respectively. This is due to the uneven light

illumination in the test room as the sunlight was coming from the user’s right-hand

side. The uneven light distribution affects the CLM-based facial feature tracking and

subsequently affects the head pose estimation outcomes.

6 Applications

Head pose estimation has significant implications in human–computer and human–

robot interaction fields. With estimated 3D head pose, robots can have a better

understanding of human intentions and hence have a better interaction with human.

Head pose information has also been utilized in smart room system to monitor

occupants and measure their visual focus of attention [4]. Besides, head pose

information creates a novel interface for human to interact with computer and

robot. Some existing systems allow computer user to control mouse cursor by

Fig. 8 Real-time head pose tracking results (first user)

Fig. 9 Real-time head pose tracking results (second user)
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using head pose movements [1]. To our knowledge, no system has been developed

to control aerial robot by using head pose movements. Figure 11 shows our

application in controlling a UAV with only head pose movements, where roll,

yaw, and pitch motions are used to control UAV’s left-right drift, left-right turn, and

forward–backward movements, respectively. After a few extensive tests, we find

Fig. 10 Tracking results in comparison with Kinect tracking

Fig. 11 AR Drone control with head pose estimation
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that it is not easy for user to control UAV with head pose while constantly

maintaining visual tracking with UAV. We believe that hand gesture will be

more suitable in this task and leave this as our future work.

7 Conclusion

We proposed to use head pose to control UAV, where the head pose estimation is

achieved by using CLM-based facial feature tracking and POSIT algorithm. Since

both CLM-based facial feature tracking and POSIT algorithm are faster than tradi-

tional methods such as Active Appearance Model-based facial feature tracking [9],

our geometric approach can achieve real-time speed of higher than 15 fps. Never-

theless, current head pose estimation accuracy is slightly affected by uneven light

illumination. Current system also has low tracking accuracy when yaw and pitch

rotation angles are higher than 40�. We aim to improve these weak points and

provide a better control method of UAV in our future work.
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Japan and US Smart Grid Effort?

A Case Study

Amy Poh Ai Ling

1 Introduction

The Japanese version of the “smart city” is envisaged for the post-fossil fuel world.

Alternative energy sources are harnessed in mass quantities [1]. In Japan, “smart

grid” implies energy transmission and distribution to promote the stability of the

electric power supply, by using information and communication technology while

introducing a high level of renewable energy [2]. The focus will be on how to

stabilize power supplies nationwide as large amounts of wind and solar power start

entering the grid. This is because, unlike conventional power sources, such as

hydro, thermal, and nuclear power, solar and wind energies are prone to the

vagaries of the weather. People in Japan are still not familiar with the smart grid

concept because the system has yet to gain currency. According to a nationwide

survey released in December 2010 by the advertising agency Hakuhodo Inc., only

36.4 % of about 400 respondents aged from 20 to 70 years said they understood or

had heard of a smart grid [3]. It was believed that a low-carbon society would not be

realized without a fundamental shift in energy source use. The Japanese smart grid

concept aims to make the best use of local renewable energy with a view to

maximizing total efficiency. The Japanese government is aiming to increase the

reliability of the grid system by introducing sensor networks and to reduce oppor-

tunity losses by introducing smart meters. The introduction of the smart grid will

promote the use of renewable energy by introducing a demand response system.
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By focusing on electric vehicle (EV) technology, Japan is moving toward

introducing charging infrastructure for electric cars [10]. Recently, increasing

numbers of PV and wind power plants have been installed across the country as

clean energy sources that emit no CO2 [4].

2 Japan and US Smart Grid Movement

The energy sources in Japan and the USA differ greatly, and the implementation of

the smart grid tends to differ between countries, as do the timing and adoption of

these technologies [5]. Japan is pushing for advanced integrated control, including

demand-side control, so as to be ready to combine unstable power (i.e., reliant on

weather conditions), such as solar, with its strong foundation of a highly reliable

grid, as shown in Table 1.

With regard to Japan’s nuclear contribution to energy supply, as of 2010, Japan’s

currently operating 54 commercial nuclear reactors have a total generation capacity

of 48,847 MW, and about 26 % of electricity comes from nuclear power [6].

Table 1 Japan and US smart grid movement

Description Japan USA

Nuclear as % of

all energy

sources (%)

26 19

No. of electric

power

companies

Ten electric power companies

(all IOUs)

More than 3,000 traditional electric

utilities (IOUs ¼ 210, public

¼ 2,009, coops ¼ 883,

federal ¼ 9)

Design Vertically integrated in each region Interdependent infrastructure

Energy supply 0.7–25 million customers A few thousand to more than

five million customers

Aim A low-carbon society Focus on business and infrastructure

Reliability Japan already has a highly

reliable grid

Need for highly reliable transmission

and distribution networks

Going for advanced integrated control,

including demand-side control, to

accommodate unstable renewable

power

Need for demand response for peak

shaving and need to avoid

additional infrastructure

Smart grid

focus

More than $100 billion investment

in the 1990s to upgrade generation,

transmission, and SCADA network

Little investment (approx. $30

billion) in the 1990s into grid

Last mile and demand-side

management (DSM)

Now working across entire grid

for enhancements

Home solar power Last mile and DSM are also

important

Cyber security

research

Protect smart meters, mutual monitor-

ing, privacy in cloud computing

Grid computer, cryptography

security
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This compares with 104 licensed-to-operate nuclear power plants operating in

31 states in the USA (with 69 pressurized water reactors and 35 boiling water

reactors), which generate about 19 % of US electric power [7]. Japan’s ten electric

power companies are monopolies, being electric giants vertically integrated in each

region. By contrast, there are more than 3,000 traditional electric utilities

established in the USA, each with an interdependent structure. For this reason,

the utilities’ supply of nuclear energy to customers differs greatly between Japan

and the USA. In aiming toward a low-carbon society, Japan depends greatly on

nuclear power as an energy source, whereas the USA, in implementing its smart

grid, focuses more on business and infrastructure. In terms of reliability, Japan

already has a highly reliable grid compared with the USA, which needs more

reliable and distributed networks across the nation to develop its smart grid system.

Japan is developing its smart grid at a steady pace and has already been investing in

grid projects for almost 20 years; over this period, there have been many develop-

ments. With proper security controls, smart grids can prevent or minimize the

negative impact of attacks by hackers and thus increase the reliability of the grid,

thereby gaining the trust and meeting the satisfaction of users [8]. Since smart grid

cyber security is significantly more complex than the traditional IT security world,

Japan focuses on the areas of smart grid cyber security concerns beyond smart

metering, such as mutual monitoring and privacy in cloud computing. On the other

hand, the USA is enhancing its smart grid cyber security in the age of information

warfare, especially in the area of grid computer and cryptography security.

In conclusion, the USA focuses on businesses and infrastructure development,

whereas Japan is striving to move toward a low-carbon society by developing the

smart grid system.

2.1 Japan Photovoltaic System

The Japanese government developed its new policy on PV systems in 2010 based

on the principles of energy security, global warming prevention, and an efficient

supply of energy to end users across the nation. Its goal, set to be achieved by 2030,

is focused on increasing independent energy supplies from 38 % to about 70 % and

increasing the proportion of electricity generation with zero emissions from 34 % to

about 70 % [9]. This new policy is supported by the government’s aim of becoming

a leading nation in environmental and energy sustainability through green

innovation.

Figure 1 illustrates the cumulative installation of PVs in Japan and four other

countries, namely, Germany, the USA, Spain, and Italy, extracted from data on

trends in PV applications. As of 2009, Japan clearly ranks third, lagging far behind

Germany. The demand for PV systems in Germany has remained persistently high

for full 2 years. Spain ranks second, and Spanish companies and research centers are

taking the lead in the recent revival of concentrated solar power, with expansive
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banks of solar mirrors being assembled around the country for concentrated

solar plants.

The expanding installation of PV systems may increase the stability of extra-

high-voltage transmission systems (Fig. 2). In the context of Japan’s PV power

generation development, the expected change in domestic electricity demand in

Japan in relation to the expected installed PV system capacity by 2030, along with

the actual cumulative installed PV system capacity as of 2007 is extremely huge.

Domestic electricity demand is expected to increase sharply between 2010 and

2030. This is correlated with the expected installed PV system capacity, which

experienced a sharp upturn in 2010, following the development of the detection of

unintentional islanding and the development of technology that curtails the restric-

tion of PV system output. Expanding installation of PV systems may increase the

stability of extra-high-voltage transmission systems. At the final stage of PV system

development, it is predicted that imbalances between output from PV systems and

existing systems may influence frequency on utility systems.

NEDO and the European Commission (European Union) will jointly launch a

project to develop concentrator PV cells, thus aiming to achieve a cell conversion

efficiency of more than 45 %, which is the highest efficiency in the world

[10]. However, the highest value seems to be ideal and might be still in research

even at 2030 without any large breakthrough for practical use. On the other hand,

Sunetric, Hawaii’s largest locally owned and operated solar installer, has donated

two solar PV systems to raise funds for two local charities assisting Japan following

the tsunami that hit northeast Japan on March 11, 2011. The first is the American

Fig. 1 Cumulative installation of PVs in Japan, Germany, the USA, Spain, and Italy. Source: IEA
PVPS (Data: Trends in photovoltaic applications/IEA/PVPS)
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Red Cross Hawaii State Chapter and the second is the “With Aloha”

Foundation [11].

In summary, the Japanese government is encouraging further deployment of the

conventional installation of residential PV systems for the sake of the PV commu-

nity. Its current PV communities include Kasukabe and Yoshikawa in Saitama,

Matsudo in Chiba, Kasugai in Aichi, Kobe in Hyogo, Tajiri in Osaka, Ota in

Gunma, Wakkanai in Hokkaido, Shimonoseki in Yamaguchi, and Kitakyushu in

Fukuoka. Although the national subsidy program for residential PV systems intro-

duced by Japan’s Ministry of Economy, Trade, and Industry (METI) was termi-

nated, some local governments have programs for residential PV systems in the

regions.

2.2 Comparison of Japanese and US Energy Sources

Japan lacks significant domestic sources of fossil fuels, except coal, and must import

substantial amounts of crude oil, natural gas, and other energy resources, including

uranium. In 1990, Japan’s dependence on imports for primary energy stood at more

than 85 %, and the country has a total energy requirement of 428.2 million tons of

petroleum equivalent [12]. As for 2007, energy sources in Japan are coal 26 %,

nuclear 26 %, natural gas 26 %, petroleum 13 %, and other renewables 1 %; energy

sources in USA are coal 49 %, nuclear 19 %, natural gas 22 %, hydroelectricity 6 %,

and petroleum 2 %. For Japan, the shares for coal, natural gas, and nuclear energy

Fig. 2 Estimation of Japanese PV penetration by 2030
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are similar, and the remaining share is split between hydroelectricity, petroleum, and

other renewables. For theUSA, the large share for coal is followed by natural gas and

nuclear, with smaller shares for hydroelectricity and then petroleum. Japan is to be

commended for having such a systematic and comprehensive energy planning

process. While maintaining its goal of going green, Japan is utilizing more

low-carbon energy sources such as geothermal, hydraulic, battery systems, and

nuclear as major providers of energy.

3 Conclusion

Smart grid technology helps to convert the power grid from static infrastructure that

is operated as designed to flexible and environmentally friendly infrastructure that

is operated proactively. This is consistent with the Japanese government’s goal of

creating a low-carbon society, maximizing the use of renewable energy sources,

such as photovoltaics and wind power. Nevertheless, public–private sector coop-

eration across various industries is necessary to establish smart communities. Japan

uses renewable energy and promotes this measure through the development and

employment of the natural grid. This chapter provided sufficient information for the

reader to understand the Japanese concept of the smart grid and the government’s

associated strategy and the significance of the government’s contribution to Japan’s

energy supply capacity, without documenting full case studies in detail. Japan is

currently focusing on last mile and demand-side management and home solar

power. Researchers have started to address challenges caused by large-scale solar

power generation connected to the power grid as well as information security

issues. Because the smart grid remains a novel field of study in Japan, it has great

potential for further research.

Through this case study, the concept of Negawatt is considered to be another

important factor in ameliorating the cost-efficiency of the power system in smart

grid, although Negawatt’s concept cannot be precisely measured, only theoretically

proven.
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Threat to Individuals’ Privacy in the Era

of Social Networking: A Case Study

of Facebook

Chai Yeun Hoe

‘While Internet Users May Feel Safe Behind Their Computers,
They Have “Zero Privacy”’

1 Introduction

Social networking sites are a type of virtual community that are primarily used for

social interaction. On February 26, 2012, the web traffic data for Facebook, a free

access site that allows users to connect and interact with other people, shows

845 million users worldwide, making it the largest of the social networking sites

[1]. When Facebook first launched in 2004, it was restricted only to Harvard

University students. On September 26, 2006, Facebook was opened to everyone

of age 13 and above with a valid email address [2]. The exponential growth of

Facebook has raised privacy and security concerns. With the increasing usage of

Facebook as a tool for police searches and prosecution, people are becoming

worried about their rights and potential privacy issues on this new and extremely

popular site [3].

Australia is on its way to a comprehensive privacy law framework to protect

individuals’ information privacy [4]. The Australian Privacy Act [5] does affect

Facebook given that it is a body corporate that satisfies the definition requirements

in s 5B and does not fall within the exceptions in s 6 of the Act [6]. The relevant part

of the Act is the National Privacy Principles (NPPs), which seek to regulate privacy

practices of the private sector including online social networking services like

Facebook.
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2 Facebook’s Privacy Policy and Its Interactions

with the Australian Privacy Law

2.1 Information We Receive and How It Is Used

Facebook collects vast amounts of personal information, including the public

information required upon registration: name, email address, date of birth and

gender as well as any other information provided voluntarily by the users [7]. In

addition, Facebook also collects personal information about an individual user from

‘someone else’ [8] such as third-party application developers, any websites that use

Facebook features (e.g. Facebook Platform and social plug-in) and other third

parties that ‘help Facebook deliver ads, understand online activity and generally

make Facebook better’ [9].

Facebook’s data collection policy has stirred controversy over the years.

Facebook collects personal information beyond what was necessary for the pur-

poses of the site, in contravention of NPP 1: collection requirements. For instance,

information such as date of birth [10], data collected via the loading of Facebook

social plug-ins on websites [11] and data received from the computer, mobile phone

or other device used to access Facebook (e.g. IP address, location, the type of

browser used, the pages visited by the user and user’s GPS location) [12] are not

necessary for the site’s functions or activities. Moreover, the collection of personal

information about an individual from third parties breaches NPP 1.5 as Facebook

fails to take reasonable steps to ensure that the individual is aware of the matters set

out in NPP 1.3 [13]. In some situations, individual users are not even aware that

their information has been exposed to third parties. Furthermore, Facebook’s policy

provides inadequate notice of how Facebook would use and share the user’s

information or activities with affiliate websites or search engines.

2.2 Sharing and Finding You on Facebook

Although Facebook tries to allow its users to control over their profile and personal

information, for instance, users can always edit their privacy setting to customize

their profile and can ‘select a specific audience, or even customize his or her

audience’ [14], users are not able to control the actions done by others that might

infringe that user’s privacy. The recent Usmanov case in which Usmanov shared his

ex-girlfriend’s nude pictures on Facebook provides a good example that people are

powerless when it comes to information shared by other users on social networking

sites [15]. By virtue of the fact that Facebook is not able to control the content

posted by a user at the time of posting, Facebook’s privacy policy fails to provide

adequate protection to individuals’ privacy pragmatically. Facebook warns its users

to be careful of what they post on Facebook, and it disclaims responsibility for any

subsequent use of information shared on Facebook by other parties [16].
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2.3 Sharing with Other Websites and Applications

Facebook’s privacy policy states that it will provide the user’s ID (accompanied

with user’s public information and other information such as age range, locale and

gender) and user’s friend list to the game, application or websites that the user visits

or connects using the Facebook Platform (‘Applications’) [17]. Although Facebook

provides its users with some control of the applications they use, users are not able

to prevent applications from accessing their personal information unless they turn

all Platform applications off in which they ‘no longer able to use any games,

applications or websites through Facebook’ [18]. Despite its privacy policy,

Facebook has been critized for its lack of capacity and technical safeguards to

restrict third-party developers from accessing the personal information of users and

their friends [19]. Additionally, Facebook does not notify users of the extent of

personal information that is disclosed and ‘provides users misleading and unclear

information about sharing with third-party application developers’ [20].

2.4 How Advertising Works

Facebook is commendable for its efforts in managing the interests of advertisers

and respect of users’ privacy [21]. Facebook promises that it will ‘remove user’s

name or any other personally identifying information from it, or have it combined

with other people’s data in way that it is no longer associated with the user’ before

providing its advertising partners data. However, Facebook’s privacy policy notes

the possibility that advertisers might be placing cookies on users’ computers [22],

which arguably might invade individuals’ privacy. Additionally, users are not able

to opt out all advertising as advertising revenues are required to run the site [23].

2.5 Some Other Things You Need to Know

Facebook’s privacy policy states that it may share users’ information in good faith

in response to legal requests and preventing harm including response to ‘legal

requests from jurisdictions outside of the United States’ [24]. This seems to mirror

NPP 4: transborder data flow. While this has helped law enforcement bodies to

search for evidence in a variety of offences [25], it inevitably brings some privacy

concerns. Users might contend that they have legitimate expectation of privacy in

social networking sites that their private information would not be revealed to

anyone including law enforcement bodies.

Facebook does ‘provide initial responses to access requests within a reasonable

period of time’, and users are able to keep a record of their data by downloading it

from the site [26]. This complies with NPP 6: access and correction [27].
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Facebook’s privacy policy states that ‘we do our best to keep your information

secure, but we need your help’, and it provides a link to the Facebook Security Page

that provides detailed information about staying safe on Facebook. This complies

with NPP 4.1 that requires an organization to take reasonable steps to protect the

security of data. However, commentators [28] argue that indefinite retention of

personal information by Facebook breaches NPP 4.2, which requires organizations

take reasonable steps to destroy or permanently de-identify personal information it

no longer has any lawful use for.

2.6 Conclusion

Facebook has been justifiably critized for its weak and shifting privacy rules [29].

Its privacy policy, in some respects, contradicts NPPs. In addition to what has

discussed above, Facebook’s privacy policy fails to address the data quality

requirement provided in NPP 3 [30]. Facebook is not making a reasonable enough

effort, in accordance with Principle 5.1, to express clearly policies on its manage-

ment of personal information. It is not making a reasonable effort to notify users

clearly about its privacy policy [31]. By virtue of the fact that Facebook provides

often confusing [31], incomplete, and sometimes misleading [31] information about

its privacy practices and the fact that users’ information can be exposed to third

parties without meaningful consent, it can be concluded that Facebook’s privacy

policy does not adequately protect individuals’ privacy.

3 Facebook Features: Privacy Risks

The explosive growth of Facebook in recent years has pushed its potential privacy

risk into the public spotlight. Such concerns include ‘inadvertent disclosure of

personal information, damaged reputation due to rumors and gossip, unwanted

contact and harassment or stalking, surveillance-like structures due to backtracking

functions, use of personal date by third parties, and hacking and identity theft’ [31].

Risks to privacy invasion were ascribed more to others than to the self. Facebook’s

privacy policy primarily concerns about privacy protection of the user that provides

information on Facebook, but it fails to address the privacy risks done by users to

others. For example, a user might post content about others on Facebook such as

indecent pictures of others [32] as well as accusations or allegations about others

that are extremely invasive to individuals’ privacy. This section discusses some of

the features of Facebook that present challenges to individuals’ privacy despite its

privacy policy.
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3.1 Public Search

Public search engines are essentially noteworthy given considerable controversies

surrounding this feature since it first launched. Facebook made limited public

search listings available to people who are not logged into the Facebook website

in 2007. Previously that function was only limited to members. ‘These search

listings expose members’ names, profile pictures, the ability to send a message to

a member, view his or her friends and request to add that member as a friend’ [33].

Facebook had made these listings available on search engines such as Google, MSN

Live and Yahoo. Although users can opt out of the public listings through

Facebook’s individualized privacy settings page [34], many users are unaware or

lack understanding of the public search change. Facebook has announced through

its blog that it does not have a policy of notifying users of changes to the site via

email [35]. The personal public information available on public search listings

might be used by sexual predators to lure teenagers as well as used by criminals to

commit crimes such as burglary, theft and robbery (e.g. by knowing users’ recent

activities and location).

3.2 Timeline

Mandatory changeover to the new Timeline profile has raised privacy concern.

Some Facebook users reported discontent with having many Facebook status

updates and photos from the past easily visible on their homepage [36]. Timeline

allows Facebook to show a detailed look at user’s whole Facebook history includ-

ing everything a user has ever done on Facebook along with pictures. This change

outraged Facebook users, who felt exposed and deprived of their sense of control

over their information.

4 Australian Privacy Laws and the Shortcomings in Social

Networks’ Privacy Practices

4.1 Federal Law: Privacy Act 1988

The Privacy Commissioner has the power to investigate breaches of the Privacy Act

with or without someone making a complaint. The Commissioner can take action

overseas to investigate complaints [37]. The Commissioner tries to enforce the

Privacy Act by ‘conducting audits, monitoring government data-matching and

issuing guidance material to agencies and organizations to help them comply

Threat to Individuals’ Privacy in the Era of Social Networking: A Case. . . 349



with the Privacy Act’ [21]. Even the most laudable attempts made by the Privacy

Commissioner to protect individuals’ privacy, the applicability of the Act is limited

to (personal) information [38] about Australian citizens or permanent

residents [39].

4.2 National Privacy Principles

The office of the Privacy Commissioner claims that the Australian privacy law is

not prescriptive; rather, it requires organizations to adhere to a set of fair informa-

tion practices or principles [21]. However, Facebook may not be required by law to

take sufficient efforts to adequately notify its users of intricate details of its privacy

policy nor does the law require Facebook to make a reasonable effort to advise users

all of the purposes for which and the extent to which their personal information is

used and disclosed [40].

Moreover, organizations must obtain consent from customers for use of their

personal information for marketing purposes only where it is ‘practicable’ [41].

Controls on the transfer of personal information overseas are limited. Organizations

need only take ‘reasonable steps’ to ensure information will be protected or

‘reasonably believe’ that the information will be subject to similar protection as

in Australia.

Further, the regulation of privacy practices of the private sector has some notable

exceptions, including small businesses with an annual turnover of $3 million or less

[42] and the media and political organizations. Certain acts or practices are

exempted from NPP: performance of contractual obligations, disclosure to the

National Archives of Australia and an act or practice outside Australia [43].

Moreover, the Commissioner has limited powers: it can only make a declaration

(not binding) on the finding of any breaches of the Act [44]. This raises the question

of potential gaps of the Act in privacy protection [45]. The board scope of

exemption as well as the limited powers of the Commissioner and the lack of strong

enforcement mechanisms put questions on the effectiveness of the NPP in

addressing the shortcomings in social networks’ privacy practices.

Despite privacy laws, the reality is, however, that individuals are less likely to

challenge the Internet giant, Facebook or anyone that infringes their individuals’

privacy. This might due to the complexities of the Privacy Act (with two distinct

principles applying to public and private sectors), the lack of awareness about

privacy rights, the expensive and incumbent process to bring action or even the

fact that individuals do not value privacy at all. Furthermore, privacy laws are

limited in scope in mitigating the shortcomings in social networks’ privacy policy

given the very nature of the Internet (decentralized, ungoverned and global nature)

and the complexities associated with it.
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5 Conclusion

Users have made a choice to upload their information voluntarily on Facebook;

therefore, they are partly responsible for potential invasion of their privacy.

Facebook, with millions of users around the globe, is limited in power to adequately

and effectively protect individuals’ privacy. At the end of the day, privacy is about

‘what we think, what we believe and value, what we want and what we want to do’

[45], but privacy cannot be absolute in the era of social networking and privacy law

is all about trying to find the balance between a right to privacy and other human

rights and social interests.
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Green Technology



Modelling of the Output Power from

a Grid-Connected Photovoltaic System

Using the Artificial Neural Network

Shahril Irwan Sulaiman, Sulaiman Shaari, and Ahmad Maliki Omar

1 Introduction

The photovoltaic (PV) system is a mode of renewable energy power generation.

Besides being used for rural electrification, PV systems are also applied to urban

areas where conventional grid electricity is readily available. The PV systems

which are connected to the conventional distributed grid network are called grid-

connected photovoltaic (GCPV) systems. A GCPV system typically consists of a

PV array to convert solar irradiation into DC electricity and an inverter to convert

DC electricity into AC electricity which has similar characteristics to grid

electricity.

GCPV systems offer several unique features as a source of electricity generation.

First, the systems utilize solar energy which is freely available as a source for

generating electricity. The solar energy is also harvestable in most parts of the

Earth. Second, the systems can be implemented as a centralized power generation

or a distributed power generation, unlike the conventional power generation which

could only be implemented as centralized power generators. Third, the system

operation promotes zero release of greenhouse gas emissions to the environment,

thus making it a clean option of generating electricity.

Despite having many benefits, the operation and performance of GCPV systems

are strongly dependent on the weather conditions which are commonly fluctuating

throughout the day. The weather parameters which affect the performance of GCPV

systems are typically solar irradiance and ambient temperature. The fluctuation of

these parameters causes inconsistent power output from the system [1]. Therefore,
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understanding of the relationship between the weather parameters and the power

output is crucial such that the output performance of the system can be modelled

and estimated.

Several studies have been conducted to model the power output from the GCPV

system. First, a GCPV system kW output had been modelled using the artificial

neural network (ANN) [2]. Two ANNmodels were developed to predict the AC kW

output from the inverter. The first model utilized solar irradiance and ambient

temperature as the set of inputs, while the second model used solar irradiance as

the sole input to the ANN. Although the first model was found to produce lower

error than the second model, the contribution from PV module temperature was not

investigated. The contribution of PV module temperature is significant as it is

associated with the solar cell temperature which directly influences the output

power of a PV module [3].

This paper presents the modelling of the GCPV system output using the ANN.

The ANN is used to model the AC kW output from the system based on selected

sets of input parameters such as solar irradiance, ambient temperature and PV

module temperature.

2 Artificial Neural Network

Although there are different types of ANN architecture used for prediction, the

MLFNN has been widely used in solving many engineering problems due to its

good generalization capability and simplicity [4]. Apart from that, the MLFNN is

also capable of performing nonlinear modelling with reasonable accuracy

[5]. Hence, the MLFFNN was employed in this study.

2.1 Multilayer Feedforward Neural Network

A general MLFFNN architecture with a single hidden layer is shown in Fig. 1. The

MLFNN basically consists of an input layer, a hidden layer and an output layer.

Every neuron in a layer has similar number of inputs with the total number of inputs

to that layer. In addition, each neuron would also have a single output.

Assuming that the input of a neuron in the input layer, the output of a neuron in

the hidden layer and the output of a neuron in the output layer of the MLFNN are

represented by xp, yq and zr, respectively, while the number of neurons in the input

layer, hidden layer and output layer are i, j and k, respectively, yq can be calculated

using
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yq ¼ f y
Xi
p¼1

xpwp,q

� �� By

 !
ð1Þ

where By and fy are the bias and activation function for the neurons in the hidden

layer, respectively. On the other hand, zr can be determined using

zr ¼ f z
Xj
q¼1

yqwq, r

� �� Bz

 !
ð2Þ

where Bz and fz are the bias and activation function for the neurons in the output

layer, respectively. In the MLFNN, the data run rigidly from the input layer to the

output layer via several processing units. Despite having no memory, the MLFNN

output is heavily dependent on the input and the connection weight values in the

network of nodes that would be modelled as fitting parameters for the MLFNN. The

processing units, also known as the activation functions, can be linear and

nonlinear, or a combination of both. However, the activation function for each

neuron in the same layer has to be similar. Apart from that, although each neuron in

a layer would have similar number of inputs, the connection weights could be

different. In addition, as the neurons in the MLFNN are identical in structure, the

information can only reside in the sets of weights and biases throughout the

network. Nevertheless, a systematic method to update these weights and biases is

called a learning algorithm or learning rule.

In this study, the search for the number of neurons, the type of activation

function and the learning algorithm was performed heuristically such that the root

mean square error (RMSE) of the model is minimized. The RMSE [6] of the model

is determined using
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Fig. 1 Basic structure of an MLFFNN with a single hidden layer
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RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

zp, i � zt, i
� �2

n

vuuut
ð3Þ

where n is the number of data patterns and zp,i and zt,i are the predicted and the target
value of the MLFNN output, respectively. On the other hand, the coefficient of

determination, R2 [7], was calculated using

R2 ¼ 1�

Xn
i¼1

zp, i � zt, i
� �2

Xn
i¼1

zt, i � zt avg

� �2 ð4Þ

where zt_avg is the average value of the target MLFNN outputs and R2 is a model fit

commonly used in estimating the correlation between parameters in mathematical

model. Nevertheless, the RMSE had been selected as the key performance indicator

for the prediction, while R2 was used to verify the validity of the RMSE of the

network, i.e. R2 of the prediction must be reasonably high although low RMSE was

achieved by the network.

2.2 Experimental Models

In this study, the MLFNN comprises either two or three neurons at the input layer

representing two or three inputs and one neuron at the output layer representing a

single output. Three MLFNN models had been developed based on different types

of inputs being assigned for the network. The three models are illustrated in Fig. 2.

Model 1 consists of solar irradiance (SI) in W/m2 and ambient temperature (AT) in
�C as the inputs to the MLFNN. On the other hand, Model 2 consists of SI and PV

module temperature (MT) in �C as the inputs. However, Model 3 utilizes all types

of parameter, i.e. SI, AT and MT, as the inputs to the MLFNN. In all models, the

output of the MLFNN was set to be the watt power output from the GCPV system.

These models were evaluated to determine the best set of inputs which correlates

with the output power of the system.

2.3 Training and Testing

The MLFNN is implemented in two stages, i.e. the training and testing [8]. The

training is conducted by simulating the MLFNN models using the training data set

after selecting the MFLNN design parameters such as the number of neurons in the
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hidden layer, the type of activation function and the learning algorithm. Upon

completion of training, testing is performed using the testing data set. If the testing

produces the RMSE which is approximately similar to the RMSE obtained during

training, the training process is not repeated. Otherwise, the training and testing

process is repeated until satisfactory RMSE is obtained in both training and testing,

respectively. Apart from that, R2 is monitored during each training and testing to

ensure high degree of fit for the models.

3 Data Collection

All data were obtained from a GCPV system located at Green Energy Research

Centre (GERC), Universiti Teknologi MARA, Shah Alam, Selangor, Malaysia. The

system comprises a retrofitted 10 kWp monocrystalline PV array (Yingli YL250C-

30b) and an 8 kW inverter (Model: Sunny Tripower STP 8000TL-10). The irradi-

ance and temperature sensors were connected to a built-in data logger inside the

a

b

c

Ambient Temperature, AT (in ºC)
AC Power Output (W)Model 3

Input Output

Module Temperature, MT (in ºC)

Model 2

Input Output

Module Temperature, MT (in ºC)

AC Power Output (W)

Model 1 

Input Output

Ambient Temperature, AT (in ºC)

AC Power Output (W)Solar Irradiance, SI (in W/m2)

Solar Irradiance, SI (in W/m2)

Solar Irradiance, SI (in W/m2)

Fig. 2 The three MLFNNmodels. Model 1 with SI and AT as inputs (a), Model 1 with SI and MT

as inputs (b), and Model 1 with SI, AT and MT as inputs (c)
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inverter while all data were recorded at 15 min interval. 50 % of the collected data

or 2,556 data patterns were assigned for the training process, whereas the remaining

50 % of the collected data or 2,556 data patterns had been used for the testing

process.

4 Results and Discussions

The MLFNN was executed using different models to identify the most suitable set

of inputs for the MLFNN. Subsequently, the optimal types of parameter which

strongly affect the output power of the GCPV system could be determined.

The results of the MLFNN training process are illustrated in Fig. 3. All models

show good fit of data by having R2 values very close to unity. However, Model

1 with SI and AT produces the lowest RMSE and also the highest R2 when

compared to Model 2 and Model 3. Model 1 yields approximately 13.76 and

18.58 % higher accuracy when compared to Model 2 and Model 3, respectively.

Upon completion of training, the MLFNN models underwent testing process.

The results are shown in Fig. 4. All models show good fit of data by having R2

values very close to unity and these values are commonly lower than the respective

R2 values obtained during training [9]. Similar to the training performance, Model

1 with SI and AT produces the lowest RMSE and also the highest R2 when

compared to Model 2 and Model 3. Model 1 yields approximately 5.40 and

17.80 % higher accuracy when compared to Model 2 and Model 3, respectively.
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5 Conclusion

The MLFNN models were proven useful in modelling the output power from a

GCPV system. However, the most accurate model was found to be Model 1 with SI

and AT, as it yielded the lowest RMSE and highest R2 during both training and

testing.
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Basic Research on the TiO2 Electrode

and the Coloring Effect of Dye-Sensitized

Solar Cell

Arini Nuran, Matsutake Daiki, Mohamad Norsyafiq, and Akira Fujiki

1 Introduction

Dye-sensitized solar cells (DSSCs) are a new type of solar cells developed by

Gratzel et al. and composed of nanocrystalline porous semiconductor electrode-

absorbed dye, a counter electrode and an electrolyte of iodide-triiodide ions [1]. It is

a device utilized for the conversion of visible light into electricity, based on

photosensitization produced by the dyes on wide bandgap mesoporous metal

oxide semiconductors. This sensitization is due to the dye absorption part of the

visible light spectrum. The sensitized dye works as a sunlight absorber which then

converts it into electric energy.

Titanium dioxide (TiO2) has attracted attention from researchers worldwide due

to its potential applications in environmental protection and energy generation

[2]. It has a high adsorption ability and good photocatalytic activity. Recently,

TiO2 has been applied largely in DSSC due to its nanocrystalline mesoporous

nature that translates to high surface area for dye adsorption. The adsorbed dye

molecules can then be excited by the solar energy to generate electron-hole pairs

that are subsequently separated and transported within the lattice of TiO2 [3].

Several metal complexes and organic dyes have been synthesized and used as

sensitizers including porphyrins [4], platinum complex [5], and others. Ru-based
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complexes sensitizers have been widely used because they have better efficiency

and high durability. However, these advantages are offset by their high cost, and

they tend to undergo degradation in the presence of water [6].

In order to overcome those problems, we used natural pigments as sensitizing

dyes. This is because they enhance the economical aspects besides having significant

benefits from the environmental point of view. Natural pigments extracted from

fruits and vegetables such as anthocyanins (blueberry) are proven to be suitable

for DSSC.

2 Experimental Procedure

2.1 Examined Materials

For fabrication of DSSC, TiO2 paste (Ishihara Sangyo Company, ST-01), acetic

acid (Kanto Chemical Company), pure water, polyethylene glycol (Wako Pure

Chemical Industries, 400), acetylacetone (Kanto Chemical Company, JIS K

8027), iodine electrolyte, graphite carbon pencil, FTO (fluorine-doped SnO2 coated

glasses), and blueberry were used in this research.

Experimental steps were done in three parts: preparation of the cathode electrode

(TiO2 paste), preparation of anode electrode (carbon), and preparation of

dye-sensitized solution.

2.2 Preparation Method

2.2.1 Preparation of Cathode Electrode (TiO2 Paste)

The TiO2 films were made by spreading TiO2 pastes on the fluorine-doped SnO2

conducting glass (FTO) by the spin-coating technique. TiO2 pastes were prepared

by mixing-grounding the TiO2 sample with distilled water, acetic acid,

acetylacetone, and polyethylene glycol (PEG). Extensive stirring was proceeded

to ensure complete dispersion of TiO2 nanoparticles and to facilitate the spreading

of the colloid on FTO glass [7]. Droplets of each paste were placed onto the FTO

glass, on the turning table of a spin coater. Adhesive tapes were placed on the edges

of FTO glass to form a guide for spreading the pastes at about 10 s. Then, air-dry for

10 min. After air-drying, the TiO2 was heated at 100 �C for 30 s, followed by

annealing at 450 �C for 60 min. The resulting electrode was to be cooled at 80 �C.
Thickness of the TiO2 film was controlled by multiple coating processes in which

the coated substrates were subjected repeatedly to spin-coating and drying steps.
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2.2.2 Preparation of Anode Electrode (Carbon)

The FTO glass was wiped with ethanol. Then, the FTO glass surface was colored by

using graphite carbon pencil. After that, the surface was checked to ensure that

there was no space that the carbon did not cover.

2.2.3 Preparation of Dye-Sensitized Solution

Anthocyanins (Blueberry)

Twenty frozen blueberries were left to defroze. No water was added into the

solution. Cathode electrode was then immersed in the dye solution for 6 h, without

the presence of light. After that, pure water was poured on top of the electrode to

ensure that there was no blueberry stuck on top of the TiO2 surface. The electrode

was taken out of the dye solution, and left to dry for 15 min, at room temperature.

2.2.4 DSSC Assembling

Cathode electrode and anode electrode were put together, overlapping each other,

and a space at the end of each electrode was made. Next, fasten both electrodes

using the double clip. Three drops of iodide solution were added at the end of the

electrode. Let the solution spread over the entire electrode. Then, wipe off the

remaining iodide solution using cotton swab soaked with alcohol. After that, a tester

with crocodile clip was attached at both ends of the electrode, and the experiment

was conducted under true light® (10 W/m2).

True light has the same wave pattern as the sun. It is usually used in animal

breeding.

3 Results and Discussion

3.1 Thickness

The results produced show that as the thickness of TiO2 increases, the power

produced will also increase (Fig. 1). The sufficient film thickness will create large

pore size and enough space that allows the more redox electrolyte to diffuse into

the film.
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3.2 Thickness and Effect of Dye

It is noted that the amount of dye absorbed for TiO2 increases with the film

thickness. The photocurrent generated by the solar cell is directly proportional to

the amount of dye adsorbed on TiO2 film [8]. This explains that more dye molecules

are attached to the increased surface of TiO2. Then, it can generate many electrons

and improve the electron transport. The circuit voltage is almost the same, while the

current density increases as the thickness of the TiO2 layer increases (Fig. 2). This

brings about the improvement of the efficiency.

0.0

200.0

400.0

600.0

800.0

1000.0

1200.0

1400.0

1 2 3 4 5 6 7 8

P
ow

er
 [
nW

]

No. of layer

Fig. 1 The energy produced with the number of layers of TiO2

0.0

500.0

1000.0

1500.0

2000.0

2500.0

1 2 3 4 5

P
ow

er
 [
nW

]

No. of Layer

a b

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

0.0 100.0 200.0 300.0 400.0

C
ur

re
nt

 [
µA

]

Voltage [mV]

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Without dye

With dye (Blueberry)

Without dye

With dye (Blueberry)

Fig. 2 Number of layers of TiO2 with and without dyeing. Left figure (a): The difference between
TiO2 with dye and without dye with the power produced. Right figure (b): The difference between
TiO2 with dye and without dye with the voltage and current produced

366 A. Nuran et al.



3.2.1 Suitable Condition For Dye (Blueberry) Absorption

Based on the graph below (Fig. 3), optimum dyeing time was 4–6 h. From 7 to 8 h, it

shows the decrease in power produced. This is because the blueberries were used as

the dye solution. Any time more than 6 h, the blueberries will start to rot. And this

will change the dye solution. It might contain more acid than normal blueberries.

4 Conclusion

There are many factors that will influence the performance of DSSC, for example,

the thickness of TiO2, the nature of dye, the activity of redox electrolyte, etc. The

criteria for making an effective TiO2 working electrode include high surface area,

appropriate bandgap, and appropriate dye solution. It is essential to increase the

surface area of TiO2 nanoparticles in order to increase the amount of dye adsorbed.
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An Experimental Study on Bioclimatic

Design of Vertical Greenery Systems

in the Tropical Climate

Badrulzaman Jaafar, Ismail Said, Mohd Nadzri Md Reba,

and Mohd Hisham Rasidi

1 Introduction

In the past, comfort is derived from natural resources. Now we tend to rely solely on

mechanical systems, forgetting about the benefits of passive solar design and

natural resources such as wind, water, or sun. Bioclimatic design aims to build in

harmony with the weather rather than in opposition to it. Bioclimatic design is

characterized by a willingness to adapt to the environment. This type of design

allows substantial savings in air conditioning and lighting. Just by correctly

orienting the house, using insulation to its best advantage, and correctly placing

openings (windows and doors), you can save between 30 and 40 % on energy bills.

There are natural or passive air conditioning systems, some of which have been

around for hundreds of years and offer savings without generating extra costs. In a

bioclimatic design, there are no set construction models. What works in one climate

does not as a rule work in another. In warmer climates, the main facade is best

oriented to the north and protected with shading elements. This condition is caused

by the characteristics of the hot humid climate with summer temperatures (>20 �C)
and moderate to winter (>0 �C). Annual precipitation and humidity are high with

frequent rain showers. Freezing temperatures are uncommon, and relatively minor

diurnal temperature fluctuations are typical [8]. Thus, site planning and design

should seek to increase shade, cooling from evaporation, and breezes.

Living walls and green facades are very useful in warmer regions. They tend to

be used on the western and southern parts of buildings that receive the most sunlight

[2], thus preventing the sun’s rays from hitting the dwelling directly. Moreover, the
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distance between the plant layer and the constructed wall serves as the insulator: the

vegetation cools the layer of air that is in contact with the wall of the house by

means of evaporation of water on the surface of the leaves [12]. In this way, the

surface temperature of the wall falls and less heat transfers to the dwelling. On the

north facade which is the coolest since it does not face the sun, the microclimate

obtained between the two walls is ideal for ventilating the home with cool air.

Rapid urbanization and the concern for climate change have led to a growing

trend to bring nature into the cities [6]. Due to urbanization, urban heat island

effects have become a serious problem. Greenery is expected to be an effective

countermeasure, and much research is available regarding green roofs, green walls,

street trees, and parks. In Malaysia, the use of vertical green system (VGS) is still

new, needs more exposure to the best practice related to a method of increasing

human comfort, and reduces energy consumption. Therefore, the approach of the

Look East Policy adopted by Malaysia since 1982 is able to provide the best

examples of VGS practice in Japan.

In Japan, vertical greenery system is widely used to reduce the urban heat island

effect. This has been proved by the action of the Federal Government of Japan, and

major cities offer incentives to developers that install green facades, living walls,

and green roofs [4]. Tokyo experienced poor air quality and climate change in the

early 1990s. The average temperature is now 5 �F (3 �C) higher than it was 30 years
ago. On tall buildings, the ratio of wall surface to roof area is much higher. In the

1990s, Japanese municipalities and agencies of the Federal Government are aware

that the concrete high-rise buildings are the dominant form of urban development,

which contribute to the urban heat island. Therefore, the Japanese government has

funded the installation work and research for Bio-Lung measuring 5000 long and 400

high green walls. The results showed that 30 different green wall systems supplied

by 18 different manufacturers in Japan have lowered the temperature of the building

[4]. Results of the study, the act were drafted by the Tokyo Metropolitan Govern-

ment (TMG) in April 2001. It requires all roof and wall surface greened in any new

construction project with greater effect than 1,000 m2 (250 m2 to public utilities).

In this paper, experimental investigation of temperature and percentage of

moisture at the surface of the VGS in front of the corridor is presented. The basic

element of the study is a modular system and the cable system is installed next to

each other. For this study, the ability to enhance the effect of high cooling by

evaporation is achieved through a modular system.

2 Literature Review

The meaning of vertical greenery systems was collected from various research

sources that produce a significant picture on terminology of vertical greenery

system. Peck et al. [12] and Bass and Baskaran [3] define it as a way in which

plants can be grown on, above, or in the walls of the building. This view is

supported by Köhler [10] and Dunnett and Kingsbury [7] who state that vertical
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green system is the result of greening vertical the buildings with plants, either

rooted in the ground, the wall material itself, or in modular panels attached to the

facade to cover the building with plants and can be classified into the facade

greening and living wall systems. Pérez et al. [13] have proposed a classification

system called the green vertical system. This proposal is consistent with Wong

et al. [20] and Cheng et al. [5] state that vertical greenery system (VGS) is

comprised of the green facade and living wall. In this classification, a significant

difference between the vertical greenery systems’ detailed comparisons can be

made. It is through the construction of different methods that plant species are

grown, and the support structure and the materials used are dominant. Vertical

greenery system concepts can be divided into two main categories such as green

facades (support system) and living wall systems (carrier system) according to their

growing method.

2.1 Temperature Reduction by Vegetation

Studies on the effect of the use of plants in vertical greenery system are different

according to its purpose. It includes how they control the amount of solar radiation,

reduce the cooling load, and improve internal and external thermal environment.

Papadakis et al. [11] showed that the solar radiation incident on the shaded trees

(100 W/m2) is far lower than the area without shade (600 W/m2). Stec et al. [16]

reported that the temperature of the different layers of the double-skin facade is

generally lower if plants are used instead of blinds in interior space. This is because

the plants’ surface temperature does not exceed 35 �C compared to blinds which

have recorded temperatures above 55 �C. The installation of plants inside the

double-skin facade can reduce the energy consumption of an air conditioning

system energy up to 20 %. This study was strengthened by the “Bioshader”

experiment conducted by Miller et al. (2007) at the University of Brighton, United

Kingdom, where it is reported that there is a temperature difference if the double-

skin facade was installed on the windows of offices, which have been compared

with other offices without plants. Results show a reduction of internal temperature

measurement at 3.5–5.6 �C. Another study by Wong et al. [19] on a freestanding

wall in Hortpark (Singapore) with the type of vertical greening showed maximum

reduction of 11.6 �C. This indicates that the greened façade less heat adsorbed not

greened façade and reveals itself in less heat radiation during the afternoon and

evening.

2.2 Humidity Increase by Evapotranspiration

Evapotranspiration process of plants that occurs through evaporative cooling of the

leaves depends on the type of plant and exposure. It also includes the influence of
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climatic conditions. Dry environment or the effects of wind can increase the

evapotranspiration of plants. In the case of vertical greenery systems, evaporative

cooling from the substrate becomes important especially for the effect of substrate

moisture [13]. Vertical greenery system can produce changes in ambient conditions

(temperature and humidity) of green space between the screen and the wall of the

building. This layer of air can produce a cooling effect on evaporation. Pérez

et al. [13] verified that a microclimate between the wall of the building and the

green facade is created, and it is characterized by slightly lower temperatures and

higher relative humidity. As a consequence, especially in warmer climates, the

cooling potential can lead to significant energy savings for air conditioning

[1]. Sheweka and Mohamed [15] found that high humidity offsets the thermal

comfort especially when temperatures are high and there is no wind to overcome

thermal discomfort. Therefore, it is important to consider the location of the green

wall in a closed place because it can affect the temperature and humidity.

Evapotranspiration is the process by which water is transferred from the land to

the atmosphere through transpiration from plants. It shows that plants provide a

cool environment where the land and the plants become perfect insulators [11,

18]. Vertical greenery system is an excellent way of saving on air conditioning, and

their advantages do not end there. One of the solutions to improve the thermal

performance of the vertical greenery system is to cover them with vegetation.

Living walls and green facades enhance thermal comfort in a building environment

both indoor and outdoor by reducing heat transfer to and from the building envelope

[16]. They shade buildings from solar radiation, absorb solar radiation for photo-

synthesis and evapotranspiration, and reduce solar reflection and re-radiation to

atmosphere [19].

3 Methodology

An experimental approach used in this study consists of two panels of the vertical

greenery system characterized as green facades and living walls which are installed

in front of a 5-storey office building corridor in Petaling Jaya, Selangor, Malaysia

(Fig. 1). Two experiments were carried out to compare the air temperature and

humidity in the internal corridor. The outdoor temperature and relative humidity

were measured 30 cm from the facade using a HOBO U12-011 (Onset Computer

Corporation, Massachusetts, USA) [9, 17] humidity and temperature data logger

(�2.5 % accuracy for RH and �0.35 �C accuracy for temperature). Measurements

of temperature and relative humidity are made on the surface of the vertical

greenery system which is facing towards the north. It is measured at two different

points (1,000, 2,000 mm from the bottom of the corridor) for each panel (living wall

and green facade). From 27–31 May 2013, these measurements were recorded

every 30 minutes with a data logger (Hobo U12-011 Temp\ RH, Onset Com, USA).
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4 Findings and Discussion

This paper presents the results of experimental studies conducted for 5 days as the

reference. The focus of this study is to obtain data on the effect of living walls and

green facade in the internal corridor. In this study, the effects of temperature and

relative humidity on experimental plots at the site were evaluated.

4.1 Temperature

Results in Table 1 show that the average temperature on the three plots is very

different according to the VGS type used. Results in a modular system are lower

(29.8 �C) and living wall (30 �C) compared to control (30.6 �C). These results

suggest that a decrease in temperature occurs with the use of a vertical greenery

system in the corridor. Maximum temperature taken from the living wall is 37.4 �C,
which is higher than the green facade at 33.9 �C. This occurs because more sunlight

can penetrate to the living wall with a cable system compared to the green facade’s

thickness and dense vegetation [5]. Thus, the use of green facade with a modular

system is more effective in providing a cooling effect. This is because the highest

temperature was 45.8 �C without any vegetation on the surface of the wall. It

suggests that more heat energy into the non-shaded wall causes higher surface wall

temperature [11].

Fig 1 Vertical greenery systems
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4.2 Relative Humidity

There are significant differences derived from the study site. Table 2 shows the

average percentage of relative humidity on three plots including the control. The

study found that the use of green facade with a modular system produce high

humidity (71.7 %) compared to the living wall system (70.3 %). It happened

because 5–30 % of the remaining solar radiation is passing through the leaves

and is affecting the internal climate of buildings when it passes the façade or roof

[14]. Both systems show similarities if referred to the maximum percentage of

humidity, where the living walls (86.7 %) and green facades (86 %) are compared to

the controls (96.7 %). However, due to heavy rain, the percentage of humidity in the

control has been recorded as the highest reading. It is in line with studies by

Sheweka and Mohamed [15], which state that high humidity compensates thermal

comfort especially when temperatures are high and there is no wind to overcome

thermal discomfort. Therefore, it is important to consider the location of the green

wall in a closed place because it affects the temperature and humidity.

5 Conclusion

The vertical green system industry in Malaysia is in its infancy and it is important to

ensure the opportunities available for knowledge transfer and exchange. Expertise

and knowledge of the have proven effective within Japan. From the experimental

results, it is clear that the temperature drop in the corridors occurs in a green facade

compared to a living wall. This is because of the moisture available in a modular

system due to the stagnant watering. This situation is contrary to the living wall

system that uses a cable system that cannot absorb moisture. This research can be

further developed to produce a more effective cooling method. It has the potential

to be expanded for the validity of the temperature drop through the use of VGS.

However, it can only be proven if the study period is longer than 1 month. This is

due to the need to obtain patterns of temperature and humidity that influence the

Table 1 Comparison of

temperature by vertical

greenery system

Type of VGS Max (�C) Min (�C) Mean (�C) SD

Control 45.814 24.171 30.628 5.948

Living wall system 37.453 25.965 30.014 2.793

Modular system 33.966 26.329 29.842 2.183

Table 2 Comparison of

relative humidity by vertical

greenery system

Type of VGS Max (%) Min (%) Mean (%) SD

Control 96.791 28.548 70.635 19.718

Living wall system 86.797 49.759 70.397 11.562

Modular system 86.031 52.944 71.703 9.864
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effectiveness of a bioclimatic design. It also indirectly will provide space for

discussion and study on the species and morphology of plants suitable for use in

this method. Other parameters that are proposed to be conducted in specific studies

are aesthetics, the thickness profile, weight, ease of maintenance, ease of construc-

tion, type of plant, and cost.
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The Adoption of Green Manufacturing

Practices in Furniture Firms

Puteri Fadzline Tamyez, Norzanah Mat Nor, and Syed Jamal Abdul Nasir

1 Introduction

According to Gomes and Shian [1], manufacturing is much related to the 3D

syndrome—dirty, dangerous and degenerative. It is unfortunate to acknowledge

the progress of Malaysia in green technology that is 25 years behind Europe

particularly in green building technology, water and waste management and the

transportation sector. Green technology is not merely described as technology or

processes that are environmentally friendly and applied principles of sustainability.

According to Lee et al. [2], green management comprises interaction between

corporate and environment which further brings an impact in the field of business

and environment. Nature or green technology is a current key theme which con-

tinues to conquer interior works and the furniture industry [3].

Furniture is an example of products that constitute to one of the major causes of

environmental problems [4]. The limitation and overexploitation of natural

resources have forced green design to be advocated as the mainstream of the future

direction to protect the environment and resources [3, 5]. Most greenhouse gases

emissions, nature resources consumption and other environmental problems are

caused by manufacturing industries. References [6, 7] introduce ‘green innovation’

which aims to radically produce green products that are not only ‘new’ from

distinctive competitors but also ‘green’ enough to create an influence and to

minimise environmental impact [8]. The economic growth, industrialisation and

growing population in Malaysia have forced companies to pursue to green

manufacturing practices [9, 10]. The National Green Technology Policy

(NGTP2009) has been developed by the government to encourage manufacturers

to lessen environmental problems [10]. Green practices are also among the seven
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thrusts outlined in the National Timber Industry Policy as a policy direction in

marketing and promotion [11].

2 Methodology

A total of 49 usable responses out of 403 samples completed the open-ended

questions. Arnon and Reichel [12] stated the necessity to include open-ended

questions in order to draw out personal thoughts about the topic of interest. Samples

involved are the small-, medium- and large-sized furniture managers in Malaysia.

The majority of the respondents (93.5 %) are Chinese who fell in the age ranged of

40–49 years old. Most of the respondents had 21–30 years of experience in the

furniture industry where the majority of them are managers but not owners. In terms

of the size of firm, the majority of respondents belong to the medium-sized firms

which constitute 35.2 %, followed by small-sized and a minority of large-sized

firms which constitute 10.3 %. Content analysis was chosen as a method of

analysing the data resulting from the open-ended question. According to Ref.

[13], an ‘emergence of regularities’ needs to be achieved after an iterative process

of identifying units of similar characteristics.

3 Results and Discussion

3.1 Reluctance in Pursuing Green Processes

A very large proportion of the participants (81 %) strongly claimed that they do not

have any consideration to produce green products or green processes. This indicates

a low possibility of adoption of green practices among the manufacturing firms. Lee

[14] and Nawrocka [15] agreed to the notion and added that it is similar among

SMEs that often have a narrow perspective on tackling green issues in an ad hoc

manner.

This study is consistent with Valipoor and Ujang [16]’s study which revealed

that most of their respondents are reluctant to sacrifice in changing their production

facilities in order to pursue towards sustainable products. Factors that contribute to

their hesitation are the lack of technology, proper facilities and appropriate sup-

pliers. A similar study [17] added a lack of system of knowledge sharing and a large

skill set of sustainable product design are some of the barriers to implement green

products. This is also agreed by Ratnasingam et al.[18] and Ratnasingam and

Wagner [19], and they stated that the lack of customer demand, no government

regulation, lack of government incentives and lack of trained personnel to imple-

ment and maintain the system also contribute to the deterrents of the adoption of

green manufacturing practices.
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Not only that, Ratnasingam [20, 21], Ratnasingam et al. [18] and Ratnasingam

and Wagner [22] investigated that ISO 14000 is less applied among the furniture

firms and needs to be contemplated to evaluate whether the cost be reduced with the

application of ISO 14000. Ratnasingam [21] added that ISO 14001 comprises

important elements of an environmental management system which have been

implemented by more than 130,000 organisations worldwide. A participant

(No. 29) agreed to have consideration in producing green products depending on

the market response and the additional cost that can be accepted by the customer.

Another participant (No. 25) also had similar view and stated that their company

has not put serious effort to implement this work or idea. The reason behind the

reluctance of the retailers in pursuing green technology is their unwillingness in

paying premium price for green furniture. Most buyers have the perception of

purchasing cheaper furniture [1]. Some furniture buyers are not having any interest

in purchasing sustainable products due to their unawareness on the benefits of the

positive effects of green products and little realisation of sustainability to the public

in Malaysia [16]. However, Adis et al. [23] argued that this is not the case for

foreign buyers as they prefer certified environmentally friendly products from

Malaysian firms. Noci and Verganti [24] revealed that advanced green manufactur-

ing can only be carried out through implementation of high innovation capacity.

3.2 The Willingness of Firms in Pursuing
Green Management

Hence, it is worrying that there is only small proportion of participants that could

take their products to a higher level by meeting requirements to produce green

products, using water-based or nontoxic finishing materials and using plantation

wood rather than tropical wood. Green management has become fashionable and a

trend among large firms [25]. Gomes and Shian [1] agreed that there is an increas-

ing number of manufacturers instituting green practices in response to the market

that is becoming highly competitive. Ratnasingam [21] added that more export-

oriented manufacturing firms showed significantly higher degree of green

manufacturing. This is agreed by a research made by Ratnasingam and Wagner

[19] in Malaysia which stated that only 54 % of the respondents practised some

green manufacturing practices and only 8 % adopted the ISO 14000 environmental

quality management system. This is also supported by communities [26] which

stated that the use of nontoxic, sustainably produced or recycled materials in a

process is one of the common principles of environmentally sustainable design. A

study has been made by Kozak et al. [27] about the acceptance of customers in

Canada on the market potential of wood certification. It is found that not only most

participants had little knowledge on environmental labelling of wood products, but

also they were willing to purchase and pay a small premium for these products,

assuming equivalent design and quality.
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The emergence of green innovation derives in response to environmental

requirement, rising customers and corporate environmentalism which is described

as the responsive way [20, 28, 29]. Goals of higher profitability and cost efficiency

are other elements that led to the rise of green innovation, described as proactive

way [30]. Several steps were taken by some firms such as using recycled materials

(participant No. 13). Another participant uses only plantation wood as a step

towards sustainability (participant No. 3). This is also agreed by Gomes and

Shian [1] revealing certified sustainable wood is the easiest green step adopted by

manufacturers. Forest plantation is described as wood that is harvested from forests

that is sustainably managed environmentally [27]. Nonetheless, according to

Ratnasingam [21], rubber wood is not considered a sustainable source as its social

obligation is not met, and as a result there is difficulty for the plantation to be

certified. Sri Lanka rubber wood however is all certified and largely used among

manufacturing firms.

Other participants apply water-based finishing (participant No. 41), do not use

toxic material which is harmful (participant No. 22), and comply with the FLEGT

regulation (participant No. 34). Coating materials are very dependent on market

requirements. Low-toxicity furniture results to low volatile organic compound

(VOC) production although there is scarce application on recycled metal or plastic

among manufacturing firms [21]. According to Ratnasingam [21], there are issues

in sustainability that include adhesives, preservatives, wood certification, and

packaging. Adhesives, for example, require a much lower volatile content and in

packaging it is a matter of using more recycled fibre.

3.3 Guidance for Firms to Adopt Green
Manufacturing Practices

It is a challenge for SMEs to gain the international standard [14] for their lack of

price premium for green furniture, the cost of adoption and the absence of stringent

legislations which are contributing factors to the limitation in the adoption of green

practices [21]. The point of issue is how to bring sustainability and green technol-

ogy into the furniture industry. In countries like USA, UK and Japan, green

furniture has been the latest concern in terms of environmental issues [31]. Benefits

of green manufacturing practices include energy reduction, better working envi-

ronment and reduction in waste [21]. In addition, it is proven that manufacturers

committing to ISO 14000 standards have reduced their energy use by up to 17 % as

well as reduced their waste [1].

Therefore, firms must take the first step by being aware of the benefits of green

manufacturing. Ratnasingam andWagner [19] and Ratnasingam [21] supported this

notion and added that it is an important marketing criterion and increasingly used as

a strategic marketing tool. In fact, being green is considered as being distinctive

from other competitors as better resource utilisation is achieved by reducing waste
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and pollution, as well as giving greater value to customers [32]. Additionally,

extensive literature [33–36] reported that profitability of a firm could be enhanced

by producing green innovative products.

Secondly, pursuing in owning certifications will allow firms to own their own

green management. This is because certification plays an important role in deter-

mining the success of the wood industry, particularly in the wooden furniture

products, which results to the willingness of consumers in purchasing value-

added wood products [27, 37]. Certifications such as the International Standard

Organization certification will increase a higher standard of promotion adoption

[38]. However scholars argued that certification is unlikely to increase financial

performance and only able to gain improved customer retention, satisfaction and

positive public reputation [39].

Malaysian Timber Certification Council (MCTS) is an organisation that com-

prises two components: Forest Management Certification and Chain of Custody

(CoC) Certification. This organisation assists in meeting demand for certified

timber products [40]. Therefore, working closely with this organisation will hope

to ensure market access for Malaysian timber products, particularly in improving

environmentally sensitive markets. The increased consciousness on the environ-

ment in the global markets has led among stakeholders to take more responsibility

and accountability to ‘green the industry’ [41]. Thus, more emphasis should

be given in ensuring high quality and design on wooden furniture products,

as well as sustainability which eventually gives a greater impact on business

performance [42].

4 Conclusion

Marketing tools that are very commonly applied among manufacturing industries

for waste reduction and process improvement initiatives are Total Quality Man-

agement (TQM) and Business Process Reengineering (BPR), Supply Chain Man-

agement (SCM) and Lean Manufacturing (LM). Designers also should take

initiatives of making bold decisions on the application of resources, modes of

consumption and the lifecycles of products and services [26].

According to Zhang and Wang [43], green product designs are undertaken

through four stages: (1) process to improve technics, (2) waste recycling,

(3) transformation products and (4) environmentally harmless in green product

design. According to Callenbach et al. [44], technical and management skills of

employees are a prerequisite in developing an innovation-focused environmental

initiatives and programmes. Thus, consistent inspirations for employees need to be

carried out to produce significant managerial implication. Moreover, an indepen-

dent department needs to be established to ensure a smooth operation of green

manufacturing practices adopted [14]. Green manufacturing practice is the way

forward from producing the image to portray towards buyers and among compet-

itors [23]. Low cost and differentiation are benefits that can be gained from green
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manufacturing practices [45–47]. This concurs with Handfield et al. [48] ‘s study

which stated that design-oriented sustainability that is applied in the production

process and related with the bulk of the cost of product will bring a more compet-

itive edge in the market. Noci and Verganti [24] suggest that a combination of a

firm’s innovation with technological capability will pursue to a greater advance-

ment in their green management practices.
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1 Introduction

The International Medical University (IMU), Malaysia, which started as the

International Medical College (IMC) in 1992 was granted university status in

1999. The IMU is based on an international partnership model, where the students

can opt to do their preclinical years at the campus in Bukit Jalil before transferring

to many Partner Medical Schools (PMS) in the UK, Australasia, Canada and the

USA complete their MBBS programme (http://www.imu.edu.my/imu/). Students

can also opt to complete the whole programme in Malaysia by continuing their

clinical years at the IMU Clinical School in Seremban. The IMU also offers a wide

range of health science programmes including Dentistry, Pharmacy, Chinese Med-

icine, Chiropractic, Nutrition and Dietetics, Nursing, Biomedical Science and

Medical Biotechnology as well as postgraduate programmes by research and

coursework. Research is given great emphasis by IMU as it is an important

component of academic and scholarly activities that drive teaching and learning.

In the early years, research at IMU was supported mainly by internal grants as

application for government funding was only open to public universities. Our

researchers have successfully bid for external grants when government funding

was open to private universities since 2002 (Fig. 1). The amounts of external funds

have been increasing since then, with the Ministry of Education and Ministry of

Science, Technology and Innovation being the major funding sources, while other

funding comes from research institutions (e.g. Malaysian Palm Oil Board) and

foundations (e.g. Malaysia Toray Science Foundation) and private sectors
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(e.g. drug and food companies). There have also been substantial amounts of

internal funds invested to support undergraduate as well as faculty and postgraduate

research.

A credible environment and infrastructure, with a floor space of 26,000 square

feet, has been established to support research activities at IMU. There is also an

animal holding facility with state-of-the-art caging and maintenance system for

experimental animals. An Environmental Health Laboratory equipped with an

inductively coupled plasma mass spectrophotometry (ICP-MS) machine was set

up for the testing of toxicants such as heavy metals in environmental and food

samples. The facilities not only support research but also provide services to the

industry, as part of the commercialisation activities.

There has been significant progress in research outputs considering that IMU is a

relatively young university. The total number of publications from IMU has

increased from 123 in 2008 to 149 in 2012, with an increase of total impact factor

from 77.97 to 148.298 (Table 1). In terms of human capital training, IMU has

produced a total of 12 Ph.D. and 31 M.Sc. graduates since 2004. In addition, two

patent applications were filed in 2011.

Research activities of IMU at the initial phase were mainly driven by the interest

of the principal investigators (PI) focusing on areas such as bioactive molecules,

cancer biology and related stem cell research, pharmaceutics and drug delivery

systems, nutraceuticals, environmental health research, clinical research and med-

ical education research. These were later realigned into the following four main

thrust areas: (1) environmental and population health, (2) cancer and stem cell

research, (3) bioactive molecules and drug discovery and (4) health professional

education research [3]. Specific areas of interest in these thrust areas include

airborne organisms [2, 8, 11], nutrition [6, 10], bioactive molecules from various

organisms [1, 4] and cancer biology [7, 9]. The major interests of health
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professional education research include problem-based learning (PBL), assessment

and evaluation, curriculum development, ethics and professionalism and clinical

training [5].

2 Institute for Research, Development and Innovation

(IRDI): Roles and Functional Structure

The Institute for Research, Development and Innovation (IRDI) under the School of

Postgraduate Studies and Research was established as part of the strategic plans of

IMU to realign its research activities to bring research to a higher level. The IRDI

was officially launched by the Chancellor, Dato’ Sri Dr. T. Devaraj, on

18 September 2012. The mission of IRDI is to be recognised as a leading private

research institute in Asia that creates value through integrating education, health

care and research.

The primary aim of IRDI is to serve as a platform to support all research activities

at IMU. The objectives of IRDI include the following: (1) to explore funding

opportunities, (2) to liaise with industrial partners for contract research, (3) to

provide supporting services to researchers such as statistical and editing services

and advice on IP filing, (4) to coordinate the applications for both internal and

external funding, (5) to coordinate the commercialisation of potential research

products and services and (6) to coordinate corporate communication to publicise

IMU research.

The IRDI is headed by a director who reports directly to the Vice-President,

Research (Fig. 2). The director oversees the strategies and functionality of the

Institute and provides leadership to the scientific community of the university.

The Joint Committee on Research and Ethics is an important component of the

Institute, playing a key role in evaluating research proposals for internal and

external funding. In addition, there is a Scientific Advisory Board, consisting of

distinguished scientists in the leading fields as well as representatives from the

industry to advise on the research direction of the Institute, in alignment with its

strategies.

There are two main arms under IRDI, namely, the Research and Development

Arm and Commercialisation and Support Arm. The main functions of the Research

Table 1 IMU research publications and scientific presentations, 2008–2012

Year

No. of presentations No. of publications Impact factor

Oral Poster Total

SCI/ISI

journals

Others including

books/chapters Total Total IF

IF/indexed

paper

2008 148 84 232 37 86 123 77.979 2.108

2009 149 80 229 48 66 114 122.159 2.545

2010 130 71 201 81 65 146 206.006 2.543

2011 180 96 276 116 96 212 274.029 2.362

2012 78 55 133 82 67 149 148.298 1.809
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and Development Arm are as follows: (1) to drive research activities under the

identified thrust areas; (2) to manage the resources for research and (3) to monitor

and evaluate all research activities, including those conducted by undergraduate

and postgraduate students.

Under the Research and Development Arm, there are four Centres of Excellence

(CoE) based on the identified thrust areas, namely, (1) Centre for Bioactive

Molecules and Drug Discovery, (2) Centre for Environment and Population Health,

(3) Centre for Cancer and Stem Cell Research and (4) Centre for Health Profes-

sional Education Research.

2.1 Centre for Bioactive Molecules and Drug
Discovery (BMDD)

The main aim of the Centre for Bioactive Molecules and Drug Discovery (BMDD)

is to facilitate and to support a continuum of research and development activities

from discovery and characterisation of bioactive molecules to clinical trials. Exper-

tise in BMDD includes medicinal chemistry, cheminformatics, computational

biology and chemistry, high-throughput and high-content screening and drug

delivery. The expertise in chemistry includes organic and inorganic chemistry as

Vice-President, Research

Director, Institute for Research,
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Deputy Director,
Commercialisation and Support

Deputy Director,
Research and Development
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Fig. 2 Organisational structure of the Institute for Research, Development and Innovation

(IRDI), IMU
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well as analytical and synthetic chemistry. These experts have the capability to

perform in silico drug design and discovery and synthesise small lead molecules.

Our pharmaceutical chemists and technologists are adept in innovative drug

formulation, employing the latest techniques in nanotechnology. We also aim

to consolidate all our bioactive molecules in a library of compounds in order to

facilitate research collaboration with our partner universities as well as external

institutions through sharing of resources and expertise.

The Centre focuses on the identification of natural and synthetic compounds that

have potential to develop into novel therapeutics or molecular probes. Our strate-

gies are as follows: (1) to discover and develop novel and new compounds; (2) to

resurrect drugs that failed in clinical trials and to discover new, beneficial activity of

currently marketed drugs by developing new delivery platforms; (3) to rediscover

new therapeutic targets of drugs with expired patent through high-throughput

screening, cheminformatics and computation biology; (4) to discover therapeutics

for the treatment of neglected diseases; (5) to offer research consultancy in generics

and development of dosage forms for natural bioactive compounds; (6) to provide

services in bioequivalence studies; (7) to conduct training workshops and seminars

on advanced drug delivery and formulation and (8) to foster research collaboration

through the provision of expertise in chemical synthesis and target validation.

2.2 Centre for Environmental and Population
Health Research

The Centre for Environmental and Population Health Research (CEPHR) has a

blend of clinicians, basic scientists and field researchers in its team, and it endeav-

ours to work with local and international agencies to spearhead research in impor-

tant areas of global health. The CEPHR identifies and shares its top priority

objectives through its strategic plan by steering and aligning the current research

on the following themes: (1) understand the epidemiology, biology and complex

interactions between environmental agents and population health; (2) improve early

detection and diagnosis; (3) accelerate progress in disease prevention and surveil-

lance and health promotion and (4) develop effective and efficient treatments.

These strategies could be strengthened by currently available tools and emerging

fields in nanotechnology, genomics, proteomics and metabolomics.

The strategic plan for the CEPHR encompasses an integrated approach which

aims to transform fundamental knowledge and research competency on environ-

mental and population health to meet the needs of local and global communities for

environmental sustainability. The more we know about environmental exposures

and hazards to health, the better we can manage the risks in our efforts to promote

human health and disease prevention activities. Environment, population and health

are interrelated entities. Urbanisation and increased populations have directly or

indirectly contributed to drastic changes in the global environment including air,
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water and soil contaminations, greenhouse effects, global warming and climate

change. These environmental threats will eventually affect human health at

different life stages (prenatal, pregnancy and old age). The incidence of disease

and mortality in susceptible populations may increase due to emergence and

re-emergence of communicable diseases, vector-borne diseases, nutritional dis-

eases due to food insufficiency, respiratory diseases, non-communicable diseases

and physiological and neurological disorders. Measures should be taken immedi-

ately to reduce the adverse health impacts of these environmental risk factors.

These strategic themes and goals are also formulated to target and strengthen the

early disease detection and prevention in addition to assessment and control of the

environmental factors. Providing appropriate interventions and treatments in a

timely manner will create a better health-support environment for the population.

2.3 Centre for Cancer and Stem Cell Research

Cancer is a complex, multistep process that can be interrupted at many stages, from

initiation to disease progression to metastasis. While basic science exploration into

the many factors that influence the cancer process has always been a major

component of cancer research, it takes on increased importance today as accumu-

lated knowledge and groundbreaking technologies such as imaging, nanotechnol-

ogy and metabolomics are enabling us to interrogate in precise detail the tumour

microenvironment and the larger biological system in which it exists.

At the Centre for Cancer and Stem Cell Research (CCSCR), we leverage our

scientific expertise and technological forces with key partners to achieve our vision

of reducing the burden and eliminate the adverse outcomes of cancer by leading an

integrated effort to advance fundamental knowledge about cancer across a dynamic

continuum of discovery, development and delivery.

To understand the machinery of cancer, we first have to focus on the biological

nuts and bolts, that is, basic research—studying the molecular and cellular why’s

and how’s of biology. The IMU Cancer Research team is populated with some of

the top basic scientists, women and men, who explore the tumour cosmos within the

confines of their laboratories.

The CCSCR has the following overarching research themes: (1) unravelling the

complexities of the cancer process, normal cell growth and differentiation;

(2) greater understanding of how cancers originate, progress and behave;

(3) adapting discoveries to prevent or intervene the disease process at the early

stage; (4) combining effective agents, including both conventional and molecularly

targeted therapies, to develop less toxic and more effective treatments; (5) predict a

patient’s susceptibility to cancer and to use this knowledge to treat the disease on a

personalised level and (6) advancing biomedical technologies, such as nanotech-

nology, genomics, imaging and proteomics, to identify human proteins and their

biological functions, and creating instruments that deliver highly targeted treat-

ments and predict therapeutic effectiveness.
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2.4 Centre for Health Professional Education Research

The Centre for Health Professional Education (CPHE) Research encompasses

research in the area of medical, dental, pharmacy and allied health professional

education. Researchers supported by this Centre are faculty members from all IMU

schools with an interest in HPE research. However, as with most health professional

schools worldwide, faculty members are trained primarily as professionals in their

respective fields (doctors, nurses, pharmacists and scientists) and not as education-

ists; hence one of the main aims of the Centre is to ensure that faculty have access to

training in education research. For this reason, the Centre is strategically affiliated

with the IMU Centre of Education (ICE), as ICE supports the Centre activities by

providing training in education research, running research consultancy clinics and

fostering networking by hosting international education conferences. The Centre

also aims to contribute and be recognised as experts in HPE; hence, another strategy

of the Centre is to develop international research collaborations with IMU’s partner

schools. Currently, there are research HPE collaborations with the University of

Tasmania, University of Adelaide, University of Newcastle (Australia) and Uni-

versity of Otago.

The research areas supported by the Centre can be generally divided to teaching

learning methods, assessments, clinical and communication skills, student pre-

paredness and learning styles. For teaching learning methods, research is focused

on problem-based learning, inter-professional learning and e-learning methods.

Assessment research includes open and closed book assessments, key features

assessment and formative assessment. Clinical and communication skills research

includes peer teaching of clinical skills, innovations in teaching communication

skills and clinical competencies. Research on student preparedness and learning

styles covers aspects related to student preparedness to transfer to the clinical phase

and student selection into health professional schools. In order to ensure that

research projects are transformed into scholarly articles of international standards,

the Centre also helps facilitate prepublication advice by having a panel of internal

and external experts available for the researchers. The Centre will continue to

review its initiatives and strategies within IRDI and IMU to improve and achieve

its aims.

2.5 Commercialisation and Support Arm

The Commercialisation and Support Arm consists of two major units, namely the

Commercialisation and Business Development Unit and Support Unit. The main

functions of this Arm are as follows: (1) to coordinate the commercialisation of

potential research products, findings and services; (2) to recommend and provide

advice on patenting of research findings, products and processes; (3) to liaise with

potential industrial partners for contract research; (4) to facilitate corporate
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communication for research with the aim of publicising IMU research to attract

more funding; (5) to provide supporting services such as statistical advice,

utilisation of bioinformatics tools, editing services for publications and grantsman-

ship training; (6) to ensure efficient utilisation and proper maintenance of all

research facilities and equipment; (7) to enhance the quality of research through

QC, QA and audit (e.g. ISO) and training (e.g. Good Clinical Practice Seminar) and

(8) to enhance research culture within IMU.

Research entrepreneurship undertaken by IRDI will create systems to maximise

returns on research efforts through planned synergistic collaboration with industrial

partners, researchers, all stake holders and the community. It will promote an

environment that will facilitate the processes that translate research results/products

for downstream application. The outcomes expected will be creation of jobs,

training of graduate researchers, financial returns, patents, publications and other

research indicators, further research and generation of research funds. In line with

IMU’s efforts towards strategic partnerships and linkages, the Commercialisation

Unit will seek to establish various research hubs with industrial partners in focused

areas of interest. The “SRAS-IMU Herbal and Medicinal Research Hub” is the first

research hub that was established in 2013 focusing on research and commercia-

lisation of potential herbal and natural products. Other commercialisation activities

include the provision of various laboratory services such as environmental testing

services for both chemical and biological contaminants in air and water and

consultancy and laboratory services for contract research in various fields

(e.g. recombinant proteins as vaccine candidates). In addition, researchers can

also access IMU’s laboratory equipment on a rental basis.

Under this Arm, there is also an e-journal named International e-Journal of

Science, Medicine and Education (IeJSME) which aims to provide a forum for

disseminating articles of important scientific merit to international scientific com-

munity on three major areas, namely, basic science, medical science and medical

education research (http://web.imu.edu.my/ejournal/default.asp). The journal was

listed in the Malaysian Citation Index (MyCite) and ranked 76 of 112 Malaysian

journals in 2012.

3 Concluding Remarks

With the realignment of research direction through IRDI, IMU aims to be more

competitive in terms of securing external funding for its research and to provide

support and training to enhance the capability of our researchers. We also aim to

foster strategic partnerships with both local and foreign institutions to excel in the

identified thrust areas. In addition, we aim to establish strategic linkages with the

industry to promote commercialisation of our research products and service.
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The Roles of the Institute of Nano Electronic

Engineering (INEE), UniMAP in NCER:

From Nanotechnology Perspectives

U. Hashim, E.N. Elliazir, Jasni M. Ismail, A.R. Ruslinda,

and M.K. Md. Arshad

1 Introduction

Nanotechnology has been identified as new industrial revolution, and most

countries are investing heavily in this market to assure their market competitiveness

[1]. A forward-looking approach to the key technologies of the future is crucial to

sustain an active and competitive industrial economy. This emerging technology

offers rapid advances across many areas of science and engineering crucial to

society [2]. The Malaysian government has taken a serious concern over the

development of nanotechnology in the country. In the Third Industrial Master

Plan (IMP3) that spans a 15-year period (2005–2020), nanotechnology is reported

to be recognized as the new emerging field that can potentially generate technol-

ogies in a broad range of fields such as health, education, information technology,

creation and usage of energy, safety, defense, biotechnology, food and agriculture,

aerospace, manufacturing, and environmental rehabilitation. Researches in nano-

technology provide a fundamental understanding of phenomena and materials at

“nano” scale and the ability to create and use structures to build devices and

systems that have novel properties and functions. The advent of nanotechnology

will be life changing. The development of nanotechnology is analogous to the

development of electricity; it is a field of science and technology that has wide-

reaching implications, not only allowing for the development of new products but

also enhancing current products.

Nanotechnology R&D was started by the Malaysian government in 2001 and

categorized as a strategic research (SR) program under IRPA in the Eighth Malay-

sia Plan (8MP) and funded by the Ministry of Science, Technology and Innovation

(MOSTI). In the launching speech during the World Innovation Forum (WIF KL

2012), Datuk Seri Panglima Dr. Maximus Johnity Ongkili, Minister of Science,
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Technology and Innovation, said that in order for innovation to successfully

transform the economy, inclusive and sustainable innovation has to be undertaken

to ensure all sectors of the economy as well as the people benefit from a high-

income economy. In order to remain competitive, nations need to embark on

transforming their economy to a knowledge economy with innovation as its driver

[3]. The Prime Minister in his 2013 Budget has allocated RM 600 million to five

research universities to conduct high-impact research in strategic fields such as

nanotechnology, automotive, biotechnology, and aerospace [4]. The multidis-

ciplinary fields converge in nanotechnology as shown in Fig. 1.

Over the past years, there are many areas in which nanotechnology has been

developed, emerging from the field of physics, biology, and chemistry, which

include nanocrystalline, nanoparticles, nanocapsules, nanoporous, nanofibers,

nanowires, fullerenes, nanotubes, dendrimers, molecular electronics, quantum

dots, nanoelectomechanical and nanofluidic systems, nanotools, software, lithog-

raphy, soft lithography, self-assembly, sol–gel technology, deposition, and

manipulators.

All these technological areas provide the essential building blocks for the

development of nanotechnology products and services. Countries like the USA,

Japan, Korea, Germany, and the UK have invested huge financial capital to harness

Fig. 1 Harnessing convergence through nanotechnology
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the potential of nanotechnology for their nations’ future. Obviously, these invest-

ments are expected to bring high impact on socioeconomic for many decades ahead.

Definition of Nanotechnology Nanotechnology is the ability to control and

restructure the matter at the atomic and molecular levels in the range of approxi-

mately 1–100 nm and exploiting the distinct properties and phenomena at that scale

as compared to those associated with single atoms or molecules or bulk behavior.

The aim is to create materials, devices, and systems with fundamentally new

properties and functions by engineering their small structure. This is the ultimate

frontier to economically change materials properties and the most efficient length

scale for manufacturing molecular medicine. The same principles and tools are

applicable to different areas of relevance and may help establish a unifying plat-

form for science, engineering, and technology at the nanoscale. The transition from

single atom or molecule behavior to collective behavior of atomic and molecular

assemblies is encountered in nature, and nanotechnology exploits this natural

threshold [5].

Nanotechnology is defined as the creation and utilization of materials, devices,

and systems through the manipulation of matter at scales of less than 100 nm. In

scientific terminology, the prefix “nano” means one-billionth, involving events that

occur in the length range of a fraction of a nanometer to a hundred nanometer; that

is the scale of distance in which atoms and molecules exist and interact [6].

2 Establishment History and Background

The Ninth Malaysia Plan has gazetted nanotechnology as a technology focus area

and urged local tertiary education institutions to set up a center institution where

technicians, engineers, and experts can be trained in microelectronic fabrication

and nanotechnology.

In response to this, the Institute of Nano Electronic Engineering was established

and approved by the Ministry of Higher Education (MoHE) in late 2008. INEE is a

spin-off research cluster from the School of Microelectronic Engineering of the

Universiti Malaysia Perlis, spearheaded by none other than Prof. Dr. Uda Hashim as

the first and current director. The reason behind the inception of INEE is that

UniMAP has a ready pool of active and experienced human capital in the field of

micro- and nanoelectronic engineering in both teaching and research. The estab-

lishment of a research center of excellence is to support five complimentary modes

of research: fundamental research, grand challenges, research centers of excellence,

fabrication and user facilities for developing physical infrastructure, and education

and societal implications [7].

INEE emphasizes on nanoelectronic engineering research activities that focus on

nanobiochip, novel devices, memory devices, and nanophotonic devices. In the

near future, INEE will expand its research activities to nanomaterials and

nanobiotechnology. As a nanoelectronic research center, INEE’s role is to

The Roles of the Institute of Nano Electronic Engineering (INEE), UniMAP. . . 399



encourage and embrace collaborative work and interdisciplinary researches among

scientists and technologists. INEE strives to be a leading nanoelectronic research

center in the region in line with Malaysia’s goal of having world-class scientists.

Working towards achieving that, INEE is in progress of accommodating state-of-

the-art facilities and equipments, to be coherent with cutting-edge technologies for

researchers to utilize and conduct comprehensive research without forgetting the

educational segment. Innovative efforts, blending fundamental and applied sci-

ences with technological advances in the field of nanofabrication, are the other

combination factors to the creation of high-performance devices with greater speed,

simplicity, and low cost for market needs in the twenty-first century. Through the

realization of the abovementioned strong and important points, INEE aspires to

make an impact on Malaysia’s research communities, specifically in nanoelectronic

research areas, and to strengthen Malaysia’s economic capability over and above

the well-being of the nation.

This ambition is in line with INEE’s mission and vision, i.e., the mission is to

serve as an excellent landmark and function as a reference institute in

nanoelectronic engineering with performance beyond conventional devices which

are based on the current industry standard, while the vision is to emerge as a leading

frontier research institute across the spectrum of nanoelectronic engineering, from

the life and physical sciences to engineering and medicine. The theme of INEE is

“From Nano Structure to Systems.”

3 Laboratory Facilities

INEE comprises of three laboratories with state-of-the-art scientific equipment and

facilities to accommodate researchers involved in device design, fabrication, char-

acterization, and testing, i.e., Micro Fabrication Cleanroom Laboratory (MFC),

Nano Fabrication Cleanroom Laboratory (NFC), and Nano Biochip Laboratory.

The Micro Fabrication Cleanroom is the first and largest purposely built for

research and teaching program by a university in Malaysia [8]. The size of the

cleanroom is approximately 115 m2 with cleanliness class from ISO Class 5 to ISO

Class 8. The cleanroom is currently equipped with ten-process modules comprising

oxidation, diffusion, photolithography, physical vapor deposition, wet etching, wet

cleaning, wafer test and characterization, scanning electron microscope, and

e-beam lithography module.

The Nano Fabrication Cleanroom is housed in a combined cleanroom adjacent to

the MFC. The NFC is facilitated with an electron-beam lithography (EBL) system

for creating extreme fine nanopatterns for integrated circuits, inductively coupled

plasma-reactive ion etching (dry etching) (ICP-RIE etcher) for anisotropic etches of

all types of thin films, and a plasma-enhanced chemical vapor deposition (PECVD)

unit for deposition of high-quality and stable interlayer dielectric film.

The Nano Biochip laboratory focuses on the testing and characterization of

lab-scale silicon biosensor systems. The laboratory holds two clean booths of ISO
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Class 10 known as the yellow and the white clean booths. The yellow clean booth is

for testing and biology synthesizing under low-light conditions. The white clean

booth is equipped with a high-range-frequency dielectric analyzer altogether with a

probe station integrated oscilloscope for electrical characterization and lab-on-chip

package. Currently, INEE’s laboratories accommodate 24 equipments, 16 ana-

lyzers, and 8 facilities at a total value of RM15 million to assist researchers in

pursuing their interests. This multimillion ringgit facility was set up to primarily aid

in teaching and research purposes.

4 Postgraduate Programs and Research Focus Areas

Towards becoming a full-fledged tertiary education institution for both teaching

and research purposes recognized by the Malaysian Ministry, INEE is currently

focusing in four major research areas as described in Table 1.

In order to stay ahead as a knowledge and research center, INEE offers post-

graduate programs in three master’s levels and one doctorate level as shown in

Table 2. We plan to offer more postgraduate programs in future expansion to gather

more students and researchers.

Table 1 Research focus areas of INEE

1. Nanobiochip research (a) Nanostructure-based biosensor

(b) Nanomaterial-based biosensor

(c) MOSFET-based biosensor

(d) Lab-on-chips

2. Functionalized nanobiomolecules research (a) Biomarker synthesis and probe design

(b) Nanostructure surface modifications

(c) DNA immobilization and hybridization

(d) Simulation and modeling of nanostructure

biomolecule interaction

3. Functionalized nanomaterial research (a) Nanotemplate

(b) Nanocomposites

(c) Nanoparticle

(d) Nanobiomaterial

Table 2 Postgraduate

programs available at

INEE at present (2012)

Doctor of Philosophy, Ph.D.

M.Sc. Nanoelectronic Engineering

M.Sc. Nanomaterial Engineering

M.Sc. Nanobiotechnology Engineering
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5 Research Achievement and Collaboration with National

and International Partners

One of the paramount initiatives undertaken by INEE to promote and encourage

intellectual publications, as well as internalization strategy, is to collaborate with

both national and international partners. Table 3 describes in detail the research title

and the collaboration teams involved.

Table 3 Current major research achievement and collaboration with national and international

partners

Research title (national level) Collaboration team

1. Microfluidic for biomedical applications UniMAP, UTM, Imperial College,

University of Warwick

2. Nano-lab-on-chip for medical diagnostics UniMAP, University of Hull

3. Development of highly sensitive carbon

nanotube-doped biosensor chip for rapid

screening of Vibrio cholerae

UniMAP, NPC, Islamabad, Pakistan

4. ZnO nanowire biosensor for biomedical

application

UniMAP, University Engineering &

Technology, Karachi, Pakistan

5. ZnO nanowire for nano e-nose applications UniMAP, Linköping University, Sweden

6. Nano-lab-on-chip for medical diagnostics

(EU grant application)

UniMAP, University of Nottingham

7. Fabrication of surface acoustic wave delay

line for corrosion inspection

UTP, UniMAP

8. Nano DNA chips for carcinogen

detection and profiling

UniMAP, AMREC, USM

9. Nanobiosensor for tropical disease detection AIMST, UniMAP

10. SAW device on CMOS for resonator UIA, UniMAP

11. Nanostructure-based biosensor for arsenic

in seafood detection

Mardi, UniMAP, UPM

12. SAW device for E. coli detection UniMAP, MARDI

13. Nano-lab-on-chip for medical diagnostics

system

UniMAP, UMP, UTHM

14. Leptospirosis from rat urine UniMAP, UPSI

15. Biomedical product–nanosilver coating

on cannula surface

UniMAP, B.Brown Germany

Research title (international level) Collaboration team

1. Microfluidic for biomedical applications UniMAP, UTM, Imperial College,

University of Warwick

2. Nano-lab-on-chip for medical diagnostics UniMAP, University of Hull

3. Development of highly sensitive carbon

nanotube-doped biosensor chip

for rapid screening of Vibrio cholerae

UniMAP, NPC, Islamabad, Pakistan

4. ZnO nanowire biosensor for biomedical

application

UniMAP, University of Engineering &

Technology, Karachi, Pakistan

5. ZnO nanowire for nano e-nose applications UniMAP, Linköping University, Sweden

6. Nano-lab-on-chip for medical diagnostics

(EU grant application)

UniMAP, University of Nottingham

7. Solar base of nanomaterial UniMAP, Wayamba University of Sri Lanka
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The list above is part of the evidence justifying the recognition awarded by the

MOSTI as a NanoMalaysia Centre of Excellence in June 2011. The recognition has

placed INEE as a major nanoresearch hub in the northern region and especially in

the NCER.

Based on excellent progress and achievement in research, in 2009, INEE

received BioNexus status for Nano Fabrication Laboratory from Biotech Corpora-

tion and, recently in 2011, obtained the NanoMalaysia Centre of Excellence

recognition from the MOSTI. Attributable to this recognition, a total of RM

1 million per year as a research grant is secured from both agencies for the period

of 5 years to support research activities.

6 Impact to NCER

6.1 Society

The existence of INEE as part of the NCER can help create public awareness on

nanotechnology and road map to achieve as a parallel and consistent technology

developer and provider. This effort will mark INEE as a reference to the public that

nanotechnology does exist in the region corridor, as well as an introduction to the

public on how NCER supports the advanced technology such as nanotechnology,

and can be considered as a noble effort to mankind. The public has been introduced

to the phrase of “nano,” but when being questioned back, none of the correct answer

was given. Thus, NCER has the added advantage to place the responsibility for

INEE to educate the public on awareness towards the nanotechnology know-how

surroundings.

INEE has been materialized as a Centre of Excellence by the MOSTI in June

2011; thus, this recognition is promoting the NCER capabilities in the advanced

technology icon. Nanotechnology has been the national agenda with the vast of

grants and investments provided. This activity will attract social awareness of the

cash value that can be consumed when developing the high-end technology. NCER

should be able to roadmap INEE’s existence and promote public awareness on the

future technology.

Furthermore, INEE is also promoting through the surrounding community of this

advanced technology through its website by tagging the NCER role and support,

which can be an in-conjunction joint effort. This kind of promotion will lead to

various numbers of applications in daily activities. Multiplying the efforts of NCER

boosts the recognition of INEE in the international arena. Since NCER is part of the

big national agenda, the activities of the nanotechnology-related program should

synchronize with the international interest as a future cutting-edge technology.
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6.2 Research and Education

INEE is a reference point owing to its capabilities in providing research information

and can potentially be an icon to NCER. This is hugely attributable to the

low-maintenance labs, relatively when comparing with other mostly high-cost

research labs. Since the establishment of INEE in 2008, gradually it has been

referred by many other national institutions as a research collaboration partner.

INEE has been known as a “publication generator” to its research and lab users

due to very active research activities. This is due to the generous cross-references

by fellow researchers currently affiliated with INEE. Numerous M.Sc. and Ph.D.

students have benefited from INEE laboratories. Due to its generous state-of-the-art

research facilities that accommodate the research demand, the students at their own

convenience, without much hassle, would complete their assignment in a timely

manner. The students who graduated from this institution are from local and

international communities, contributing intellectual numbers that can be produced

by NCER.

As a center of excellence (CoE), INEE has been organizing numerous talks/

seminars and workshops to support the key performance indicator (KPI) on training

activities. The series of workshops have brought about keen interest in the UniMAP

surroundings, inclusive of other national institutions, to realize the importance of

nanotechnology research capabilities in the region. As part of INEE’s commitment

to be a role player in this human capital development, INEE will continue striving

in exploring all research potentials within the research community.

To accelerate the research milestone at INEE, providing the “know-how” tech-

nique and the capabilities is one of the main agenda. This agendum has created a

clear vision and focus to researchers who have applauded INEE on its seriousness

and high commitment to be a major player in the nanotechnology research hub.

INEE has successfully merged the research collaborations with national and inter-

national partners. Vast numbers of collaborations had been achieved with the

established institution, MARDI, since the beginning of INEE’s establishment. A

number of expertise exchange and reference have been accomplished throughout

the collaborations where NCER should consider being involved as a platform

provider.

To strengthen the NCER participations is to merge inMoU/MoA. Since INEE

has been part of the major national agenda, NCER does not want to miss out to be

part of it, since INEE does exist in the region. In fact, NCER can be a very proactive

partner to initiate any small steps to promote this research environment in the larger

and wider vision.
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6.3 Economy

A state-of-the-art, low-cost operation lab can be an income generator. INEE lab

equipment lineup, probably or most of them, is the only one that is available in the

region; thus, most of the advanced research subjects require this set of facilities to

support their research activities.

Vendors and contractors of the chain supply system are generating the exchange

of financial flow. When supply and demand exist, the deal and cash flow is

happening, causing the business atmosphere and leading to the economic growth.

A number of grants that INEE has obtained from the local providers and some

private sectors will add up to the NCER financial strength. These grants will be

utilized to move the research goals, where experiments, material, and technology

are required. INEE’s major strength is probably the highest grant values that are

held by the fellow researchers who contribute to its capabilities in sustaining the

financial when managing its laboratory requirement. Combined with the “know-

how” that INEE possesses, these aspects become a good package in generating a

commercial environment.

The number of international lab users from abroad steadily grows, thus encour-

aging the foreign exchange to the NCER value. When the name is there (INEE in

the NCER), a flock of researchers from abroad will approach to utilize the INEE lab

facilities. This will bring about a certain amount of forex to the NCER.

6.4 Future Plan

The establishment of INEE as a converging hub for innovation, research, and

expertise in Malaysia, particularly for the NCER, aims to continuously promote

nanoelectronics expertise within the Malaysian market, introducing the best in

micro- and nanofabrication practices from around the world to Malaysian society

and building direct links between the technology and education sectors. INEE

emphasizes on nanoelectronic engineering research activities that focus on

nanobiochip, novel devices, memory devices, and nanophotonic devices. After

the passive nanostructure, such as quantum dots, nanowire, nanogap, nanotube,

and nanoporus, had been successfully developed in the year 2008, current works are

focused on functionalizing the nanostructure for several types of sensors and

transistors. In a few years time, various types of sensors will be successfully

produced by the INEE Nano Biochip Research Group. Subsequently, these sensors

will be combined with the computer-aided systems to produce a Nano Bio-System,

the so-called lab-on-chip, as shown in Fig. 2.

One of the major INEE road maps of achievement is to be one of the HiCoEs

(Higher Institution Centres of Excellence) of MOHE in 2014. This will be a major

recognition at the national and international levels since there are only 6 in the

nation. To be one of the HiCoEs, INEE will triple the effort in all aspects in
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accommodating the HiCoE criteria which are required by the MOHE. In the making

of the HiCoE (which INEE is already on the track), NCER is a good platform to

acclaim as one of its privileges to own the next HiCoE in its region, other than the

Institute for Research in Molecular Medicine (INFORMM) and the Centre for Drug

Research (CDR); both are from USM. Having a number of HiCoEs in the NCER

will prove how committed the NCER is in observing the contribution to knowledge

and technology activities. HiCoE recognition will be the ultimate challenge of

international recognition by the national authorities (MOHE), and this will boost

all the morale and pride of the northern community in having it here especially in

UniMAP, Perlis, in the NCER.

Meanwhile, INEE will continue its growth within the next 4 years under the

MOSTI’s NanoMalaysia CoE grants and persist in observing its rights and roles in

providing the low-cost, state-of-the-art lab-on-chip facilities to the surrounding and

research communities, both domestic and foreign. INEE will be part of the NCER

in contributing the necessary figure in both cash and research values by increasing

its manpower of fellow researchers and lab facilities. The projection value is

expected at RM23 million from its current value at RM18 million.

INEE is also making a new step in DNA know-how capabilities by opening its

new research area in the INEE laboratory. This will be the new challenge in

adapting the nanotechnology in DNA application research environment and

multi-collaboration with other established research institutions at both national

and international levels as required. The details of the projection plan have been

acknowledged and are ready to move forward; this will be a major road map in the

NCER where high expectations and attractions are expected.

Last but not least, INEE is planning to be one of the major commercial values for

know-how technology transfer, where this figure will be the key of establishment of

Fig. 2 The INEE’s nanostructures to system road map
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any research institutions; other than just producing publications and journals, INEE

will set a new number of its commercial and income generator as the return of total

investment.

7 Conclusion

The ability to fabricate nanodevices and nanostructures with the smallest resolution

and fidelity is fundamental to all future research activities. We have demonstrated

the application of e-beam and ICP etcher which are the core of today’s

nanofabrication technology using top-down approach. With the success of the

current research in the nanoelectronics field, it is believed that the Nano Biochip

Research Group will focus and lead their research towards nano-biosystem or lab-

on-chip in the near future.

The NCER, as a body that monitors the activities that can contribute to the

development of the socioeconomy, should work side by side with INEE. This

partnership will create a systematic catalyst system to boost the portfolio as a

technology–economy platform because the number or figures that have been

produced by INEE in the financial scale are already on par with the rest of the

national-level institution. The number should be elaborated more to show that the

existing activities are actually already on track with the NCER commitment and

goal. NCER too should take advantage of the achievement by INEE to increase the

promotion in the region.

On the other hand, INEE will be marked in the NCER as one of the major players

in the technology sector, as a main contributor to balance the NCER goal in

agriculture, technology, and economic platform.
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OER in Action: Case Study of Wawasan

Open University

Vighnarajah

1 Introduction

The OER movement is still in its infancy in the Asian region despite the significant

growth of the OER development and dissemination in other parts of the world.

According to Menon and Ali [4], p. 1, Wawasan Open University is a pioneer

institution in the region to act in response to the global sponsorship of this OER

adoption. They further pointed to the OER-Asia initiative in 2010 under the

advocacy of the university “for advocating and disseminating relevant information

about OER as well as developing training materials and conducting research in this

area.” Aligned to the interests of the OER movement, joint and continuous dialogue

among the OER Steering Committee, Management Board, Senate, and Board of

Governors of the university results in the WOU-OER Policy declaration:

WOU will promote and implement the creation, reuse, remix, repurpose and redistribution

of Open Educational Resources (OER) within an Open Licensing framework.

The advent of high-speed Internet connection and cloud computing made it more

possible to facilitate the development and dissemination of OERs. This is clearly

evinced with the increasing numbers of OERs created and shared in various sites

like YouTube, Facebook, Wikibooks, OER repositories, blogs, online reflective

journals, and of such. At this juncture, it is interesting to note that the users may not

have realized the inadvertent creation and sharing of instructional materials; but

scrutiny of Facebook, for instance, may disclose how OERs are shared among users

to aid each other in understanding a concept. On similar interests, Kanwar et al. [2]

argue that effective utilization of OER promises assurance of minimizing the

incongruities of formal and informal education.
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Open educational resources (OERs) play a significant role in shaping the notion

of open education movement in institutions of higher education. According to

Johnson et al. [1], p. 6, the open education trend came to prominence as “a response

to the rising costs of education, the desire for accessing learning in areas where such

access is difficult, and an expression of student choice about when and how to

learn.” This paper provides a practical measure for countries, such as Japan, with

established policies on globalization of education to take an active role in devel-

oping institutional inertia and enriching the traditional practices of teaching and

learning.

2 Adoption of OER in Course Development

The ICT in Education course is a core course offered in the Master of Education

program in Wawasan Open University, and the development of this OER-based

course pioneers the university’s policy in adopting OER for course development.

The course development process was coordinated by the author alongside a team

which consists of academic members, instructional designers, course writers, and

external course assessor.

Although the development of OER-based courses is not a new idea and has been

successfully attempted by other institutions such as the MA Teacher Education-

International Programme by the Open University of Sri Lanka [3], the

distinguishing factor of this OER-based course is the embedding of OER materials

into the study package using open source eXe software (refer to Fig. 1). Among

others, the OER materials used were audio, YouTube videos, open-access journal

articles, and excerpts of open-access books.

Figure 2 presents an excerpt of Wikipedia for reading reference. This is very

useful when reading requires referring to specific aspects of a text (in this case, the

Wikipedia) without necessarily getting distracted or overwhelmed with bulks of

text/information.

The development of this OER-based course has been completed and presented

for the first time in the July 2012 semester. Feedback was gathered from students

via interview survey forms on several aspects of the course and was used to improve

the delivery of the course for the July 2013 semester.

With embedded integration of the OER materials, almost all students found the

course to be more enriching and comprehensive in relation to other courses. One

student in particular indicated that “It is more enriching in a way, yes, because

there’s audio visual involved, plus a lot of hyperlinks and reading resources.”

Figure 3 presents the list of text and media OERs used in the course.

This course is available in the public domain and can be accessed directly from

Google Drive (https://drive.google.com/folderview?id¼0B4IE5loqwltCWlRXcjh6

Uy1rVFk&usp¼sharing).

Users will be able to see two items when they click on the link provided above.

One is the arrow icon for download of the course material; another item is the
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Readme file. For users who wish to read the course material, they need to download

the “eed50205.zip” file and follow the instructions shown in Readme. Pursuant to

the first feedback, this course is still under revision until its presentation in the July

2013 semester.

3 Issues Surrounding OER Adoption for Course

Development

The process of developing the OER-based course has been a very enlightening

journey for the entire course development team. While the team members do have

relevant experience in the creation and sharing of OERs, it is not until the hands-on

work that we realize the complexity of embedding OER in the study package using

Fig. 1 Embedded video in the course study package
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the eXe platform. Several issues of OER integration came to light during the course

development process.

One recurring issue that required constant monitoring was the use of identifying

materials that qualifies to be regarded as an OER. The ethical and legal aspect of

OER adoption in course development lies in that a material is not considered as an

OER, despite being freely available online, unless it is presents one of the Creative

Commons licenses. Readers may wish to check out other forms of open licenses.

Hence, the discernment of these licenses is essential in ensuring effective and

legally abiding integration of OER materials in the development of a course. The

fundamental aspect that distinguishes an OER material from other instructional-

based materials is the bearing of Creative Commons license that advocates intel-

lectual property rights over the particular material. Referring to Table 1, the

Fig. 2 Embedded excerpt of Wikipedia for reading reference

Fig. 3 List of text and media OERs

412 Vighnarajah



Creative Commons licenses are presented on a continuum of one end that provides

maximum dissemination and use of licensed materials to the other end which allows

only restrictive use of the material. These licenses can be applied to a variety of

OER materials including print materials, images, audio, video, learning objects,

survey instruments, and open-access journal articles—basically, any form of

instructional materials that the author wishes to share with others without the

concerns of losing out on intellectual rights on the actual material or its derivation.

Another concern that the course team is currently looking into is the students’

lack of awareness on the adoption of OER for course development. Students are still

pretty much in the mindset that OER materials are “free” for use, and in that

connection, the students assume that the OER materials are not of quality: “[N]ot

much of quality is reflected [in the videos] due to the fact that most resources come

under the CC license. Most, if not all of the videos are available free for download

on the Youtube, and maybe the journal articles too. These are materials that anyone

could download readily and freely from the Internet.” In other cases, students were

Table 1 Present abridged description of Creative Commons licenses (Source: http://

creativecommons.org/licenses/)

License License attribution Description of license

Attribution CC BY This license lets others distribute, remix, tweak,

and build upon your work, even commer-

cially, as long as they credit you for the

original creation

Attribution-ShareAlike CC

BY-SA

This license lets others remix, tweak, and build

upon your work even for commercial pur-

poses, as long as they credit you and license

their new creations under the identical terms

Attribution-NoDerivs CC

BY-ND

This license allows for redistribution, commer-

cial and noncommercial, as long as it is

passed along unchanged and in whole, with

credit to you

Attribution-

NonCommercial CC

BY-NC

This license lets others remix, tweak, and build

upon your work noncommercially, and

although their new works must also

acknowledge you and be noncommercial,

they don’t have to license their derivative

works on the same terms

Attribution-

NonCommercial-

ShareAlike CC BY-NC-

SA

This license lets others remix, tweak, and build

upon your work noncommercially, as long

as they credit you and license their new

creations under the identical terms

Attribution-

NonCommercial-

NoDerivs CC BY-NC-

ND

This license is the most restrictive of our six

main licenses, only allowing others to

download your works and share them with

others as long as they credit you, but they

can’t change them in any way or use them

commercially
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not aware of how to acknowledge OER materials. This is definitely a concern that

the university is looking into as it has led to issues of (inadvertent) plagiarism.

4 Conclusion

This paper examined aspects pertinent to the adoption of OER for course develop-

ment. This case study evinces that OERs can be embedded successfully into a

single-study package as an alternative to presenting OER materials in a separate

study guide as was attempted by other institutions. However, there still exist

important concerns surrounding OER adoption in course development and espe-

cially how students perceive the use of OER in their open and distance learning

courses. This study also calls for more case study research on the different ways of

adopting OER in course development. In general, these are concerns that require the

attention and collaboration of all relevant stakeholders.
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Lead Initiatives on Teaching and Learning

in Malaysian Higher Education Institutions

Rosna Awang-Hashim, Nena Padilla-Valdez, Norhafezah Yusof,

and Tengku Faekah Tengku Ariffin

1 Introduction

Higher educational institutions in Malaysia face dynamic change processes in light

of local and international thrusts in the higher education landscape. This is clearly

seen in the country’s internationalization Agenda which has taken precedence over

the other six thrusts under the National Higher Education Strategic Plan (NHESP)

2007–2020 [15]. At the instructional level, the continuous search for responsive

engagement practices as crucial precursors for teaching and learning demands

retooling teachers’ skills and practices so as to enable their learners to assume

greater independence and autonomy. Consequently, institutions of higher learning

are expected to adopt the student-centred learning (SCL) approach. The focus of the

present study is on Universiti Utara Malaysia where two scenario studies cum

training programmes in learning engagement and motivation (LEM) and learner

diversity (LD) were examined. The succeeding sections will discuss these two

research studies which have inspired the current widespread interest in LEM and

LD in the country.

R. Awang-Hashim (*) • N. Padilla-Valdez • T.F. Tengku Ariffin

School of Education and Modern Languages, Universiti Utara Malaysia,

06010 Sintok, Kedah, Malaysia

e-mail: rosna@uum.edu.my; nena@uum.edu.my; faekah@uum.edu.my

N. Yusof

School of Multimedia Technology and Communication, Universiti Utara Malaysia,

06010 Sintok, Kedah, Malaysia

e-mail: norhafezah@uum.edu.my

K. Ab. Hamid et al. (eds.), The Malaysia-Japan Model on Technology Partnership:
International Proceedings 2013 of Malaysia-Japan Academic Scholar Conference,
DOI 10.1007/978-4-431-54439-5_42, © Springer Japan 2015

415

mailto:rosna@uum.edu.my
mailto:nena@uum.edu.my
mailto:faekah@uum.edu.my
mailto:norhafezah@uum.edu.my


2 Research Cases

There are two main researches involved here: firstly, Study One on learner diversity

and, secondly, Study Two on learning engagement and motivation. The main

methods employed in both studies were the survey and focus group.

2.1 Study One

It was argued that the governance of global education hubs necessitates a manage-

ment perspective which is aligned to the tenets of diversity [10] and that the ability

to manage institutional diversity required a multiple component mindset [8]. Gurin

et al. [6] posited the twin concerns of global-mindedness [11] and diversity climate

as constructs important in the study of intergroup and global understanding and,

therefore, the need to appreciate the nature of the relationship between these two

constructs. Moreover, Cushner and Mahon [3] hypothesized that an improvement in

the global-mindedness of lecturers correlated with increased positivity towards

diversity issues, which in turn improved instructional quality. Grounded on a

similar view of the important role of these constructs, the present study examines

the global-mindedness of lecturers. The design used qualitative and quantitative

methods of inquiry. A questionnaire survey was distributed to 113 randomly

selected lecturers from both private and public HEIs. A focus group method was

used to analyse the lecturers’ perspective on learner diversity. T he findings

indicated that the majority of the respondents lacked awareness of global sensitiv-

ity, more specifically the ability to think within the framework of a global society.

2.2 Study Two

Teacher- and teaching-related factors, such as teacher autonomy support [7, 13, 17],

teaching approaches [4] and quality assessment [1, 2, 19], were found to contribute

towards student learning engagement and ultimately the learning outcome. Previ-

ous studies showed that students who were more engaged in learning were those

who were more likely to adopt a deep learning approach [5, 16, 18]. The study

population consisted of university/college students from public and private univer-

sities as well as community colleges and polytechnics in the country. Stratified

random sampling was utilized in the selection of the student participants and a total

of 838 students participated in this study. The findings indicated the significance of

the teacher factor in influencing student engagement and this will in turn determine

students’ use of either a surface or deep learning approach.
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3 Implications

Study One has given rise to some rather unique implications. Factors like inadequate

conducive facilities and restrictive curriculum as well as the psychological aspects of

the learners have attracted more attention from the government. As a result, there is

the urgent need for it to address the issue of diversity and provide functional

mechanisms that will encourage initiatives from the relevant stakeholders to enhance

the quality of education with the inclusion of important areas of concern like learner

diversity and global-mindedness. The data revealed that the lecturers needed to equip

themselves with a greater knowledge of learner diversity, especially that which has

been expanded to include other aspects such as learning styles, learning approach,

motivation and expectations, social context of education and individual lifestyle

beyond ethnicity, gender, religion, disability, culture and community.

In relation to Study Two, the research provides evidence to affirm the crucial

roles of teachers in enhancing teaching and learning in the higher education context.

In order to encourage students to learn in a meaningful way, teachers must think of

teaching as helping students to learn, rather than just organizing activities or worse,

merely teaching, period! The current findings support the link between teacher

motivational strategy and effective learning (in this case, translated as student

engagement) as noted by Jardine et al. [12]. At the same, the findings also lend

further support to the claim that there is a close relationship between effective

teaching and student success (in this case, students’ uptake of the deep learning

approach) [9]. Simply stated, good teachers (and/or teaching) can inspire students

to be emotionally, behaviourally and cognitively engaged in the subject matter.

When students find a class engaging, they will be more interested to learn the

subject matter not only for the sake of getting good grades but more importantly for

knowledge itself. Students who are engaged in learning are keen to do beyond what

is required and enjoy learning at a deeper level.

4 Conclusion: Leading the Way Forward

The research team has been instrumental in conducting subsequent national and

institutional trainings for future leaders and master trainers who will in turn be

responsible for championing learning engagement and learner diversity approaches

in their respective institutions. There is also, most importantly, the continuing effort

to chart the progress of trainees and the effectiveness of the training programmes

conducted. Moreover, a follow-up research which has incorporated the tenets of the

Scholarship of Teaching and Learning (SoTL) has been initiated to gauge trainees’

transferability of practice. This is done through the iterative analyses of evaluation

feedbacks, post-mortem documents, and relevant workplace evidences. These

efforts have been well supported by Universiti Utara Malaysia and the Higher

Education Leadership Academy (AKEPT) of the Ministry of Education, Malaysia.
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