
Chapter 2
Metrization and Paracompact Spaces

In this chapter, we are mainly concerned with metrization and paracompact spaces.
We also derive some properties of the products of compact spaces and perfect maps.
Several metrization theorems are proved, and we characterize completely metrizable
spaces. We will study several different characteristics of paracompact spaces that
indicate, in many situations, the advantages of paracompactness. In particular, there
exists a useful theorem showing that, if a paracompact space has a certain property
locally, then it has the same property globally. Furthermore, paracompact spaces
have partitions of unity, which is also a very useful property.

2.1 Products of Compact Spaces and Perfect Maps

In this section, we present some theorems regarding the products of compact spaces
and compactifications. In addition, we introduce perfect maps. First, we present a
proof of the TYCHONOFF THEOREM.

Theorem 2.1.1 (TYCHONOFF). The product space
Q
�2� X� of compact spaces

X�, � 2 �, is compact.

Proof. Let X D Q
�2� X�. We may assume that � D .�;�/ is a well-ordered

set. For each � 2 �, let p� W X ! Q
��� X� and q� W X ! Q

�<� X� be the
projections.

Let A be a collection of subsets of X with the finite intersection property
(f.i.p.). Using transfinite induction, we can find x� 2 X� such that Ajp�1

� .U /

has the f.i.p. for every neighborhood U of .x�/��� in
Q
��� X� . Indeed, suppose

that x� 2 X�, � < �, have been found, but there exists no x� 2 X� with
the above property, i.e., any y 2 X� has an open neighborhood Vy with an
open neighborhood Uy of .x�/�<� in

Q
�<� X� such that Ajq�1

� .Uy/ \ pr�1
� .Vy/

does not have the f.i.p. Because X� is compact, we have y1; : : : ; yn 2 X�
such that X� D Sn

iD1 Vyi . Since
Tn
iD1 Uyi is a neighborhood of .x�/�<� in
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22 2 Metrization and Paracompact Spaces

Q
�<� X�, we have �1; : : : ; �m < � and neighborhoods Wi of x�i in X�i such

that
Tm
iD1 pr�1

�i
.Wi/ � q�1

� .
Tn
iD1 Uyi /. Let � D maxf�1; : : : ; �mg < �. Then,

we can write
Tm
iD1 pr�1

�i
.Wi / D p�1

� .W / for some neighborhood W of .x�/���
in

Q
��� X�. Because p�1

� .W / � Tn
iD1 q�1

� .Uyi /, no Ajp�1
� .W / \ pr�1

� .Vyi / have
the f.i.p. Since X D Sn

iD1 pr�1
� .Vyi /, it follows that Ajp�1

� .W / does not have the
f.i.p., which contradicts the inductive assumption.

Now, we have obtained the point x D .x�/�2� 2 X . For each neighborhood
U of x in X , we have �1; : : : ; �n 2 � and neighborhoods Ui of x�i in X�i such
that

Tn
iD1 pr�1

�i
.Ui / � U . Let �0 D maxf�1; : : : ; �ng 2 �. Then, we can write

Tn
iD1 pr�1

�i
.Ui/ D p�1

�0
.U0/ for some neighborhood U0 of .x�/���0 in

Q
���0 X� .

Since p�1
�0
.U0/ � U , AjU has the f.i.p. Consequently, every neighborhood U

of x in X meets every member of A. This means that x 2 T
A2A clA, and soT

A2A clA6D;. ut

Note. There are various proofs of the Tychonoff Theorem. In one familiar proof, Zorn’s
Lemma is applied instead of the transfinite induction. Let A be a collection of subsets of X
with the f.i.p. and ˚ be all of collections A0 of subsets of X such that A0 has the f.i.p. and
A � A0. Applying Zorn’s Lemma to the ordered set ˚ D .˚;�/, we can obtain a maximal
element A� 2 ˚ . Because of the maximality, A� has the following properties:

(1) The intersection of any finite members of A� belongs to A�;
(2) If B � X meets every member of A�, then B 2 A�.

For each � 2 �, pr�.A�/ has the f.i.p. SinceX� is compact, we have x� 2 T
A2A� cl pr�.A/.

It follows from (2) that pr�1
� .V / 2 A� for every neighborhood V of x� in X�. Now, it is

easy to see that

x D .x�/�2� 2 \

A2A�

clA � \

A2A
clA:

Next, we prove WALLACE’S THEOREM:

Theorem 2.1.2 (WALLACE). Let A D Q
�2� A� � X D Q

�2� X�, where
each A� is compact. Then, for each open set W in X with A � W , there
exists a finite subset �0 � � and open sets V� in X�, � 2 �0, such that
A � T

�2�0 pr�1
� .V�/�W .

Proof. When � is finite, we may take �0 D �. Then,
T
�2�0 pr�1

� .V�/ coincides
with

Q
�2� V�. This case can be proved by induction on card�, which is reduced to

the case card� D 2. Proving the case card� D 2 is an excellent exercise.1

We will show that the general case is derived from the finite case. For each x2A,
we have a finite subset �.x/ � � and an open set U.x/ in

Q
�2�.x/ X� such

that x 2 pr�1
�.x/.U.x// � W . Because of the compactness of A, there exist finite

x1; : : : ; xn 2 A such that A � Sn
iD1 pr�1

�.xi /
.U.xi //. Thus, we have a finite subset

1Use the same strategy used in the proof of normality of a compact Hausdorff space.
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�0 D Sn
iD1 �.xi / � �. For each i D 1; : : : ; n, let pi W Q

�2�0 X� ! Q
�2�.xi / X�

be the projection. Then,W0 D Sn
iD1 p�1

i .U.xi // is an open set in
Q
�2�0 X�.

Note that
Sn
iD1 pr�1

�.xi /
.U.xi // D pr�1

�0
.W0/. From the finite case, we obtain open

sets V�, � 2 �0, such that
Q
�2�0 A� � Q

�2�0 V� � W0. Hence,

A �
\

�2�0
pr�1
� .V�/ � pr�1

�0
.W0/ � W: ut

For any space X , we define the evaluation map eX W X ! IC.X;I/ by eX.x/ D
.f .x//f 2C.X;I/ for each x 2 X . The continuity of eX follows from the fact that
prf ıeX D f is continuous for each f 2 C.X; I/, where prf W IC.X;I/ ! I is the
projection (i.e., prf .�/ D �.f /).

Proposition 2.1.3. For every Tychonoff space X , the map eX W X ! IC.X;I/ is an
embedding.

Proof. LetU be an open set inX and x 2 U . SinceX is a Tychonoff space, we have
some f 2 C.X; I/ such that f .x/ D 0 and f .X nU / � f1g. Then, V D pr�1

f .Œ0; 1//

is an open set in IC.X;I/. Since prf .eX.x// D f .x/ D 0, it follows that eX.x/ 2 V .
Since prf ıeX.X nU / D f .X nU / � f1g, we have eX.X nU /\V D ;. Therefore,
eX.x/ 2 V \ eX.X/ � eX.U /. This implies that eX W X ! eX.X/ is an open map.

For x 6D y 2 X , applying the above argument to U D X n fyg, we can see that
eX.x/.f / D 0 6D 1 D eX.y/.f /. Thus, eX is an embedding. ut

From Tychonoff’s Theorem, it follows that the product space IC.X;I/ is compact.
Then, identifyingX with eX.X/, we define a compactification ˇX of X as follows:

ˇX D clIC.X;I/ eX.X/;

which is called the Stone–Čech compactification.
Now, let f W X ! Y be a map between Tychonoff spaces. The map f� W

IC.X;I/ ! IC.Y;I/ is defined as f�.�/ D .�.kf //k2C.Y;I/ for each � 2 IC.X;I/, where
the continuity of f� follows from the continuity of prkıf� D prkf , k 2 C.Y; I/.
Then, we have f�ıeX D eY ıf .

X
f

eX

Y

eY

IC.X;I/

f�

IC.Y;I/

Indeed, for each x 2 X and k 2 C.Y; I/,

f�.eX.x//.k/ D eX.x/.kf / D k.f .x// D eY .f .x//.k/:
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Since f� is continuous, it follows that f�.ˇX/ � ˇY . Thus, f extends to the map
f̌ D f�jˇX W ˇX ! ˇY .

Further, let g W Y ! Z be another map, where Z is Tychonoff. Then, for each
� 2 IC.X;I/ and k 2 C.Z; I/,

g�.f�.�//.k/ D f�.�/.kg/ D �.kgf / D .gf /�.�/.k/;

that is, g�f� D .gf /�. Therefore, ˇ.gf / D ˇg f̌ .
The Stone–Čech compactification ˇX can be characterized as follows:

Theorem 2.1.4 (STONE; ČECH). Let X be a Tychonoff space. For any compactifi-
cation �X ofX , there exists the (unique) map f W ˇX ! �X such that f jX D idX .
If a compactification ˇ0X has the same property as above, then there exists a
homeomorphism h W ˇX ! ˇ0X such that hjX D idX .

Proof. Note that ˇ.�X/ D �X because �X is compact. Let i W X ,! �X be the
inclusion and let f D ˇi W ˇX ! ˇ.�X/ D �X . Then, f jX D idX and f is
unique because X is dense in ˇX .

If a compactification ˇ0X of X has the same property, then we have two maps
h W ˇX ! ˇ0X and h0 W ˇ0X ! ˇX such that hjX D h0jX D idX . It follows that
h0h D idˇX and hh0 D idˇ0X , which means that h is a homeomorphism. ut

A perfect map f W X ! Y is a closed map such that f �1.y/ is compact for
each y 2 Y . A map f W X ! Y is said to be proper if f �1.K/ is compact for
every compact set K � Y .

Proposition 2.1.5. Every perfect map f W X ! Y is proper. If Y is locally
compact, then every proper map f W X ! Y is perfect.

Proof. To prove the first assertion, let K � Y be compact and U an open cover
of f �1.K/ in X . For each y 2 K , choose a finite subcollection Uy � U so that
f �1.y/ � S

Uy . Since f is closed, each Vy D Y n f .X n S
Uy/ is an open

neighborhood of y in Y , where f �1.Vy/ � S
Uy . We can choose y1; : : : ; yn 2 K

so that K � Sn
iD1 Vyi . Thus, we have a finite subcollection U0 D Sn

iD1 Uyi � U
such that f �1.K/ � S

U0. Hence, f �1.K/ is compact.
To show the second assertion, it suffices to prove that a proper map f is closed.

LetA � X be closed and y 2 cl f .A/. Since Y is locally compact, y has a compact
neighborhoodN in Y . Note that N \ f .A/ 6D ;, which implies f �1.N /\A 6D ;.
Since f is proper, f �1.N / is compact, and hence f �1.N / \ A is also compact.
Thus, f .f �1.N / \ A/ is compact, so it is closed in Y . If y 62 f .f �1.N / \ A/,
y has a compact neighborhood M � N with M \ f .f �1.N / \ A/ D ;. Then,
observe that

f .f �1.M/\ A/ � M \ f .f �1.N /\ A/ D ;;
which means that f �1.M/ \ A D ;. However, using the same argument as for
f �1.N / \ A 6D ;, we can see that f �1.M/ \ A 6D ;, which is a contradiction.
Thus, y 2 f .f �1.N /\ A/ � f .A/. Therefore, f .A/ is closed in Y . ut
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It follows from the first assertion of Proposition 2.1.5 that the composition of any
two perfect maps is also perfect. In the second assertion, the local compactness of Y
is not necessary if X and Y are metrizable, which allows the following proposition:

Proposition 2.1.6. For a map f W X ! Y between metrizable spaces, the
following are equivalent:

(a) f W X ! Y is perfect;
(b) f W X ! Y is proper;
(c) Any sequence .xn/n2N in X has a convergent subsequence if .f .xn//n2N is

convergent in Y .

Proof. The implication (a) ) (b) has been shown in Proposition 2.1.5.
(b) ) (c): Let y D limn!1 f .xn/ 2 Y and K D ff .xn/ j n 2 Ng [ fyg. Since

K is compact, (b) implies the compactness of f �1.K/, whose sequence .xn/n2N
has a convergent subsequence.

(c) ) (a): For each y 2 Y , every sequence .xn/n2N in f �1.y/ has a convergent
subsequence due to (c), which means that f �1.y/ is compact because f �1.y/ is
metrizable.

To see that f is a closed map, let A � X be a closed set and y 2 clY f .A/.
Then, we have a sequence .xn/n2N in A such that y D limn!1 f .xn/. Due to (c),
.xn/n2N has a convergent subsequence .xni /i2N, and sinceA is closed inX , we have
limi!1 xni D x 2 A. Then, y D f .x/ 2 f .A/, and therefore f .A/ is closed in Y .
This completes the proof. ut
Lemma 2.1.7. Let D be a dense subset of X such that D 6D X . Any perfect map
f W D ! Y cannot extend over X .

Proof. Assume that f extends to a map Qf W X ! Y . Let x0 2 X nD, y0 D Qf .x0/,
eD D D [ fx0g, and g D Qf jeD W eD ! Y . Since f �1.y0/ is compact and x0 62
f �1.y0/, eD has disjoint open sets U and V such that x0 2 U and f �1.y0/ � V .
Since f is a closed map, f .D n V / is closed in Y , hence g�1.f .D n V // is closed
in eD. Because g�1.y/ D f �1.y/ for any y 2 Y n fy0g, we have

D n V � g�1.f .D n V // D f �1.f .D n V // � D:

On the other hand, x0 62 cleD V . Therefore,D D cleD V [ g�1.f .D n V // is closed
in eD, which contradicts the fact that D is dense in eD. ut
Theorem 2.1.8. For a map f W X ! Y between Tychonoff spaces, the following
are equivalent:

(a) f is perfect;
(b) For any compactification �Y of Y , f extends to a map Qf W ˇX ! �Y so that

Qf .ˇX nX/ � �Y n Y ;
(c) f̌ .ˇX nX/ � ˇY n Y .
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Proof. The implication (b) ) (c) is obvious.
(a) ) (b): Applying Theorem 2.1.4, we can obtain a map g W ˇY ! �Y

with gjY D id. Then, Qf D g. f̌ / is an extension of f . Moreover, we can apply
Lemma 2.1.7 to see that Qf .ˇX n X/ � �Y n Y .

(c) ) (a): For each y 2 Y , f �1.y/ D . f̌ /�1.y/ is compact. For each closed
set A in X ,

. f̌ /.clˇX A/ \ Y D f .clˇX A \X/ D f .A/;

which implies that f .A/ is closed in Y . Therefore, f is perfect. ut
Remark 1. In Theorem 2.1.4, the map f W ˇX ! �X with f jX D idX satisfies
the condition f .ˇX nX/ � �X nX that follows from Theorem 2.1.8.

Using Tychonoff’s Theorem 2.1.1 and Wallace’s Theorem 2.1.2, we can prove
the following:

Theorem 2.1.9. For each � 2 �, let f� W X� ! Y� be a perfect map. Then, the
map f D Q

�2� f� W X D Q
�2� X� ! Y D Q

�2� Y� is also perfect.

Proof. Owing to Tychonoff’s Theorem 2.1.1, f �1.y/ D Q
�2� f �1

� .y.�// is
compact for each y 2 Y . To show that f is a closed map, let A be a closed set in X
and y 2 Y n f .A/. Since f �1.y/ � X nA, we can apply Wallace’s Theorem 2.1.2
to obtain �1; : : : ; �n 2 � and open sets Ui in X�i , i D 1; : : : ; n, such that

f �1.y/ D
Y

�2�
f �1
� .y.�// �

n\

iD1
pr�1
�i
.Ui/ � X nA:

Since f�i is a closed map, Vi D Y�i n f�i .X�i n Ui/ is an open neighborhood of
y.�i / in Y�i and f �1

�i
.Vi / � Ui . Then, V D Tn

iD1 pr�1
�i
.Vi / is a neighborhood of y

in Y and f �1.V / � X nA, i.e., V \ f .A/ D ;. Therefore, f is a closed map. ut

2.2 The Tietze Extension Theorem and Normalities

In this section, we prove the Tietze Extension Theorem and present a few concepts
that strengthen normality. For A;B � X , it is said thatA and B are separated in X
if A \ clB D ; and B \ clA D ;.

Lemma 2.2.1. Let A and B be separated F� sets in a normal space X . Then, X
has disjoint open sets U and V such that A � U and B � V .

Proof. Let A D S
n2NAn and B D S

n2N Bn, where A1 � A2 � � � � and B1 �
B2 � � � � are closed in X . Set U0 D V0 D ;. Using normality, we can inductively
choose open sets Un; Vn � X , n 2 N, so that

An [ clUn�1 � Un � clUn � X n .clB [ clVn�1/ and

Bn [ clVn�1 � Vn � clVn � X n .clA[ clUn/:
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A1

A2

B1
U1

A3

B2

B3

V1

A B

U2

Fig. 2.1 Construction of Un and Vn

Then, U D S
n2NUn and V D S

n2N Vn are disjoint open sets in X such that
A � U and B � V — Fig. 2.1. ut

We can now prove the following extension theorem:

Theorem 2.2.2 (TIETZE EXTENSION THEOREM). Let A be a closed set in a
normal space X . Then, every map f W A ! I extends over X .

Proof. We first construct the open sets W.q/ in X , q 2 I \ Q, so that

(1) q < q0 ) clW.q/ � W.q0/,
(2) A \W.q/ D f �1.Œ0; q//.

To this end, let fqn j n 2 Ng D I \ Q, where q1 D 0, q2 D 1 and qi 6D qj if i 6D j .
We define W.q1/ D W.0/ D ; and W.q2/ D W.1/ D X n f �1.1/. Assume that
W.q1/;W.q2/; � � � ;W.qn/ have been defined so as to satisfy (1) and (2). Let

ql D min
˚
qi

ˇ
ˇ qi > qnC1; i D 1; � � � ; n�

and

qm D max
˚
qi

ˇ
ˇ qi < qnC1; i D 1; � � � ; n�

:

Note that f �1.Œ0; qnC1// and f �1..qnC1; 1	/ are separated F� sets in X . Using
Lemma 2.2.1, we can find an open set U in X such that f �1.Œ0; qnC1// � U

and f �1..qnC1; 1	/ \ clU D ;. Then, V D U n f �1.qnC1/ is open in X and
A \ V D f �1.Œ0; qnC1//. Again, using normality, we can obtain an open set G in
X such that

clW.qm/ [ f �1.Œ0; qnC1	/ � G � clG � W.ql/:

Then, A \ .V \ G/ D f �1.Œ0; qnC1// and cl.V \ G/ � W.ql/. Yet again, using
normality, we can take an open set H in X such that

clW.qm/ � H � clH � G n f �1.ŒqnC1; 1	/ .� W.ql//:

Then,W.qnC1/ D .V \G/ [H is the desired open set in X (Fig. 2.2).
Now, we define Qf W X ! I as follows:

Qf .x/ D
(
1 if x 62 W.1/;
inf

˚
q 2 I \ Q

ˇ
ˇ x 2 W.q/� if x 2 W.1/:
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f �1.1/

f �1.qnC1/

f

U

W.q`/

G

H

W.qm/

X

A

0 D q1

1 D q2

qnC1

q`

qm

f �1.Œ0; qm//

f �1.Œ0; qnC1//

f �1.Œ0; q`//

Fig. 2.2 W.qnC1/ D ..U n f �1.qnC1//\G/[H

Then, Qf jA D f because, for each x 2 A\W.1/ D A n f �1.1/,

Qf .x/ D inf
˚
q 2 I \ Q

ˇ
ˇ x 2 f �1.Œ0; q//

� D f .x/:

To see the continuity of Qf , let 0 < a � 1 and 0 � b < 1. Since Qf .x/ < a if and
only if x 2 W.q/ for some q < a, it follows that Qf �1.Œ0; a// D S

q<a W.q/ is open

in X . Moreover, from (1), it follows that Qf .x/ > b if and only if x 62 clW.q/ for
some q > b. Then, Qf �1..b; 1	/ D X n T

q>b clW.q/ is also open in X . Therefore,
Qf is continuous. ut

As a corollary, we have Urysohn’s Lemma:

Corollary 2.2.3 (URYSOHN’S LEMMA). For each disjoint pair of closed sets A
and B in a normal space X , there exists a map f W X ! I such that A � f �1.0/
and B � f �1.1/. ut

Such a map f as in the above is called a Urysohn map.

Note. In the standard proof of the Tietze Extension Theorem 2.2.2, the desired extension
is obtained as the uniform limit of a sequence of approximate extensions that are sums of
Urysohn maps. On the other hand, Urysohn’s Lemma is directly proved as follows:

Using the normality property yields the open sets W.q/ in X corresponding to all q 2
I \ Q satisfying condition (1) in our proof of the Tietze Extension Theorem and

A � W.0/ � clW.0/ � W.1/ D X n B:
A Urysohn map f W X ! I can be defined as follows:

f .x/ D
(
1 if x 62 W.1/,

inffq 2 I \ Q j x 2 W.q/g if x 2 W.1/.
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In general, a subspace of a normal space is not normal (cf. Sect. 2.10). However,
we have the following proposition:

Proposition 2.2.4. Every F� set in a normal space is also normal.

Proof. Let Y be an F� set in a normal space X . Every pair of disjoint closed sets in
Y are F� sets in X that are separated in X . Then, the normality of Y follows from
Lemma 2.2.1. ut

A space X is hereditarily normal if every subspace of X is normal. Evidently,
every metrizable space is hereditarily normal. It is said thatX is completely normal
provided that, for each pair of separated subsetsA;B � X , there exist disjoint open
sets U and V in X such that A � U and B � V . These concepts meet in the
following theorem:

Theorem 2.2.5. For a space X , the following are equivalent:

(a) X is hereditarily normal;
(b) Every open set in X is normal;
(c) X is completely normal.

Proof. The implication (a) ) (b) is obvious.
(c) ) (a): For an arbitrary subspace Y � X , each pair of disjoint closed sets A

and B in Y are separated in X . Then, (a) follows from (c).
(b) ) (c): Let A;B � X be separated, i.e., A \ clB D ; and B \ clA D ;.

Then,W D X n .clA \ clB/ is open in X and A;B � W . Moreover,

clW A \ clW B D W \ clA\ clB D ;:

From the normality of W , we have disjoint open sets U and V in W such that
A � U and B � V . Then, U and V are open in X , and hence we have (c). ut

A normal space X is perfectly normal if every closed set in X is Gı in X
(equivalently, every open set in X is F� in X ). Clearly, every metrizable space is
perfectly normal. A closed set A � X is called a zero set in X if A D f �1.0/ for
some map f W X ! R, where R can be replaced by I. The complement of a zero
set in X is called a cozero set.

Theorem 2.2.6. For a space X , the following conditions are equivalent:

(a) X is perfectly normal;
(b) Every closed set in X is a zero set (equivalently, every open set in X is a cozero

set);
(c) For every pair of disjoint closed sets A andB inX , there exists a map f W X !

I such that A D f �1.0/ and B D f �1.1/.

Proof. The implication (c) ) (a) is trivial.
(a) ) (b): Let A be a closed set in X . Then, we can write A D T

n2NGn, where
each Gn is open in X . Using Urysohn’s Lemma, we take maps fn W X ! I, n 2 N,
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such that fn.A/ � f0g and fn.X n Gn/ � f1g. We can define a map f W X ! I as
f .x/ D P

n2N 2�nfn.x/. Then, it is easy to see that A D f �1.0/.
(b) ) (c): Let A and B be disjoint closed sets in X . Condition (b) provides two

maps g; h W X ! I such that g�1.0/ D A and h�1.0/ D B . Then, the desired map
f W X ! I can be defined as follows:

f .x/ D g.x/

g.x/C h.x/
: ut

Theorem 2.2.7. Every perfectly normal space is hereditarily normal (= completely
normal).

Proof. Let X be perfectly normal. Then, each open set in X is an F� set, which is
normal as a consequence of Proposition 2.2.4. Hence, it follows from Theorem 2.2.5
that X is hereditarily normal. ut
Remark 2. LetA0;A1; : : : ; An be pairwise disjoint closed sets in a normal spaceX .
We can apply the Tietze Extension Theorem 2.2.2 to obtain a map f W X ! I such
that Ai � f �1.i=n/ (i.e., f .Ai / � fi=ng) for each i D 0; 1; : : : ; n. When X is
perfectly normal and n > 2, the condition Ai � f �1.i=n/ cannot be replaced by
Ai D f �1.i=n/. For example, let X D S1 be the unit circle (the unit 1-sphere of
R
2), A0 D fe1g, A1 D fe2g, and A2 D f�e1g, where e1 D .1; 0/; e2 D .0; 1/ 2 R

2.
Since X n A1 is (path-)connected, there does not exist a map f W X ! I such that
A0 D f �1.0/, A1 D f �1.1=2/ and A2 D f �1.1/.

2.3 Stone’s Theorem and Metrization

In this section, we prove Stone’s Theorem and characterize the metrizability using
open bases. Let A be a collection of subsets of a space X and B � X . Recall that

AŒB	 D fA 2 A j A \ B 6D ;g:

When B D fxg, we write AŒfxg	 D AŒx	. It is said that A is locally finite (resp.
discrete) in X if each x 2 X has a neighborhoodU that meets only finite members
(resp. at most one member) of A, i.e., cardAŒU 	 < @0 (resp. cardAŒU 	 � 1).
When w.X/ � @0, if A is locally finite in X , then cardA � w.X/. For the sake
of convenience, we introduce the notation Acl D fclA j A 2 Ag. The following is
easily proved and will be used frequently:

Fact. If A is locally finite (or discrete) in X , then so is Acl and also cl
S

A DS
Acl .D S

A2A clA/.

A collection of subsets of X is said to be � -locally finite (resp. � -discrete)
in X if it can be represented as a countable union of locally finite (resp. discrete)
collections.
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m<n
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[

�<�

U�
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C�;n V�;n
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m<n
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V�;m

Fig. 2.3 Definition of V�;n

Theorem 2.3.1 (A.H. STONE). Every open cover of a metrizable space has a
locally finite and �-discrete open refinement.

Proof. Let X D .X; d/ be a metric space and U 2 cov.X/. We may index all
members of U by a well-ordered set � D .�;�/, that is, U D fU� j � 2 �g. By
induction on n 2 N, we define open collections Vn D fV�;n j � 2 �g as follows:

V�;n D N.C�;n; 2�n/ D ˚
x 2 X ˇ

ˇ d.x; C�;n/ < 2
�n�;

where

C�;n D ˚
x 2 X ˇ

ˇ d.x;X n U�/ > 2�n3
� n

0

B
@

[

�<�

U� [
[

m<n
�2�

V�;m

1

C
A :

For each x 2 X , let �.x/ D minf� 2 � j x 2 U�g and choose n 2 N so that
2�n3 < d.x;X n U�.x//. Then, x 2 C�.x/;n � V�.x/;n or x 2 V�;m for some � 2 �

and m < n. Hence, we have V D S
n2N Vn 2 cov.X/. Since each V�;n is contained

in U�, it follows that V � U . See Fig. 2.3.
The discreteness of each Vn follows from the claim:

Claim (1). If � 6D � then distd .V�;n; V�;n/ � 2�n.

To prove this claim, we may assume � < �. For each x 2 V�;n and y 2 V�;n, choose
x0 2 C�;n and y0 2 C�;n so that d.x; x0/ < 2�n and d.y; y0/ < 2�n, respectively.
Then, x0 62 U� and d.y0; X n U�/ > 2�n3, hence d.x0; y0/ > 2�n3. Therefore,

d.x; y/ � d.x0; y0/� d.x; x0/ � d.y; y0/ > 2�n:

The local finiteness of V follows from the discreteness of each Vn and the claim:

Claim (2). If B.x; 2�k/ � V�;m, then B.x; 2�k�1/ \ V�;n D ; for all � 2 � and
n > maxfk;mg.
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For each y 2 V�;n, choose y0 2 C�;n so that d.y; y0/ < 2�n. Since y0 62 V�;m, it
follows that d.x; y0/ � 2�k. Hence,

d.x; y/ � d.x; y0/� d.y; y0/ > 2�k � 2�n � 2�k�1:

The proof is complete. ut
Applying Theorem 2.3.1 to the open covers Bn D fB.x; 2�n/ j x 2 Xg, n 2 N,

of a metric space X D .X; d/, we have the following corollary:

Corollary 2.3.2. Every metrizable space has a �-discrete open basis. ut
Lemma 2.3.3. A regular space X with a �-locally finite open basis is perfectly
normal.

Proof. Let B D S
n2N Bn be an open basis for X where each Bn is locally finite

in X . Instead of proving that every closed set in X is a Gı set, we show that every
open set W � X is F� . For each x 2 W , choose k.x/ 2 N and B.x/ 2 Bk.x/ so
that x 2 B.x/ � clB.x/ � W . For each n 2 N, let

Wn D
[ ˚

B.x/
ˇ
ˇ x 2 W; k.x/ D n

�
:

Because of the local finiteness of Bn, we have

clWn D
[ ˚

clB.x/
ˇ
ˇ x 2 W; k.x/ D n

� � W:

Since W D S
n2NWn, it follows that W D S

n2N clWn, which is F� in X .
To prove normality, let A and B be disjoint closed sets in X . As seen above, we

have open sets Vn;Wn � X , n 2 N, such that X nA D S
n2N Vn D S

n2N clVn and
X n B D S

n2NWn D S
n2N clWn. For each n 2 N, let

Gn D Wn n
[

m�n
clVm and Hn D Vn n

[

m�n
clWm:

Then, G D S
n2NGn and H D S

n2NHn are disjoint open sets in X such that
A � G and B � H . ut
Theorem 2.3.4 (BING; NAGATA–SMIRNOV). For a regular space X , the follow-
ing conditions are equivalent:

(a) X is metrizable;
(b) X has a �-discrete open basis;
(c) X has a �-locally finite open basis.

Proof. The implication (a) ) (b) is Corollary 2.3.2 and (b) ) (c) is obvious. It
remains to show the implication (c) ) (a).

(c) ) (a): Let B D S
n2N Bn be an open basis for X where each Bn is locally

finite inX . SinceX is perfectly normal by Lemma 2.3.3, we have maps fB W X ! I,
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B 2 B, such that f �1
B .0/ D X n B (Theorem 2.2.6). For each n 2 N, since Bn is

locally finite, we can define a map fn W X ! `1.Bn/ by fn.x/ D .fB.x//B2Bn 2
`1.Bn/. Let f W X ! Q

n2N `1.Bn/ be the map defined by f .x/ D .fn.x//n2N.
Since

Q
n2N `1.Bn/ is metrizable, it suffices to show that f is an embedding.

For each x 6D y 2 X , choose B 2 Bn � B so that x 2 B and y 62 B . Then,
fB.x/ > 0 D fB.y/, so fn.x/ 6D fn.y/. Hence, f is an injection.

For each n 2 N and B 2 Bn, VB D fy 2 `1.Bn/ j y.B/ > 0g is open in `1.Bn/.
Observe that for x 2 X ,

x 2 B , fn.x/.B/ D fB.x/ > 0 , fn.x/ 2 VB:
Then, it follows that f .B/ D pr�1

n .VB/ \ f .X/ is open in f .X/, where prn WQ
n2N `1.Bn/ ! `1.Bn/ is the projection. Thus, f is an embedding. ut
The equivalence of (a) and (b) in Theorem 2.3.4 is called the BING METRIZA-

TION THEOREM, and the equivalence of (a) and (c) is called the NAGATA–SMIRNOV

METRIZATION THEOREM. As a corollary, we have the URYSOHN METRIZATION

THEOREM:

Corollary 2.3.5. A space is separable and metrizable if and only if it is regular and
second countable. ut

For a metrizable space X , let 
 be an infinite set with w.X/ � card
 . In the
proof of Theorem 2.3.4, note that cardBn � card
 because of the local finiteness
of Bn in X . Then, every `1.Bn/ can be embedded into `1.
 /. Therefore, we can
state the following corollary:

Corollary 2.3.6. Let X be a metrizable space and 
 an infinite set such that
w.X/ � card
 . Then,X can be embedded in the completely metrizable topological
linear space2 `1.
 /

N. ut
Here, w.`1.
 /N/ D w.`1.
 // D card
 . In fact, w.`1.
 // � card
 because

`1.
 / has a discrete open collection with the same cardinality as 
 . Let

D D ˚
x 2 `1.
 /

ˇ
ˇx.�/ 2 Q for all � 2 
 and

x.�/ D 0 except for finitely many � 2 
 �
:

Then, fB.x; n�1/ j x 2 D;n 2 Ng is an open basis for `1.
 / with the same
cardinality as 
 , hence w.`1.
 // � card
 .

The hedgehog J.
 / is the closed subspace of `1.
 / defined as follows:

J.
 / D
[

�2

Ie� D ˚

x 2 `1.
 /
ˇ
ˇx.�/ 2 I for all � 2 
 and

x.�/ 6D 0 at most one � 2 
 �
;

2For topological linear spaces, refer to Sect. 3.4.



34 2 Metrization and Paracompact Spaces




I

0

1

.
 � I/=.
 � f0g/
Fig. 2.4 The hedgehog J.
 /

where e� 2 `1.
 / is the unit vector defined by e� .�/ D 1 and e� .� 0/ D 0 for � 0 6D �

(Fig. 2.4). The hedgehog J.
 / can also be defined as the space .
 � I/=.
 � f0g/
with the metric induced from the pseudo-metric � on 
 � I defined as follows:

�..�; t/; .� 0; s// D
(

jt � sj if � D � 0;
t C s if � 6D � 0:

Note that w.J.
 /N/ D card
 . In the proof of Theorem 2.3.4, if each Bn
is discrete in X , then fn.X/ � J.Bn/. Similar to Corollary 2.3.6, we have the
following:

Corollary 2.3.7. Let X be a metrizable space and 
 an infinite set such that
w.X/ � card
 . Then, X can be embedded in J.
 /N. ut

In the second countable case, X can be embedded in IN, since we can take B DS
n2N Bn in the proof of Theorem 2.3.4 so that each Bn contains only one open set.

Thus, we have the following embedding theorem for separable metrizable spaces:

Corollary 2.3.8. Every separable metrizable space can be embedded in the Hilbert
cube IN, and hence in R

N. ut
In association with Corollary 2.3.6, we state the following theorem:

Theorem 2.3.9. Every metric space X D .X; d/ can be isometrically embedded
into the Banach space CB.X/.

Sketch of Proof. Fix x0 2 X and define ' W X ! CB.X/ as follows:

'.x/.z/ D d.x; z/� d.x0; z/; z 2 X:

It is easy to see that k'.x/k D d.x; x0/ and k'.x/� '.y/k D d.x; y/.

The (metric) completion of a metric space X D .X; d/ is a complete metric
space eX D .eX; Qd/ containing X as a dense set and as a metric subspace, that is, d
is the restriction of Qd . Since a closed set in a complete metric space is also complete,
Theorem 2.3.9 implies the following:

Corollary 2.3.10. Every metric space has a completion. ut



2.4 Sequences of Open Covers and Metrization 35

2.4 Sequences of Open Covers and Metrization

In this section, we characterize metrizable spaces via sequences of open covers.
Given a cover V of a space X and A � X , we define

st.A;V/ D
[

V ŒA	;

which is called the star of A with respect to V . When A D fxg, we write
st.fxg;V/ D st.x;V/.

Theorem 2.4.1 (ALEXANDROFF–URYSOHN; FRINK). For a space X , the fol-
lowing conditions are equivalent:

(a) X is metrizable;
(b) X has open covers U1;U2; : : : such that fst.x;Un/ j n 2 Ng is a neighborhood

basis of each x 2 X and

U;U 0 2 UnC1; U \ U 0 6D ; ) 9U 00 2 Un such that U [ U 0 � U 00I
(c) Each x 2 X has an open neighborhood basis fVn.x/ j n 2 Ng satisfying the

condition that, for each x 2 X and i 2 N, there exists a j.x; i/ � i such that

Vj.x;i/.x/ \ Vj.x;i/.y/ 6D ; ) Vj.x;i/.y/ � Vi .x/:

Proof. (a) ) (c): A metric space X D .X; d/ satisfies (c) because

B.x; 3�n/\ B.y; 3�n/ 6D ; ) B.y; 3�n/ � B.x; 3�nC1/:

(c) ) (b): For each x 2 X , let k.x; 1/ D 1 and inductively define

k.x; n/ D maxfn; j.x; i/ j i D 1; : : : ; k.x; n � 1/g � n:

For each n 2 N, let Un.x/ D Tk.x;n/
iD1 Vi .x/. Then, fUn.x/ j n 2 Ng is an open

neighborhood basis of x and

Un.x/ \ Un.y/ 6D ; ) Un.x/ [ Un.y/ � Un�1.x/ or

Un.x/ [ Un.y/ � Un�1.y/:

In fact, assume that Un.x/\Un.y/ 6D ;. In the case k.x; n/ � k.y; n/, Vj.x;i/.y/ �
Vi .x/ for each i D 1; : : : ; k.x; n � 1/ because Vj.x;i/.x/ \ Vj.x;i/.y/ 6D ;. Then, it
follows that

Un.y/ �
k.x;n/\

iD1
Vi .y/ �

k.x;n�1/\

iD1
Vj.x;i/.y/ �

k.x;n�1/\

iD1
Vi .x/ D Un�1.x/:
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Since Un.x/ � Un�1.x/ by definition, we have Un.x/ [ Un.y/ � Un�1.x/. As
above, k.y; n/ � k.x; n/ implies Un.x/ [ Un.y/ � Un�1.y/.

For each n 2 N, we have Un D fUn.x/ j x 2 Xg 2 cov.X/. It remains to be
prove that fst.x;Un/ j n 2 Ng is a neighborhood basis of x 2 X . Evidently, each
st.x;Un/ is a neighborhood of x 2 X . Then, it suffices to show that st.x;Uj.x;n// �
Vn.x/. If x 2 Uj.x;n/.y/, then

Vj.x;n/.x/ \ Vj.x;n/.y/ 	 Vj.x;n/.x/ \ Uj.x;n/.y/ 6D ;;
and hence Uj.x;n/.y/ � Vj.x;n/.y/ � Vn.x/.

(b) ) (a): First, note that UiC1 � Ui for each i 2 N. Let U0 D fXg 2 cov.X/.
For each x; y 2 X , define

ı.x; y/ D inf
˚
2�i ˇ

ˇ 9U 2 Ui such that x; y 2 U �
:

Note that if ı.x; y/ > 0, then ı.x; y/ D 2�n for some n � 0. As can easily be
shown, the following hold for each x; y; z 2 X :

(1) ı.x; y/ D 0 if and only if x D y;
(2) ı.x; y/ D ı.y; x/;
(3) ı.x; y/ � 2maxfı.x; z/; ı.z; y/g.

Furthermore, we claim that

(4) for every n � 3 and each x1; : : : ; xn 2 X ,

ı.x1; xn/ � 2.ı.x1; x2/C ı.xn�1; xn//C 4

n�2X

iD2
ı.xi ; xiC1/:

In fact, when n D 3, the inequality follows from (3). Assuming claim (4) holds for
any n < k, we show (4) for n D k. Then, we may assume that xk 6D x1. For each
x1; : : : ; xk 2 X , let

m D min
˚
i

ˇ
ˇ ı.x1; xk/ � 2ı.x1; xi /

� � 2:

Then, ı.x1; xk/ � 2ı.x1; xm/. From (3) and the minimality of m, we have
ı.x1; xk/ � 2ı.xm�1; xk/. If m D 2 or m D k, then the inequality in (4) holds
for n D k. In the case 2 < m < k,

ı.x1; xk/ D 1

2
ı.x1; xk/C 1

2
ı.x1; xk/ � ı.x1; xm/C ı.xm�1; xk/:

By the inductive assumption, we have

ı.x1; xm/ � 2.ı.x1; x2/C ı.xm�1; xm//C 4

m�2X

iD2
ı.xi ; xiC1/ and

ı.xm�1; xk/ � 2.ı.xm�1; xm/C ı.xk�1; xk//C 4

k�2X

iDm
ı.xi ; xiC1/;
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so the desired inequality is obtained. By induction, (4) holds for all n 2 N.
Now, we can define d 2 Metr.X/ as follows:

d.x; y/ D inf
˚ Pn�1

iD1 ı.xi ; xiC1/
ˇ
ˇ n 2 N; xi 2 X; x1 D x; xn D y

�
:

In fact, d.x; y/ D d.y; x/ by (2) and the above definition. The triangle inequality
follows from the definition of d . Since ı.x; y/ � 4d.x; y/ by (4), it follows from
(1) that d.x; y/ D 0 implies x D y. Obviously, x D y implies d.x; y/ D 0.
Moreover, it follows that

d.x; y/ � 2�n�2 ) 9U 2 Un such that x; y 2 U;
which means that Bd .x; 2�n�2/ � st.x;Un/ for each x 2 X and n 2 N. Since
d.x; y/ � ı.x; y/, we have meshd Un � 2�n, so st.x;Un/ � Bd .x; 2�n/. Therefore,
fBd .x; 2�n/ j n 2 Ng is a neighborhood basis of x 2 X . ut
Remark 3. In the above proof of (b) ) (a), the obtained metric d 2 Metr.X/ has
the following property:

st.x;UnC2/ � Bd .x; 2�n�2/ � st.x;Un/:

Moreover, d.x; y/ � 1 for every x; y 2 X .

In Theorem 2.4.1, the equivalence between (a) and (b) is called the
ALEXANDROFF–URYSOHN METRIZATION THEOREM and the equivalence between
(a) and (c) is called the FRINK METRIZATION THEOREM.

Let U and V be covers of X . When fst.x;V/ j x 2 Xg � U , we call V a
�-refinement (or barycentric refinement) of U and denote

V �� U .or U �
 V/:

The following corollary follows from the Alexandroff–Urysohn Metrization
Theorem:

Corollary 2.4.2. A space X is metrizable if and only if X has a sequence of open
covers

U1
�
 U2

�
 U3
�
 � � �

such that fst.x;Un/ j n 2 Ng is a neighborhood basis of each x 2 X . ut
For covers U and V of X , we define

st.V ;U/ D ˚
st.V;U/

ˇ
ˇ V 2 V

�
;

which is called the star of V with respect to U . We denote st.V ;V/ D stV , which is
called the star of V . When stV � U , we call V a star-refinement of U and denote

V �� U .or U �
 V/:
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For each n 2 N, the n-th star of V is inductively defined as follows:

stn V D st.stn�1 V ;V/;

where st0 V D V . Observe that st.V ; stV/ D st3 V and st.stV/ D st4 V . When
stn V � U , V is called an n-th star-refinement of U . There is the following relation
between�-refinements and star-refinements:

Proposition 2.4.3. For every three open covers U ;V ;W of a space X ,

W �� V �� U ) W �� U :

Sketch of Proof. For each W 2 W , take any x 2 W and choose U 2 U so that st.x;V/ �
U . Then, we see that st.W;W/ � U .

By virtue of this proposition, �-refinements in Corollary 2.4.2 can be replaced
by star-refinements, which allows us to sate the following corollary:

Corollary 2.4.4. A space X is metrizable if and only if X has a sequence of open
covers

U1
�
 U2

�
 U3
�
 � � �

such that fst.x;Un/ j n 2 Ng is a neighborhood basis of each x 2 X . ut
Remark 4. By tracing the proof of Theorem 2.4.1, we can directly prove Corol-
lary 2.4.4. This direct proof is simpler than that of Theorem 2.4.1, and the obtained
metric d 2 Metr.X/ has the following, more acceptable, property than the previous
remark:

st.x;UnC1/ � Bd .x; 2�n/ � st.x;Un/:

Similar to the previous metric, d.x; y/ � 1 for every x; y 2 X .

Sketch of the direct proof of Corollary 2.4.4. To see the “if” part, replicate the proof of (b)
) (a) in Theorem 2.4.1 to construct d 2 Metr.X/. Let U0 D fXg. For each x; y 2 X , we
define

ı.x; y/ D inf
˚
2�iC1

ˇ
ˇ 9U 2 Ui such that x; y 2 U

�
and

d.x; y/ D inf
˚ Pn

iD1 ı.xi�1; xi /
ˇ
ˇ n 2 N; x0 D x; xn D y

�
:

The admissibility and additional property of d are derived from the inequality d.x; y/ �
ı.x; y/ � 2d.x; y/. To prove the right-hand inequality, it suffices to show the following:

ı.x0; xn/ � 2

nX

iD1

ı.xi�1; xi / for each x0; x1; : : : ; xn 2 X:

This is proved by induction on n 2 N. Set
Pn

iD1 ı.xi�1; xi / D ˛ and let k be the largest

number such that
Pk

iD1 ı.xi�1; xi / � ˛=2. Then,
Pn

iDkC2 ı.xi�1; xi / < ˛=2. By the
inductive assumption, ı.x0; xk/ � ˛ and ı.xkC1; xn/ < ˛. Note that ı.xk; xkC1/ � ˛. Let
m D minfi 2 N j 2�iC1 � ˛g. Since stUm � Um�1, we can find U 2 Um�1 such that
x0; xn 2 U , and hence ı.x0; xn/ � 2�mC2 � 2˛.
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Additional Results on Metrizability 2.4.5.

(1) The perfect image of a metrizable space is metrizable, that is, if f W X ! Y is
a surjective perfect map of a metrizable space X , then Y is also metrizable.

Sketch of Proof. For each y 2 Y and n 2 N, let

Un.y/ D Nd .f
�1.y/; 2�n/ and Vn.y/ D Y n f .X n Un.y//;

where d is an admissible metric for X . Show that fVn.y/ j n 2 Ng is a neighborhood
basis of y 2 Y that satisfies condition 2.4.1(c). For each y 2 Y and i 2 N, since
f �1.y/ is compact, we can choose j � i so that Uj .y/ � f �1.ViC1.y//. Then, the
following holds:

VjC1.y/\ VjC1.z/ 6D ; ) VjC1.z/ � Vi .y/:

To see this, observe that

VjC1.y/\ VjC1.z/ 6D ; ) Uj .y/\ f �1.z/ 6D ;
) f �1.z/ � f �1.ViC1.y// � UiC1.y/

) f �1.VjC1.z// � UjC1.z/ � Ui .y/:

(2) A space X is metrizable if it is a locally finite union of metrizable closed
subspaces.

Sketch of Proof. To apply (1) above, construct a surjective perfect map f W L
�2� X� !

X such that each X� is metrizable and f jX� is a closed embedding. The metrizability
of

L
�2� X� easily follows from Theorem 2.3.4. (The metrizability of

L
�2� X� can

also be seen by embedding
L

�2� X� into the product space �� `1.
 /N for some 
 ,
where we give � the discrete topology.)

2.5 Complete Metrizability

In this section, we consider complete metrizability. A space X has the Baire
property or is a Baire space if the intersection of countably many dense open sets
in X is also dense; equivalently, every countable intersection of dense Gı sets in X
is also dense. This property is very valuable. In particular, it can be used to prove
various existence theorems. Observe that the Baire property can also be expressed
as follows: if a countable union of closed sets has an interior point, then at least one
of the closed sets has an interior point. The following statement is easily proved:

• Every open subspace and every denseGı subspace of a Baire space is also Baire.

Complete metrizability is preferable because it implies the Baire property.

Theorem 2.5.1 (BAIRE CATEGORY THEOREM). Every completely metrizable
spaceX is a Baire space. Consequently,X cannot be written as a union of countably
many closed sets without interior points.
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y0 D x

"0 D "

"1

y1

B.y0; "0/

B.y1; "1/

Fig. 2.5 Definition of yn 2 X and "n > 0

Proof. For each i 2 N, let Gi be a dense open set in X and d 2 Metr.X/ be a
complete metric. For each x 2 X and " > 0, we inductively choose yi 2 X and
"i > 0, i 2 N, so that

yi 2 B.yi�1; 12 "i�1/ \Gi ; B.yi ; "i / � Gi and "i � 1
2
"i�1;

where y0 D x and "0 D " (Fig. 2.5). Then, .yi /i2N is d -Cauchy, hence it converges
to some y 2 X . For each n 2 !,

d.yn; y/ �
1X

iDn
d.yi ; yiC1/ <

1X

iDn
1
2
"i �

1X

iD1
2�i "n D "n:

Thus, y 2 B.x; "/ and y 2 B.yi ; "i / � Gi for each i 2 N, that is, y 2 B.x; "/ \T
i2NGi . Therefore,

T
i2NGi is dense in X . ut

A metrizable space X is said to be absolutely Gı if X is Gı in an arbitrary
metrizable space that containsX as a subspace. This concept characterizes complete
metrizability, which leads us to the following:

Theorem 2.5.2. A metrizable space is completely metrizable if and only if it is
absolutely Gı .

This follows from Corollary 2.3.6 (or 2.3.10) and the following theorem:

Theorem 2.5.3. Let X D .X; d/ be a metric space and A � X .

(1) If A is completely metrizable, then A is Gı in X .
(2) If X is complete and A is Gı in X , then A is completely metrizable.

Proof. (1): Since clA is Gı in X , it suffices to show that A is Gı in clA. Let � 2
Metr.A/ be a complete metric. For each n 2 N, let



2.5 Complete Metrizability 41

Gn D ˚
x 2 clA

ˇ
ˇ x has a neighborhoodU in X with

diamd U < 2�n and diam� U \A < 2�n�:

Then, each Gn is clearly open in clA and A � T
n2NGn. Each x 2 T

n2NGn has
neighborhoodsU1 	 U2 	 � � � inX such that diamd Un < 2

�n and diam� Un\A <
2�n. Since x 2 clA, we have points xn 2 Un \ A, n 2 N. Then, .xn/n2N converges
to x. Since .xn/n2N is �-Cauchy, it is convergent in A. Thus, we can conclude that
x 2 A. Therefore, A D T

n2NGn, which is Gı in clA.
(2): First, we show that any open set U in X is completely metrizable. We can

define an admissible metric � for U as follows:

�.x; y/ D d.x; y/C ˇ
ˇd.x;X n U /�1 � d.y;X n U /�1ˇˇ:

Every �-Cauchy sequence .xn/n2N in U is d -Cauchy, so it converges to some
x 2 X . Since .d.xn;X nU /�1/n2N is a Cauchy sequence in R, it is bounded. Then,

d.x;X n U / D lim
n!1d.xn;X n U / > 0:

This means that x 2 U , and hence .xn/n2N is convergent in U . Thus, � is complete.
Next, we show that an arbitrary Gı set A in X is completely metrizable. Write

A D T
n2NUn, where U1; U2; : : : are open in X . As we saw above, each Un admits

a complete metric dn 2 Metr.Un/. Now, we can define a metric � 2 Metr.A/ as
follows:

�.x; y/ D
X

n2N
min

˚
2�n; dn.x; y/

�
:

Every �-Cauchy sequence in A is dn-Cauchy, which is convergent in Un. Hence, it
is convergent in A D T

n2N Un. Therefore, � is complete. ut
Analogous to compactness, the completeness of metric spaces can be character-

ized by the finite intersection property (f.i.p.).

Theorem 2.5.4. In order for a metric space X D .X; d/ to be complete, it is
necessary and sufficient that, if a family F of subsets ofX has the finite intersection
property and contains sets with arbitrarily small diameter, then F cl has a non-empty
intersection, which is a singleton.

Proof. (Necessity) Let F be a family of subsets of X with the f.i.p. such that F
contains sets with arbitrarily small diameter. For each n 2 N, choose Fn 2 F so
that diamFn < 2�n, and take xn 2 Fn. For any n < m, Fn \ Fm 6D ;, hence

d.xn; xm/ � diamFn C diamFm < 2
�n C 2�m < 2�nC1:

Thus, .xn/n2N is a Cauchy sequence, therefore it converges to a point x 2 X .
Then, x 2 T

F cl. Otherwise, x 62 clF for some F 2 F . Choose n 2 N so that
d.x; xn/; 2

�n < 1
2
d.x; F /. Since F \ Fn 6D ;, it follows that
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d.x; F / � d.x; xn/C diamFn < d.x; xn/C 2�n < d.x; F /;

which is a contradiction.
(Sufficiency) Let .xn/n2N be a Cauchy sequence in X . For each n 2 N, let

Fn D fxi j i � ng. Then, F1 	 F2 	 � � � and diamFn ! 0 (n ! 1). From
this condition, we have x 2 T

n2N clFn. For each " > 0, choose n 2 N so that
diam clFn D diamFn < ". Then, d.xi ; x/ < " for i � n, that is, limn!1 xn D x.
Therefore,X is complete. ut

Using compactifications, we can characterize complete metrizability as follows:

Theorem 2.5.5. For a metrizable space X , the following are equivalent:

(a) X is completely metrizable;
(b) X is Gı in an arbitrary compactification of X ;
(c) X is Gı in the Stone–Čech compactification ˇX ;
(d) X has a compactification in which X is Gı.

Proof. The implications (b) ) (c) ) (d) are obvious. We show the converse (d) )
(c) ) (b) and the equivalence (a) , (b).

(d) ) (c): Let �X be a compactification of X and X D T
n2NGn, where each

Gn is open in �X . Then, by Theorem 2.1.4, we have a map f W ˇX ! �X

such that f jX D id, where X D f �1.X/ by Theorem 2.1.8. Consequently,
X D T

n2N f �1.Gn/ is Gı in ˇX .
(c) ) (b): By condition (c), we can write ˇX n X D S

n2N Fn, where each Fn
is closed in ˇX . For any compactification �X of X , we have a map f W ˇX ! �X

such that f jX D id (Theorem 2.1.4). From Theorem 2.1.8, �XnX D f .ˇXnX/ DS
n2N f .Fn/ is F� in �X , hence X is Gı in �X .
(b) ) (a): To prove the complete metrizability of X , we show that X is

absolutely Gı (Theorem 2.5.2). Let X be contained in a metrizable space Y . Since
clˇY X is a compactification of X , it follows from (b) that X is Gı in clˇY X , and
hence it is Gı in Y \ clˇY X D clY X , where clY X is also Gı in Y . Therefore,X is
Gı in Y .

(a) ) (b): Let �X be a compactification of X and d an admissible complete
metric for X . For each n 2 N and x 2 X , let Gn.x/ be an open set in �X such that
Gn.x/ \ X D Bd .x; 2�n/. Then, Gn D S

x2X Gn.x/ is open in �X and X � Gn.
We will show that each y 2 T

n2NGn is contained in X . This implies that X DT
n2NGn is Gı in �X .
For each n 2 N, choose xn 2 X so that y 2 Gn.xn/. Since y 2 cl�X X and

Gn.xn/ \ X D Bd .xn; 2�n/, it follows that fBd .xn; 2�n/ j n 2 Ng has the f.i.p.
By Theorem 2.5.4, we have x 2 T

n2N clX Bd .xn; 2�n/, where limn!1 xn D x

because d.xn; x/ � 2�n. Thus, we have y D x 2 X . Otherwise, there would



2.5 Complete Metrizability 43

be disjoint open sets U and V in �X such that x 2 U and y 2 V . Since y 2T
n2NGn \ V , fBd .xn; 2�n/ \ V j n 2 Ng has the f.i.p. Again, by Theorem 2.5.4,

we have

x0 2
\

n2N
clX.Bd .xn; 2�n/\ V / � clX V:

Since limn!1 xn D x0 is the same as x, it follows that x0 D x 2 U , which is a
contradiction. ut

Note that conditions (b)–(d) in Theorem 2.5.5 are equivalent without the
metrizability of X , but X should be assumed to be Tychonoff in order that X has a
compactification. A Tychonoff space X is said to be Čech-complete if X satisfies
one of these conditions.

Every compact metric space is complete. Since a non-compact locally compact
metrizable space X is open in the one-point compactification ˛X D X [ f1g, X
is completely metrizable because of Theorem 2.5.5. Thus, we have the following
corollary:

Corollary 2.5.6. Every locally compact metrizable space is completely metrizable.
ut

We now state and prove the LAVRENTIEFF Gı-EXTENSION THEOREM:

Theorem 2.5.7 (LAVRENTIEFF). Let f W A ! Y be a map from a subset A of a
space X to a completely metrizable space Y . Then, f extends over a Gı set G in X
such that A � G � clA.

Proof. We may assume that Y is a complete metric space. The oscillation of f at
x 2 clA is defined as follows:

oscf .x/ D inf
˚

diamf .A \ U / ˇ
ˇ U is an open neighborhood of x

�
:

Let G D fx 2 clA j oscf .x/ D 0g. Then, A � G because f is continuous. Since
each fx 2 clA j oscf .x/ < 1=ng is open in clA, it follows that G is Gı in X . For
each x 2 G,

Fx D ˚
f .A \ U / ˇ

ˇ U is an open neighborhood of x
�
;

has the f.i.p. and contains sets with arbitrarily small diameter. By Theorem 2.5.4,
we have

T
F cl
x 6D ;, which is a singleton because diam

T
F cl
x D 0. The desired

extension Qf W G ! Y of f can be defined by Qf .x/ 2 T
F cl
x . ut

If A is a subspace of a metric space X and Y is a complete metric space, then
every uniformly continuous map f W A ! Y extends over clA. This result can be
obtained by showing that G D clA in the above proof. However, a direct proof is
easier.
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We will modify Theorem 2.5.7 into the following, known as the LAVRENTIEFF

HOMEOMORPHISM EXTENSION THEOREM:

Theorem 2.5.8 (LAVRENTIEFF). Let X and Y be completely metrizable spaces
and let f W A ! B be a homeomorphism between A � X and B � Y . Then, f
extends to a homeomorphism Qf W G ! H between Gı sets in X and Y such that
A � G � clA and B � H � clB .

Proof. By Theorem 2.5.7, f and f �1 extend to maps g W G0 ! Y and h W H 0 !
X , where A � G0 � clA, B � H 0 � clB and G0, H 0 are Gı in X and Y ,
respectively. Then, we have Gı sets G D g�1.H 0/ and H D h�1.G0/ that contain
A and B as dense subsets, respectively. Consider the maps h.gjG/ W G ! X and
g.hjH/ W H ! Y . Since h.gjG/jA D idA and g.hjH/jB D idB , it follows that
h.gjG/ D idG and g.hjH/ D idH . Then, as is easily observed, we have g.G/ � H

and h.H/ � G. Hence, Qf D gjG W G ! H is a homeomorphism extending f . ut
In the above, when X D Y and A D B , we can take G D H , that is, we can

show the following:

Corollary 2.5.9. Let X be a completely metrizable space and A � X . Then, every
homeomorphism f W A ! A extends to a homeomorphism Qf W G ! G over a Gı
set G in X with A � G � clA.

Proof. Using Theorem 2.5.8, we extend f to a homeomorphism g W G0 ! G00
betweenGı setsG0; G00 � X with A � G0 \G00 andG0; G00 � clA. We inductively
define a sequence of Gı sets G0 D G1 	 G2 	 � � � in X as follows:

GnC1 D Gn \ g.Gn/ \ g�1.Gn/:

Then,G D T
n2NGn is Gı in X and g.x/; g�1.x/ 2 G for each x 2 G. Indeed, for

each n 2 N, since x 2 GnC1, it follows that g.x/ 2 Gn and g�1.x/ 2 Gn. Thus,
Qf D gjG W G ! G is the desired extension of f . ut

Additional Results on Complete Metrizability 2.5.10.

(1) Let f W X ! Y be a surjective perfect map between Tychonoff spaces. Then,
X is Čech-complete if and only if Y is Čech-complete. When X is metrizable,
X is completely metrizable if and only if Y is completely metrizable.

Sketch of Proof. See Theorem 2.1.8.

(2) A space X is completely metrizable if it is a locally finite union of completely
metrizable closed subspaces.

Sketch of Proof. Emulate 2.4.5(2). To prove the complete metrizability of the topologi-
cal sum

L
�2� X� of completely metrizable spaces, embed

L
�2� X� into the product

space � � `1.
 /
N for some 
 .
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2.6 Paracompactness and Local Properties

A space X is paracompact if each open cover of X has a locally finite open refine-
ment.3 According to Stone’s Theorem 2.3.1, every metrizable space is paracompact.
A spaceX is collectionwise normal if, for each discrete collection F of closed sets
in X , there is a pairwise disjoint collection fUF j F 2 Fg of open sets in X such
that F � UF for each F 2 F . Obviously, every collectionwise normal space is
normal. In the definition of collectionwise normality, fUF j F 2 Fg can be discrete
in X . Indeed, choose an open set V in X so that

S
F � V � clV � S

F2F UF .
Then, F � V \ UF for each F 2 F , and fV \ UF j F 2 Fg is discrete in X .

Theorem 2.6.1. Every paracompact space X is collectionwise normal.

Proof. To see the regularity of X , let A be a closed set in X and x 2 X n A. Each
a 2 A has an open neighborhoodUa inX so that x 62 clUa. Let U be a locally finite
open refinement of

˚
Ua

ˇ
ˇ a 2 A� [ ˚

X nA� 2 cov.X/:

Then, V D st.A;U/ D S
U ŒA	 is an open neighborhood of A. Since U is locally

finite, it follows that clV D S
U ŒA	cl. Since each U 2 U ŒA	 is contained in some

Ua, it follows that x 62 clU , and hence x 62 clV .
We now show that X is collectionwise normal. Let F be a discrete collection

of closed sets in X . Since X is regular, each x 2 X has an open neighborhood
Vx in X such that cardF ŒclVx	 � 1. Let U be a locally finite open refinement of
fVx j x 2 Xg 2 cov.X/. For each F 2 F , we define

WF D X n
[ ˚

clU
ˇ
ˇ U 2 U ; F \ clU D ;�

:

Then,WF is open inX and F � WF � st.F;U cl/ (Fig. 2.6). Since cardF ŒclU 	 � 1

for each U 2 U , it follows that st.F;U cl/ \ WF 0 D ; if F 0 6D F 2 F . Therefore,
fWF j F 2 Fg is pairwise disjoint. ut

Lemma 2.6.2. If X is regular and each open cover of X has a locally finite
refinement (consisting of arbitrary sets), then for any open cover U of X there is
a locally finite closed cover fFU j U 2 Ug of X such that FU � U for each U 2 U .

Proof. Since X is regular, we have V 2 cov.X/ such that Vcl � U . Let A be
a locally finite refinement of V . There exists a function ' W A ! U such that
clA � '.A/ for each A 2 A. For each U 2 U , define

FU D
[ ˚

clA
ˇ
ˇ A 2 '�1.U /

� � U:

3Recall that spaces are assumed to be Hausdorff.
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F 0
F

WF U

WF 0

st.F;U cl/

Fig. 2.6 The pairwise disjoint collection fWF j F 2 Fg

Since each x 2 X is contained in some A 2 A and A � F'.A/, fFU j U 2 Ug is a
cover of X . Since A is locally finite, each FU is closed in X and fFU j U 2 Ug is
locally finite. ut

We have the following characterizations of paracompactness:

Theorem 2.6.3. For a space X , the following conditions are equivalent:

(a) X is paracompact;
(b) Each open cover of X has an open�-refinement;
(c) Each open cover of X has an open star-refinement;
(d) X is regular and each open cover of X has a �-discrete open refinement;
(e) X is regular and each open cover of X has a locally finite refinement.

Proof. (a) ) (b): Let U 2 cov.X/. From Lemma 2.6.2, it follows that X has a
locally finite closed cover fFU j U 2 Ug such that FU � U for each U 2 U . For
each x 2 X , define

Wx D
\ ˚

U 2 U
ˇ
ˇ x 2 FU

� n
[ ˚

FU
ˇ
ˇ U 2 U ; x 62 FU

�
:

Then,Wx is an open neighborhood of x inX , hence W D fWx j x 2 Xg 2 cov.X/.
For each x 2 X , choose U 2 U so that x 2 FU . If x 2 Wy then y 2 FU , which
implies that Wy � U . Therefore, st.x;W/ � U for each x 2 X , which means that
W is a �-refinement of U .

(b) ) (c): Due to Proposition 2.4.3, for U ;V ;W 2 cov.X/,

W �� V �� U ) W �� U :

This gives (b) ) (c).
(c) ) (d): To prove the regularity of X , let A � X be closed and x 2 X n A.

Then, fX nA;X n fxgg 2 cov.X/ has an open star-refinement W . ChooseW 2 W
so that x 2 W . Then, st.W;W/ � X n A, i.e., W \ st.A;W/ D ;. Hence, X is
regular.
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x

st.x;F/

UA

WAA

F

Fig. 2.7 Definition of WA

Next, we show that each U 2 cov.X/ has a �-discrete open refinement. We may
assume that U D fU� j � 2 �g, where � D .�;�/ is a well-ordered set. By
condition (c), we have a sequence of open star-refinements:

U �
 U1
�
 U2

�
 � � � :

For each .�; n/ 2 � � N, let

U�;n D
[ ˚

U 2 Un
ˇ
ˇ st.U;Un/ � U�

� � U�:

Then, we have

(�) st.U�;n;UnC1/ � U�;nC1 for each .�; n/ 2 � � N.

Indeed, each U 2 UnC1ŒU�;n	meets someU 0 2 Un such that st.U 0;Un/ � U�. Since
U � st.U 0;UnC1/, it follows that

st.U;UnC1/ � st2.U 0;UnC1/ � st.U 0; stUnC1/ � st.U 0;Un/ � U�;

which implies that U � U�;nC1. Thus, we have (�).
Now, for each .�; n/ 2 � � N, let

V�;n D U�;n n cl
S
�<� U�;nC1 � U�:

Then, each Vn D fV�;n j � 2 �g is discrete in X . Indeed, each x 2 X is contained
in some U 2 UnC1. If U \ V�;n 6D ;, then U � st.U�;n;UnC1/ � U�;nC1 by (�).
Hence, U \ V�;n D ; for all � > �. This implies that U meets at most one member
of Vn — Fig. 2.8.

It remains to be proved that V D S
n2N Vn 2 cov.X/. Each x 2 X is contained

in some U 2 U1. Since st.U;U1/ � U� for some � 2 �, it follows that x 2 U�;1.
Thus, we can define

�.x/ D min
˚
� 2 � ˇ

ˇ x 2 U�;n for some n 2 N
�
:
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V2

F3

V3G1

F1 F2

V1

G3

G2

Fig. 2.8 Construction of Gn

Then, x 2 U�.x/;n for some n 2 N. It follows from (�) that

cl
S
�<�.x/ U�;nC1 � st

� S
�<�.x/ U�;nC1;UnC2

�

D
[

�<�.x/

st.U�;nC1;UnC2/ �
[

�<�.x/

U�;nC2;

hence x 62 cl
S
�<�.x/ U�;nC1. Therefore, x 2 V�.x/;n, and hence V 2 cov.X/.

Consequently, V is a �-discrete open refinement of U .
(d) ) (e): It suffices to show that every �-discrete open cover U of X has a

locally finite refinement. Let U D S
n2N Un, where each Un is discrete in X and

Un \ Um D ; if n 6D m. For each U 2 Un, let AU D U n S
m<n.

S
Um/. Then,

A D fAU j U 2 Ug is a cover of X that refines U . For each x 2 X , choose the
smallest n 2 N such that x 2 S

Un and let x 2 U0 2 Un. Then, U0 misses AU for
all U 2 S

m>n Um. For each m � n, since Um is discrete, x has a neighborhood Vm
in X such that cardUmŒVm	 � 1. Then, V D U0 \ V1 \ � � � \ Vn is a neighborhood
of x in X such that cardAŒV 	 � n. Hence, A is locally finite in X — Fig. 2.9.

(e) ) (a): Let U 2 cov.X/. Then U has a locally finite refinement A. For each
x 2 X , choose an open neighborhood Vx of x in X so that cardAŒVx	 < @0.
According to Lemma 2.6.2, fVx j x 2 Xg 2 cov.X/ has a locally finite closed
refinement F . Then, cardAŒF 	 < @0 for each F 2 F . For each A 2 A, choose
UA 2 U so that A � UA and define

WA D UA n
[ ˚

F 2 F
ˇ
ˇ A\ F D ;�

:

Then, A � WA � UA and WA is open in X , hence W D fWA j A 2 Ag is an
open refinement of U . Since F is a locally finite closed cover of X , st.x;F/ is a
neighborhood of x 2 X . For each F 2 F and A 2 A, F \ WA 6D ; implies
F \A6D;. Then, cardW ŒF 	 � cardAŒF 	 < @0 for each F 2 F . Since cardF Œx	 <
@0, st.x;F/ meets only finitely many members of W . Hence, W is locally finite
in X . ut
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A spaceX is Lindelöf if every open cover ofX has a countable open refinement.
By verifying condition (d) above, we have the following:

Corollary 2.6.4. Every regular Lindelöf space is paracompact. ut
Let P be a property of subsets of a space X . It is said that X has property P

locally if each x 2 X has a neighborhoodU inX that has property P . Occasionally,
we need to determine whether X has some property P if X has property P locally.
Let us consider this problem now. A property P of open sets in X is said to be
G -hereditary if the following conditions are satisfied:

(G-1) If U has property P , then every open subset of U has P ;
(G-2) If U and V have property P , then U [ V has property P ;
(G-3) If fU� j � 2 �g is discrete in X and each U� has property P , then

S
�2� U�

has property P .

The following theorem is very useful to show that a space has a certain property:

Theorem 2.6.5 (E. MICHAEL). Let P be a G-hereditary property of open sets in
a paracompact space X . If X has property P locally, then X itself has property P .

Proof. Since X has property P locally, there exists U 2 cov.X/ such that each
U 2 U has property P . According to Theorem 2.6.3, U has an open refinement
V D S

n2N Vn such that each Vn is discrete in X . Each V 2 V has property P by
(G-1). For each n 2 N, let Vn D S

Vn. Then, each Vn has property P by (G-3),
hence V1 [ � � � [ Vn has property P by (G-2). From Lemma 2.6.2, it follows that X
has a closed cover fFn j n 2 Ng such that Fn � Vn for each n 2 N.4 Inductively
choose open sets Gn (n 2 N) so that

Fn [ clGn�1 � Gn � clGn � V1 [ � � � [ Vn;

where G0 D ; (Fig. 2.7). For each n 2 N, let Wn D Gn n clGn�2, where G�1 D ;.
Then, each Wn also has property P by (G-1). Let Xi D S

n2! W3nCi , where i D
1; 2; 3. Since fW3nCi j n 2 !g is discrete in X , each Xi has property P by (G-3).
Hence, X D X1 [ X2 [X3 also has property P by (G-2). ut

There are many cases where we consider properties of closed sets rather than
open sets. In such cases, Theorem 2.6.5 can also be applied. In fact, let P be a
property of closed sets ofX . We define the propertyPı of open sets inX as follows:

U has property Pı ”
def

clU has property P :

It is said that P is F -hereditary if it satisfies the following conditions:

(F-1) If A has property P , then every closed subset of A has property P ;

4Closed sets Fn � X , n 2 N can be inductively obtained so that X D S
i�n intFi [ S

i>n Vi .
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[

�<�

V�;nC1

[

�<�

U�;n

U�

U�;nC1

U�;n

U�;n
U�;nC1

V�;n

V�;n

Fig. 2.9 Definition of V�;n

(F-2) If A and B have property P , then A[ B has property P ;
(F-3) If fA� j � 2 �g is discrete in X and each A� has property P , then

S
�2� A�

has property P .

Evidently, if property P is F -hereditary, then Pı is G-hereditary. Therefore,
Theorem 2.6.5 yields the following corollary:

Corollary 2.6.6 (E.MICHAEL). Let P be an F -hereditary property of closed sets
in a paracompact spaceX . IfX has property P locally, thenX itself has propertyP .

ut
Additional Results on Paracompact Spaces 2.6.7.

(1) A space is paracompact if it is a locally finite union of paracompact closed
subspaces.

Sketch of Proof. Let F be a locally finite closed cover of a space X such that each
F 2 F is paracompact. To prove regularity, let x 2 X and U an open neighborhood
of x in X . Since each F 2 F Œx	 is regular, we have an open neighborhood UF of x in
X such that cl.F \ UF / � U . The following U0 is an open neighborhood of x in X :

U0 D \

F2F Œx	
UF n [

.F n F Œx	/
�

� [
F Œx	 D st.x;F/

�
:

Observe that clX U0 D cl
S
F2F Œx	.U0 \ F / D S

F2F Œx	 cl.U0 \ F / � U . Thus, it
suffices to show that X satisfies condition 2.6.3(e).

(2) Every F� subspace A of a paracompact space X is paracompact.

Sketch of Proof. It suffices to show that A satisfies condition 2.6.3(d). Let A DS
n2N

An, where each An is closed in X . For each V 2 cov.A/ and n 2 N, let

Un D ˚
X n An� [ ˚

eV
ˇ
ˇ V 2 V

� 2 cov.X/;

where each eV is open in X with eV \ A D V . Note that Vn � Un implies that
VnŒAn	jA � V .
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(3) Let X be a paracompact space. If every open subspace of X is paracompact,
then every subspace of X is also paracompact.

Sketch of Proof. To find a locally finite open refinement of U 2 cov.A/, take an open
collection eU in X such that eU jA D U and use the paracompactness of

S
eU .

(4) A paracompact space X is (completely) metrizable if it is locally (completely)
metrizable.

Sketch of Proof. To apply 2.4.5(2) (2.5.10(2)), construct a locally finite cover of X
consisting of (completely) metrizable closed sets.

A space X is hereditarily paracompact if every subspace of X is paracompact.
The following theorem comes from (2) and (3).

Theorem 2.6.8. Every perfectly normal paracompact space is hereditarily para-
compact. ut

2.7 Partitions of Unity

A collection A of subsets of X is said to be point-finite if each point x 2 X is
contained in only finitely many members of A, that is, cardAŒx	 < @0. Obviously,
every locally finite collection is point-finite. We prove the following, which is called
the OPEN COVER SHRINKING LEMMA.

Lemma 2.7.1. Each point-finite open cover U of a normal space X has an open
refinement fVU j U 2 Ug such that clVU � U for each U 2 U .

Proof. Let T be the topology of X (i.e., the collection of all open sets in X ) and
define an ordered set ˚ D .˚;�/ as follows:

˚ D ˚
' W U ! T

ˇ
ˇ S

U2U '.U / D X I cl'.U / � U if '.U / 6D U
�
;

'1 � '2 ”
def

'1.U / 6D U implies '1.U / D '2.U /:

Observe that if ˚ has a maximal element '0 then cl'0.U / � U for each U 2 U .
Then, the desired open refinement fVU j U 2 Ug can be defined by VU D '0.U /.

We apply Zorn’s Lemma to show that ˚ has a maximal element. It suffices to
show that every totally ordered subset  � ˚ is upper bounded in ˚ . For each
U 2 U , let '.U / D T

 2  .U /. Then, '.U / 6D U implies  U .U / 6D U for
some  U 2  , which means that '.U / D  U .U / because  .U / D  U .U / or
 .U / D U for every  2  . Thus, we have ' W U ! T such that cl'.U / � U

if '.U / 6D U . To verify X D S
U2U '.U /, let x 2 X . If '.U / D U for some

U 2 U Œx	 then x 2 U D '.U /. When '.U / 6D U for every U 2 U Œx	, by the
same argument as above, we can see that '.U / D  U .U / for each U 2 U Œx	. Since
U Œx	 is finite, we have  0 D maxf U j U 2 U Œx	g 2  . Then, '.U / D  U .U / D
 0.U / for each U 2 U Œx	. Since X D S

U2U  0.U /, it follows that x 2  0.U /
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(� U ) for some U 2 U , which implies x 2 '.U / becauseU 2 U Œx	. Consequently,
' 2 ˚ . It follows from the definition that  � ' for any  2  . ut
Remark 5. The above lemma can be proved using the transfinite induction instead
of Zorn’s Lemma.

For a map f W X ! R, let

suppf D cl
˚
x 2 X ˇ

ˇ f .x/ 6D 0
� � X;

which is called the support of f . A partition of unity on X is an indexed family
.f�/�2� of maps f� W X ! I such that

P
�2� f�.x/ D 1 for each x 2 X . It is said

that .f�/�2� is locally finite if each x 2 X has a neighborhoodU such that

card
˚
� 2 � ˇ

ˇ U \ suppf� 6D ;�
< @0:

A partition of unity .f�/�2� on X is said to be (weakly) subordinated to U 2
cov.X/ if fsuppf� j � 2 �g � U (ff �1

� ..0; 1	/ j � 2 �g � U).

Theorem 2.7.2. Let U be a locally finite open cover of a normal space X . Then,
there is a partition of unity .fU /U2U on X such that suppfU � U for each U 2 U .

Proof. By Lemma 2.7.1, we have fVU j U 2 Ug, fWU j U 2 Ug 2 cov.X/ such
that clWU � VU � clVU � U for each U 2 U . For each U 2 U , let gU W X ! I be
a Urysohn map with gU .clWU/ D 1 and gU .X n VU / D 0. Since U is locally finite
and suppgU � clVU � U for each U 2 U , we can define a map ' W X ! Œ1;1/

by '.x/ D P
U2U gU .x/. For each U 2 U , let fU W X ! I be the map defined by

fU .x/ D gU .x/='.x/. Then, .fU /U2U is the desired partition of unity. ut
Since every open cover of a paracompact space has a locally finite open

refinement, we have the following corollary:

Corollary 2.7.3. A paracompact space X has a locally finite partition of unity
subordinated to each open cover of X . ut

There exists a partition of unity which is not locally finite. For example, the
hedgehogJ.N/ has a non-locally finite partition of unity .fn/n2! defined as follows:
f0.x/ D 1 � kxk1 and fn.x/ D x.n/ for each n 2 N, where

J.N/ D ˚
x 2 `1

ˇ
ˇx.n/ 2 I for all n 2 N and

x.n/ 6D 0 at most one n 2 N
� � `1:

However, the existence of a partition of unity implies the existence of a locally finite
one.

Proposition 2.7.4. If X has a partition of unity .f�/�2� then X has a locally finite
partition of unity .g�/�2� such that suppg� � f �1

� ..0; 1	/ for each � 2 �.
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Proof. We define h W X ! I by h.x/ D sup�2� f�.x/ > 0. To see the continuity
of h, for each x 2 X , choose �.x/ 2 Fin.�/ so that

P
�2�.x/ f�.x/ > 1 � 1

2
h.x/.

Then, f�.x/ < 1
2
h.x/ for every � 2 � n �.x/, so h.x/ D f�.x/.x/ for some

�.x/ 2 �.x/. Since
P

�2�.x/ f� and f�.x/ are continuous, x has a neighborhoodUx
in X such that

X

�2�.x/
f�.y/ > 1 � 1

2
h.x/ and f�.x/.y/ >

1

2
h.x/ for all y 2 Ux .

Thus, f�.y/ < 1
2
h.x/ < f�.x/.y/ for � 2 � n�.x/ and y 2 Ux . Therefore,

h.y/ D max
˚
f�.y/

ˇ
ˇ � 2 �.x/� for each y 2 Ux.

Hence, h is continuous.
For each � 2 �, let k� W X ! I be a map defined by

k�.x/ D max

�

0; f�.x/� 2

3
h.x/

�

:

Then, supp k� � f �1
� ..0; 1	/. Indeed, if f�.x/ D 0 then x has a neighborhood U

such that f�.y/ < 2
3
h.y/ for every y 2 U , which implies x 62 supp k�. For each

x 2 X , take Ux and �.x/ as in the proof of the continuity of h. Choose an open
neighborhood Vx of x in X so that Vx � Ux and h.y/ > 3

4
h.x/ for all y 2 Vx. If

� 2 � n�.x/ and y 2 Vx , then

f�.y/� 2

3
h.y/ < f�.y/� 1

2
h.x/ < 0;

which implies that Vx \supp k� D ; for any � 2 �n�.x/. Thus, .k�/�2� is locally
finite. As in the proof of Theorem 2.7.2, for each � 2 �, let g� W X ! I be the map
defined by g�.x/ D k�.x/='.x/, where '.x/ D P

�2� k�.x/. Then, .g�/�2� is the
desired partition of unity on X . ut

The paracompactness can be characterized by the existence of a partition of unity
as follows:

Theorem 2.7.5. A spaceX is paracompact if and only if X has a partition of unity
(weakly) subordinated to each open cover of X .

Proof. The “only if” part is Corollary 2.7.3. The “if” part easily follows from
Proposition 2.7.4. ut

It is said that a real-valued function f W X ! R is lower semi-continuous,
abbreviated as l.s.c. (or upper semi-continuous, u.s.c.) if f �1 ..t;1// (or
f �1..�1; t//) is open in X for each t 2 R. Then, f W X ! R is continuous
if and only if f is l.s.c. and u.s.c.

Theorem 2.7.6. Let g; h W X ! R be real-valued functions on a paracompact
spaceX such that g is u.s.c., h is l.s.c. and g.x/ < h.x/ for each x 2 X . Then, there
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exists a map f W X ! R such that g.x/ < f .x/ < h.x/ for each x 2 X . Moreover,
given a map f0 W A ! R of a closed set A in X such that g.x/ < f0.x/ < h.x/ for
each x 2 A, the map f can be an extension of f0.

Proof. For each q 2 Q, let

Uq D g�1..�1; q// \ h�1..q;1//:

For each x 2 X , we have q 2 Q such that g.x/ < q < h.x/, hence U D fUq j q 2
Qg 2 cov.X/. By Corollary 2.7.3, X has a locally finite partition of unity .f�/�2�
subordinated to U . For each � 2 �, choose q.�/ 2 Q so that suppf� � Uq.�/.
Then, we define a map f W X ! R as follows:

f .x/ D
X

�2�
q.�/f�.x/:

For each x 2 X , let f� 2 � j x 2 suppf�g D f�1; � � � ; �ng. Since x 2 Tn
iD1 Uq.�i /,

we have g.x/ < q.�i/ < h.x/ for each i D 1; � � � ; n, hence it follows that

g.x/ D
nX

iD1
g.x/f�i .x/ < f .x/ D

nX

iD1
q.�i /f�i .x/

< h.x/ D
nX

iD1
h.x/f�i .x/:

To prove the additional statement, apply the Tietze Extension Theorem 2.2.2 to
extend f0 to a map f 0 W X ! R. Then, we have an open neighborhood U of A in
X such that g.x/ < f 0.x/ < h.x/ for each x 2 U . Let k W X ! I be a Urysohn
map with k.A/ D 1 and k.X n U / D 0. We can define Qf W X ! R as follows:

Qf .x/ D .1� k.x//f .x/ C k.x/f 0.x/:

Therefore, Qf jA D f0 and g.x/ < Qf .x/ < h.x/ for each x 2 X . ut
Refinements by Open Balls 2.7.7.

(1) Let X be a metrizable space and U an open cover of X . Then, X has an
admissible metric � such that

˚
B�.x; 1/

ˇ
ˇ x 2 X� � U :

Moreover, for a given d 2 Metr.X/, � can be chosen so that � � d (hence, if
d is complete then � is) and if d is bounded then � is also bounded.

Sketch of Proof. Take an open �-refinement V of U and a locally finite partition of
unity .f�/�2� on X subordinated to V . For a given d 2 Metr.X/, the desired metric
� 2 Metr.X/ can be defined as follows:

�.x; y/ D d.x; y/C X

�2�

jf�.x/� f�.y/j � d.x; y/:
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If �.x; y/ � 1 then x; y 2 f �1
� ..0; 1	/ � supp f� for some � 2 �, otherwise we

have
X

�2�

jf�.x/� f�.y/j D X

�2�

f�.x/C X

�2�

f�.y/ D 2 > 1:

Then, it follows that B�.x; 1/ � st.x;V/.
Sketch of another Proof. The above can be obtained as a corollary of 2.6.3 and 2.4.2
(or 2.4.4) as follows: By 2.4.2 (or 2.4.4), X has a sequence of open covers

U1
�	 U2

�	 U3
�	 
 
 


�
or U1

�	 U2
�	 U3

�	 
 
 

�

such that fst.x;Un/ j n 2 Ng is a neighborhood basis of each x 2 X . By 2.6.3, we can
inductively define Vn 2 cov.X/, n 2 N, such that

Vn � Un and Vn
�� Vn�1

�
Vn

�� Vn�1

�
;

where V0 D U . Let d 0 2 Metr.X/ be the bounded metric obtained by applying
Corollary 2.4.2 (or 2.4.4) with Remark 3 (or 4). For a given d 2 Metr.X/, the desired
� 2 Metr.X/ can be defined by � D 8d 0 C d (or � D 2d 0 C d ).

(2) Let X D .X; d/ be a metric space. For each open cover U of X , there is a map
� W X ! .0; 1/ such that

˚
B.x; �.x//

ˇ
ˇ x 2 X� � U :

Sketch of Proof. For each x 2 X , let

r.x/ D sup
U2U

minf1; d.x; X n U/g D sup
U2U

Nd.x; X n U/;

where Nd D minf1; dg. Show that r W X ! .0;1/ is l.s.c. Then, we can apply
Theorem 2.7.6 to obtain a map � W X ! .0; 1/ such that �.x/ < r.x/ for each x 2 X .

Remark. If U is locally finite, r is continuous (in fact, r is 1-Lipschitz), so we can
define � D 1

2
r .

2.8 The Direct Limits of Towers of Spaces

In this section, we consider the direct limit of a tower X1 � X2 � � � � of spaces,
where eachXn is a subspace ofXnC1. The direct limit lim�!Xn is the space

S
n2NXn

endowed with the weak topology with respect to the tower .Xn/n2N, that is,

U � lim�!Xn is open in lim�!Xn , 8n 2 N, U \Xn is open in Xn
�

equiv. A � lim�!Xn is closed in lim�!Xn , 8n 2 N, A\ Xn is closed in Xn
�
:
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In other words, the topology of lim�!Xn is the finest topology such that every
inclusionXn � lim�!Xn is continuous; equivalently, everyXn is a subspace of lim�!Xn.
For an arbitrary space Y ,

f W lim�!Xn ! Y is continuous , 8n 2 N, f jXn is continuous.

Remark 6. Each point x 2 lim�!Xn belongs to someXn.x/. If V is a neighborhood of
x in lim�!Xn, then V \ Xn is a neighborhood x in Xn for every n � n.x/. However,
it should be noted that the converse does not hold. For example, consider the direct
limit R1 D lim�!R

n of the tower R � R
2 � R

3 � � � � , where each R
n is identified

with R
n � f0g � R

nC1. Let W D S
n2N.�2�n; 2�n/n � R

1. Then, every W \ R
n

is a neighborhood of 0 2 R
n because it contains .�2�n; 2�n/n. Nevertheless, W is

not a neighborhood of 0 in R
1. Indeed,

.intR1 W / \ R
n � intRn.W \ R

n/ D .�2�n; 2�n/n for each n 2 N.

Then, it follows that .intR1 W /\R � T
n2N.�2�n; 2�n/ D f0g, which means that

.intR1 W /\ R D ;, and hence 0 62 intR1 W .
It should also be noted that the direct limit lim�!Xn is T1 but, in general,

non-Hausdorff. Such an example is shown in 2.10.3.

As is easily observed, lim�!Xn.i/ D lim�!Xn for any n.1/ < n.2/ < � � � 2 N. It is
also easy to prove the following proposition:

Proposition 2.8.1. Let X1 � X2 � � � � and Y1 � Y2 � � � � be towers of spaces.
Suppose that there exist n.1/ < n.2/ < � � � , m.1/ < m.2/ < � � � 2 N and maps
fi W Xn.i/ ! Ym.i/ and gi W Ym.i/ ! Xn.iC1/ such that gifi D idXn.i/ and fiC1gi D
idYm.i/ , that is, the following diagram is commutative:

Xn.1/

f1

� Xn.2/

f2

� Xn.3/

f3

� � � �

Ym.1/

g1

� Ym.2/

g2

� Ym.3/ � � � �

Then, lim�!Xn is homeomorphic to lim�! Yn. ut
Remark 7. It should be noted that lim�!Xn is not a subspace of lim�! Yn even if each
Xn is a closed subspace of Yn. For example, let Yn D R be the real line and

Xn D f0g [ Œn�1; 1	 � Yn D R:

Then, I D S
n2NXn, R D lim�!Yn, and 0 is an isolated point of lim�!Xn but is not in

the subspace I � R.



2.8 The Direct Limits of Towers of Spaces 57

On the other hand, as is easily observed, if each Xn is an open subspace of Yn
then lim�!Xn is an open subspace of lim�! Yn.

The following proposition is also rather obvious:

Proposition 2.8.2. Let Y1 � Y2 � � � � be a tower of spaces. If X is a closed (resp.
open) subspace of Y D lim�!Yn, thenX D lim�!.X\Yn/. Equivalently, if eachX\Yn
is closed (resp. open) in Yn, then lim�!.X\Yn/ is a closed (resp. open) subspace of Y .

ut
Remark 8. In general, X 6D lim�!.X \ Yn/ for a subspace X � lim�!Yn. For example,

let Yn be a subspace of the Euclidean plane R2 defined by

Yn D ˚
.0; 0/; .i�1; 0/; .j�1; k�1/

ˇ
ˇ i; k 2 N; j D 1; : : : ; n

�
:

Observe that A D f.j�1; k�1/ j j; k 2 Ng is dense in lim�!Yn, hence it is not closed
in the following subspace X of lim�! Yn:

X D f.0; 0/g [ f.j�1; k�1/ j j; k 2 Ng;

whereas A is closed in lim�!.X \ Yn/.
With regard to products of direct limits, we have:

Proposition 2.8.3. Let X1 � X2 � � � � be a tower of spaces. If Y is locally
compact then .lim�!Xn/ � Y D lim�!.Xn � Y / as spaces.

Proof. First of all, note that

.lim�!Xn/ � Y D lim�!.Xn � Y / D
[

n2N
.Xn � Y / as sets.

It is easy to see that id W lim�!.Xn�Y / ! .lim�!Xn/�Y is continuous. To see this is an
open map, letW be an open set in lim�!.Xn�Y /. For each .x; y/ 2 W , choosem 2 N

so that x 2 Xm. Since Y is locally compact, there exist open sets Um � Xm and V �
Y such that x 2 Um, y 2 V , Um � clY V � W and clY V is compact. Then, by the
compactness of clY V , we can find an open setUmC1 � XmC1 such thatUm � UmC1
and UmC1 � clY V � W . Inductively, we can obtain Um � UmC1 � UmC2 � � � �
such that each Un is open inXn and Un�clY V � W . Then,U D S

n�m Un is open
in lim�!Xn, and henceU �V is an open neighborhood of .x; y/ in .lim�!Xn/�Y with
U � V � W . Thus, W is open in .lim�!Xn/ � Y . ut
Proposition 2.8.4. Let X1 � X2 � � � � and Y1 � Y2 � � � � be towers of spaces. If
each Xn and Yn are locally compact, then

lim�!Xn � lim�! Yn D lim�!.Xn � Yn/ as spaces.
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Proof. First of all, note that

lim�!Xn � lim�!Yn D lim�!.Xn � Yn/ D
[

n2N
.Xn � Yn/ as sets.

It is easy to see that id W lim�!.Xn � Yn/ ! lim�!Xn � lim�!Yn is continuous. To see that
this is open, let W be an open set in lim�!.Xn � Yn/. For each .x; y/ 2 W , choose
m 2 N so that .x; y/ 2 Xm � Ym. Since Xm and Ym are locally compact, we have
open sets Um � Xm and Vm � Ym such that

x 2 Um; y 2 Vm; clXm Um � clYm Vm � W

and both clXm Um and clYm Vm are compact. Then, by the compactness of clXm Um
and clYm Vm, we can easily find open sets UmC1 � XmC1 and VmC1 � YmC1 such
that

clXm Um � UmC1; clYm Vm � VmC1; clXmC1
UmC1 � clYmC1

VmC1 � W

and both clXmC1
UmC1 and clYmC1

VmC1 are compact. Inductively, we can obtain
Um � UmC1 � UmC2 � � � � and Vm � VmC1 � VmC2 � � � � such that Un
and Vn are open in Xn and Yn, respectively, clXn Un and clYn Vn are compact, and
clXn Un � clYn Vn � W . Then, U D S

n�m Un and V D S
n�m Vn are open in

lim�!Xn and lim�! Yn, respectively, and .x; y/ 2 U � V � W . Therefore,W is open in
lim�!Xn � lim�!Yn. ut

A tower X1 � X2 � � � � of spaces is said to be closed if each Xn is closed in
XnC1; equivalently, each Xn is closed in the direct limit lim�!Xn. For a pointed space
X D .X;�/, let

XN

f D ˚
x 2 XN

ˇ
ˇ x.n/ D � except for finitely many n 2 N

� � XN:

Identifying each Xn with Xn � f.�;�; : : : /g � XN

f , we have a closed tower X �
X2 � X3 � � � � with XN

f D S
n2NXn. We write X1 D lim�!Xn, which is the space

XN

f with the weak topology with respect to the tower .Xn/n2N. A typical example
is R1, which appeared in Remark 6.

Proposition 2.8.5. Let X D .X;�/ be a pointed locally compact space. Then, each
x 2 X1 D lim�!Xn has a neighborhood basis consisting of X1 \ Q

n2N Vn, where

each Vn is a neighborhood of x.n/ in Xn.5

Sketch of Proof. Let U be an open neighborhood of x in X1. Choose n0 2 N so that
x 2 Xn0 . For each i D 1; : : : ; n0, each x.i/ has a neighborhood Vi in X such that clVi is

5In other words, the topology of lim�!Xn is a relative (subspace) topology inherited from the box

topology of XN.
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compact and
Qn0
iD1 clVi � U \Xn0 . Recall that we identify Xn�1 D Xn�1 � f�g � Xn.

For n > n0, we can inductively choose a neighborhood Vn of x.n/ D � in X so that
clVn is compact and

Qn
iD1 clVi � U \ Xn, where we use the compactness of

Qn�1
iD1 clVi�D Qn�1

iD1 clVi �f�g�
. This is an excellent exercise as the first part of the proof of Wallace’s

Theorem 2.1.2.

Remark 9. Proposition 2.8.3 does not hold without the local compactness of Y even
if each Xn is locally compact. For example, .lim�!R

n/ � `2 6D lim�!.Rn � `2/. Indeed,

each R
n is identified with R

n � f0g � R
N

f � `2. Then, we regard

.lim�!R
n/ � `2 D lim�!.Rn � `2/ D R

N

f � `2 as sets.

Consider the following set:

D D ˚
.k�1en; n�1ek/ 2 R

N

f � `2
ˇ
ˇ k; n 2 N

�
;

where each ei 2 R
N

f � `2 is the unit vector defined by ei .i / D 1 and ei .j / D 0 for
j 6D i . For each n 2 N, let

Dn D ˚
.k�1en; n�1ek/

ˇ
ˇ k 2 N

�
:

Since fn�1ek j k 2 Ng is discrete in `2, it follows that Dn is discrete (so closed)
in R

n � `2, hence it is also closed in R
m � `2 for every m � n. Observe that

D \ .Rn � `2/ D Sn
iD1 Di . Then, D is closed in lim�!.Rn � `2/. On the other hand,

for each neighborhoodU of .0; 0/ in .lim�!R
n/ � `2, we can apply Proposition 2.8.5

to take ıi > 0 (i 2 N) and n 2 N so that
	

R
N

f \
Y

i2N
Œ�ıi ; ıi 	




� n�1B`2 � U;

where B`2 is the unit closed ball of `2. Choose k 2 N so that k�1 < ın. Then,
.k�1en; n�1ek/ 2 U , which implies U \ D 6D ;. Thus, D is not closed in
.lim�!R

n/�`2.
Remark 10. In Proposition 2.8.4, it is necessary to assume that both Xn and Yn
are locally compact. Indeed, let Xn D R

n and Yn D `2 for every n 2 N. Then,
lim�!Xn � lim�!Yn 6D lim�!.Xn � Yn/, as we saw in the above remark. Furthermore,
this equality does not hold even if Xn D Yn. For example, lim�!.`2/

n � lim�!.`2/
n 6D

lim�!..`2/
n � .`2/n/. Indeed, consider

lim�!.`2/
n � lim�!.`2/

n D lim�!..`2/
n � .`2/n/ D .`2/

N

f � .`2/Nf as sets.

Identifying R
n D .Re1/n � .`2/

n and `2 D `2 � f0g � .`2/
N

f , we can also consider

.lim�!R
n/ � `2 D lim�!.Rn � `2/ D R

N

f � `2 � .`2/
N

f � .`2/Nf as sets.
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By Proposition 2.8.2, .lim�!R
n/ � `2 and lim�!.Rn � `2/ are closed subspaces of

lim�!.`2/
n�lim�!.`2/

n and lim�!..`2/
n�.`2/n/, respectively. As we saw above, .lim�!R

n/�
`2 6D lim�!.Rn � `2/. Thus, lim�!.`2/

n � lim�!.`2/
n 6D lim�!..`2/

n � .`2/n/.
Theorem 2.8.6. For the direct limit X D lim�!Xn of a tower X1 � X2 � � � � of
spaces, the following hold:

(1) Every compact set A � X is contained in some Xn.
(2) For each map f W Y ! X from a first countable space Y to X , each point

y 2 Y has a neighborhood V in Y such that the image f .V / is contained in
some Xn. In particular, if A � X is a metrizable subspace then each point of A
has a neighborhood in A that is contained in some Xn.

Proof. (1): Assume that A is not contained in any Xn. For each n 2 N, take xn 2
A n Xn and let D D fxn j n 2 Ng � A. Then, D is infinite and discrete in lim�!Xn.
Indeed, every C � D is closed in lim�!Xn because C \ Xn is finite for each n 2 N.
This contradicts the compactness of A.

(2): Let fVn j n 2 Ng be a neighborhood basis of y0 in Y such that Vn � Vn�1.
Assume that f .Vn/ 6� Xn for every n 2 N. Then, taking yn 2 Vn n f �1.Xn/, we
have a compact set A D fyn j n 2 !g in Y . Due to (1), f .A/ is contained in some
Xm, and hence f .ym/ 2 Xm. This is a contradiction. Therefore, f .Vn/ � Xn for
some n 2 N. ut

By Theorem 2.8.6(2), the direct limit of metrizable spaces is non-metrizable in
general (e.g., lim�!R

n is non-metrizable). However, it has some favorable properties,
which we now discuss.

Theorem 2.8.7. For the direct limit X D lim�!Xn of a closed tower X1 � X2 � � � �
of spaces, the following properties hold:

(1) If each Xn is normal, then X is also normal;
(2) If each Xn is perfectly normal, then X is also perfectly normal;
(3) If each Xn is collectionwise normal, then X is also collectionwise normal;
(4) If each Xn is paracompact, then X is also paracompact.

Proof. (1): Obviously, every singleton of X is closed, so X is T1. Let A and B be
disjoint closed sets inX . Then, we have a map f1 W X1 ! I such that f1.A\X1/ D
0 and f1.B \ X1/ D 1. Using the Tietze Extension Theorem 2.2.2, we can extend
f1 to a map f2 W X2 ! I such that f2.A\X2/ D 0 and f2.B \X2/ D 1. Thus, we
inductively obtain maps fn W Xn ! I, n 2 N, such that

fnjXn�1 D fn�1; fn.A\ Xn/ D 0 and fn.B \Xn/ D 1:

Let f W X ! I be the map defined by f jXn D fn for n 2 N. Evidently, f .A/ D 0

and f .B/ D 1. Therefore,X is normal.
(2): From (1), it suffices to show that every closed set A inX is aGı set. EachXn

has open sets Gn;m,m 2 N, such that A\Xn D T
m2NGn;m. For each n;m 2 N, let
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G�
n;m D Gn;m [ .X nXn/. Since Xn is closed in X , eachG�

n;m is open in X . Observe
that A D T

n;m2NG�
n;m. Hence, A is Gı in X .

(3): Let F be a discrete collection of closed sets in X . By induction on n 2 N,
we have discrete collections fUF

n j F 2 Fg of open sets in Xn such that .F \
Xn/ [ clUF

n�1 � UF
n for each F 2 F , where UF

0 D ;. For each F 2 F , let UF DS
n2NUF

n . Then, F � UF and UF is open inX becauseUF \Xn D S
i�n U F

i \Xn
is open in Xn for each n 2 N. If F 6D F 0, then UF \ UF 0 D ; because

UF
i \ UF 0

j � UF
maxfi;j g \ UF 0

maxfi;j g D ; for each i; j 2 N.

Therefore,X is collectionwise normal.
(4): Since every paracompact space is collectionwise normal (Theorem 2.6.1),X

is also collectionwise normal by (3), so it is regular. Then, due to Theorem 2.6.3,
it suffices to show that each U 2 cov.X/ has a �-discrete open refinement. By
Theorem 2.6.3, we have

S
m2N Vn;m 2 cov.Xn/, n 2 N, such that each Vn;m is

discrete in Xn and Vn;m � U . For each V 2 Vn;m, choose UV 2 U so that V � UV .
Note that each Vcl

n;m is discrete in X , and recall that X is collectionwise normal.
So, X has a discrete open collection fWV j V 2 Vn;mg such that clV � WV . Let
Wn;m D fWV \ UV j V 2 Vn;mg. Then, W D S

n;m2NWn;m 2 cov.X/ is a �-
discrete open cover refinement of U . ut

From Theorems 2.8.7 and 2.6.8, we conclude the following:

Corollary 2.8.8. The direct limit of a closed tower of metrizable spaces is perfectly
normal and paracompact, and so it is hereditarily paracompact. ut

2.9 The Limitation Topology for Spaces of Maps

Let X and Y be spaces. Recall that C.X; Y / denotes the set of all maps from X

to Y . For each f 2 C.X; Y / and U 2 cov.Y /, we define

U.f / D ˚
g 2 C.X; Y /

ˇ
ˇ g is U-close to f

�
:

Observe that if V 2 cov.Y / is a �-refinement (or a star-refinement) of U then
V.g/ � U.f / for each g 2 V.f /. Then, in the case that Y is paracompact, C.X; Y /
has a topology such that fU.f / j U 2 cov.Y /g is a neighborhood basis of f . Such
a topology is called the limitation topology.

The limitation topology is Hausdorff. Indeed, let f 6D g 2 C.X; Y /. Then f .x0/ 6D g.x0/

for some x0 2 X . Take disjoint open sets U; V � Y with f .x0/ 2 U and g.x0/ 2 V , and
define

U D fU; Y n ff .x0/gg; V D fV; Y n fg.x0/gg 2 cov.Y /:

Then, U.f /\ V.g/ D ;.
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Remark 11. In the above, U.f / is not open in general. For example, consider the
hedgehog J.N/ D S

n2N Ien (see Sect. 2.3) and the map f W N ! J.N/ defined
by f .n/ D en for each n 2 N, where en.n/ D 1 and en.i/ D 0 if i 6D n. For each
n 2 N, let

Un D Ien [ B.0; n�1/ � J.N/:

Then, U D fUn j n 2 Ng 2 cov.J.N//. We show that U.f / is not open
in C.N; J.N// with respect to the limitation topology. Indeed, U.f / contains the
constant map f0 with f0.N/ D f0g. For each V 2 cov.J.N//, choose k 2 N so that
B.0; k�1/ � V0 for some V0 2 V . Then, V.f0/ contains the map g W N ! J.N/

defined by g.n/ D .k C 1/�1enC1 for each n 2 N. Observe that g.k C 1/ D
.k C 1/�1ekC2 62 UkC1 but f .k C 1/ D ekC1 62 Un if n 6D k C 1, which means that
g 62 U.f /. Thus, V.f0/ 6� U.f /. Hence, U.f / is not open.

The set of all admissible bounded metrics of a metrizable space Y is denoted
by MetrB.Y /. If Y is completely metrizable, let Metrc.Y / denote the set of all
admissible bounded complete metrics of Y . The sup-metric on C.X; Y / defined
by d 2 MetrB.Y / is denoted by the same notation d . For each f 2 C.X; Y / and
d 2 MetrB.Y /, let

Ud.f / D Bd .f; 1/ D ˚
g 2 C.X; Y /

ˇ
ˇ d.f; g/ < 1g:

Then, Un
d .f / D Bd .f; n�1/ for each n 2 N.

Proposition 2.9.1. When Y is metrizable, fUd.f / j d 2 MetrB.Y /g is a
neighborhood basis of f 2 C.X; Y / in the space C.X; Y / with the limitation
topology. If Y is completely metrizable, then fUd.f / j d 2 Metrc.Y /g is also a
neighborhood basis of f 2 C.X; Y /.

Proof. For each d 2 MetrB.Y /, let

U D ˚
Bd .y; 13 /

ˇ
ˇ y 2 Y � 2 cov.Y /:

Then, clearly U.f / � Ud.f / for each f 2 C.X; Y /. Conversely, for each U 2
cov.Y /, choose d 2 MetrB.Y / (or d 2 Metrc.Y /) so that fBd .y; 1/ j y 2 Y g � U
(cf. 2.7.7(1)). Thus, Ud.f / � U.f / for each f 2 C.X; Y /. ut

For a spaceX , let Homeo.X/ be the set of all homeomorphisms of X onto itself.
The limitation topology on Homeo.X/ is the subspace topology inherited from
the space C.X;X/ with the limitation topology. If X is metrizable, for each f 2
Homeo.X/ and d 2 MetrB.X/, let

Ud�.f / D Bd�.f; 1/ D ˚
g 2 Homeo.X/

ˇ
ˇ d�.f; g/ < 1g;

where d� is the metric on Homeo.X/ defined as follows:

d�.f; g/ D d.f; g/C d.f �1; g�1/:
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The following is the homeomorphism space version of Proposition 2.9.1:

Proposition 2.9.2. When X is metrizable, fUd�.f / j d 2 MetrB.X/g is a
neighborhood basis of f 2 Homeo.X/ in the space Homeo.X/ with the limitation
topology. If X is completely metrizable, then fUd�.f / j d 2 Metrc.X/g is also a
neighborhood basis of f 2 Homeo.X/.

Proof. For each f 2 Homeo.X/ and d 2 MetrB.Y /, let

U D ˚
Bd .x; 1=5/\ f

�
Bd .f �1.x/; 1=5/

� ˇ
ˇ x 2 X� 2 cov.X/:

Then, U.f /\ Homeo.X/ � Ud�.f /. Indeed, for each g 2 U.f /\ Homeo.X/ and
x 2 X , we can find y 2 X such that

f .g�1.x//; x D g.g�1.x// 2 f �
Bd

�
f �1.y/; 1=5

��
;

which means that d.g�1.x/; f �1.y// < 1=5 and d.f �1.x/; f �1.y// < 1=5, hence
d.f �1.x/; g�1.x// < 2=5. Therefore, d.f �1; g�1/ � 2=5. On the other hand, it is
easy to see that d.f; g/ � 2=5. Thus, we have d�.f; g/ < 1, that is, g 2 Ud�.f /.

Conversely, for each f 2 Homeo.X/ and U 2 cov.X/, choose d 2 MetrB.X/
(or d 2 Metrc.X/) so that fBd .y; 1/ j y 2 Y g � U (cf. 2.7.7(1)). Then,
Ud�.f / � U.f /. Indeed, for each g 2 Ud�.f / and x 2 X , d.f .x/; g.x// < 1

and Bd .f .x/; 1/ is contained in some U 2 U , hence f .x/; g.x/ 2 U . Therefore,
g 2 U.f /. ut

If Y D .Y; d/ is a metric space, for each f 2 C.X; Y / and ˛ 2 C.Y; .0;1//, let

N˛.f / D ˚
g 2 C.X; Y /

ˇ
ˇ 8x 2 X; d.f .x/; g.x// < ˛.f .x//�:

Proposition 2.9.3. When Y D .Y; d/ is a metric space, fN˛.f / j ˛2C.Y; .0;1//g
is a neighborhood basis of f 2 C.X; Y / in the space C.X; Y / with the limitation
topology.

Proof. Let ˛ 2 C.Y; .0;1//. For each y 2 Y , choose an open neighborhood Uy
so that diamUy � 1

2
˛.y/ and ˛.y0/ > 1

2
˛.y/ for all y0 2 Uy . Thus, we have

U D fUy j y 2 Y g 2 cov.Y /. Let f 2 C.X; Y / and g 2 U.f /. Then, for
each x 2 X , we have some y 2 Y such that f .x/; g.x/ 2 Uy , which implies
d.f .x/; g.x// � 1

2
˛.y/ < ˛.f .x//. Therefore, U.f / � N˛.f /.

Conversely, let U 2 cov.Y /. For each y 2 Y , let

�.y/ D sup
˚
r > 0

ˇ
ˇ 9U 2 U such that B.y; r/ � U

�
:

Then, � W Y ! .0;1/ is lower semi-continuous. Hence, by Theorem 2.7.6, we
have ˛ 2 C.Y; .0;1// such that ˛ < � , which implies that N˛.f / � U.f / for any
f 2 C.X; Y /. ut
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The following two theorems are very useful to show the existence of some types
of maps or homeomorphisms:

Theorem 2.9.4. For a completely metrizable space Y , the space C.X; Y / with the
limitation topology is a Baire space.

Proof. Let Gn, n 2 N, be dense open sets in C.X; Y /. To see that
T
n2NGn is

dense in C.X; Y /, let f 2 C.X; Y / and d 2 Metrc.Y /. We can inductively choose
gn 2 C.X; Y / and dn 2 Metr.Y /, n 2 N, so that

gn 2 U2dn�1 .gn�1/\Gn; Udn.gn/ � Gn and dn � 2dn�1;

where g0 D f and d0 D d . Observe dm � 2�ndmCn for each m; n 2 !. Since
d.gn�1; gn/ � 2�nC1dn�1.gn�1; gn/ < 2�n for each n 2 N, .gn/n2N is d -Cauchy.
From the completeness of d , .gn/n2N converges uniformly to g 2 C.X; Y / with
respect to d . Since

d.f; g/ �
X

n2N
d.gn�1; gn/ <

X

n2N
2�n D 1;

we have g 2 Ud.f / and, for each n 2 N,

dn.gn; g/ �
X

i2N
dn.gnCi�1; gnCi /

�
X

i2N
2�iC1dnCi�1.gnCi�1; gnCi / <

X

i2N
2�i D 1;

hence g 2 Udn.gn/ � Gn. Thus, Ud.f / \ T
n2NGn 6D ;, hence

T
n2NGn is dense

in C.X; Y /. ut
In the above proof, replace C.X; Y / and Udn with Homeo.X/ and Ud�

n
, respec-

tively. Then, we can see that .gn/n2N is d�-Cauchy. From the completeness of d�,
we have g 2 Homeo.X/ with limn!1 d�.gn; g/ D 0. By the same calculation,
we can see d�

n .gn; g/ < 1, that is, g 2 Ud�

n
.g/ � Gn for every n 2 N. Then,

Ud�.f / \ T
n2NGn 6D ;. Therefore, we have:

Theorem 2.9.5. For a completely metrizable space X , the space Homeo.X/ with
the limitation topology is a Baire space. ut

Now, we consider the space of proper maps.

Proposition 2.9.6. Let U be a locally finite open cover of Y such that clU is
compact for every U 2 U (so Y is locally compact). If a map f W X ! Y is
U-close to a proper map g then f is also proper.

Proof. For each compact set A in Y , f �1.A/ � g�1.st.A;U cl//. Since U cl is
locally finite, it follows that U clŒA	 is finite, and hence st.A;U cl/ is compact. Then,
g�1.st.A;U cl// is compact because g is proper. Thus, its closed subset f �1.A/ is
also compact. ut
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Let CP .X; Y / be the subspace of C.X; Y / consisting of all proper maps.6 Then,
Proposition 2.9.6 yields the following corollary:

Corollary 2.9.7. If Y is locally compact and paracompact, then CP .X; Y / is
clopen (i.e., closed and open) in the space C.X; Y / with the limitation topology,
where X is also locally compact if CP .X; Y / 6D ;. ut

From Theorem 2.9.4 and Corollary 2.9.7, we have:

Theorem 2.9.8. For every pair of locally compact metrizable spaces X and Y , the
space CP .X; Y / with the limitation topology is a Baire space. ut
Some Properties of the Limitation Topology 2.9.9.

(1) For each paracompact space Y , the evaluation map

ev W X � C.X; Y / 3 .x; f / 7! f .x/ 2 Y
is continuous with respect to the limitation topology.

Sketch of Proof. For each .x; f / 2 X � C.X; Y / and each open neighborhood V
of f .x/ in Y , take an open neighborhood W of f .x/ in Y so that clW � V and
let V D fV;X n clW g 2 cov.Y /. Show that .x0; f 0/ 2 f �1.W / � V.f / implies
f 0.x0/ 2 V .

(2) If both Y and Z are paracompact, the composition

C.X; Y / � C.Y;Z/ 3 .f; g/ 7! g ı f 2 C.X;Z/

is continuous with respect to the limitation topology.

Sketch of Proof. For each .f; g/ 2 C.X; Y / � C.Y; Z/ and U 2 cov.Z/, let V 2
cov.Z/ be a star-refinement of U . Show that f 0 2 g�1.V/.f / and g0 2 V.g/ implies
g0 ı f 0 2 U.g ı f /.

(3) For every paracompact space X , the inverse operation

Homeo.X/ 3 h 7! h�1 2 Homeo.X/

is continuous with respect to the limitation topology. Combining this with (1),
the group Homeo.X/ with the limitation topology is a topological group.

Sketch of Proof. Let h 2 Homeo.X/ and U 2 cov.X/. Show that g 2 h.U/.h/ implies
g�1 2 U.h�1/.

Remark 12. If Y D .Y; d/ is a metric space, for each f 2 C.X; Y / and � 2
C.X; .0;1//, let

V�.f / D ˚
g 2 C.X; Y /

ˇ
ˇ 8x 2 X; d.f .x/; g.x// < �.x/�:

6If Y is locally compact, CP .X; Y / is the subspace of C.X; Y / consisting of all perfect maps
(Proposition 2.1.5).
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We have the topology of C.X; Y / such that fV�.f / j � 2 C.X; .0;1//g is a
neighborhood basis of f . This is finer than the limitation topology. In general, these
topologies are not equal.

For example, let � 2 C.N; .0;1// be the map defined by �.n/ D 2�n for n 2 N.
Then,V�.0/ is not a neighborhood of 0 2 C.N;R/ in the limitation topology. Indeed,
for any ˛ 2 C.R; .0;1//, we define g 2 C.N;R/ by g.n/ D 1

2
˛.0/ for every

n 2 N. Then, g 2 N˛.0/ but g 62 V�.0/. Thus, N˛.0/ 6� V�.0/. Moreover, the
composition

C.N;R/ � C.R;R/ 3 .f; g/ 7! g ı f 2 C.N;R/

is not continuous with respect to this topology.

Indeed, let � be the above map. For any ˛ 2 C.R; .0;1//, we have n 2 N such that
2�n < 1

2
˛.0/. Let h D id C 1

2
˛ 2 C.R;R/. Then, h 2 V˛.id/ but h ı 0 62 V� .id ı 0/

because h ı 0.n/ D h.0/ D 1
2
˛.0/ > 2�n D �.n/. (Here, id can be replaced by any

g 2 C.R;R/.)

2.10 Counter-Examples

In this section, we show that the concepts of normality, collectionwise normality,
and paracompactness are neither hereditary nor productive, and that the concepts
of perfect normality and hereditary normality are not productive either. Moreover,
we show that the direct limit of a closed tower of Hausdorff spaces need not be
Hausdorff.

The following example shows that the concepts of normality, collectionwise
normality and paracompactness are not hereditary.

The Tychonoff plank 2.10.1. Let Œ0; !1/ be the space of all countable ordinals
with the order topology. The space Œ0; !1	 is the one-point compactification of the
space Œ0; !1/. Let Œ0; !	 be the one-point compactification of the space ! D Œ0; !/

of non-negative integers. The product space Œ0; !1	 � Œ0; !	 is a compact Hausdorff
space, hence it is paracompact. The following dense subspace of Œ0; !1	 � Œ0; !	 is
called the Tychonoff plank:

T D Œ0; !1	 � Œ0; !	 n f.!1; !/g:
We now prove that

� The Tychonoff plank T is not normal.

Proof. We have disjoint closed sets f!1g�Œ0; !/ and Œ0; !1/�f!g in T . Assume that
T has disjoint open sets U , V such that f!1g � Œ0; !/ � U and Œ0; !1/ � f!g � V .
For each n 2 !, choose ˛n < !1 so that Œ˛n; !1	 � fng � U . Let ˛ D supn2N ˛n <
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Œ0; !1	

Œ0; !	

!

!1

.!1; !/

Œ˛n; !1	 � fng

˛n

˛ D supn2N
˛n < !1

U

V

ı
f˛g � Œn; !	

Fig. 2.10 Tychonoff plank

!1. Then, Œ˛; !1	 � N � U . On the other hand, we can choose n 2 N so that
f˛g � Œn; !	 � V . Then, U \ V 6D ;, which is a contradiction (Fig. 2.10). ut

The next example shows that the concepts of normality, perfect normality, hered-
itary normality, collectionwise normality, and paracompactness are not productive.

The Sorgenfrey Line 2.10.2. The Sorgenfrey line S is the space R with the
topology generated by Œa; b/, a < b. The product S2 is called the Sorgenfrey plane.
These spaces have the following properties:

(1) S is a separable regular Lindelöf space, hence it is paracompact, and so is
collectionwise normal;

(2) S is perfectly normal, and so is hereditarily normal;
(3) S2 is not normal.

Proof. (1): It is obvious that S is Hausdorff. Since each basic open set Œa; b/ is
also closed in S , it follows that S is regular. Clearly, Q is dense in S , hence S is
separable. To see that S is Lindelöf, let U 2 cov.S/. We have a function � W S ! Q

so that �.x/ > x and Œx; �.x// � U for some U 2 U . Then, fŒx; �.x// j x 2 Sg 2
cov.S/ is an open refinement of U . For each q 2 �.S/, if there exists min ��1.q/,
let R.q/ D fmin��1.q/g. Otherwise, choose a countable subset R.q/ � ��1.q/ so
that infR.q/ D inf ��1.q/, where we mean ��1.q/ D �1 if ��1.q/ is unbounded
below. Then, the following is a subcover of fŒx; �.x// j x 2 Sg 2 cov.S/:

˚
Œz; q/

ˇ
ˇ q 2 �.S/; z 2 R.q/� 2 cov.S/;

which is a countable open refinement of U .
(2): Let U be an open set in S . We have a function � W U ! Q so that �.x/ > x

and Œx; �.x// � U . Then, U D S
x2U Œx; �.x//. By the same argument as the proof

of (1), we can find a countable subcollection

˚
Œai ; bi /

ˇ
ˇ i 2 N

� � ˚
Œx; �.x//

ˇ
ˇ x 2 U �

such that U D S
i2NŒai ; bi /, hence U is F� in S . Thus, S is perfectly normal.
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1

2

3

A0 A1

0 1

Y

X1 X2 X D .Y � N/[ f0; 1g

0 1

Fig. 2.11 Non-Hausdorff direct limit

(3): As we saw in the proof of (1), Q is dense in S , hence Q
2 is dense in S2. It

follows that the restriction C.S2;R/ 3 f 7! f jQ2 2 R
Q
2

is injective. Therefore,

card C.S2;R/ � cardRQ
2 D 2@0 D c:

On the other hand,D D f.x; y/ 2 S2 j xCy D 0g is a discrete set in S2. Then, we
have

card C.D;R/ D cardRD D 2c > c � card C.S2;R/:

If S2 is normal, it would follow from the Tietze Extension Theorem 2.2.2 that the
restriction C.S2;R/ 3 f 7! f jD 2 C.D;R/ is surjective, which is a contradiction.
Consequently, S2 is not normal. ut

Finally, we will construct a closed tower such that the direct limit is not
Hausdorff.

A Non-Hausdorff Direct Limit 2.10.3. Let Y be a space which is Hausdorff but
non-normal, such as the Tychonoff plank. Let A0;A1 be disjoint closed sets in Y that
have no disjoint neighborhoods. We define X D .Y � N/[ f0; 1g with the topology
generated by open sets in the product space Y � N and sets of the form

[

k>n

.Uk � fkg/[ fig;

where i D 0; 1 and each Uk is an open neighborhood of Ai . Then, X is not
Hausdorff because 0 and 1 have no disjoint neighborhoods in X . For each n 2 N,
let

Xn D Y � f1; : : : ; ng [ .A0 [ A1/ � fk j k > ng [ f0; 1g:
Then, X1 � X2 � � � � are closed in X and X D S

n2NXn (Fig. 2.11). As is easily
observed, every Xn is Hausdorff. We will prove that X D lim�!Xn, that is,

� X has the weak topology with respect to the tower .Xn/n2N.
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Proof. Since id W lim�!Xn ! X is obviously continuous, it suffices to show that
every open set V in lim�!Xn is open in X . To this end, assume that V \ Xn is open
in Xn for each n 2 N. Each x 2 V n f0; 1g is contained in some Y � fng � Xn.
Then, V \ .Y � fng/ is an open neighborhood of x in Y � fng, and so is an open
neighborhood in X . When 0 2 V , A0 � fk j k > ng � V for some n 2 N because
V \X1 is open inX1. For each k > n, since V \ .Y �fkg/ is open in Y �fkg, there
is an open set Uk in Y such that V \ .Y � fkg/ D Uk � fkg. Note that A0 � Uk .
Then,

S
k>n.Uk � fkg/[ f0g � V , hence V is a neighborhood of 0 in X . Similarly,

V is a neighborhood of 1 in X if 1 2 V . Thus, V is open in X . ut

Notes for Chap. 2

For more comprehensive studies on General Topology, see Engelking’s book, which contains
excellent historical and bibliographic notes at the end of each section.

• R. Engelking, General Topology, Revised and complete edition, Sigma Ser. in Pure Math. 6
(Heldermann Verlag, Berlin, 1989)

The following classical books are still good sources.

• J. Dugundji, Topology, (Allyn and Bacon, Inc., Boston, 1966)
• J.L. Kelly, General Topology, GTM 27 (Springer-Verlag, Berlin, 1975); Reprint of the 1955 ed.

published by Van Nostrand

For counter-examples, the following is a good reference:

• L.A. Steen and J.A. Seebach, Jr., Counterexamples in Topology, 2nd edition (Springer-Verlag,
New York, 1978)

Of the more recent publications, the following textbook is readable and seems to be popular:

• J.R. Munkres, Topology, 2nd edition (Prentice Hall, Inc., Upper Saddle River, 2000)

Most of the contents discussed in the present chapter are found in Chaps. 5–8 of this text, although
it does not discuss the Frink Metrization Theorem (cf. 2.4.1) and Michael’s Theorem 2.6.5 on local
properties.

Among various proofs of the Tychonoff Theorem 2.1.1, our proof is a modification of the
proof due to Wright [19]. Our proof of the Tietze Extension Theorem 2.2.2 is due to Scott [14].
Theorem 2.3.1 was established by Stone [16], but the proof presented here is due to Rudin [13]. The
Nagata–Smirnov Metrization Theorem (cf. 2.3.4) was independently proved by Nagata [12] and
Smirnov [15]. The Bing Metrization Theorem (cf. metrization) was proved in [2]. The Urysohn
Metrization Theorem 2.3.5 and the Alexandroff–Urysohn Metrization Theorem (cf. 2.4.1) were
established in [18] and [1], respectively. The Frink Metrization Theorem (cf. 2nd-metrization) was
proved by Frink [5]. The Baire Category Theorem 2.5.1 was first proved by Hausdorff [6] (Baire
proved the theorem for the real line in 1889). The equivalence of (a) and (b) in Theorem 2.5.5 was
shown by Čech [3]. Theorems 2.5.7 and 2.5.8 were established by Lavrentieff [7].

The concept of paracompactness was introduced by Dieudonné [4]. In [2], Bing introduced
the concept of collectionwise normality and showed the collectionwise normality of paracompact
spaces (Theorem 2.6.1). The equivalence of (b) and (c) in Theorem 2.6.3 was proved by Tukey
[17], where he called spaces satisfying condition (c) fully normal spaces. The equivalence of (a)
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and (c) and the equivalence of (a), (d), and (e) were respectively proved by Stone [16] and Michael
[10]. Theorem 2.6.5 on local properties was established by Michael [11]. Lemma 2.7.1 appeared in
[8]. Theorem 2.7.2 and Proposition 2.7.4 were also established by Michael [11]. The simple proof
of Proposition 2.7.4 presented here is due to Mather [9]. Theorem 2.7.6 was proved by Dieudonné
[4]. These notes are based on historical and bibliographic notes in Engelking’s book, listed above.

In some literature, it is mentioned that the direct limit of a closed tower of Hausdorff spaces

need not be Hausdorff. The author could not find such an example in the literature. Example 2.10.3

is due to H. Ohta.
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