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   Preface   

 Neuroscience is one of the most multidisciplinary research fi elds, employing a great 
variety of research approaches. To conduct investigation in neuroscience, research-
ers need to understand a wide variety of experimental and analytical methods and to 
make full use of a broad range of techniques. In addition, they have to use peculiar 
techniques such as electrophysiology that are unfamiliar in other fi elds of life 
 science studies. In some instances, at least modest computational skill for mathe-
matical analysis and modeling is required. Researchers, including ourselves, tend 
to persist in familiar methods and to have reservations about the introduction of 
novel approaches. However, manifold methods are strongly required for attaining a 
higher level of research products in this fi eld. Further, because technological prog-
ress is much faster now, researchers must work to obtain information not only on the 
specifi c fi eld of their own study but also on methodology, and must continue to 
renew their research techniques to keep them up-to-date. 

 Actually, it is impossible for a single researcher to be familiar with all of the 
methods. In many cases, collaborative work between specialists with different tech-
niques reduces the strain on each other. Even in this case, it goes without saying that 
we should have a fundamental knowledge of the techniques used for our own 
research work. Now, we can get a large number of cookbooks on various tech-
niques, recipes, and protocols used for neuroscience. However, most of these books 
provide a special technique or detail of individual methods in specifi c model ani-
mals, while there are very few books reviewing overall methodology used for neu-
roscience research. For that reason, we came up with a book plan that provided a 
good starting point for neuroscience students, newcomers, and young researchers to 
consider the introduction of new experimental strategies, especially for 
neuroethology. 

 The genesis of this book plan was in our organization of a symposium entitled 
“Strategy for the New Generation of Neuroethology” at the annual meeting of the 
Japan Neuroscience Society in 2007. Neuroethology is a branch of neuroscience 
that seeks to understand the neural basis of  natural  animal behavior. Neuroethological 
studies have covered various types of behaviors in a wide diversity of animals 
including locusts, crickets, honeybees, electric fi sh, toads, sea turtles, barn owls, 
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bats, and others. In addition to these classic subjects, so-called model animals such 
as  Caenorhabditis elegans ,  Drosophila,  and zebrafi sh are generally used for speci-
mens in neuroethological studies because they provide a major advantage for 
molecular genetic techniques, of which application and variation has expanded rap-
idly. In 2007, neuroethological research using model animals was not yet very pop-
ular. However, we predicted that optical imaging with genetic probes and genetic 
manipulation of neural activity would become important tools in the next 10 years 
if they were combined with conventional methods such as electrical physiology and 
behavior observation. We therefore dared to select topics investigating model ani-
mals in the organization of the symposium. This symposium with its new initiative 
acquired a good reputation, and Springer Japan suggested to us the creation of a 
book plan related to the symposium. Every reader knows that a number of studies 
focused on model animals have had great impacts on the neuroscience fi eld in the 
past several years. 

 The aim of this book is to introduce novel experimental and analytical techniques 
useful for present and upcoming neuroethological study to students and young 
researchers. Therefore, we did not list traditional approaches but, rather, methods 
unfamiliar in neuroethology with selected applications for  C. elegans  (Chap.   1    ), 
 Drosophila  (Chap.   7    ), and mice (Chap.   8    ). In particular, optical imaging using the 
genetic probe and optogenetics that have still been adopted only in the model ani-
mals would also become a powerful tool for other animals used in neuroethology 
(Fig.  1    ). On the other hand, we also took up applications of the new technology to 
conventional neuroethological materials such as honeybees (Chaps.   2     and   10    ), 
crickets (Chap.   5    ), and earthworms (Chap.   6    ). These cases show the possibility that 

  Fig. 1    Behavioral control 
with optogenetic tools. See 
also Chap.   8           
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advanced approaches could provide new fi ndings even in unpopular, non-model 
animals that have disadvantages in molecular genetics. 

 Furthermore, these chapters will serve as useful references encouraging ingenu-
ity or providing know-how in applying the new techniques to specifi c animals with 
unique behavior. Electrophysiology, which directly records neural activities, 
although conventional, remains an important method in neuroethology. Recent 
advanced analytical methods derived from electrophysiological data can clarify 
complex spatio-temporal pattern encoding environmental information to build a 
simulation model of neural processing (Chaps.   3     and   4    ). Especially, the MATLAB 
toolbox is very powerful for on- and offl ine analysis of electrophysiological data 
recorded in various species of animals. Finally, spatial analysis of the expression 
pattern of the immediate early gene is widely used for the monitoring of neural 
activity. For example, this method has provided important results on the neural sys-
tem underlying song learning in songbirds (Chap.   9    ). Recent molecular-biological 
approaches demonstrate that the gene expression induced by learning and experi-
ence is epigenetically regulated in vertebrates and invertebrates (Chap.   10    ). 

 Most of the chapters in this book focus not on original innovation of novel tech-
niques but on how to apply those methods to a particular research theme or experi-
mental animal. In fact, it is more common for researchers not to develop their own 
original methods independently but to use ingenuity and innovation in employing 
established methods for their studies. This application is not such an easy process 
for researchers who investigate the unique natural behavior of non-model animals in 
neuroethology. A great effort is required for modifi cation of methodology to adjust 
it to different animals and research themes if reliable and signifi cant results are to be 
obtained. The young researchers we asked to write each chapter of this book have 
tried to create novel methods of their own and to obtain noteworthy progress in their 
research. We hope that this book will encourage many students and postdocs in 
neuroethological research to try new approaches. We will be greatly pleased if this 
book can support their research work. 

        Hiroto     Ogawa       
   Kotaro     Oka      
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    Abstract     Behavior is an eventual output of animals’ responses to environmental 
stimuli and is also an outcome of highly orchestrated mechanisms with different 
levels. Understanding the principles of behavioral regulation thus requires the illu-
mination of such mechanisms from multiple angles. Model animals provide practi-
cal solutions for this requirement by accumulating different aspects of knowledge 
about focused animal. In this chapter, we introduce behavioral analyses for 
 Caenorhabditis elegans   ( C. elegans ) ,  the simplest multicellular model animal, 
which is useful for various kinds of studies. We can incorporate different kinds of 
approaches to shed light on the mechanisms of behavioral regulation by using this 
convenient model animal. This chapter presents description of typical population 
analysis, single animal analysis, use of genetically encoded calcium indicators  
(GECI), and combination of these approaches for the study of  C. elegans  behavior. 
Computerized automated methods are also mentioned for effi cient experimental 
design.  

  Keywords     Behavioral analysis   •    C. elegans    •    Caenorhabditis elegans    •   Calcium 
imaging   •   Computerized methods   •   Genetically encoded calcium indicators   • 
  Population analysis  

    Chapter 1   
 Behavioral Analysis in  Caenorhabditis elegans  

                Yuki     Tsukada      and     Ikue     Mori   

        Y.   Tsukada      (*) •    I.   Mori (*)    
  Division of Biological Science ,  Graduate School of Science, 
Nagoya University ,   Furou-cho, Chikusa-ku ,  Nagoya   464-8602 ,  Japan   
 e-mail: tsukada.yuki@nucc.cc.nagoya-u.ac.jp; m46920a@nucc.cc.nagoya-u.ac.jp  
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1.1         Introduction:  C. elegans  as a Model Organism 
for Behavioral Analysis 

 About 1 mm long, tiny nematode  Caenorhabditis elegans  has been used for 
 biological research as an important model organism for nearly 40 years (Brenner 
 1974 ). An abundant advantage for scientifi c studies such as short life cycle, trans-
parent body, and convenience of genetic analysis has been pushing various fi elds of 
research including genomics, cell biology, development, aging, and neuroscience. 

 Since behavior is an eventual output of biological system, accumulated detailed 
knowledge about  C. elegans  tremendously contributes to uncover the mechanisms 
of behavioral regulation. Complete anatomical dissection exhibited connectivity 
and identity of all 302 neurons for an adult hermaphrodite and 383 neurons for adult 
male; furthermore, we can easily search such anatomical map by using online data-
base (Hunt-newbury et al.  2007 ). Together with genetic database that provides 
genome information (Harris et al.  2010 ), abundant information at cellular, molecu-
lar, and genetic levels related to acquired behavioral analysis can be obtained. 
Hence, behavioral analysis for  C. elegans  enables to connect molecular, cellular, or 
genetic levels of mechanism for behavioral regulation. 

 Additional important characteristic to use  C. elegans  for current biological 
research is an excellent affi nity for optical methods including imaging and optoge-
netics. Transparent body already has been afforded powerful methodology for dis-
secting cellular properties: combination with differential interference contrast (DIC) 
microscope or genetically labeled fl uorescent probes such as green fl uorescent pro-
tein (GFP) is a prominent case to show experimental merits of  C. elegans . In addi-
tion, GECIs such as Cameleon s (Kimura et al.  2004 ; Miyawaki et al.  1997 ; Nagai 
et al.  2004 ) or GCaMP s (Nakai et al.  2001 ; Tian et al.  2009 ) are key tools for explor-
ing relationship between activity of specifi c neurons and particular behavior. 
Transparent body is highly compatible for such imaging probes, and thus making 
these probes enable to observe neural activity and behavior simultaneously. 
Recently, several kinds of opsin genes are utilized to probe neuronal functions by 
specifi c perturbation of cellular ionic current with light (Yizhar et al.  2011 ). In such 
optogenetic approach of neural networks,  C. elegans  keeps its superiority with its 
plenty of cell-specifi c promoters, a complete connection map for all neurons. 

 As mentioned shortly above, there are immense advantages to use  C. elegans  for 
behavioral studies. In this chapter, we describe typical behavioral analysis for 
 C. elegans  that connects results of genetics, imaging, and other physiological data. 
The following sections consist of (1) population analysis, (2) single animal analysis, 
(3) calcium imaging with GECIs, and (4) simultaneous monitoring for behavior and 
neural activity with highly advanced techniques.  

1.2     Population Analysis 

 Behavioral data often contains stochastic or probabilistic components, which 
 frequently mask essential characters in observed phenomena. We should then design 
behavioral experiments to detect the essence of observed phenomena in spite of 

Y. Tsukada and I. Mori
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probabilistic property of animal behavior. In this section, we describe about 
 population assay for  C. elegans  in which we use relatively a large number of ani-
mals for each experiment. Such assay systems enable to provide well-reproducible 
data even with rather small number of trials. Due to small body size and prolifi c 
nature, population assay for  C. elegans  is easy and practical in laboratory 
 experiments. Thus, the population analysis for  C. elegans  can reduce time and cost 
to validate the focusing behavioral character, as compared with single animal analy-
sis described in the later section. 

1.2.1     Protocol of Population Analysis 

 Exact protocols of population assay vary depending on its purpose. We thus sum-
marize here four main steps of population assay shown in Fig.  1.1 . First, a large 
number of animals are collected from cultivating plate (Fig.  1.1a ). Liquids such 
as wash buffer (0.02 % gelatin, 50 mM NaCl, and 25 mM pH 6.0 potassium 
phosphate) or NG buffer (0.3 % NaCl, 1 mM CaCl 2 , 1 mM MgSO 4 , and 25 mM 
pH 6.0 potassium phosphate) are used for this collection step. Note that the buf-
fer composition sometimes affects behavioral assay so that the selection of buf-
fer should be carefully considered. Usually this collection step includes aiming 
to wash off the food sticking to the animal body. Second, the collected animals 
are gently placed on an assay plate with defi ned regions (Fig.  1.1b ). The assay 
plate should be kept with constant and stable environment during assay. Since 
behavior is affected by any kinds of stimuli around the plate, experimenters 
should be attentive to keep the assay environment strictly controlled in fi ne 
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  Fig. 1.1    Protocol of population behavioral analysis for  C. elegans . ( a ) Cultivated animals were 
collected and washed with liquid. Several buffers were used depending on the purpose of experi-
ments. ( b ) Collected animals were placed on assay plate. Extra liquid were removed by tissue 
paper to prevent the worms from swimming. ( c ) Score the distribution of animals in the assay plate 
after certain assay time. ( d ) Visualize scored data and/or calculate characteristic index. Statistical 
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range. Third, animals in each region are scored after a certain time (Fig.  1.1c ). 
Scoring should be conducted with strict categories of animals based on develop-
mental stage, marker gene expression, or any detectable characters, for example, 
scoring only adult animals. Then, behavioral characteristics could be recognized 
with certain data visualization (Fig.  1.1d ). Calculating index is helpful to dis-
criminate different sets of animals, and several statistical methods are used to 
certify the difference between each set. We should especially be careful about 
statistical test for population assay when we perform nonconventional way, 
because sometimes the appropriate statistical methods for population assay are 
complicated, and inappropriate statistical methods make the results distorted. 
Clearly, controls are necessary for behavioral assay because behavioral responses 
often vary from day to day. Both negative and positive controls should be con-
tained in experimental designs.

1.2.2        Analysis for Thermotaxis as an Example 
of Population Assay 

 One of the prominent examples of population analysis for  C. elegans  is thermotaxis  
assay. Thermotaxis is observed when we grow  C. elegans  at a constant temperature 
around 16–25 °C with plenty of food and put them on the plate with thermal gradi-
ent without food. The behavioral responses to the environmental temperature were 
originally found and defi ned as thermotaxis in 1975 (Hedgecock and Russell  1975 ); 
it has been considered as one of the good model systems to elucidate behavioral 
regulation by neural networks because of its simple neural network to drive the 
thermotaxis (Mori and Ohshima  1995 ) and powerful genetic methods of  C. elegans  
(Mori  1999 ). Population analysis is used for examining genetic, conditional, and 
pharmacological effects (Ito et al.  2006 ; Jurado et al.  2010 ; Nishida et al.  2011 ; 
Ohnishi et al.  2011 ; Sugi et al.  2011 ). In a typical thermotaxis assay, animals condi-
tioned with constant temperature are placed on a thermal gradient, and the animals 
show various behaviors depending on conditioning, mutation, thermal environment, 
and other factors (Fig.  1.1d ).   

1.3     Single Animal Analysis 

 Population analysis is not fi t to observe particular types of animal behavior. 
For instance, a study of touch response for animals requires observation of immedi-
ate action against touch stimulus. To quantify such behavioral responses, single 
animal observation works well. It is usually performed with stereomicroscope after 
the isolation of single animal, but a trail on agar plate could be also used to identify 
typical behavior without microscopes (Fig.  1.2a ).

Y. Tsukada and I. Mori
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1.3.1       Conventional Methods of Single Animal Observation 

 Depicting with a stereomicroscope is the most sensitive and conventional way for 
behavioral observation of  C. elegans.  A researcher can recognize different styles of 
animal response to given stimulus and can compare quantity of particular action 
among mutants,    for instance, tapping the plate provokes backward motion of 
C. elegans; comparison of frequency and distance of the backward motion in 
response to tapping stimulus was classically performed by human observation to 
measure habituation. The critical step of such a human judge-based analysis is defi -
nition of each behavior for scoring. For example, in the case of reversal behavior, 
there are several types of reversals including short quick reversals or long reversal 
with directional change. Therefore, precise defi nition of identifying behavior should 
be used consistently among experimenters and publications. 

 Another way of observation for individual  C. elegans  behavior is the use of a 
trail on an agar plate. With a certain condition of agar plate, a trail of freely moving 
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animal could be identifi ed and recorded in a photo picture. Isothermal tracking in 
thermotaxis is a prominent example for using this method (Biron et al.  2006 ; Mori 
and Ohshima  1995 ).  

1.3.2     Computerized Methods 

 Computer-based automated regulation and image-processing methods promote effi -
ciency of assays for  C. elegans  and digging out the essence of behavioral compo-
nents. Combination of motorized stage with image-processing systems or tracking 
a freely moving animal has become already conventional for recording movies of  
C. elegans  behavior (Hoshi and Shingai  2006 ; Ramot et al.  2008a ). Exploiting such 
computational systems enabled to obtain various kinds of characters that never have 
been otherwise obtained in a quantitative manner. Migration speed is one of dynamic 
properties that refl ect the internal state of an animal. Speed is usually defi ned using 
the center of target animal’s body, namely, center of mass of the animal in a binary 
image (Fig.  1.2b ). Since speed data often contain fl uctuation caused by its defi ni-
tion, one should consider managing the fl uctuation. Similar to the approach in 
Sect.  1.5 , combination of speed and neuronal activity uncovers functions of specifi c 
neuron or molecule (Kawano et al.  2011 ).  C. elegans  uses undulatory locomotion 
for migration. When we measure curvature along anterior-posterior axis, patterns of 
curvature change exhibit particular behaviors: fl ows of a bend from head to tail 
denote forward movement, and conversely, reverse fl ows denote backward move-
ment (Fig.  1.2c ). This curvature map can capture speed of locomotion, and it also 
enables to identify typical patterns of movement like swimming (Fang-Yen et al. 
 2010 ; Pierce-Shimomura et al.  2008 ). Vast numbers of quantitative measurement 
can be acquired by automated methods; it enables to illuminate the mechanisms 
from macro view. For example, histogram of duration time between turns shows 
exponential decrease (Fig.  1.2d , Miyara et al.  2011 ). These data would be useful for 
establishing mathematical models because reliably fi tted data support hypothesis to 
construct a mathematical model. Thus, automated acquisition for quantitative data 
has possibility to accelerate modeling studies and it may lead to draw the integrated 
view of whole behavioral regulation mechanisms.   

1.4     Use of GECIs 

 GECIs are highly compatible with  C. elegans  studies because of transparent body, 
exhaustive anatomical information, and abundant cell-specifi c promoters. Indeed, 
the fi rst use of fl uorescent protein for multicellular organism has established with 
 C. elegans  (Chalfi e et al.  1992 ). Two calcium probes are mainly used for  C. elegans  
studies because of its high sensitivity. These two, Cameleons and GCaMPs, have 

Y. Tsukada and I. Mori
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several improved variants and further the improvement of such calcium indicators is 
still actively promoted because of its utility. We shortly describe about these two 
GECIs for  C. elegans  studies. 

1.4.1     Principles of GECIs 

 Different principles are implemented in Cameleons and GCaMPs. Cameleons consist 
of two fl uorescent proteins, calcium-binding domains of calmodulin , and calmodulin-
binding peptide called M13 (Fig.  1.3a , Miyawaki et al.  1997 ). Four Ca 2+  binding sites 
of calmodulin cause conformational change by interacting with M13, and thus, rela-
tive orientation between the two fl uorescent proteins such as cyan fl uorescent protein 
(CFP) and yellow fl uorescent protein (YFP) changes. This relative orientation of the 
fl uorescent proteins affects to energy transfer from CFP to YFP called Förster 
Resonance Energy Transfer  (FRET). Eventually, monitoring intensity of YFP/CFP 
(Fig.  1.3b ; sometimes differently calculated) or fl uorescence lifetime refl ects concen-
tration of Ca 2+  in the site where a probe expressed. In the case of GCaMPs, circularly 
permutated GFP changes intensity of fl uorescence emission depending on the Ca 2+  
bindings of the calmodulin domain (Fig.  1.3a , Nakai et al.  2001 ). Improved GCaMP 
called GCaMP3 provides high sensitivity and fast response for Ca 2+  concentration 
(Tian et al.  2009 ); it is becoming quickly popular in the studies of  C. elegans.  To 
compensate the artifact caused by the animal movement, microscopic focal plane 
change, and photobleaching, another fl uorescent protein with different emission 
wavelength such as red fl uorescent protein (RFP) is often used (Fig.  1.3b ).
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  Fig. 1.3    ( a ) Two of major GECIs: Cameleon and GCaMP. Both contain fl uorescent protein(s), 
calcium-binding sites ( black dots ) of calmodulin, and calmodulin-binding site M13. ( b ) 
Simultaneous dual fl uorescent imaging is usually required for calcium imaging. Cell-specifi c 
expression of the indicators enables to detect single neuronal signal. Thermosensory neuron AFD 
is pictured here. Scale bar indicates 100 μm. ( c ) An example of temperature-responding activity of 
AFD thermosensory neuron. In this case, YFP/CFP increase with temperature increase       
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1.4.2        An Example of Calcium Imaging with GECI 

 We can selectively monitor the neuronal Ca 2+  change by cell specifi cally expressing 
GECIs using cell-specifi c promoters. In the many cases of  C. elegans  neurons ,  Ca 2+  
change is thought to be reliably refl ecting neural activity because  C. elegans  has no 
voltage-gated sodium channel. Figure  1.3c  shows response of thermosensory neu-
ron AFD to thermal stimulus. In this case, 23 °C cultivated animal responds at just 
before 23 °C with increase of temperature. YFP/CFP value is calculated with 
defi ned neuronal region in the fl uorescence images, and average intensity among 
the region is used for YFP/CFP. Slight differences of the value calculation protocol 
cause slight change of the results but seldom produce qualitatively different results. 
However, imaging with GECIs sometimes contains artifact caused by several rea-
sons such as photobleach, the animal movement, and microscopic focal plane 
change; therefore, experimenters should be careful for these possible artifacts when 
acquiring image data. Controls always should be accompanied with imaging experi-
ments; in the case of FRET-based GECIs, accepter bleaching or inspection of ratio-
metric intensity change between two fl uorescence proteins is useful to validate 
FRET occurrences.   

1.5      Simultaneous Monitoring for Behavior 
and Neural Activity 

 Combination of individual tracking and calcium imaging enables to monitor simul-
taneous monitoring for stimulus, neural activity, and behavior (Ben Arous et al. 
 2010 ; Clark et al.  2007 ; Piggott et al.  2011 ). To conduct such simultaneous monitor-
ing, fully or almost computerized system is necessary. Figure  1.4a  shows an exam-
ple of the simultaneous monitoring for thermotaxis. The system consists of thermal 
gradient, tracking, and Ca 2+  imaging component. Each component is coordinately 
controlled with computers. The system records trail of freely moving animal on 
thermal gradient with time stamps (Fig.  1.4b ), thereby enabling the calculation of 
the time course of temperature stimulus for freely moving animal (Fig.  1.4c ). From 
time-lapse fl uorescence images of GECIs, time course of Ca 2+  concentration change 
can be obtained as time course of YFP/CFP (Fig.  1.4d ). Note that Ca 2+  imaging for 
moving object tends to include several kinds of artifacts, which essentially origi-
nated from the movement. We should thus particularly be careful for the artifact in 
the case of Ca 2+  imaging for moving objects. Integration of Ca 2+  imaging data and 
migrating trail comprehensively depict the relationship between the monitoring 
neural activity and the corresponding behavior. Figure  1.4e  shows the correlation 
between high activity of AFD thermosensory neuron and turning, or straight migra-
tion and low activity of AFD. Acquirement and detailed analysis of these quantita-
tive data are powerful for dissecting dynamic phenomena. Moreover, these data can 
be reconciled with mathematical modeling and thus profi table to understand the 
mechanisms for regulation of dynamic systems such as animal behavior.

Y. Tsukada and I. Mori
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1.6        Conclusion 

 Many advantages of  C. elegans  studies are utilized for behavioral analysis as 
 introduced in this chapter. In addition, several other approaches are available and 
have been developed enthusiastically. Same as  Drosophila , zebra fi sh, and mouse 
research, technique of electrophysiology could be also used for  C. elegans  (Piggott 
et al.  2011 ; Ramot et al.  2008b ). Recent progress of microfl uidic devices enables to 
expand experimental designs; it could be used for both population (Albrecht and 
Bargmann  2011 ) and individual (Chronis et al.  2007 ) assay according to the research 
context and particularly useful for the experiments related to odorant sensing. 
Optogenetics is most suitable with  C. elegans  studies because of transparent body 
and compatibility with genetics (Ezcurra et al.  2011 ; Kuhara et al.  2011 ; Lindsay 
et al.  2011 ; Narayan et al.  2011 ). Using these updating techniques effi ciently,  studies 
of  C. elegans  continue to promote neuroethology.     
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    Abstract     Insects have sophisticated learning abilities subtended by simple neural 
systems and lower numbers of neurons compared to vertebrates. Especially, honey-
bees  ( Apis mellifera  ) are reported to have the highest and broad range of learning 
abilities. In this chapter, we introduce a classic behavioral tool for the study of 
olfactory learning and memory in bees, the olfactory classical conditioning of the 
proboscis extension refl ex  (PER ). In this protocol, individually harnessed honey-
bees are trained to associate an odor with sucrose solution. The resulting olfactory 
learning is fast and induces robust olfactory memories that have been characterized 
at the behavioral, neuronal, and molecular levels. We detail step-by-step the meth-
odology of olfactory PER conditioning in order to provide a standardized frame-
work for experiments using this tool. We also review research highlights revealed 
by olfactory conditioning of PER and variations of this procedure applied in the 
case of honeybees.  
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2.1         Introduction 

 Associative learning  is a fundamental property of nervous systems, which is gov-
erned by conserved rules both across species and across modalities. In a classical 
conditioning  procedure, the animal is presented with two types of stimuli, the 
unconditioned stimulus  (US) and the conditioned stimulus  (CS). The US is a stimu-
lus which innately evokes a certain response, while the CS is usually a neutral 
stimulus without any initial connection with a response. Through forward pairing 
of CS and US, the animal learns that the CS predicts US delivery and starts respond-
ing to the CS. The response evoked by the CS is termed conditioned response. 
Classical conditioning is also called “Pavlovian conditioning ,” after the work by 
Ivan Pavlov who laid the foundations of this conditioning by studying conditioned 
salivation in dogs, which resulted from pairings between sounds (CS) and meat 
(US) (Pavlov  1927 ). 

 Insects have good learning abilities subtended by a more simple neural system 
and lower numbers of neurons than vertebrates (Mizunami et al.  2004 ; Giurfa  2007 ). 
For this reason, several species of insects have become mainstream models for 
research on learning  and memory  (Mizunami et al.  2004 ). Thus, insect species as 
diverse as honeybees, fruit fl ies, crickets, cockroaches, ants, and moths have been 
shown to possess robust learning abilities, using behavioral experiments (Bitterman 
et al.  1983 ;    Tully and Quinn  1985 ; Matsumoto and Mizunami  2000 ,  2002 ; 
Balderrama  1980 ; Dupuy et al.  2006 ; Daly and Smith  2000 ). Among these insects, 
honeybees ( Apis mellifera ) are reported to have the highest and broad range of 
learning abilities (e.g., Menzel  1999 ; Giurfa  2007 ; Avarguès-Weber et al.  2011 ; 
Sandoz  2011 ). 

 Honeybees are able to associate odors, colors, visual patterns, or tactile stimuli 
with a food reward (Menzel et al.  1993 ; Menzel  1999 ; Giurfa  2007 ). However, stud-
ies on learning and memory in honeybees have mostly used visual learning  proto-
cols when the focus was on the performances of free-fl ying honeybees and olfactory 
learning  protocols when the goal was a full control of behavior in harnessed bees. 
The latter are based on the conditioning of the proboscis extension refl ex (PER ), a 
case of classical conditioning which is relatively easy to carry out in the laboratory 
(Giurfa  2007 ; Giurfa and Sandoz  2012 ). 

 The PER  is a refl exive response which is part of the bee’s feeding behavior while 
foraging or within the hive (Frings  1944 ). It is observed when the antennae, tarsi, or 
mouthparts of a hungry honeybee come in contact with sugar solution; the bee then 
automatically extends its proboscis to reach the sucrose solution (PER) and drink it. 
In naïve bees, odors generally do not evoke the PER. During conditioning, an odor 
(CS) is presented in close temporal association with a sucrose solution reward (US). 

Y. Matsumoto et al.
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At the end of training, the odor alone elicits the PER, indicating that the bee has 
learnt the odor-reward association (Takeda  1961 ; Bitterman et al.  1983 ). The PER 
is usually recorded as a dichotomous response (1 or 0), which can thus be used as a 
precise index for learning and memory performance. 

 Olfactory conditioning of the PER  is performed at an individual level, on 
immobilized honeybees placed in small harness tubes. This allows simultaneous 
or consecutive monitoring of behavior and neuronal activity, for instance, using 
neurophysiological or optophysiological techniques, during memory acquisition  
and memory retrieval  (e.g., Faber et al.  1999 ; Okada et al.  2007 ; Strube-Bloss 
et al.  2011 ). In this chapter, we detail a simple protocol for absolute classical con-
ditioning of the PER which can be established with minimal investment in any 
laboratory.  

2.2     Preparation for the Experiment 

2.2.1     Materials 

 Honeybees, 20 harness tubes, tube rack, ice water, 30 mL glass screw vial (make 
small vent holes on the cap to avoid suffocation), 50 % (weight/weight) sucrose 
solution (1.80 M), toothpick, odorants, fi lter papers, 20 mL syringes, and latex 
examination gloves.  

2.2.2     Honeybees 

 When adult worker bees age, their tasks shift from nursing to guarding and then to 
foraging (von Frisch  1967 ; Seeley  1982 ,  1995 ). Foragers, the older bees that go out 
of the hive to collect food, are reported to have the highest learning ability among 
bees working on other tasks (nurse, guardian) (Ray and Ferneyhough  1999 ). This 
makes sense as the subjective value of sucrose reward is probably higher in animals 
whose foraging motivation is also higher. This is why a control of the kind of bees 
used in olfactory PER  conditioning experiments is desirable. Confounding several 
casts of bees in the same set of data will mask specifi c learning abilities and pool 
together animals that differ dramatically in their unconditioned response to sucrose 
reward (Scheiner et al.  2001 ). Generally, foragers are captured while leaving the 
hive and used for experiments (e.g., Guerrieri et al.  2005a ). In other cases, emerging 
bees are placed in cages in an incubator and maintained in controlled conditions 
until reaching foraging age (Pham-Delègue et al.  1993 ). Even more recommend-
able, in order to ensure the presence of foragers in the bees to be conditioned, is the 
previous training to an ad libitum sucrose feeder placed close to the hive on which 
regular foragers will be collected for experiments.  

2 Classical Conditioning of the PER
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2.2.3     Pyramid for Catching Bees 

 A pyramid (height 24 cm, apex 3.5 × 3.5 cm, base 18 × 18 cm) made of UV-translucent 
Plexiglas is useful to catch bees when leaving the hive and fl ying towards the sky. 
This is why the Plexiglas has to be UV transparent, in order to offer a complete view 
of celestial cues and thus lure the departing bees within the pyramid. The pyramid 
is closable at the apex and at the base. For catching bees, the pyramid is held at 
about 10–20 cm distance in front of the hive entrance with the base open and the 
apex closed. Bees will naturally enter the pyramid when leaving the hive. When 
enough bees have been caught, the base should be closed and the pyramid taken to 
the laboratory. When the pyramid is darkened (except for its apex), bees will exit it 
through the apex because of their positive phototaxis. Given its pyramidal form, the 
bees will tend to leave the pyramid one by one, thus facilitating individual capture 
and precluding mass escape. This allows transferring the bees from the pyramid 
apex into glass vials.  

2.2.4     Harness Tubes and Tube Rack 

 Harness tubes (major diameter 10 mm, height 32 mm) can be made by cutting cyl-
inders. Materials can be metal, plastic, acryl, etc., as far as it suits the experiment. 
A rack with numbered boreholes would be useful for handling and identifi cation of 
harnessed bees. Each harness tube should be numbered to allow individual identifi -
cation of the bees throughout the experiment. When placed in the tubes, only the 
bee head should protrude, thus hiding other body parts from possible contacts with 
later sucrose stimulation. The forelegs of the bees, for instance, should not be able 
to move free but should remain enclosed without the tube in order to avoid uncon-
trolled cleaning of mouth pieces and antennae during the experiment which may 
interfere with olfactory and sucrose stimulation.  

2.2.5     Odorants 

 The choice of odorants should be made according to the main purpose of the experi-
ment. Both single chemical compounds (alcohols, aldehydes, terpenes, etc.) and 
mixtures of compounds (rose extract, carnation extract) have been used in such 
experiments (see Sandoz  2011 ). It should be noted that the use of some odors as 
conditioned stimuli, like pheromones, which are potentially important in the bee’s 
biology, may induce a potential bias when used in experiments on learning and 
memory. Likewise, possible prior experience of bees with some odorants (in the 
hive or while foraging) may also affect the results. Such responses indicate that 
the bees may have already learned this odorant in an appetitive context before. 
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One way to get rid of this effect is to discard those bees that exhibit spontaneous 
PER  upon the fi rst olfactory stimulation (fi rst conditioning trial). 

 We recommend always using two different odors in any experiment in which an 
absolute-conditioning  protocol will be used. In absolute conditioning animals learn 
that a unique CS is reinforced. Yet, to show that the acquisition evinced in a learning 
experiment is stimulus specifi c (here odor specifi c), it is recommendable to run the 
experiments with two parallel groups, one group trained with a CS1 paired with the 
US and another group trained with a CS2 paired with the US. Using two odors has 
the additional advantage of allowing a test of memory specifi city: each bee is trained 
with one odor (say CS1) and will be tested afterwards with two odors, the condi-
tioned odor (CS1) and the other odor (the CS2 used for the other group) which will 
be novel to it (NO). In this way, it is possible to distinguish between memories that 
are odor specifi c (CS specifi c), and which should be only evoked by the CS1, and 
unspecifi c PER  responses which are elicited by the NO. The difference between 
these two response categories (to the CS and to the NO) provides an assessment of 
the CS-specifi c memory. As mentioned above, to balance the effect of the two cho-
sen odorants in the experiments, half the bees should be conditioned with CS1 and 
the other half with CS2. The use of two odors that are well distinguished from each 
other and are easily associated with sucrose solution is recommended (e.g., 
1- nonanol and 2-hexanol) (Guerrieri et al.  2005a ).  

2.2.6     Odor Ventilation 

 When carrying out olfactory learning experiments, the odors presented should be 
exhausted from the experimental system as soon as the stimulation ends. This 
ensures that the temporal properties of the stimulus are well controlled. Therefore, 
a ventilation system should be made with duct hose, one end being set at the experi-
mental setup and the other end connected to a standard air extraction. During con-
ditioning and test trials, honeybees are set individually in front of the odor stimulation 
device, with the exhaust at their back. Ventilation should not be too strong, as unin-
tended mechanical stimulations from the ventilation may interfere with olfactory 
learning.  

2.2.7     Olfactory Stimulation (CS) 

 In the laboratory, researchers use computer-controlled odor stimulation devices 
(Galizia et al.  1997 ) to deliver the CS to antennae of the conditioned bees. Although 
such systems allow well-controlled olfactory stimulation, PER  conditioning can be 
also performed using simple plastic syringes. With gloves on, take two 20 mL 
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syringes and set a piece of fi lter paper (10 × 30 mm) inside each of them. Soak one 
of the fi lter papers with 5 μL of 2-hexanol (syringe 1) and the other with 5 μL of 
1-nonanol (syringe 2). The syringe method underlines again the importance of using 
two odors in any absolute-conditioning experiment. The mechanic stimulation of 
the air puff could act as a confounding CS in conditioning trials. The test with the 
novel odor is therefore of fundamental importance to verify that such mechanic 
stimulation is not driving the bee’s responses, in which case PER will be specifi c to 
the odor learned.  

2.2.8     Sucrose Solution (Reward US) 

 For US sucrose solution (usually 50 %, weight/weight, i.e., 1.80 M), dissolve 
sucrose in a vial of distilled water by 50 % weight/weight. The choice of sucrose 
concentration is crucial for the experimental success. Indeed, diluted sucrose con-
centrations (below 20 %) are suboptimal for the appetitive motivation of the bees, 
while highly concentrated solutions are also suboptimal due to their high viscosity, 
which renders diffi cult ingestion through the proboscis (   Farina and Núñez  1991 ). 
Thus, concentration in the range of 30–50 % should be used. Dispense 1 mL sucrose 
solution into Eppendorf tubes and keep them in the freezer until needed. Defrost a 
tube to room temperature before each experiment.   

2.3     Protocol for Absolute Classical Conditioning 

2.3.1     Catching and Harnessing Bees in Harness Tubes 

     1.    Capture honeybee foragers outside the hives with a pyramid (see above, or a 
sweep net if not available) in the morning of the day of the experiment or in the 
afternoon of the day before the experiment.   

   2.    Put one to fi ve honeybees in a screw vial immediately after capture, and cool the 
vial in ice water for about 3 min to anesthetize the bees. Cooling time should be 
kept to a minimum as extended cooling could impair learning performances 
(e.g., Frost et al.  2011 ). As soon as the bees are immobilized, place each bee in 
a harness tube using a piece of tape behind the head. In this position, mouthparts 
and antennae should be able to move freely. Take care of not leaving the forelegs 
free to move and reach the head once the bee has been harnessed.     

 How many bees have to be used per experiment is a critical question as one ide-
ally wants large sample sizes that ensure statistical power. Low sample sizes (e.g., 
around ten individuals per group) have to be avoided; if possible, use 40–50 bees 
per experiment (see below, Data Analysis).  
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2.3.2     Feeding Bees 

 Depending on the interval between capture and the start of the conditioning, it can 
be necessary to feed the bees with 50 % sucrose solution: if bees were caught in the 
morning of the experimental day and conditioning starts after 3–4 h, then feeding is 
unnecessary; if, however, conditioning starts in the afternoon, feed a drop (~5 μL) 
of sucrose solution approximately 30 min after fi xation to avoid excessive starvation 
and resulting mortality before start of the experiment; lastly, if bees were caught on 
the day before the experiment, they should be fed to satiation and kept in a dark, 
humid container at room temperature (20–25 °C) overnight. It should be kept in 
mind that these are general rules of thumb, which should be adapted depending on 
the season, local conditions, etc. Feeding will reduce appetitive motivation and thus 
unconditioned responses (PER ) to sucrose. Therefore, a good balance should be 
kept between starvation and feeding, to keep bees with good appetitive motivation 
and suffi cient vitality. 

 Use a toothpick to present sucrose solution to a bee or a micropipette with 
automatized volume delivery if you want to control this factor. When sucrose solu-
tion touches the antennae, a hungry bee will elicit PER  (Fig.  2.1 ). Let the bee lick 
the solution by touching the proboscis with the toothpick. Bees that do not show 
PER are either satiated or in poor physical condition. Such bees should be removed 
from the experiment due to the lack of unconditioned responses.

2.3.3        Absolute Conditioning 

 As mentioned above, absolute conditioning is the simplest form of associative con-
ditioning  (paired conditioning), in which a single stimulus (odor, CS) is reinforced 

  Fig. 2.1    Proboscis extension 
refl ex (PER ) in harnessed 
honeybee. Contact of the 
antennae and/or proboscis 
with sucrose solution elicits 
the PER. Honeybees are 
conditioned to extend their 
proboscis in response to an 
odor (CS) when the odor is 
presented contingent upon a 
sucrose stimulus (US)       
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(sucrose solution, US). Here, to observe trained-odor-specifi c memory, we will use 
one odor (CS1) for conditioning and two odors (CS1 and NO, 1-nonanol and 
2- hexanol) in memory retention tests. Parameters such as the number of trials and 
the duration of the intertrial interval (ITI) can be manipulated according to the pur-
pose of the experiment. In this text, we will describe the standard procedure of 
absolute conditioning with 5 CS–US pairings with intertrial intervals of 10 min 
(Fig.  2.2a ). This procedure yields a robust and stable long-term memory that can be 
retrieved several days after conditioning (>4 days) and that is protein synthesis 
dependent (Menzel  1999 ). Learning effi ciency is highly affected by circadian 
rhythm and is lowest around early evening (Lehmann et al.  2011 ). Thus, condition-
ing should be planned to end before 1600 hours. Twenty bees are used in this experi-
mental procedure.

     1.    Place two syringes for olfactory stimulation, sucrose solution (in an Eppendorf 
tube), and a toothpick on the table. If using an odor stimulation device, this 
should be checked before beginning.   

   2.    Set the fi rst honeybee (bee A) in front of the exhaust. The bee should be left to 
familiarize with the experimental situation for at least 15 s before applying any 
stimulation.   

  Fig. 2.2    Experimental procedures of three types of olfactory classical conditioning using PER . 
( a ) Absolute conditioning (paired conditioning). Absolute conditioning is a pairing of 4 s of an 
odor (CS+:  white bars ) and subsequent 3 s of sucrose solution (US:  black squares ) with 1 s over-
lap. Here, animals receive fi ve trials of paired conditionings with intertrial interval of 10 min and 
are tested with two odors, conditioned odor (CS:  white bar ) and novel odor (NO:  gray bar ), 
60 min after conditioning. ( b ) Unpaired conditioning. In unpaired conditioning group, animals 
receive explicitly unpaired presentations of the CS and of the US (fi ve odor-only and fi ve sucrose-
only presentations, 5 min apart in a pseudorandomized sequence) and are tested with CS ( white 
bar ) and NO ( gray bar ). ( c ) Differential conditioning. During differential conditioning, one odor 
is paired with sucrose (CS+:  white bars ), and the other odor is presented without sucrose (CS−: 
 gray bars )       
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   3.    Deliver the CS and the US in an appropriate temporal relationship. Standard 
stimulation consists of a pairing of 4 s of odor (CS1) and subsequent 3 s of 
sucrose solution (US) with an interstimulus interval of 3 s (1 s overlap). Record 
the presence (+) or absence (−) of PER  in the 3 s between odor onset and sucrose 
delivery (conditioned response to the odor). If the bee responds with a PER to the 
odor, touch the proboscis with sucrose solution and let the bee drink for 3 s. If it 
did not show PER to the odor, touch the antennae with the toothpick fi rst to elicit 
PER and present sucrose solution to the bee’s extended proboscis with the tooth-
pick. Let the bee drink for 3 s.   

   4.    Leave the bee in the conditioning place for 10 s after the CS–US pairing. This is 
important for the contextual cues around the setup to lose an anticipating, predic-
tive link to the US. Place the next subject (bee B), and start (2–4) again.   

   5.    Perform the fi rst conditioning trial in all 20 subjects, recording each time PER  
and sucrose solution intake, by repeating (2–4) (fi rst-trial conditioning).   

   6.    Repeat (2–4) four more times (fi ve trials per bee in total) with an ITI of 10 min. 
If you use 20 bees and exchange the subject every 30 s, which corresponds to the 
duration of a conditioning trial, the second trial of the fi rst bee (bee A) will just 
follow the fi rst trial of the 20th bee (bee T), and the ITI between fi rst and second 
trial will be 10 min as planned.    

2.3.4       Keeping Bees Between Training and Retention Tests 

 Depending on the experiment and thus on the question raised, bees may need to be 
tested to assess the presence of memory from a few minutes to several days after 
training. If you are planning to take several hours between conditioning trials and 
memory retention test, keep the bees in a dark, humid container at room temperature 
until the test to maintain their physical condition. 

 Bees that have to be tested several days after conditioning will be subjected to 
different handling procedures to ensure survival until the respective retention test. 
Bees tested 1 day after conditioning can be kept in the harness tubes because mor-
tality is usually low in these conditions; yet, bees should be fed to satiation with 
50 % sucrose solution, at least 60 min after the end of conditioning to ensure sur-
vival. Bees tested more than 2 days after conditioning should be kept in small cages 
because mortality will increase in prolonged harnessing conditions. To this end, 
bees need to be individually identifi ed by means of color marks painted on the tho-
rax with watercolors, following a code that allows later recognition. Bees are then 
placed in groups of ~30 individuals in small cages (e.g., 65 × 70 × 25 mm) supplied 
with water and a diet of 50 % sucrose and 50 % honey mixture ad libitum. The cages 
should be kept in a dark and humid container at room temperature. On the morning 
of the test day, bees are transferred from the cages into glass vials, cooled on ice, 
and placed again individually in the harness tubes. Retrieval tests are usually per-
formed after 5 h of food deprivation to ensure adequate appetitive motivation.  
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2.3.5     Memory Retention Test 

 Memory retention tests are performed to test for PER  to two odors (CS, the 
 conditioned odor, and NO, the novel odor) delivered by two different odor syringes. 
The order of presentations of the two odors should be randomized between bees to 
avoid sequential effects. Thus, ten subjects (bee A–J) are fi rst tested with CS1 fi rst 
and NO second, while the next ten subjects (bee K–T) are tested with the reversed 
odor of presentation. As for conditioning, the ITI between odor stimulations is 
10 min. Thus, proceeding like during the conditioning trials (see above) but without 
US delivery is recommended.  

2.3.6     Response Check for Sucrose Solution 

 At last, i.e., following the last retention test, the unconditioned response (PER  to 
sucrose) should be tested in all animals by applying sucrose solution to the anten-
nae. Bees that do not show the unconditioned response should be discarded from the 
data, as their lack of response to the odors cannot be necessarily ascribed to a lack 
of memory but could be due to a low physical condition.  

2.3.7     Unpaired Conditioning 

 To ensure that honeybees acquired associative memory by absolute conditioning 
(paired conditioning), several kinds of experimental controls can be performed in 
parallel to normal conditioning. One of them is the explicitly unpaired conditioning 
that has to be performed with a number of bees equivalent to that used in the 
absolute- conditioning group. The results of both groups, ran in parallel, are com-
pared to determine whether increases in conditioned responses in the absolute- 
conditioning group are the consequence of real associative learning. In the explicitly 
unpaired group, bees receive unpaired presentations of the CS and of the US (fi ve 
odor-only and fi ve sucrose-only presentations, 5 min apart in a pseudorandomized 
sequence; Fig.  2.2b ). Thus, both the absolute-conditioning (the paired group) and 
the unpaired group have exactly the same sensory experience (fi ve CS and fi ve US 
presentations), the difference being in the pairing or absence of pairing between 
odor and sucrose. An additional factor that needs to be controlled is the fact that the 
number of placements in the setup is twice as higher (if not controlled) in the 
unpaired group compared to the absolute-conditioning group. This can be balanced 
by inserting between conditioning trials fi ve blank trials in the absolute- conditioning 
group, in which the bee will be simply located in the setup without stimulation. 

 As responses to sucrose solution and learning performance may vary accord-
ing to the season and climate conditions (   Ray and Ferneyhough  1997a ,  b ), the 
same number of experimental and control animals should always be conditioned 
every day.  
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2.3.8     Differential Classical Conditioning 

 Differential conditioning  is an associative conditioning procedure in which  animals 
have to learn the difference between two or more stimuli, based on their differen-
tial outcome in terms of reinforcement. In the case of olfactory PER  conditioning, 
differential conditioning is achieved by using two odors, one (the CS+) that is 
paired with sucrose solution and the other (the CS−) that is presented explicitly 
without reinforcement (Fig.  2.2c ). Compared to the absolute-conditioning proto-
col, differential conditioning has the advantage of providing the researcher with an 
internal control of the associative nature of the established memory, as bees have 
to learn to respond to the CS+ but not to the CS−. Yet its use depends on the ques-
tion raised by the experimenter. Note, for instance, that differential conditioning 
may boost discrimination capabilities as in the former case, bees are trained to 
discriminate stimuli while in the later case, they are trained to respond to a unique 
stimulus. Perceptual measures derived from one protocol or the other may, there-
fore, differ.  

2.3.9     Data Collection and Making Graphs 

 For each conditioning trial, the percentage of conditioned responses (%CR) is cal-
culated as the number of bees showing PER  to the conditioned odor with respect to 
the total number of bees assayed. Typical results of absolute olfactory classical 
conditioning of PER are shown in Fig.  2.3a–c . In Fig  2.3a , plotted CR (%) during 
conditioning trials corresponds to an acquisition curve. Given the dichotomous 
nature of the response measured (PER: 1 or 0), it is obvious that the gradually 
changing acquisition curve does not necessarily refl ect the stepwise nature of indi-
vidual bee responses; yet it provides a basis to assess populational learning and to 
promote analyses of individual performances with respect of group ones (Pamir 
et al.  2011 ). In Fig.  2.3a , we see that bees from the paired group increased their 
responses to the CS, while bees from the unpaired group do not show such increase, 
thus showing the associative nature of performance variation in the paired group. 
For memory retention tests, the percentage of PER both to the learned odor (CS) 
and to the novel odor (NO) has to be plotted (Fig.  2.3b ). In the tests after 60 min, 
which corresponds to a midterm memory (MTM), paired bees responded to the CS 
but not to the NO, thus showing the presence of CS-specifi c MTM (Fig.  2.3b ). To 
give a more precise measure of odor-specifi c memory, the percentage of bees that 
showed PER to the CS+ but not to the NO can be plotted (specifi c response: %SR) 
(Fig.  2.3c ). Figure  2.3d,e  show typical results of a differential-conditioning proce-
dure. Bees increased their responses to the CS+ but not to the CS− (Fig.  2.3d ). 
Likewise, in the 60 min retention tests, bees responded to the CS+ and not to the 
CS− (Fig.  2.3e ).
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2.3.10        Data Analysis 

 To analyze acquisition within a single group, a Cochran  Q  test can be used as it is 
especially conceived for a repeated-measures experimental design with a dichoto-
mous variable. To compare acquisition performances between two or more different 
groups (e.g., paired vs. unpaired groups; see above), Mann–Whitney  U  tests can be 
used on the sum of responses to the CS observed during conditioning. Yet, this 
method has the disadvantage of losing the dynamics of an acquisition curve as it 
reduces it to a single data point. A similar criticism applies to the use of Fisher exact 

  Fig. 2.3    Typical results of acquisition curves and retention tests. ( a ) Acquisition curves for hon-
eybees trained by paired conditioning ( white circle ) or unpaired conditioning ( gray square ). For 
each conditioning trial, conditioned response (%CR) is calculated as percentage of bees that 
showed PER  to the conditioned odor. ( b ,  c ) Memory retention tests for honeybees trained by paired 
conditioning. For the test 60 min after conditioning, both CR for a conditioned odor (CS+:  white 
graph ) and CR for a novel odor (NO:  gray graph ) are plotted in ( b ), and specifi c response (%SR: 
 black graph , see text) are calculated and plotted in ( c ). ( d ) Acquisition curves for honeybees 
trained by differential conditioning. ( e ) Memory retention tests for honeybees trained by differen-
tial conditioning       
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tests and/or  χ  2  tests to compare between groups the summed CS responses or the CS 
responses in the last acquisition trial. Obviously, one may want to focus just on the 
last acquisition trial and in this case, use of these tests is appropriate. However, if 
entire acquisition curves are to be compared between groups, other solutions have 
to be found. Cochran  Q  test cannot be used to this end as it is a within-group test. 
Thus, repeated-measures analyses applicable for between-group comparisons have 
to be used. A solution to this problem is the use of standard two-factor analysis of 
variance (ANOVA) for repeated measurements, with one factor being the treatment 
to be analyzed (e.g., paired vs. unpaired CS responses) and the other factor the 
response along trials (e.g., trials one to fi ve in the example of Fig.  2.3a,d ). The inter-
action between both factors will also be computed allowing the detection of specifi c 
treatment x trial effects. ANOVA procedures are in principle not applicable in the 
case of dichotomous data; yet Monte Carlo studies have shown that it is permissible 
to use ANOVA on dichotomous data (Lunney  1970 ) if comparisons imply equal cell 
frequencies and at least 40 degrees of freedom of the error term. By fulfi lling these 
conditions, the use of repeated measurement ANOVA will allow not only between- 
group comparisons but also within-group analysis as achieved by the Cochran test. 

 To compare response levels to the CS and the novel odor (NO) in the retention 
tests, a McNemar test is typically used as it is applicable for paired-sample testing 
of dichotomous data. Note that given the dichotomous nature of responses, one has 
to consider not only correct responses (i.e., CS+:1/NO:0) but also the three possible 
cases of incorrect responses (i.e., CS+:1/NO:1; CS+:0/NO:0; CS+:0/NO:1).   

2.4     Research on Honeybee Learning and Memory 
Using Olfactory Classical Conditioning of PER  

 In this chapter, we have introduced fi ve-trial absolute conditioning with ITI of 
10 min. The choice of such a long interval determines a conditioning with “spaced 
trials,” in contrast with protocols employing “massed trials” in which trials are 
separated by very short (typically 1 min) intervals. Extensive study of associative 
olfactory conditioning of PER  revealed the existence of different memories, 
depending on US intensity (i.e., the amount and/or quality of sucrose solution 
received during conditioning), the number of conditioning trials, and the ITI 
(Menzel  1999 ,  2001 ; Menzel et al.  2001 ). The memory induced by a single condi-
tioning trial decays rather quickly, mostly after 1 day (Menzel  1990 ; Hammer and 
Menzel  1995 ) and is sensitive to amnestic treatments (Menzel et al.  1974 ; Erber 
et al.  1980 ). This memory can be dissected into two memory phases, short-term 
memory  (STM) and medium-term memory  (MTM). These phases are independent 
of protein synthesis (Grünbaum and Müller  1998 ). In contrast, multiple condition-
ing trials induce a stable, long-lasting memory, which can be retrieved several days 
after conditioning (Menzel et al.  2001 ). Trial spacing is a dominant factor for both 
acquisition and retention. Generally, massed trials lead to impaired memory 
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performances compared to spaced trials. Disruption of molecular processes by 
pharmacological and genetic tools showed that memory formed by procedures 
using spaced trials is  dissectible into STM and subsequently three independent, 
parallel phases: MTM, early long-term memory  (eLTM), and late long-term mem-
ory (lLTM). MTM in the hours range requires constitutive PKC activity (Grünbaum 
and Müller  1998 ). Both eLTM and lLTM require PKA- and nitric oxide (NO)-
dependent processes for their formation (Müller  1996 ,  2000 ). However, eLTM, 
retrievable 1–2 days after conditioning, requires translation whereas lLTM demands 
for transcription (Friedrich et al.  2004 ). 

 Recent experiments based on neuropharmacological manipulation or RNA inter-
ference of PER  conditioning identifi ed several molecular processes important for 
olfactory memory formation. Most importantly, these experiments demonstrate that 
different molecular processes subtend different memory phases. For example, glu-
tamate and  N -methyl- d -aspartate (NMDA) receptors are involved in MTM (Müßig 
et al.  2010 ) and eLTM formation but not in lLTM formation (Maleszka et al.  2000 ; 
Si et al.  2004 ; Locatelli et al.  2005 ; Müßig et al.  2010 ). Alpha-bungarotoxin (BGT)-
sensitive nicotinic acetylcholine (nACh) receptors are involved in eLTM formation, 
while BGT-insensitive nACh receptors are involved in memory retrieval (Gauthier 
et al.  2006 ). Intracellular calcium, adenylyl cyclase, cyclic nucleotide-gated chan-
nels, calmodulin (CaM), and CaMKII are all involved in lLTM formation but not in 
eLTM formation (Perisse et al.  2009 ; Matsumoto et al. unpublished data). A crucial 
future challenge will be to clarify how these molecules interact for giving rise to the 
different olfactory memory phases subtending retention. 

 The neuronal circuits processing the odor stimulus (CS) and the sucrose reward 
(US) in PER  conditioning are well described (Menzel  1999 ; Giurfa  2007 ; Giurfa 
and Sandoz  2012 ). The CS pathway includes the olfactory receptors located on the 
antennae, the antennal lobes  (ALs: primary olfactory centers), the mushroom bod-
ies  (MBs: higher-order centers), and the lateral protocerebrum (premotor output 
regions). Olfactory information detected at the level of the antennae is processed in 
the ALs, which then send this information to the MBs input region (calyces) and to 
the lateral protocerebrum via projection-neuron tracts. The MBs, with their intrin-
sic Kenyon cells, process input from different sensory modalities (Mobbs  1982 ; 
Abel et al.  2001 ; Gronenberg  2001 ) and their extrinsic neurons are multimodal 
(Grünewald  1999 ; Mauelshagen  1993 ; Okada et al.  2007 ; Haehnel and Menzel 
 2010 ). Concerning the US pathway, information from sucrose receptors located on 
the antennae and the proboscis is relayed to the subesophageal ganglion. Directly 
or indirectly they contact the ventral unpaired median neuron number 1 of the 
maxillary neuromere (VUMmx1 neuron), which projects widely in the ALs, the 
calyces of the MBs, and the lateral protocerebrum. Activity of this individual neu-
ron can substitute for the US in classical conditioning assays (Hammer  1993 ). The 
ALs, the MBs, and the lateral protocerebrum are thus main convergence sites for 
the CS and US pathways. 

 PER  conditioning has allowed showing the existence of learning-dependent plas-
ticity in the CS and US pathways. Changes in neural activity and in synaptic archi-
tecture have been reported by application of electrophysiological, optophysiological, 
and histological techniques (Hammer  1993 ; Mauelshagen  1993 ; Okada et al.  2007 ; 
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Szyszka et al.  2008 ; Hourcade et al.  2010 ). For example, plasticity of single 
 identifi ed neurons in the bee brain, such as the abovementioned VUMmx1 or of the 
MB-extrinsic neuron PE1, after olfactory PER conditioning was investigated by 
intracellular recordings coupled to PER conditioning (Hammer  1993 ; Mauelshagen 
 1993 ) or extracellular recordings (Okada et al.  2007 ). Neuroanatomical analyses 
have also been employed to assess the effect of olfactory memory formation at the 
structural level. It has been shown, for instance, that the density of local microcir-
cuits (called microglomeruli) in the olfactory region of the MB calyces was 
increased upon olfactory lLTM formation (Hourcade et al.  2010 ). 

 On a behavioral level, the advent of olfactory classical conditioning of PER  has 
allowed studying from a psychological perspective several learning-related 
 phenomena well known in vertebrates, such as overshadowing (Smith  1998 ), block-
ing (Smith and Cobey  1994 ; Gerber and Ullrich  1999 ; Hosler and Smith  2000 ; 
Guerrieri et al.  2005b ), second-order conditioning (Hussaini et al.  2007 ), sensory 
preconditioning (Müller et al.  2000 ), positive and negative patterning (Deisig et al. 
 2001 ,  2002 ,  2003 ), spontaneous recovery from extinction (Sandoz and Pham-
Delègue  2004 ; Stollhoff et al.  2005 ), reversal learning (Komischke et al.  2002 ; 
Devaud et al.  2007 ; Hadar and Menzel  2010 ), and reconsolidation (Stollhoff et al. 
 2008 ) in a controlled way.  

2.5     Other Forms of PER  Conditioning in Honeybees 

 Researchers manipulated classical conditioning of PER  to associate reward with 
other sensory stimuli such as monochromatic lights (Hori et al.  2006 ), motion cues 
(Hori et al.  2007 ), polarized light (Sakura et al.  2012 ), antennal mechanosensory 
stimulations (Giurfa and Malun  2004 ), or antennal temperature stimulations 
(Hammer et al.  2009 ). These are appetitive learning  paradigms that use sucrose 
solution as positive reinforcer. Besides this, aversive learning  paradigms have also 
been developed in bees, using mild electric shocks as negative reinforcer (Vergoz 
et al.  2007 ), yet in this case PER is no longer considered but the sting extension 
refl ex (SER). In this aversive learning protocol, an odor CS is associated with an 
electric shock US, and the bees learn to respond to the trained odor with an exten-
sion of their sting. Pharmacological approaches using olfactory appetitive condi-
tioning of PER and olfactory aversive conditioning of SER suggested that 
octopamine and dopamine subserve appetitive and aversive reinforcement in the 
honeybee, respectively (Hammer and Menzel  1998 ; Vergoz et al.  2007 ). 

 Recently, Ayestaran et al. ( 2010 ) showed by means of olfactory conditioning of 
PER  that aversive substances, such as quinine, salicine, and amygdalin, can induce 
a post-ingestional malaise that will later reduce the bees’ tendency to respond to the 
conditioned odor. Wright et al. ( 2010 ) also associated odors with toxins, namely, 
quinine or amygdalin, mixed in sucrose solution. This work demonstrated that two 
distinct monoaminergic pathways, mediated by dopamine and serotonin, respec-
tively, account for conditioned food aversion in honeybees: learned avoidance of 
bitter substances is primarily modulated by dopamine, while learning to associate 
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odors with the malaise caused by ingesting amygdalin is mediated by serotonin. The 
fi rst hypothesis is under debate as in other experiments with harnessed bees avoid-
ance of bitter substances could not be clearly observed (de Brito sanchez et al.  2005 ; 
Ayestaran et al.  2010 ). 

 Apart from the learning paradigms on harnessed bees, we have described, until 
now, the study of honeybee perception and learning started with visual learning 
paradigms on free-fl ying bees. A long experience in such    protocols has shown that 
free-fl ying honeybees can be conditioned to associate a plethora of sensory stimuli 
with sucrose reward, like colors, shapes and patterns, depth, and motion contrast, 
among others (von Frisch  1914 ; Wehner  1981 ; Giurfa and Menzel  1997 ; Lehrer 
 1997 ; Giurfa and Lehrer  2001 ; see Avarguès-Weber et al.  2011  for review). This 
experimental paradigm demonstrated that honeybees learn to categorize visual 
stimuli based on perceptual similarity (Giurfa et al.  1996 ; Stach et al.  2004 ) and also 
to classify stimuli based on conceptual rules such as “same,” “different,” “above,” 
and “below” (Giurfa et al.  2001 ; Avarguès-Weber et al.  2011 ), thus showing the 
presence of higher-order learning capacities in honeybees.  

2.6     Conclusion 

 Honeybee provides a model system for the study of neural and molecular substrates 
of learning and memory and basic cognitive faculties. Olfactory conditioning of 
PER  in harnessed bees is a particularly helpful protocol to this end as it allows 
simultaneous or consecutive monitoring of behavior and of neuronal activity using 
extra- and intracellular recording or optical imaging of neural activity (e.g., Hammer 
 1993 ; Faber et al.  1999 ; Okada et al.  2007 ; Denker et al.  2010 ). Local injection or 
uncaging of neuromodulatory compounds enables studying the molecular basis 
underlying memory formation at local brain region level (Müller  2000 ; Devaud 
et al.  2007 ; Perisse et al.  2009 ). Moreover, a great variety of learning paradigms 
with different CSs and USs can be applied and may help uncovering whether molec-
ular processes underlying olfactory PER conditioning are general phenomena 
shared by other paradigms. The genome sequence of the honeybee  A. mellifera  has 
been made available (The Honeybee Genome Sequencing Consortium  2006 ), and 
application of molecular biological techniques such as RNA interference to investi-
gate honeybee learning and memory has already begun. If new molecular genetics 
techniques allowing expression or blocking of the expression of particular genes in 
specifi c regions of the honeybee brain appear, this animal model may yet provide 
novel breakthroughs in the study of the neural basis of learning, memory, and 
cognition. 

 Here we have aimed at providing a didactic and detailed explanation about basic 
procedures to be followed when performing olfactory PER  conditioning. We hope, 
in this way, that researchers who are unfamiliar (or partially familiar) with this pro-
tocol will become attracted to it by its easiness and robustness and will therefore 
help increasing the efforts towards the novel breakthroughs mentioned above.      
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   Appendix A Column: History of a Classical Conditioning 
of PER  in Honeybees 

    Long before research on PER  conditioning started, it was well known that the PER 
could be elicited by stimulating gustatory organs like the antennae, tarsi, or mouth-
parts with sugar solution. The PER had thus been detected in bees (Frings  1944 ; 
Frings and Frings  1949 ), fl ies (Minnich  1926 ), and butterfl ies (Minnich  1921 ), 
among others. Later, a Japanese researcher who had worked with Karl von Frisch, 
Masutaro Kuwabara, realized that this appetitive refl ex could be conditioned using 
visual stimuli as CS and sucrose solution delivered to the tarsi as US (Kuwabara 
 1957 ). However, Kuwabara’s work did not receive broad attention as shown by the 
fact that almost 50 years had to pass before other researchers published results on 
honeybee visual conditioning using Kuwabara’s method (Hori et al.  2006 ; Hori 
et al.  2007 ). For this conditioning to work, Kuwabara and Hori et al. had to cut the 
bees’ antennae. The low acquisition rates observed in antennae-deprived bees 
despite long conditioning procedures (Hori et al.  2006 ; Hori et al.  2007 ) may be 
related to this fact. It has been recently shown that antennae deprivation reduces 
sucrose responsiveness when measured through tarsal stimulation (de Brito Sanchez 
et al.  2008 ), probably leading to a reduction of US value and of acquisition and 
retention performances. 

 The olfactory conditioning of PER  was afterwards established by a student of 
Kuwabara, Kimihisa Takeda, who reported on this procedure in 1961 (Takeda  1961 ) 
using odors as CS and sucrose solution as US. As was common use 50 years ago, 
Takeda did not report any acquisition, retention, or extinction curves, nor did he 
provide any statistical analysis of PER responses. He only presented tables with the 
raw data of single bees, with very low sample sizes. Despite data paucity, lack of 
statistics, absence of controls, and representative sample sizes, Takeda’s work laid 
down the experimental principles and the scientifi c questions that would serve as a 
basis for future, more controlled research on honeybee learning and memory. He 
showed for the fi rst time extinction learning (including spontaneous recovery), 
stimulus generalization and discrimination, conditioned inhibition, and second- 
order conditioning in the olfactory domain in honeybees. In this way he established 
olfactory PER conditioning as a useful tool for the study of invertebrate learning 
and memory.   
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    Abstract     Recent advances in the technology of electrocorticography (ECoG)  
allow accessing neural activity from most of the cortex , which poses the challenge 
of extracting relevant information from an overwhelming amount of data. In this 
chapter, we will present useful routines for identifying statistically signifi cant fea-
tures in high-dimensional ECoG  signals (offl ine analysis ) and for establishing 
decoding models that can translate ECoG signals to specifi c behavioral measures in 
real time (online analysis ). We will use our data, which are freely available online, 
in a step-by-step demonstration and will highlight useful MATLAB  toolboxes for 
trouble-free implementation.  

  Keywords     Connectivity   •   Cortical dynamics   •   Data mining   •   Electrocorticography 
(ECoG)   •   MATLAB   •   Offl ine analysis   •   Online analysis   •   Time–frequency 
representation  

3.1         Introduction 

 Electrocorticography (ECoG) records brain  activity using grids or stripes of 
 electrodes implanted on the surface of the cortex. As most large cortical neurons are 
oriented perpendicular to the cortical surface, correlated activity within a cortical 
column should sum similarly. Consequently, ECoG is most favorable, among the 
brain activity recording techniques available, for measuring this correlated activity, 
especially across a wide area. 

    Chapter 3   
 Mining Spatio-Spectro-Temporal Cortical 
Dynamics: A Guideline for Offl ine and Online 
Electrocorticographic Analyses 

 Mining Cortical Dynamics from ECoG Data       

       Zenas     C.     Chao     and     Naotaka     Fujii    

        Z.  C.   Chao    •    N.   Fujii      (*) 
  Laboratory for Adaptive Intelligence ,  RIKEN Brain 
Science Institute ,   Saitama ,  Japan   
 e-mail: na@brain.riken.jp  



40

 In contrast to single-unit activity (SUA) recordings, ECoG measures population 
activity, which offers a better prospect for long-term recording stability (Chao 
et al.  2010 ). Furthermore, as ECoG recording does not penetrate the cortex, signal- 
prohibitive encapsulation, an obstacle in chronic SUA, multiunit activity (MUA), 
and local fi eld potential (LFP) recordings, is less likely to occur during long-term 
implantation (Vetter et al.  2004 ; Szarowski et al.  2003 ; Bjornsson et al.  2006 ). 
Compared with electroencephalography (EEG), ECoG offers higher spatial reso-
lution, broader bandwidth, and higher amplitude and is less sensitive to artifacts 
such as electromyogram (EMG) (Freeman et al.  2003 ; Schwartz et al.  2006 ). 
Compared with functional magnetic resonance imaging (fMRI) and near-infrared 
spectroscopy (NIRS), which are based on the blood oxygenation level, ECoG 
offers direct measures of neural activity with signifi cantly higher temporal resolu-
tion. In conclusion, ECoG provides a great balance between signal fi delity, tempo-
ral and spatial  resolutions, long-term durability and stability, and capability to 
cover multiple brain regions. Therefore, ECoG may be the optimal choice for mining 
 spatio-spectro- temporal cortical dynamics. 

 Successes in ECoG research have accumulated greatly during the past decade in 
the areas of neuroscience  and neuroengineering  and especially in the fi eld of brain–
machine interfaces (BMIs)  [see reviews in (Donoghue  2002 ; Mussa-Ivaldi and 
Miller  2003 ; Nicolelis  2003 ; Lebedev and Nicolelis  2006 ; Patil and Turner  2008 )]. 
One recent development of ECoG recording technology enables 288-channel 
recordings with submillimeter and submillisecond resolution (Viventi et al.  2010 ). 
Our laboratory also developed a 256-channel ECoG system that can cover most of 
the cortex, including structures in the medial wall (Nagasaka et al.  2011 ). These 
advances pose a challenge to data analysis regarding how to extract relevant infor-
mation from terabytes of data with satisfactory thoroughness and effi ciency. 

 Depending on the goal of specifi c studies, ECoG analysis can be generally clas-
sifi ed into two main categories: offl ine and online analyses. Offl ine analysis aims to 
identify statistically relevant features in ECoG signals underlying the neural pro-
cesses of interest (Sect.  3.2 ). Conversely, online analysis focuses on establishing a 
decoding model that can translate ECoG signals to specifi c sensory inputs, motor 
outputs, or cognitive processes in real time (Sect.  3.3 ). Online analysis is usually, 
but not exclusively, used in BMI  applications, where real-time interpretation of 
brain activity is used for either controlling external devices or estimating cognitive 
states. Both offl ine and online analyses can provide insights into how the brain 
encodes information, and both require the mining of high-dimensional data to 
extract relevant characteristics in the signals. 

 Offl ine and online analyses are not unique to ECoG signals. Many tools used in 
ECoG analysis originate from EEG analysis and are shared with analyses of fMRI 
and other electrophysiological technologies, such as magnetoencephalography 
(MEG). Here, we will not focus on detailed theoretical backgrounds. Instead, our 
goals are to provide the following:

•    Routines for mining multichannel ECoG signals, particularly in the frequency 
domain, as frequency bands in ECoG signals have distinctive functional 
interpretations  
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•   Comparisons of commonly used techniques and highlights of their advantages 
and shortcomings  

•   Demonstrations using data from our laboratory that are freely available 
(neurotycho.org) (Nagasaka et al.  2011 )  

•   Useful software, MATLAB (The MathWorks, Inc.) toolboxes in particular, for 
easier implementation     

3.2       Offl ine Analysis 

 The goal of offl ine analysis is to extract characteristics in ECoG signals that are 
statistically relevant to the neural processes of interest. In this section, we will go 
through a routine step-by-step approach for identifying useful features from multi-
trial, multichannel ECoG data in a typical block-design experiment (Fig.  3.1 ).

0 2.5 4 7
Time (s)

1 mV

a

b

Subject watching
video clips

Waiting (2.5 s) Context (1.5 s) Emotion (3 s)

Class 1

Class 2

  Fig. 3.1    Block-design experiment for social-context-dependent fear recognition: ( a ) The subject, 
a Japanese monkey ( left ), was seated in front of a TV screen showing a series of 7 s movie clips 
( right ). Two types of clips were used, each consisting of three parts.  Waiting  period (2.5 s): only 
white noise was shown.  Context  period (1.5 s): one of two types of social conditions was shown—a 
monkey is threatened by a human (Class 1) or by another monkey (Class 2). At the end of this 
period, a curtain was closed and only the monkey being threatened could be seen by the subject. 
 Emotion  period (3 s): the monkey being threatened in the  Context  period exhibited an expression 
of fear. The two types of clips were played in random order and each was played a total of 100 
times. The goal was to identify the differences in ECoG signals recorded in the subject watching 
the same fear expression but under different social contexts, which should represent the neural 
correlates of social-context-dependent fear recognition, i.e., how the subject perceives the fear 
expression shown by another monkey based on different social contexts. ( b ) A 128-channel ECoG 
array was implanted into the subject ( left ), which covered most of the right hemisphere, including 
the medial wall in the frontal and the visual cortices ( black dots ). Voltage traces, sampled at 1 kHz, 
of a randomly picked trial at three electrodes ( red dots ) are shown ( right ). The onsets of the  Context  
and  Emotion  periods are indicated as two  red vertical lines        
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   In multichannel recordings, the dimension of the information is commonly 
not as high as the number of channels. Hence, independent component analysis 
(ICA) is usually introduced to identify underlying signal sources (Sect.  3.2.1 ). 
As a result, ICA can lead to artifacts extraction and data dimension reduction, 
which are benefi cial for the subsequent calculation of activity features. Two 
types of activity features are widely used to quantify event-related spatio-spec-
tro-temporal brain dynamics: time–frequency representations  (TFRs, Sect.  3.2.2 ) 
and connectivity  measures (Sect.  3.2.3 ). The two features offer different infor-
mation outlines that complement each other. The last step in offl ine analysis is 
the identifi cation of statistically signifi cant features underlying the target neural 
processes (Sect.  3.2.4 ). 

3.2.1      Independent Component Analysis 

 ICA is a technique that is used to separate multichannel signals into their constituent 
underlying sources, such that each source contributes as much distinct/independent 
information to the data as possible. Adding this step to ECoG analysis may provide 
lower-dimensional, nonartifactual, and statistically independent source signals. 
Consequently, ICA can reduce the computational load and prevent colinearity in the 
data, which are essential for calculating more complex activity features, such as 
connectivity measures (Sect.  3.2.3 ). 

    Preprocessing Before ICA 

 Data preprocessing is the most overlooked step and could diminish the effectiveness 
of ICA or even lead to spurious results if not performed carefully. The most crucial 
step in the preprocessing step before performing ICA is to reject artifacts in the raw 
signals. For multitrial data, such as the data from the fear recognition experiment, a 
thorough strategy for artifact rejection can be found in EEGLAB wiki (Delorme and 
Makeig  2004 ). The basic concept is to reject trials or channels that appear to contain 
artifacts using visual inspection, statistical thresholding, or a combination of both. 
To analyze the fear recognition data, we rejected channels and trials with abnormal 
spectra, which has been suggested as the most effective method (Delorme et al. 
 2001 ). An alternative strategy is to select nonartifactual independent components 
(ICs) after performing ICA on the raw data.  

    Model Order and Component Selections 

 When the number of channels exceeds the number of real sources, the model order, 
i.e., the number of ICs to estimate, can have a signifi cant impact on the quality and 
accuracy of ICA. If the model order is greater than the actual number of sources, 
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overfi tting of the ICA model could occur and lead to distortions (Hyvärinen and 
Oja  2000 ). The most commonly used criterion for selecting the model order for ICA 
is based on principal component analysis (PCA) of the data covariance matrix, in 
which the model order is set as the number of eigenvalues that account for a certain 
proportion of the total observed variance. For the fear recognition data, more than 
75 % of the total variance can be explained by 20 ICs. 

 It is also useful, sometimes essential, to select a subset of ICs that are related to 
brain activity. This can be executed manually (Onton and Makeig  2009 ) or by using 
automatic algorithms when characteristics of artifacts are known in prior, such as 
ADJUST (Mognon et al.  2011 ), which can be implemented using the EEGLAB 
library (Delorme et al.  2011 ).  

    ICA Algorithms 

 ICA can be classifi ed into two main categories according to the algorithmic 
approach: one based on higher-order statistics (HOS) and another based on the 
time structure [see review in (James and Hesse  2005 )]. HOS-based ICA seeks 
statistical independence in sources, not through uncorrelatedness, as in PCA, but 
through HOS, such as kurtosis and differential entropy. In contrast to HOS-based 
ICA, in which temporal ordering of the signals is irrelevant, time-structure-based 
ICA seeks independence in sources through temporal or spectro-temporal uncor-
relatedness. In comparison, HOS-based ICA seems less intuitive, as it discards the 
temporal information of the data, which is apparently relevant in ECoG signals. 
Moreover, time-structure- based ICA can be adapted to deal with nonstationary 
signals (James and Hesse  2004 ). However, HOS-based ICA is more effi cient com-
putationally and, thus, more practical when the number of channels and/or signal 
length is large. 

 The three widely used HOS-based ICA algorithms are (1) FastICA, which aims 
to maximize the magnitude of kurtosis to render the sources as independent as pos-
sible (Hyvärinen and Oja  1997 ); (2) Infomax, a neural network gradient-based algo-
rithm that attempts to measure independence using differential entropy (Bell and 
Sejnowski  1995 ); and (3) JADE, a tensorial method that uses higher-order cumulant 
tensors (Cardoso and Souloumiac  1993 ). The three algorithms yield similar results 
in the fear recognition data (not shown) and in fMRI data (Zibulevsky and 
Pearlmutter  2001 ); however, JADE possesses a limitation on high-dimensional data, 
for numerical reasons. One straightforward approach that can be used for time-
structure- based ICA is based on spatio-temporal decorrelation, which maximizes 
the independence between sources in the time domain (Ziehe and Müller  1998 ; 
Belouchrani et al.  1997 ). This method is fl exible and more effective for the extrac-
tion of neurophysiologically meaningful components in short segment data, where 
HOS-based ICA failed (James and Hesse  2004 ), and can be implemented using 
ICALAB toolboxes (Cichocki et al.  2002 ). Another attractive approach that is par-
ticularly suitable for ECoG signals is based on spatio-spectro-temporal decorrela-
tion, which maximizes the independence between sources in both time and frequency 
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domains. However, this method can be prohibitive, even for small data sets, because 
of its intensive memory usage. Some modifi cations have been attempted to improve 
its effi ciency; one example is the TFBSS toolbox (Févotte and Doncarli  2004 ).  

    Reliability of ICA Estimations 

 One major issue in the application of ICA is that the reliability of the estimated ICs 
is not known. In practice, most algorithms may give different results when run mul-
tiple times, as only the local minimum of the objective, the independence measure 
to be optimized, is found in each run. One solution is to run the ICA algorithm many 
times using different initial values and different bootstrapped data sets (Meinecke 
et al.  2002 ), which can be implemented using the ICASSO package (Himberg et al. 
 2004 ). If an IC is reliable, the results from multiple runs should yield a cluster that 
is close to the ideal component. Based on this concept, we can further evaluate the 
quality of each component. The results of the implementation of ICASSO with the 
FastICA algorithm on our fear recognition data are shown in Fig.  3.2 .

3.2.2           Time–Frequency Representations 

 When analyzing neurological signals, TFRs are useful for investigating spectral 
contents in addition to studying changes in its time domain features. Two TFRs are 
widely used in the analysis of ECoG signals: the spectrogram [the squared magni-
tude of the short-time Fourier transform (STFT)] and the scalogram [the squared 
magnitude of the continuous wavelet transform (CWT)]. 

 For the spectrogram, STFT modulates the signal with a window function, com-
monly a Hann window, before performing the Fourier transform to obtain the fre-
quency content in the region of the window. This method is straightforward but has 
its own drawbacks of leakage effects and limitation of uniform resolution. Spectral 
leakage, which causes false frequency components, could be reduced by imple-
menting the multitaper method, which reduces estimation bias by obtaining multi-
ple independent estimates from the same sample (Thomson  1982 ); this can be 
implemented using the Chronux library (Bokil et al.  2010 ). Furthermore, the 
constant- length windows used in STFT result in a uniform partition in the spectro-
gram, which limits the analysis to a single resolution for the complete signal. This 
can be problematic, as most of the signals of practical interest have high-frequency 
components for short durations and low-frequency components for long durations. 
In this aspect, multiresolution TFR, such as the scalogram, is more desirable. 

 For the scalogram, CWT uses short windows at high frequencies and long win-
dows at low frequencies and is more suitable for the analysis of nonstationary sig-
nals than is the STFT-based spectrogram (Huang et al.  1998 ; Mallat  1989 ). A brief 
overview of a wavelet-based time-scale analysis of biological signals is given in 
(Thakor and Sherman  1995 ). Scalogram calculation can be implemented using the 
Time–Frequency Toolbox developed by CNRS (Auger et al.  1999 ).  
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3.2.3       Connectivity Measures 

 The primary goal of connectivity measures is to identify relationships between 
activities in different brain regions during information processing. Connectivity 
measures can reveal the structural or anatomical connectivity of the brain and pro-
vide insights into how different brain regions integrate information, which is 

  Fig. 3.2    ICA on the fear recognition data: ICs were acquired by implementing ICASSO with the 
FastICA algorithm, with 20 ICs and ~75 % of variance explained. The spatial distribution of the 
unmixing matrix of each component, which indicates how signals from different electrodes con-
tribute to the component, is shown on the top of each panel. The size of each dot represents the 
normalized absolute contribution of each electrode to the component, and the color of each  dot  
represents the corresponding sign ( red , positive;  blue , negative). The average IC across trials, or 
the event-related potential (ERP) of each component, for each class is also shown. The two  red 
vertical lines  represent the onset of events, as in Fig.  3.1 . Twenty ICs (IC1–IC20) are shown in the 
order of the quality index representing the estimation reliability (Himberg et al.  2004 )       
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lacking in TFR analysis (Sect.  3.2.2 ). Connectivity measures can be classifi ed into 
two categories: (1)  functional  connectivity , which indicates symmetrical correla-
tions in activity between brain regions, and (2)  effective  connectivity , which repre-
sents asymmetric causal dependencies in activity between brain regions (Bullmore 
and Sporns  2009 ). 

 In this section, we will outline some commonly used spectral connectivity mea-
sures for multitrial multichannel data, which can be derived from the coeffi cients of 
the vector autoregressive (VAR) model. 1  The accurate estimation of VAR coeffi -
cients requires that each time series be covariance stationary, i.e., its mean and vari-
ance remain unchanged over time. However, ECoG signals are usually highly 
nonstationary, exhibiting dramatic and transient fl uctuations (see examples in 
Fig.  3.1b ). Several methods have been proposed to improve stationarity [more detail 
in (Delorme et al.  2011 )]. In this chapter, we will demonstrate connectivity mea-
sures by implementing a sliding-window method. The concept is to segment the 
signals into suffi ciently small windows, then measure connectivity within each 
 window, where the signal is  locally  stationary. 

 A detailed tutorial of VAR-based connectivity measures can be found in the 
Source Information Flow Toolbox (SIFT) handbook (  http://sccn.ucsd.edu/wiki/
SIFT    ). Most routines in this section were implemented using SIFT (Delorme et al. 
 2011 ) together with other libraries, such as EEGLAB (Delorme and Makeig  2004 ), 
Granger causal connectivity analysis (GCCA) (Seth  2010 ), and Brain-System for 
Multivariate AutoRegressive Timeseries (BSMART) (Cui et al.  2008 ). 

    Preprocessing Before Connectivity Measures 

 For multitrial data, the standard preprocessing steps for achieving local stationarity 
are (1) detrending, (2) temporal normalization, and (3) ensemble normalization 
(Ding et al.  2000 ). Detrending, which is the subtraction of the best-fi tting line from 
each time series, removes the linear drift in the data. Temporal normalization, which 
is the subtraction of the mean of each time series and division by the standard devia-
tion, ensures that all variables have equal weights across the trial. These processes 
should be performed on each trial for each channel. Ensemble normalization, which 
is the pointwise subtraction of the ensemble mean and division by the ensemble 
standard deviation, targets rich task-relevant information that cannot be inferred 
from the event-related potential (ERP) (Ding et al.  2000 ; Bressler and Seth  2011 ).  

1    A parametric model used to capture the linear interdependencies among multiple time series. A 
VAR model describes a set of variables over the sample period as a linear function of their past 
evolution, i.e., the variables of sample  t  as a linear combination of the variables of samples [ t  − 1, 
 t  − 2 ,…,  t  −  p ], where  p  is referred to as the  model order . The VAR coeffi cients, after being trans-
formed into the  frequency domain via Z transformation, can be used to compute spectral connec-
tivity measures.  
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    Window Length and Model Order Selections 

 The important considerations for determining window length for segmentation are 
the balance between (1) acquiring a suffi cient number of data points and (2) main-
taining local stationarity. The window length should be small enough to allow treat-
ing the data as stationary yet large enough to allow estimation of VAR coeffi cients. 
The general rule is that the number of parameters should be <10 % of the data 
samples, i.e., to fi t a VAR model with model order  p  on data of  k  dimensions ( k  ICs 
selected from ICA), the following relation needs to be satisfi ed:  w  ≥ 10 × ( k  2  ×  p / n ), 
where  w  and  n  represent the window length and the number of trials, respectively. 

 Model order, which is related to the length of the signal in the past that is relevant 
to the current observation, is another key parameter that needs to be determined. If 
the chosen model is too low, the VAR model cannot capture dynamic relations in the 
data and the frequency resolution will be impaired. The most popular approach for 
model order selection is based on the Akaike information criterion (AIC) (Akaike 
 1974 ) and/or the Bayesian information criterion (BIC) (Schwarz  1978 ). A detailed 
comparison of different information criteria can be found in (Lütkepohl  2005 ).  

    Spectral Functional Connectivity Measures 

 Functional connectivity, which is defi ned as the temporal correlation between 
 spatially remote neurophysiological events (Friston et al.  1993 ), is one way to 
characterize interaction or functional integration between brain regions. 
Coherency, which is the spectral analogue of the cross correlation, and its deriva-
tives, such as coherence and partial coherence, are common spectral VAR-based 
functional connectivity measures (Brillinger  2001 ). Their incapability to access 
causality or directionality between or among signals is one of the main drawbacks 
of functional connectivity measures; this can be overcome by using effective con-
nectivity measures.  

   Spectral Effective Connectivity Measures 

 Most of the spectral effective connectivity measures are based on the concept of 
Granger causality (GC) : if one can predict signal  X  better by incorporating past 
information from signal  Y  than by using only information from its own past, then 
signal  Y  is causal for signal  X  (Wiener  1956 ; Granger  1969 ). Brief overviews of 
effective connectivity measures for multichannel data can be found in (Delorme 
et al.  2011 ; Blinowska  2011 ). 

 In contrast to functional connectivity measures, effective connectivity measures 
capture asymmetric causal dependencies between signals, which can reveal direc-
tional information fl ow between brain regions. Effective connectivity measures can 
be classifi ed into two types, according to the number of signals included in the 
VAR estimation: bivariate or multivariate. Bivariate measures estimate VAR 
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coeffi cients for each signal pair, one at a time; thus, they are likely to be immune 
from a shortage of computational resources. However, they cannot distinguish 
between  direct  and  indirect  interactions, i.e., whether the information fl ow between 
two signals is mediated by a third signal (Kus et al.  2004 ). This can be overcome 
by using multivariate measures, in which VAR coeffi cients from multiple (>2) sig-
nals are estimated simultaneously. However, signifi cantly more computational 
resources will be required when the number of signals increases. Thus, dimension 
reduction techniques, such as ICA, are essential for data mining with a large num-
ber of channels. 

 Granger–Geweke causality (GGC), or frequency-domain GC, is a commonly 
used bivariate spectral effective connectivity measure (Geweke  1982 ; Bressler 
et al.  2007 ). Thorough discussions of GGC in neurophysiological data can be 
found in (Ding et al.  2006 ; Scott and Kalaska  1997 ). For multivariate effective con-
nectivity, we will focus primarily on three measures: partial directed coherence 
(PDC) (Baccala and Sameshima  2001 ), direct directed transfer function (dDTF) 
(Korzeniewska et al.  2003 ), and renormalized PDC (rPDC) (Schelter et al.  2009 ). 
The commonly used PDC and dDTF are multivariate extensions of the GC concept 
and can be interpreted as frequency-domain conditional GC, in which all signals 
are taken into account to disentangle direct and indirect infl uences among signal 
pairs. rPDC is a scale-free measure that is independent of the units and variance of 
the signals and can be used to assess the strength of direct infl uences (Schelter 
et al.  2009 ).   

3.2.4      Statistical Signifi cance 

 The probability distributions of the activity features illustrated earlier are often not 
known. Nonparametric statistical methods are usually employed to test their statisti-
cal signifi cance, to allow further inferences. This is particularly important and is 
usually standard for computing the signifi cance level of connectivity measures. 
Here, we will introduce some common numerical methods for computing statistical 
signifi cance and discuss their reliability, particularly on connectivity measures. 

   Numerical Approaches for Statistical Signifi cance 

 Two methods are commonly used to obtain confi dence intervals and statistical sig-
nifi cance thresholds for activity features: bootstrap resampling (Efron and Tibshirani 
 1993 ) and the leave-one-out method (LOOM) (Schlögl and Supp  2006 ). Bootstrap 
resampling is a numerical method that is used to obtain a signifi cant estimate by 
generating surrogate data through randomly resampling the data with replacement. 
This sampling with replacement is repeated many times (100 or 1,000) to approxi-
mate the true distribution. LOOM, which is based on jackknifi ng (Quenouille  1949 ), 
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measures activity features from multitrial data, leaving out a different trial each 
time. This method is straightforward but usually requires a large number of trials for 
practical applications. 

 The examination of the empirical distribution of each value in activity features 
after bootstrapping or LOOM allows us to perform various statistical analyses: (1) 
to test for signifi cantly nonzero features; (2) to test for signifi cant event-related 
responses, i.e., features that are signifi cantly different from those in a baseline; and 
(3) to test for signifi cant differences in features between experimental conditions. 
As those tests are individually performed on each value of an activity feature, it is 
important to correct for multiple comparisons, to acquire statistical signifi cance on 
the complete feature. Two common correction methods are (1) the Bonferroni cor-
rection, which lowers the signifi cance threshold (e.g., 0.05) 1/ N  times, where  N  
represents the total number of variables in the activity feature, and (2) false discov-
ery rate (FDR) (Benjamini and Hochberg  1995 ), which controls the expected pro-
portion of incorrectly rejected null hypotheses (type I errors). Typically, FDR is less 
strict than the Bonferroni correction while still maintaining control for multiple 
comparisons. For our fear recognition data, we tested for signifi cant event-related 
responses that are also signifi cantly different among classes. Examples from two 
ICs (see Fig.  3.2 ) are shown in Fig.  3.3 .
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  Fig. 3.3    Statistical signifi cance in spectrograms and dDTFs: ( a ) Signifi cant differences in 
 event- related responses (ERRs) in spectrograms between Classes 1 and 2. Examples from IC14 
( left ) and IC7 ( right ) are shown. ERRs were obtained by comparing each value to a baseline ( gray ) 
for each frequency bin (a total of 65 bins from 0 to 100 Hz). Signifi cant ERRs from two classes 
were then compared with each other. Signifi cant differences in ERRs are shown as a  z -score, e.g., 
areas with  reddish colors  indicate that ERRs in Class 1 are signifi cantly greater than those in Class 
2. Variables that were either not signifi cant ERRs or not signifi cantly different between two classes 
are shown in  white . The Bonferroni correction was used to test ERRs and differences in ERRs. The 
two  red vertical lines  represent the onset of events, as in Fig.  3.1 . ( b ) Signifi cant differences in 
ERRs in dDTFs between Classes 1 and 2. Examples of dDTF from IC14 to IC7 ( left ) and dDTF 
from IC7 to IC14 ( right ) are shown. The methods and representations are as in ( a )       

 

3 Mining Spatio-Spectro-Temporal Cortical Dynamics…



50

      Reliability of Connectivity Measures 

 One important question when analyzing connectivity is which connectivity  measures 
can capture “true” underlying interactions between or among signals. Although all 
measures have been initially tested in simulations and applied to neurophysiological 
data, the answer to this question remains unclear because of the lack of a thorough 
systematic comparison. A recent development tested different multivariate effective 
connectivity measures in combination with different numerical signifi cance compu-
tational approaches on simulated data with various noise levels, data lengths, model 
orders, and coupling strengths (Florin et al.  2011 ). The results suggest that the 
squared magnitude of PDC combined with LOOM is the most reliable and robust 
choice. However, it is important to keep in mind that LOOM is problematic for data 
with a small number of trials. Nonetheless, choices of features and parameters are 
crucial, and great caution should be taken in practice.    

3.3      Online Analysis 

 The goal of online analysis is to map activity features (observable variables) to the 
underlying neural processes of interest (predicted variables) in real time, which is 
designed primarily for BMI applications. Similar to offl ine analysis, one crucial 
step of online analysis is  feature selection , i.e., to identify the relevant subset of 
activity features. Another important step is the design of a  decoder  (regressor or 
classifi er) that can effi ciently translate the selected features to continuous variables 
(e.g., movement trajectories) or discrete variables (e.g., cognitive states). Based on 
different strategies of feature selection and decoder design, the following approaches 
are usually implemented for high-dimensional data: the fi lter approach (Sect.  3.3.1 ), 
the wrapper approach (Sect.  3.2 ), and the integration approach (Sect.  3.3.3 ). 

3.3.1      Filter Approach 

 In the fi lter approach, activity features are selected independent of decoding, and the 
selected features are then used in the design of a decoder. The features can be 
selected according to their relevance, such as correlation between each feature and 
the predicted variables (as in an example of ECoG-based hand-trajectory decoding 
Schalk et al.  2007 ), or by their statistical signifi cance, as in the offl ine analysis 
described in Sect.  3.2 . Typically, the fi lter approach is applied to univariate mea-
sures, such as TFRs; therefore, it does not consider the relationships between fea-
tures while selecting them. As ECoG data are inherently multivariate, with strong 
spatial correlation between activities from different brain areas, it is also useful to 
select features based on connectivity measures. The fact that this method does not 
consider the performance of the decoder during feature selection is a drawback of 
the fi lter approach.  

Z.C. Chao and N. Fujii



51

3.3.2      Wrapper Approach 

 The wrapper approach, in contrast to the fi lter approach, uses methods in which 
activity features are selected to maximize the performance of a decoder. Typically, 
features are included or excluded recursively, until the maximal performance of a 
predetermined decoder is reached, as in an example of ECoG-based motor imagery 
classifi cation (Ince et al.  2009 ). The observations that the thresholds used to select 
features are usually arbitrary and the fact that different data sets may require differ-
ent settings of thresholds are weaknesses of this approach (De Martino et al.  2008 ). 
Furthermore, the decoder needs repeated training in selecting features, which could 
be very time consuming.  

3.3.3      Integration Approach 

 The integration approach simultaneously addresses the problem of feature selection 
and decoder design. In this strategy, feature selection is included as part of decoder 
design, ensuring effi cient use of data and faster computation time, as the decoder 
does not need to be trained repeatedly during feature selection. This is particularly 
advantageous for a large number of features and limited training data. 

 Here, we will outline three multivariate approaches that do not require user- 
specifi ed thresholds for feature selection and have demonstrated potential for 
decoding high-dimensional ECoG data. The fi rst one is partial least squares 
regression (PLS-R), which aims to extract the latent structures in both observed 
and predicted variables, so that their relation is maximized in terms of the cova-
riance structure. PLS-R can be implemented using the standard MATLAB 
Statistics toolbox. By using PLS-R on scalograms (see    Sect. 3.2.2) of ECoG 
signals, we have successfully decoded high-dimensional continuous arm move-
ments with high accuracy, which was comparable to SUA-based decoding (Chao 
et al.  2010 ) ([data are freely available at neurotycho.org Nagasaka et al.  2011 ). 
The second approach is sparse logistic regression (SL-R), which imposes spar-
sity constraints to obtain a small subset of nonzero model coeffi cients. This 
method has been used to classify whole-brain fMRI data (Ryali et al.  2010 ; 
Yamashita et al.  2008 ) and to reconstruct auditory stimuli from our 128-channel 
ECoG system (data not shown). SL-R can be implemented using the Sparse 
Logistic Regression (SLR) toolbox (Yamashita et al.  2008 ). The last, but not the 
least, potential approach is variational Bayesian least squares regression 
(VBLS-R), which is computationally effi cient and suitable for large amounts of 
very high-dimensional data. VBLS-R was used to predict EMG activity and end-
effector velocity from motor cortical activity (Ting et al.  2008 ). VBLS-R can be 
implemented using MATLAB codes downloadable from   http://www-clmc.usc.
edu/Resources/Software    .   
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3.4     Conclusion 

 The brain encodes information in different modalities and in their integration. At the 
basic scientifi c level, ECoG is a balanced option to sample detailed brain activity 
and to extract this information. At the technological level, ECoG is capable of link-
ing different recording techniques across the whole spectrum, with its correlation 
with other techniques being established, from SUA (Miller  2010 ) to EEG (Zhang 
et al.  2006 ) and fMRI (Conner et al.  2011 ). At the clinical level, ECoG provides 
supreme decoding performance and long-term stability for BMI applications, with-
out damaging the brain. 

 Recent advances in ECoG technology have enabled the direct and simultaneous 
access to neural activity from most of the cortex, which poses the challenge of iden-
tifying relevant information from an overwhelming amount of data. The ideal 
approach to this challenge is to model the brain as a whole and to fi t this model to a 
wide range of behaviors. Therefore, we can establish a general model that describes 
how the brain integrates information dynamically to represent not only one specifi c 
process but also the interplay among different processes. To achieve this ultimate 
goal, we will need to not only develop and evaluate different theoretical frameworks 
but also collect and share a variety of experimental data.     
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Abstract  Computational analysis of behavioural and neural data is nowadays an 
essential part of neuroethology, allowing an ever deeper understanding of how natural 
behaviour and neural activity are interrelated at the molecular, cellular and network 
level. The range of computational techniques applied in neuroethological research is 
currently so broad as to preclude an exhaustive survey in a succinct chapter. Here, we 
focus on a specific approach termed Bayesian statistical modelling that has proven to 
be a powerful method for relating neural activity to natural behavioural performance. 
As we illustrate in a specific example, this approach naturally dovetails with classic 
neural coding concepts such as population vector codes. It is also flexible enough to 
be applicable to a broad range of neuroethological questions.
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4.1  �Introduction

During the past decades, neuroscience and neuroethology have experienced a 
dramatic increase in the availability of methods to analyse neural data. Yet, compu-
tational data analysis has long been an integral part of this area of research, as 
attested by many historical examples. Hodgkin and Huxley, for instance, used 
numerical integration of differential equations to study the propagation of action 
potentials in the giant squid axon. In another classical study, Katz and colleagues 
applied probability theory to derive the properties of quantal synaptic release at the 
neuromuscular junction. Recent progress in neural modelling has been in large part 
fueled by an exponential increase in computing power, the widespread availability 
of powerful numerical and simulation packages, such as Matlab and NEURON, as 
well as the need to cope with increasingly complex neural data sets spanning mul-
tiple spatio-temporal scales. The interested reader will find a comprehensive treat-
ment of modelling techniques in Gabbiani and Cox  [2010], including many 
worked-out numerical and programming examples.

In this chapter, we focus on a specific topic that has attracted renewed attention 
and that is pertinent to neuroethology: Bayesian statistical modelling. The Bayesian 
framework allows the computational analysis of neural data in the context of the 
animal’s environment using rigorous mathematical methods. In the following sec-
tions, we start with a brief introduction to Bayesian modelling before illustrating its 
use to analyze the neural coding of natural sounds in the barn owl. The figures of 
this chapter were generated using short Matlab programs that are available online 
and will help the reader assimilate the material covered. The name of these pro-
grams is specified at the end of the figure legends using the notation: (name.m).

4.2  �Bayesian Statistical Modelling

The Bayesian approach to statistics interprets probabilities as measures of belief 
instead of empirical frequencies for event occurrence (Doya et al. 2007, Hoff 2009). 
This framework centred on belief allows one to model decision making in a princi-
pled manner by (1) taking into account the sensory input experienced by an organ-
ism, (2) integrating previous information (e.g. memories or biases) and (3) deciding 
on an appropriate motor output, based on this information.

In the Bayesian framework, the state of the outside world may be conceived as a 
model indexed by a variable θ. In general, the variable θ will be multidimensional. 
The main task of the organism is to infer from sensory data, d, an estimate of the 
current state of the world, q̂ , so as to react with an appropriate motor output. The 
sensory data could for instance be the firing rate of sensory neurons activated in the 
current state of the world. Because the transduction of external stimuli into neural 
signals is noisy, due to both intrinsic and extraneous variability, and because the 
processing of neural signals is noisy as well, the sensory data d will usually be a 
random variable determined by θ and characterized by the conditional distribution 
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p(d | θ). The main function on which decisions are based is the posterior distribution 
p(θ | d) which gives the conditional probability of the model parameter θ given the 
observed data d. To calculate this posterior distribution, we use Bayes’ rule 

	
p d

p d p

p d
( | )

( | ) ( )

( )
,q

q q
=

	
(4.1)

where p(d | θ) is the conditional probability of the data given the model parameter, θ 
(Fig. 4.1).

In the field of statistics, the probability distribution p(d | θ) is also called a genera-
tive model since it maps outside stimuli into sensory neural responses (in our context). 
The probability distribution of the model parameter θ, p(θ), is the prior distribution 
that is related to properties of the outside world. The experimenter will often be able 
to manipulate these priors. The distribution of responses irrespective of the stimuli (or 
of the current state of the world) is called the marginal distribution, p(d). This mar-
ginal distribution normalizes Eq. (4.1) such that the integral of the posterior distribu-
tion over θ is unity. When we fix the data d and let θ vary, the generative model p(d | θ) 
becomes what is known as the likelihood function in statistics. One conventional 
method of estimating θ consists in selecting the value, q̂ , that maximizes the likeli-
hood given the data. This decision rule is called “maximum likelihood”. The analo-
gous principle in the Bayesian case consists in selecting the maximum of the posterior 
distribution, or “maximum a posteriori” (MAP) estimate. Alternatively, another valid 
rule consists in computing the mean of the posterior distribution. The use of these 
decision rules will be illustrated in the following sections.

Often, knowing p(d) is not necessary as we only need to know the dependence of 
the posterior on the model parameter, and p(d) only acts as a normalizing constant. 
This is exploited by computing the product of the likelihood function and the prior 
distribution and ignoring the marginal distribution, 

True State 
of the World

q
Sensory Data

d
Bayes’

rule

Prior Knowledge
p(q)

Posterior
p(q | d)

Estimate
q of q^

p(d | q)

Fig. 4.1  Bayesian statistical models. In the Bayesian scheme, the observer gathers data from the 
outside world which is modelled based on parameters represented by θ. The data, d, is combined 
with prior knowledge on the parameters, θ, to infer a posterior probability distribution for the 
parameters using Bayes’ rule [Eq. (4.1)]. This in turn allows to determine an estimate for the model 
parameters
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	 p d p d p( | ) ( | ) ( ),q q q∝ 	 (4.2)

since p(d) does not depend on θ. This last equation also makes clear that the Bayesian 
framework uses both the likelihood and the prior distribution of θ to arrive at an informed 
estimate q̂ . To render these general remarks more concrete, we turn to the example of 
sound localization in barn owls as recently described in Fischer and Peña [2011].

4.3  �Sound Localization in Barn Owls

In the wild, owls use sound localization to detect and locate prey in the dead of 
night. Psychophysically, the time lag between a sound picked up in each ear but 
generated by a single source allows the owl to reconstruct the horizontal direction 
(or azimuth) to the source (Fig. 4.2a). A second and distinct cue, the interaural level 
difference allows the owl to reconstruct the elevation of the source but will not be 
considered further here (Konishi 2003). The time lag between sound arrival at both 
ears is called the interaural time difference (ITD), and is related to the azimuth 
direction of the sound source as shown in Fig. 4.2b. The horizontal axis shows the 
source direction centred on the owl’s sagittal plane, while the vertical axis shows the 
corresponding ITD. This relationship is obtained by fitting the function 

	 ITD( ) sin( )q wq= A 	 (4.3)

to head related transfer function data as a function of the source angle θ. Such a fit 
yields A = 260 μs and ω = 0. 0143 rad/ °  as the fitted parameters (Fischer and 
Peña  2011). From this graph, one notices immediately that the inverse mapping 
from ITD to source direction is not always one to one. Hence, the owl must some-
how pick one of the possible states of the world consistent with the observed ITD. 
Ethologically, we know that it does so by biasing its choice to the one straight ahead 
(Hausmann et  al.  2009,  Knudsen et  al.  1979). This bias can be quantified using 
Bayesian statistics.

We begin by asking what knowledge of the world the owl already has and what 
it wishes to know. In the sound localization problem, it knows approximately (see 
below) the ITD of the source, but wishes to know its associated direction θ. In 
Bayesian terms, we say that the owl wishes to infer the probability of θ given that it 
knows the ITD, or equivalently, the probability distribution of θ given the ITD, 
p(θ | ITD). This is exactly the posterior distribution in Eq. (4.1) with ITD replacing 
d. In order to use Bayes’ rule, we need a generative model and a prior distribution.

The sound reaching each ear may be corrupted by noise in the environment, like 
that caused by wind; in addition, the neural computation of ITD is noisy as well. 
Thus, we use 

	 ITD( ) sin( ) ,q wq= +A W 	 (4.4)
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where W is a Gaussian random variable with zero mean and standard deviation 
σg = 41. 2 μs. This gives the generative model 

	

p e
g

A g( | ) .( sin( )) /( )ITD ITDq
ps

wq s= − −1

2

2 22

	

(4.5)

The corresponding likelihood function is illustrated as the dashed curve of Fig. 4.2c 
for a specific value of the ITD. Notice that it is bimodal with two identical peaks. 
Hence the owl cannot simply select from this model a single most likely θ, accord-
ing to the usual “maximum likelihood” principle.
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Fig. 4.2  Bayesian estimation of sound source. (a) Schematic illustration of the coordinate system 
used to describe sound direction, characterized by azimuth and elevation angles. A sound source 
with a horizontal direction or azimuth of 0 °  lies straight in front of the animal. A sound source with 
an azimuth different from 0 °  will arrive at a different time at the two ears. (b) Model of ITD as a 
function of azimuth fitted from experimental data. The dashed horizontal line indicates zero ITD. 
(c) The likelihood function or generative model for the θ, p(ITD | θ), is illustrated as the dashed 
black line (ITD = 218. 9 ms). The grey line is the prior distribution expected by the owl, while the 
black line and grey area curve is the posterior probability distribution. The dotted black line repre-
sents the owl’s sound source direction estimate ( ˆ .q = °49 7 ). (d) Estimated azimuth as a function 
of true (presented) azimuth based on the model described in the main text. The dotted line denotes 
model performance while the dashed line denotes ideal performance. Note the bias towards central 
positions exhibited by the model. The upper left inset illustrates the relation between the azimuthal 
angle θ and its associated unit vector u(θ) on the unit circle (dashed) (bayesian.m)
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A bias for one peak over the other has to be introduced to make a unique choice. 
This bias is derived from the prior distribution for the model parameter, θ, which we 
model as a Gaussian distribution of the form 

	

p e
p

p( ) ,/( )q
ps

q s= −1

2

2 22

	

(4.6)

where σp = 23. 3 °  is the standard deviation. In this case, the mean is zero which 
reflects the owl’s strong bias for sound sources at the front, while tending to ignore 
possible sources from the sides. The prior distribution is shown in Fig. 4.2c as the 
grey curve. Note that θ is a valid angle on the unit circle only when θ ∈ ( − 180 ° , 180 ° ], 
and we make the approximation that the probability mass is negligible outside these 
bounds. This prior is consistent with the known interactions of barn owls and their 
potential preys (Edut and Eilam 2004).

Applying Eqs. (4.5) and (4.6) to Eq. (4.2), we can compute the shape of the pos-
terior distribution, shown as the grey area curve in Fig. 4.2c. With the posterior 
distribution, the owl can ask how probable the various source directions θ are given 
a measured ITD and use this information to make a behaviourally relevant choice. 
Making this choice involves using a decision rule to reduce a distribution over 
source directions p(θ | ITD) to a single estimated source direction q̂ . One decision 
rule that is consistent with the behavioural data is to take an average of unit vectors 
weighted by their posterior probability of the form 

	
ˆ( ) ( ) ( | ) ,q q q qITD ITD= ∫ u p d

	
(4.7)

where u(θ) is the two-dimensional unit vector for each angle (Fig. 4.2d, inset) and 
the integral is taken over the unit circle. This is also referred to as the circular mean. 
The result of this estimation procedure for a number of azimuth directions is given 
by the black points in Fig. 4.2d. As a reference, the black dashed line represents the 
perfect estimation. Note that the algorithm exhibits a bias towards central positions, 
that is, it tends to underestimate the true azimuth direction when the source is posi-
tioned at eccentric positions. This bias has been shown to exist in the barn owl by 
means of behavioural experiments. The good agreement between Eq. (4.7) and 
experimental data suggests that this equation may be implemented neurally, a topic 
we address in the following section.

4.4  �Neural Encoding and Population Vector Decoding

We next ask how sound source localization in the barn owl is implemented by a 
population of neurons. One approach consists in building a model of the encoding 
process and then decoding the resulting neural activity using a population vector 
(PV). The population vector decoding method was pioneered more than 20 years 
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ago in the superior colliculus and motor cortex to decode eye and arm movements 
from experimentally determined neuronal firing rates. Figure 4.3a shows the activ-
ity of ten Poisson neurons with spike rates of 10 spikes/s in a single trial (1 s long). 
For such Poisson neurons, the distribution of the spike count, k, in each 1 s bin has 
the form, 

	
p k

k
e

k

( )
!

,= −l l

	
(4.8)
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Fig. 4.3  Population vector (PV) estimate of sound source. (a) Raster plots of ten Poisson neurons’ 
spike trains with a spike rate of 10 spike/s over a 1 s trial. (b) Histogram of a single Poisson spiking 
neuron’ spike count across 100 trials (1 s long; 10 spike/s). (c) Tuning curves of nine neurons from 
the neural population encoding model. The grey tuning curve has a preferred direction of 0 °  for the 
sound source direction, with a peak firing rate of 10 spike/s. The preferred direction of the popula-
tion is normally distributed around 0 ∘  [see Eq. (4.10)]. (d) Estimated azimuth as a function of true 
(presented) azimuth based on the PV and the probabilistic population code (PPC, see Sect. 4.5). 
The grey crossed curve represents the PV estimate while the grey starred curve represents the 
estimate obtained from the PPC (see Sect. 4.5). The dashed line denotes ideal performance. The 
black circled curve represents the estimate obtained from the PV when the neuron’s firing rates are 
correlated (ρ = 0. 5, Sect. 4.6). Note that the bias towards central positions exhibited by the PV 
estimate is similar to that obtained from the PPC Bayesian Model (nnetwork.m)
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where λ = 10 is the mean, as well as the variance (Ross 2007). The histogram of 
100 trials from a single Poisson neuron with a rate of 10 spikes/s is shown in 
Fig. 4.3b. To test if such a spike histogram from an unknown distribution can be 
approximated by a Poisson spiking neuron, one can as a first step check if the 
ratio of the spike count variance and its mean is close to one. This ratio is called 
the Fano factor (Gabbiani and Cox 2010).

Sensory neurons change their spiking rate based on the specific external stimuli 
presented to an animal. This change in spike rate can be quantified using a tuning 
curve as shown by the grey area curve in Fig. 4.3c. The horizontal axis is the 
parameter of the stimulus, in our example the sound source direction, while the 
vertical axis is the average firing rate of the neuron responding to that stimulus 
parameter.

For our Poisson neuron, this would correspond to a 0 °  sound source and coin-
cides with the peak firing rate of the neuron. We model the tuning curve with 
the form 

	 r r e n Nn

A n g( ) , , , ,max

( sin( )) /( )ITD ITD= = …− − wq s2 22 1 	 (4.9)

where rmax is the peak firing rate and θn is the nth neuron’s preferred direction. For 
our Poisson neuron, this would be 10 spikes/s and 0 °  respectively. The parameters 
A, ω and σg are the same as in Eq. (4.5); hence, Eq. (4.9) is proportional to Eq. (4.5). 
We shall assume that the population of neurons responsible for sound localization is 
homogeneous except that neurons have varying preferred directions, θn, as shown 
by the black curves in Fig. 4.3c.

The N neurons in the population have preferred direction θn sampled from the 
distribution 
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which is exactly the same as the prior in Eq. (4.6). Using the neuronal population 
vector of the form 
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(4.11)

to decode the estimated sound source direction, we get results shown by the grey 
crossed curve in Fig. 4.3d. In Eq. (4.11), θ is the true sound source, kn is the firing 
rate from a single trial of neuron n with tuning function given in Eq. (4.9) and 
N = 400 is the number of neurons.

Notice that the curve looks strikingly similar to Fig. 4.2d. This is no coincidence, 
as our neural implementation can be shown to converge to the Bayesian estimate as 
the number of neurons N → ∞ (Fischer and Peña 2011). Note also that in Eq. (4.9), 
Asin(ωθ) is the mean ITD, according to Eq. (4.4). Thus, a simple averaging 
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mechanism is able to account for the behavioural data, based on the firing rate of a 
neuronal population tuned to ITD in a similar manner as barn owl neurons.

4.5  �Probabilistic Population Codes

The PV is not the only method for decoding sensory responses from a population 
of neurons. An alternative scheme is based on a probabilistic population code 
(PPC; Ma et al. 2006). The PPC assumes that neuronal populations encode proba-
bility distributions through their joint firing rate tuning curves. As a result, the 
entire tuning curve of the neuronal population and not just the preferred direction 
is used in the decoding process. Let k = …( , , , )k k kN1 2  represent the response in a 
single trial of N neurons to a fixed sound source direction θ. The posterior distribu-
tion has the form 

	 p p p( | ) ( | ) ( ),q q qk k∝ 	 (4.12)

where p(θ) is the same as in Eq. (4.6) and p(k | θ) is a distribution which models the 
probability of a neuronal response given the stimulus.

If we assume that the neurons representing p(k | θ) are independent and Poisson, 
then the probabilistic population code for the distribution p(k | θ) has the form 
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where kn is the response of neuron n and rn(θ) is its tuning function. We model the 
tuning functions similarly as in Sect. 4.4, rn(θ) = rn(ITD(θ)) using Eqs. (4.9) and (4.3), 
but with a uniform distribution of preferred directions over the unit circle instead of 
being normally distributed. Note that the right-hand side of Eq. (4.13) is formed by 
taking products of Eq. (4.8) with ki replacing k and ri(θ) replacing λ, since we assume 
independent Poisson neurons.

Based on this probabilistic population code, an alternative decision rule to averag-
ing over unit vectors is to pick the azimuth that maximizes the posterior probability. 
This rule is called the maximum a posteriori probability (MAP) rule and has the form 

	
ˆ( ) max ( | ).q qqk k= arg p 	

The result of this estimation method based on the probabilistic population code is 
given in Fig. 4.3d as the grey starred curve. It is significantly different from the 
population vector result and does not match the behavioural data very well. On the 
other hand, a probabilistic population code has been successfully used to explain the 
sensory integration of visual and vestibular cues in neurons of the monkey visual 
cortex using a slightly different decoding mechanism (Fetsch et al. 2011).
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4.6  �Correlated Tuning Curves

In actual neural networks, the trial by trial firing rates of neurons may be correlated 
with each other (Averbeck et al. 2006, Ecker et al. 2010). To model these correla-
tions, we assume that our N neurons have the same tuning curves and distributions 
of preferred directions as in Eqs. (4.9) and (4.10). In addition, we assume that their 
firing rates on a single trial are drawn from the multinormal probability distribution 
of the form 
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(Anderson 2003). In this equation, r( ) ( ( ), , ( ))ITD ITD ITD= … ′r rN1 is the mean fir-
ing rate of the N neurons given the ITD, and v′ denotes the transpose of vector v. 
The covariance matrix is represented by Σg and its determinant by | Σg | . If the cova-
riance matrix is given by Σg = (Σij), with 

	
Σ ij i j ijr r i j N= = …( ) ( ) , , , , ,ITD ITD d 1

	

and δij = 1 when i = j, while δij = 0 when i≠j, we get an uncorrelated multinormal 
distribution. Because each neuron’s firing rate variance is proportional to its mean 
firing rate, this formulation is close to that of Sect. 4.4 using Poisson neurons (mean 
equal to variance). If the covariance matrix elements have the form 

	
Σ ij i j ij ijr r= + −( ) ( )( ( )),ITD ITD d r d1

	
(4.15)

where ρ ∈ [0, 1) is the correlation coefficient, we have introduced correlations of 
magnitude ρ into all pairs of neurons’ firing rates.

When applying the PV, we see no difference in sound source estimates from 
independent neurons. This is illustrated in Fig. 4.3d by the black circled curve, 
which is exactly overlapping with the grey crossed curve obtained from indepen-
dent neurons, in spite of sizable correlations between single neurons’ firing rates 
(ρ = 0. 5). Thus, neuronal correlations do not affect the results exposed in the previ-
ous sections. Intuitively, this may be understood from the fact that the direction of 
the PV will not be changed by correlated noise, if the noise scales uniformly with 
the mean firing rate of the neurons, as implemented by Eq. (4.15). In conclusion, 
Bayesian statistical modelling is a computational analysis technique that can  
provide insight in the coding of sensory information from a neuroethological per-
spective, as illustrated in this chapter.
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    Abstract     Optical recording that provides both anatomical and physiological data 
has become an essential research technique for neuroethological studies. In particu-
lar, Ca 2+  imaging  is one of the most popular and useful methods for visualization of 
spatiotemporal dynamics of neuronal activity. Because Ca 2+  is involved in so many 
fundamental neuronal signaling functions, including transmitter release and induc-
tion of synaptic plasticity, Ca 2+  imaging can yield information that is crucial for a 
thorough understanding of these processes. In this chapter, we summarize aspects of 
Ca 2+ -sensitive dye s that must be considered during the selection of an appropriate 
indicator for the specifi c question being investigated. We also discuss the develop-
ment of dye-loading protocols, experimental designs, and optical system confi gura-
tions that are required to enable the effective use of these Ca 2+ -sensitive indicators. 
As an example application, we demonstrate how Ca 2+  imaging of the cricket cercal 
sensory system in vivo has enabled us to monitor pre- and postsynaptic activity 
simultaneously on specifi c dendrites of an identifi ed neuron.  
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5.1         Introduction 

 Optical recording is a powerful technique in neuroscience research, which enables 
us to simultaneously acquire data about the dendritic architecture of individual neu-
rons, the multi-neuronal synaptic circuitry involving those neurons, and the time- 
resolved physiological response properties of those neurons. Rapid progress in 
computer technology, along with signifi cant improvement of various types of imag-
ing devices and microscopes, has driven substantial advances in optical recording 
techniques. At present, it is possible to visualize the neural activity not only in cul-
tured cells and brain slices in vitro but also in the brains of intact, behaving animals 
in vivo. In neuroethological studies, optical recording methods have provided a 
number of important fi ndings on the neural basis for various types of animal behav-
ior. To get defi nitive and reliable data, however, pretreatment methods such as dye 
loading and sample preparation must be considered and carried out very carefully, 
and the imaging system and peripheral equipment must be confi gured in a manner 
that will support acquisition of data with the required spatial and temporal 
resolution. 

 In many cases, visualization of neural activity is mediated by specifi c probes that 
change their fl uorescence or absorbance depending on membrane potential, cyto-
solic calcium concentration, and/or pH. Typically the synthetic organic dye is 
loaded into the targeted cells prior to the experiment, though it is now becoming 
common for a genetically encoded probe protein to be expressed in transgenic ani-
mals (see Chap.   7    ). It is also possible to visualize the neural activity as an intrinsic 
optical signal without probe loading, but fl uorescent probes achieve much better 
signal-to-noise ratio and higher temporal resolution. In this chapter, we address 
Ca 2+ -imaging techniques which use organic dyes having high and stable enough 
sensitivity to detect single action potentials or subthreshold synaptic activity. In 
particular, we will focus on in vivo Ca 2+ -imaging techniques and describe points of 
concern for setting up the measurement instruments and pretreatments in a manner 
that are optimized for the intended research objectives. Details of more advanced 
Ca 2+ -imaging methods are reviewed by Grienberger and Konnerth (Grienberger and 
Konnerth  2012 ).  

5.2     Principle of Fluorescent Ca 2+ -Sensitive Dyes 

 Organic Ca 2+  indicators were developed in the 1980s by Tsien and his colleagues 
(Tsien  1980 ). All of Tsien’s fl uorescent Ca 2+  indicators are based on a fl uorophore 
combined with BAPTA, which retains high and stable selectivity for Ca 2+  in the 
neutral to weak-alkaline pH range and has a fast time constant for Ca 2+  binding. The 
Ca 2+  indicators alter their spectral properties depending on the change in cytosolic 
Ca 2+  concentration ([Ca 2+ ] i ) associated with membrane depolarization. In general, 
the Ca 2+ -sensitive fl uorescent dye is loaded into nerve cells using any of a variety of 
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staining methods, and changes in the specifi c fl uorescent intensity of the dye are 
measured with an imaging device such as a camera or photomultiplier mounted on 
a microscope. 

 The primary determining factor for selection of an appropriate fl uorescent probe 
for a particular experimental situation is its affi nity for Ca 2+ , which is indicated by 
its dissociation constant ( K  d  ). A wide variety of organic Ca 2+  probes are now avail-
able having sensitivities to [Ca 2+ ] i  which range from <50 nM to >50 μM in  K  d  val-
ues. In a typical nerve cell, local [Ca 2+ ] i  can increase by a factor of between 10 and 
100 in response to action potential generation. Therefore, if an indicator with very 
high affi nity is used for imaging of neurons that fi re spontaneously at high fre-
quency, the indicator’s fl uorescent signal could be saturated instantly and would not 
monitor changes in the neural activity reliably. In such a case, an indicator with 
lower affi nity would be chosen. On the other hand, if the experimental goal is to 
image Ca 2+  infl ux from ligand-gated channels activated by synaptic inputs or Ca 2+  
transient s evoked by one or a few action potentials, then indicators with a relatively 
high affi nity of about 200 nM in  K  d  value are suitable. Thus, even within a single 
type of nerve cell, different indicators with different affi nities would be chosen to 
image Ca 2+  signals associated with processes going on at different spatial and tem-
poral scales. 

 Another important consideration for the selection of an appropriate Ca 2+  indica-
tor is how the spectral characteristics of the fl uorescent dye are changed by Ca 2+  
binding. The fl uorescent indicators are broadly classifi ed into singlemetric and 
ratiometric dyes (Fig.  5.1 ). The absorbance or fl uorescence intensity of a single-
metric dye  is changed depending on [Ca 2+ ] i  without a shift in its emission spec-
trum. Typical singlemetric Ca 2+  indicators, including fl uo-3, fl uo-4, Calcium 
Green, and Oregon Green 488 BAPTA, show a relative increase in the emission 
fl uorescence with increase in [Ca 2+ ] i . The behavior of fl uo-3, a popular singlemet-
ric indicator, is shown in Fig.  5.1a . Each plot in this family of curves shows the 
intensity of light emitted by the dye as a function of frequency, caused by illumina-
tion of the dye by light at 488 nm. Each different plot in the fi gure corresponds to 
a different [Ca 2+ ] i . By monitoring changes in the total amount of light emitted from 
the sample within this range of 500–600 nm, the experimentor obtains a direct 
measurement of changes in [Ca 2+ ] i . Since most of the singlemetric fl uorescent dyes 
are all excited by visible light, Ca 2+  imaging with these dyes requires a relatively 
simple optical system and can be achieved with a standard confocal microscope. 
Further, monitoring the fl uorescence at only a single wavelength enables high-
speed imaging of neural activity. However, singlemetric imaging in which [Ca 2+ ] i  
change is expressed as a relative fl uorescence change with respect to the initial 
value (Δ F / F  0 ) does not allow an effective cancellation of artifactual variation in the 
fl uorescence signals resulting from photobleaching of the dye, fl uctuation of the 
excitation light intensity, or movement of the sample. Therefore, in vivo Ca 2+  
imaging in awake animals using singlemetric indicators is extremely problematic 
and typically requires considerable ingenuity to eliminate the optical noise 
 (including, e.g., stabilization of the neural tissue during recording and off-line 
post- processing using sophisticated software).
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   Some of these technical limitations associated with singlemetric dyes can be 
circumvented through the use of ratiometric dye s, although at the expense of requir-
ing a more complicated experimental confi guration. The fl uorescence behavior of 
ratiometric dyes also depends on [Ca 2+ ] i . However, rather than responding to a 
change in [Ca 2+ ] i  with a simple change in fl uorescence intensity across the entire 
absorption spectrum, ratiometric dyes demonstrate a much more complicated 
behavior: the shapes of the absorption spectra of these indicators depends on [Ca 2+ ] i . 

  Fig. 5.1    The fl uorescence emission and excitation spectra of three different organic synthetic Ca 2+  
dyes in solutions containing 0–39.8 μM free Ca 2+ . ( a ) The emission at 530 nm of fl uo-3, which is 
a typical singlemetric dye, is dependent on free Ca 2+  concentration. The spectrum for the Ca 2+ -free 
solution is indistinguishable from the baseline. ( b ) In Fura-2, a ratiometric dye, the ratio of 510 nm 
emission emitted by excitation at 340 and 380 nm wavelengths can be used to determine the con-
centration of Ca 2+ . ( c ) Indo-1 is excited by 338 nm light. The peak of the emission fl uorescence 
shifts from 400 to 480 nm with Ca 2+  binding. The ratio of the fl uorescence at 480 nm to at 400 nm 
indicates Ca 2+  concentration (From The Molecular Probes Handbook)       
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As shown in fi gure panels 1B and 1C, the absorption spectra “shift” when [Ca 2+ ] i  
changes. These more complicated response characteristics enable an internally cali-
brated measurement of [Ca 2+ ] i  that circumvents the problems listed in the preceding 
paragraph for singlemetric dyes. To achieve this independence from artifact, the 
experimentor must record a shift in the absorption spectrum of the indicator and 
thus must record two independent measurements of the indicator’s fl uorescence for 
each determination of [Ca 2+ ] i . 

 To illustrate, consider Fura-2, which is one of the most popular ratiometric Ca 2+  
indicators. Figure  5.1b  shows the excitation spectra of Fura-2 in the presence of dif-
ferent internal calcium concentrations. Note that these plots are very different from 
those shown in Fig.  5.1a : in panel a, each plot shows the intensity of light emitted 
by the dye as a function of frequency, caused by illumination of the dye by light at 
488 nm. In panel b, each curve shows the excitation spectrum, not the emission 
spectrum: each curve plots the amplitude of fl uorescence emitted by the indicator at 
a wavelength of 510 nm for a range of different excitation wavelengths between 250 
and 450 nm. Each blue curve is the excitation spectrum at a different [Ca 2+ ] i . During 
an experiment using Fura-2, the experimentor monitors the dye’s fl uorescence emit-
ted at 510 nm in response to sequential illumination with light at two different wave-
lengths. The amplitude of the 510 nm fl uorescence excited by 340 nm light increases 
with increasing [Ca 2+ ] i , while the amplitude of the 510 nm fl uorescence excited by 
380 nm light decreases with increasing [Ca 2+ ] i  (Fig.  5.1b ). When two excitation 
beams with 340 and 380 nm wavelengths are delivered alternatively, the ratio of 
fl uorescence intensity emitted at 510 nm by each excitation beam ( F  340 / F  380 ) can 
thus be used to calculate the change in [Ca 2+ ] i . 

 Since the fl uorescent images of Fura-2 excited at 340 and 380 nm are not acquired 
simultaneously, however, it becomes problematic to monitor neural activity at high 
temporal resolution using that indicator. The data acquisition rate is limited by the 
necessary exposure time at each of the two wavelengths. If a higher temporal resolu-
tion is required than can be achieved with Fura-2, another type of indicator may 
solve the problem. An example of such a one-excitation/two-emission type of ratio-
metric dye, Indo-1, is illustrated in Fig.  5.1c . This panel shows a family of emission 
spectra, as in panel A: each plot shows the intensity of light emitted by Indo-1 as a 
function of frequency, caused by illumination of the indicator by light at 338 nm. 
Each different plot in the fi gure corresponds to a different [Ca 2+ ] i . Note that the peak 
of the fl uorescence spectrum to excitation by 338 nm light shifts from 400 to 480 nm 
with increased Ca 2+  binding (Fig.  5.1c ). Thus, the ratio of the fl uorescence intensity 
at 480 nm to that at 400 nm ( F  480 / F  400 ) indicates [Ca 2+ ] i . For simultaneous measure-
ment of the fl uorescence intensities at 400 and 480 nm, the emission light is spec-
trally dispersed by a dichroic mirror, and two fl uorescent images are divided with a 
special optical system (e.g., W-View System by Hamamatsu Photonics, DualView 
System by PHOTOMETRICS). Two simultaneous images are acquired with two 
cameras or onto the right and left halves of the imaging area of a single camera. The 
elimination of time lag in the acquisition of two images enables high-speed ratio-
metric imaging. FRET-based genetic probes such as “Cameleon” are another type 
of one-excitation/two-emission ratiometric indicator. 
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 Most synthetic organic probes for ratiometric imaging are excited with UV light, 
which can be damaging to cells and requires a specialized laser for confocal imag-
ing systems. Unfortunately, there are no available ratiometric Ca 2+  sensors that have 
absorption within the visible range. However, it is possible to achieve effective rati-
ometric measurements in the visible-light range using two singlemetric probes like 
fl uo-3 (or fl uo-4) and Fura Red (Lipp and Niggli  1993 ; Speier et al.  2008 ) in the 
same cell(s). Both Fura Red and fl uo-3 can be excited at the same visible wave-
length (488 nm) but have different [Ca 2+ ] i  dependencies. Therefore, if both dyes are 
simultaneously loaded into target cells, and two fl uorescence images are recorded at 
530 nm (fl uo-3) and at 680 nm (Fura Red) using a spectral splitting system, then a 
change in [Ca 2+ ] i  is indicated as the ratio of these fl uorescence intensities ( F  530 / F  680 ). 
However, because the fl uorescence of Fura Red is much weaker than that of the 
other visible-light excitable Ca 2+  dyes, it is necessary to use a much higher concen-
tration of the Fura Red than of the paired indicator. 

 In summary, in order to take full advantage of the potential benefi ts of Ca 2+  indi-
cators in studies of neural activity, investigators must pay careful attention to their 
requirements for temporal resolution and sensitivity, select an appropriate indicator, 
and then consider the design of the experimental protocols, sample preparation, and 
confi guration of the optical recording system.  

5.3     Experimental Protocols 

5.3.1     Dye Loading 

 The synthetic organic Ca 2+  probes are negatively charged and impermeable to cell 
membranes. There are two general methods for loading Ca 2+  indicators into nerve 
cells: microinjection to a single cell and bulk loading to large populations of cells 
(Fig.  5.2 ). For loading into single cell, a grass micropipette or patch electrode fi lled 
with the Ca 2+  dye of potassium salt is inserted into a target cell or applied for whole- 
cell recording, and the Ca 2+  indicator is diffused directly into cytoplasm (Fig.  5.2a ). 
When using a sharp microelectrode, the Ca 2+  dye can be loaded electrophoretically 
with depolarizing current injection. The microinjection method for staining a single 
cell can provide a very bright image of the cell over the background, achieving a 
high signal-to-noise ratio for the optical recordings. This method is preferred for 
measurements requiring high spatial resolution, such as recording the Ca 2+  tran-
sients in subcellular regions like dendritic branches or dendritic spines. Further, this 
method enables simultaneous measurement of [Ca 2+ ] i  changes with electrophysio-
logical recording of action potentials or synaptic currents. This approach has yielded 
signifi cant fi ndings related to synaptic integration in dendritic arborization.

   There are several techniques for the bulk loading of the Ca 2+  dye into larger 
populations of nerve cells. The most popular method for loading fl uorescent indica-
tors is by the application to the tissue of acetoxymethyl (AM) ester, which is a 
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cell- permeable form of the indicator developed by Tsien (Tsien  1981 ). The AM 
ester  of the indicator is, itself, insensitive to Ca 2+  and will not fl uoresce outside of 
cells. Once inside the cell, however, the AM ester of the Ca 2+  indicator is hydrolyzed 
by intracellular esterase, restoring the Ca 2+  sensitivity and also making the indicator 
membrane impermeable so that it will not leak out. For staining cells in culture or 
in brain-slice preparations, the AM ester of the Ca 2+  indicator is delivered along 
with a nonionic detergent, Pluronic F-127 or PowerLoad (Invitrogen), which are 
reagents that help disperse the indicator (Fig.  5.2b ). To use the AM ester staining 
techniques to in vivo preparations, the loading solution is typically pressure injected 
directly into the brain or ganglion preparation (Garaschuk et al.  2006 ). However, 
there is considerable variability in the loading effi ciency between different neuronal 
tissues, between different cell types within a single tissue sample, and between dif-
ferent animal species. This variability is due to differences in membrane permeabil-
ity for the AM ester and in the endogenous intracellular esterase activity. Since the 
AM ester is loaded not only into neurons but also into glial cells, dual staining with 
Ca 2+  indicator and astrocyte markers is often required to distinguish neuronal 
responses from Ca 2+  signals originating from the glial cells (Garaschuk et al.  2006 ). 

 Dextran-conjugated Ca 2+  indicator s are useful for selective loading into axonal 
fi bers that lie within specifi c nerve tracts. Dextrans are hydrophilic polysaccharides 
characterized by their high molecular weight, high water solubility, and low toxic-
ity. Due to these properties, fl uorescent dextrans have been used for anterograde and 
retrograde neuron tracing. Dextran-conjugated dyes loaded into the neurons are 
effectively transported by axonal traffi cking and allow staining of a specifi c group 
of neurons (Fig.  5.2c ). For example, a highly concentrated chip of dextran- 
conjugated Ca 2+  indicator can be placed on a specifi c location within the brain and 
will be taken up by a very restricted set of axons in contact with that chip (Gelperin 
and Flores  1997 ; Delaney et al.  2001 ; Sachse and Galizia  2002 ). 

  Fig. 5.2    Three classes of dye-loading methods. ( a ) For staining of single neuron, cell- impermeable 
Ca 2+  indicator can be injected into the cell through a sharp or whole-cell patch electrode. ( b ) Bath 
application of AM ester of the Ca 2+  indicator via a micropipette inserted into the nervous tissue is 
used for bulk staining of many neurons. ( c ) Uptake of the dextran-conjugated Ca 2+  indicators into 
the axonal fi bers running through a specifi c tract is capable of selective staining of projection 
neurons       
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 Recently, electroporation techniques have been used to achieve bulk loading of 
Ca 2+  indicators (Nagayama et al.  2007 ; Hovis et al.  2010 ; Bonnot et al.  2005 ). 
Following microinjection of the potassium salt or the dextran-conjugated fl uores-
cent dye into the brain, an electric fi eld is imposed across a population of cells to 
transiently introduce membrane pores through which the Ca 2+  indicators can enter. 
This method is capable of loading the Ca 2+  indicators into brain tissue that is inac-
cessible to the AM ester. 

 In summary, there are a variety of approaches for loading the Ca 2+  indicators into 
the target cell or cells to be studied. The most effective method will depend upon the 
nature of the preparation under study, the specifi c questions to be addressed, and 
any technological limitations imposed by the recording method to be used.  

5.3.2     Preparation for In Vivo Imaging 

 In vivo Ca 2+  imaging of nerve cells in awake behaving animals is ideal for neu-
roethogical research but presents a host of technical diffi culties beyond those asso-
ciated with dye loading. Problems related to stabilization of the target tissue and 
accessibility of that tissue to a high-numerical-aperture microscope objective 
require careful consideration. To illustrate some of these considerations, we intro-
duce three different types of preparations using the cricket nervous system for in 
vivo Ca 2+  imaging. 

 The fi rst type of preparation is an isolated preparation, in which an entire gan-
glion and connected sensory organs are removed from the animal’s body. For our 
studies of the neuronal processing underlying the detection and analysis of air- 
current direction and dynamics in the cricket cercal sensory system, we dissect the 
terminal abdominal ganglion away from the abdomen, along with the pair of air-
current- sensitive organs called cerci that send sensory input into the ganglion. The 
preparation is mounted in a glass chamber made of a 0.25-mm thick cover glass 
(Ogawa et al.  2006 ,  2008 ). This recording chamber is mounted on the stage of an 
inverted microscope confi gured for fl uorescent imaging. We can observe clear 
images of dye-loaded neurons in this preparation, maintaining the neural circuits 
and the sensory organs in conditions that are similar to their natural in vivo confi gu-
ration. By removing the standard condenser tube and transmitted light source from 
the microscope, which normally obstruct access to sample from above, this setup 
provides excellent accessibility of the preparation to electrodes and perfusion appa-
ratus and has the advantage that the objective lens (placed below the stage) does not 
disturb the normal airfl ow stimulus across the sensory organs. 

 The second type of preparation is a “head-fi xed” preparation, in which the ner-
vous system is left within a restrained animal’s body. The head-fi xed preparation 
enables in vivo imaging experiments to be carried out in intact animals that contain 
a complete, intact central nervous system with fully functional sensory capabilities. 
Pioneer works of the in vivo Ca 2+  imaging in the head-fi xed preparation were per-
formed in fl y visual system, demonstrating dendritic Ca 2+  accumulation evoked by 
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visual motion stimuli (Borst and Egelhaaf  1992 ; Single and Borst  1998 ). At present, 
two-photon imaging experiments in head-fi xed mice have successfully monitored 
cortical Ca 2+  responses to whisker, odor, auditory, and visual stimuli (Sato et al. 
 2007 ; Wachowiak et al.  2004 ; Bandyopadhyay et al.  2010 ; Rothschild et al.  2010 ; 
Smith and Häusser  2010 ). A critical requirement for this preparation is the immobi-
lization of the nervous tissue with respect to the objective lens. We have carried out 
optical recordings using awake crickets that were fi xed on a silicone elastomer plat-
form by insect pins, with their brain ganglion held up and immobilized using a 
stainless steel spoon. In a preliminary study using this preparation, we have opti-
cally recorded the odor-evoked Ca 2+  signals in the calyx of the mushroom body in a 
conditioned cricket (Fig.  5.3 ; Ogawa and Oka  2008 ).

   The most ideal preparation for neuroethological studies is a tethered preparation, 
which is designed for in vivo imaging of animals performing an actual behavior, 
like locomotion. This type of preparation is more diffi cult with respect to stabiliza-
tion of the nervous tissue: it is important to only immobilize the nervous tissue to be 
studied under the microscope, without encumbering the animal’s behavior. One 
novel imaging method has recently been developed to achieve this goal, through 
which a microendoscope made of narrow optical fi ber bundles is penetrated into the 
brain of a freely moving mouse enabling dendritic Ca 2+  imaging (Adelsberger et al. 
 2005 ; Murayama et al.  2007 ). Here we summarize a tethered preparation for in vivo 
imaging of the cricket during locomotion on a spherical treadmill. A U-shaped steel 
plate was slipped into the cervical segment between the head and thorax, and the 
cuticular epicranium was fi xed to that plate with wax. One end of the plate was con-
nected to a stainless steel rod, controlled via a micromanipulator, for precise posi-
tioning of the head. This head-tethered cricket was placed so that its legs were 
positioned on a treadmill in their natural arrangement, and fl uorescent images of the 
brain ganglion were monitored under the microscope during the cricket’s walking 
behavior. Using similar head-fi xed preparations in mice and  Drosophila , two- 
photon Ca 2+  imaging has been performed while the animals were walking (Dombeck 
et al.  2007 ; Seelig et al.  2010 ). To eliminate optical noise resulting from vibration 
of the brain during the animals’ movements, additional procedures were required 
involving a surgical fi xture or fi lling with a silicone adhesive (Kwik-Sil, WPI).  

5.3.3     Imaging Devices and Data Analysis 

 Various types of fl uorescent microscopes have been developed over the last few 
decades, and most confi gurations have now been used to carry out Ca 2+  imaging in 
neuroscience research. Likewise, multiple kinds of imaging devices have been 
developed and are available for imaging experiments. In general, Ca 2+  imaging 
requires cameras with very high sensitivity. Current implementations typically use 
an electron-multiplying CCD  (EM-CCD) or a complementary metal oxide semicon-
ductor  (CMOS) sensor mounted to a conventional fl uorescent microscope. Recent 
advances in microscope and imaging technologies are providing progressively 
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brighter fl uorescent images with improved signal-to-noise ratio. Regardless of the 
kind of imaging device used, however, the optical properties of the objective lens 
and optical band-pass fi lters are the most crucial determinants of image quality. 
A primary consideration for setting up a Ca 2+ -imaging experimental system is, 
therefore, the selection of an objective lens with as large a numerical aperture 
(N.A.) as possible, adequate working distance, and a set of fi lters appropriate 
for transmitting the excitation and emission wavelengths for the selected 
Ca 2+  indicator(s). An appropriate imaging device must also be selected that is 

  Fig. 5.3    In vivo Ca 2+  imaging in the head-fi xed cricket preparation. ( a ) Schematic of the experi-
mental setup showing an immobilized cricket. ( b ) Ca 2+  response in the calyx of the mushroom 
body to the preferred odor stimulus       

 

H. Ogawa and J.P. Miller



81

compatible with the emission characteristics of the indicator(s), the optical 
 confi guration, and the required spatial and temporal resolutions. Depending on the 
staining and preparation of the tissue, optical confi guration, and imaging device 
characteristics, it is currently possible to acquire images at rates of up to 1,000 
frames/second (fps). 

 With conventional fl uorescent microscopy, a high-pressure mercury lamp or a 
xenon lamp can provide stable excitation illumination over a wide range of wave-
lengths. The use of light-emitting diodes (LEDs) as illumination sources is a more 
recent innovation and has been found to have several advantages over conventional 
sources. An LED can supply illumination at only a single wavelength but offer a lot 
of advantages as excitation sources if an appropriate wavelength is available: the 
size of the source is very small, the fl uctuation in intensity due to heat production is 
very low, the intensity is easily variable over a relatively wide range (reducing the 
need for neutral density fi lters), and the illumination can be switched on and off 
very rapidly, eliminating the need for shutters in the excitation light path. 

 Light scattering is one of the most serious problems that arise for in vivo brain 
imaging. The scattering problem is greatly reduced through the use of confocal 
laser-scanning microscope s (CLSMs), which are currently the most popular imag-
ing systems used for high-resolution Ca 2+  imaging. Inexpensive laser sources with 
excellent lifetimes have recently become available. Two-photon microscopy  (TPM) 
has also become a leading-edge imaging technology in neuroscience. TPMs have 
profound advantages for in vivo imaging because they are capable of observing 
neuronal activity located at relatively deep layers in whole brain preparations 
(Helmchen and Denk  2005 ; Nemoto  2008 ; Svoboda and Yasuda  2006 ). However, 
CLSM and TPM have relatively lower temporal resolution than conventional 
camera- based devices for capturing images of large fi elds, because the operation of 
scanning the laser over an entire fi eld of view is more time consuming than “snap-
ping” an image of the same fi eld with a conventional camera-based device. An 
effective way to mitigate this limitation to the temporal resolution is to operate the 
CLSM or TPM in “line-scanning mode”: the investigator captures only a linear 
“transect” through the region of interest in the fi eld of view, rather than collecting 
an image of the entire fi eld of view. This line-scanning mode is typically used for 
measurement of Ca 2+  transients evoked by single action potentials or EPSP. In this 
mode, however, it is impossible to record the two-dimensional patterns of Ca 2+  sig-
nals. Nipkow-type spinning-disk microscope s are an effective intermediate solu-
tion: they substantially improve the time resolution for confocal imaging over 
conventional scanning laser confi gurations. This microscope provides a confocal 
effect by spinning a disk with microlens-embedded pinholes in the excitation light 
path. However, the image acquired with the Nipkow-disk microscopy is less intense 
than that obtained through conventional CLSM. Recently, the use of a high- 
sensitivity digital camera like the EM-CCD camera as the image acquisition device 
for Nipkow-disk microscopy has enabled much brighter confocal imaging at higher 
time resolution. Using this technology, investigators have detected Ca 2+  transients 
evoked by individual action potentials at 150 μm tissue depth (Takahashi et al.  2010 ; 
Takahara et al.  2011 ). 

5 In Vivo Ca 2+  Imaging of Neuronal Activity



82

 Another very important aspect that must be considered during the confi guration 
of an effective optical imaging system is the system integration: synchronization of 
the stimulator, electrophysiological recording apparatus, and all other peripheral 
equipment associated with real-time image capture. Generally, digital TTL signals 
are used for synchronizing the operation of image acquisition and temporal control 
of the onset and duration and frequency of stimulation. There is, however, a brief lag 
between the trigger of the TTL signal and the initiation of image acquisition within 
the computer. This time lag is inevitable and ranges from a few to dozens of milli-
seconds, depending on the frame rate. Therefore, it is necessary to design the cir-
cuitry for synchronization of the experimental components in a way that the time 
delay is minimized and constant between trials. In our system, a TTL signal exported 
from the imaging computer is used for triggering the stimulation and electrophysi-
ological recordings and also receives feedback from the stimulus monitor. 

 Fairly sophisticated software is typically provided along with any commercially 
available advanced imaging device and is usually adequate for sequential image 
acquisition required for Ca 2+  imaging. However, subsequent data analysis of the 
optical recordings often requires the development and application of specialized 
algorithms, and it is very typical for an investigator to use other more specialized 
research-oriented image-processing software packages like “Image J (NIH)” 
(Dreosti et al.  2009 ). As mentioned above, singlemetric imaging techniques yield 
signals that characterize changes in [Ca 2+ ] i  as relative changes in the observed fl uo-
rescence, Δ F / F  0 , where  F  0  is the fl uorescence intensity of the fi rst image (or the 
mean value of all images during the prestimulation period). For visualization of 
Ca 2+  signals using pseudo-color images, it is important to confi gure the minimum 
and maximum values to capture the entire dynamic range of all images throughout 
the recording. If the fl uorescence change is too small and/or signal-to-noise ratio is 
too low, several sequences of images must be acquired in response to repeated stim-
uli to enable signal averaging. However, signal averaging for noise reduction is not 
attainable for imaging of spontaneous or motor-related activity, because these activ-
ities occur with variable delay to the stimulus onset.   

5.4     Application: Simultaneous Imaging 
of Pre- and Postsynaptic Neurons 

 In the fi nal section of this chapter, we summarize a procedure we used for simulta-
neous Ca 2+  imaging of pre- and postsynaptic neurons. For these experiments, we 
combined single-neuron staining of a postsynaptic neuron using microelectrode 
injection of one Ca 2+  indicator and bulk staining of presynaptic fi bers with the AM 
ester of a second Ca 2+  indicator. We simultaneously monitored the optical signals 
from both indicators in different wavelengths using a dual-view optical system. This 
method enabled us to measure the pre- and postsynaptic activity on specifi c den-
drites of the identifi ed interneuron. We adapted this method to the cricket cercal 
sensory system (Ogawa et al.  2008 ). 
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 The cercal sensory system in the cricket detects the direction, frequency, and 
velocity of air currents with great accuracy and precision. The receptor organs of this 
system consist of a pair of antenna-like appendages called cerci at the rear of cricket 
abdomen. Each cercus is covered with approximately 500 fi liform hairs, each of 
which is innervated by a single mechanoreceptor neuron. The receptor neuron is 
tuned to air currents from a particular direction and exhibits a change in its fi ring rate 
in response to stimuli over the entire 360° range of stimulus directions (Landolfa and 
Miller  1995 ). Optical imaging of a population of the mechanosensory afferents 
stained with the AM ester of a Ca 2+  indicator demonstrated that the direction of the 
air currents is represented by specifi c spatial patterns in the ensemble activities of the 
afferents (Ogawa et al.  2006 ). Identifi ed giant interneurons (GIs) receive direct excit-
atory synaptic inputs from the mechanosensory afferents. The GIs are activated by 
air currents and also display differential sensitivity to variations in air-current direc-
tion (Jacobs et al.  1986 ; Miller et al.  1991 ; Theunissen et al.  1996 ). The directional 
tuning curves of the GIs are well described by a cosine function; that is, the GIs 
encode information about the stimulus direction proportional to their spiking activ-
ity. To describe decoding algorithm of the directional information from the popula-
tion activities of sensory afferents to individual GIs, we measured the pre- and 
postsynaptic local Ca 2+  responses to the air-current stimuli, on each GI’s dendrite. 

 Two kinds of Ca 2+  indicators with different fl uorescent wavelengths were loaded 
to pre- and postsynaptic neurons, respectively. The sensory afferent fi bers were 
stained with AM ester of Oregon Green 488 BAPTA-1 (OGB-1), while cell- 
impermeant Fura Red was injected into the single GI (Fig.  5.4a ). For staining the 
sensory afferents, a solution containing AM ester of OGB-1 at a concentration of 
0.05 % and dispersing reagent (Pluronic F-127, Invitrogen) at a concentration of 
1 % was pressure injected into a cercal sensory nerve through a glass micropipette. 
Twelve hours after dye injection, the axon terminals of cercal sensory neurons were 
found to be stained with OGB-1. After staining of the afferents with OGB-1, 2 mM 
Fura Red tetrapotassium salt was iontophoretically injected into the GI for 5 min 
through a glass microelectrode, using a hyperpolarizing current of 3 nA. Fluorescent 
signals were viewed with an inverted microscope (Axiovert100, Zeiss). A xenon arc 
lamp (XBO 75 w, Zeiss) illumination with a stabilized power supply and 470/20 
band-pass fi lter were used for excitation of the Ca 2+  indicators, OGB-1, and Fura 
Red. For simultaneous measurement of pre- and postsynaptic Ca 2+  signals, a fl uo-
rescent image passing through a FT510 dichroic mirror was divided into two images 
with  W-View  optics (Hamamatsu Photonics) by the following fi lter set: dichroic 
590LP, emission 535/45 for the OGB-1 and 610/25 for Fura Red (Fig.  5.4b ). The 
two separated images were simultaneously acquired side by side in the same frame 
with a digital cooled CCD camera (ORCA-ER, Hamamatsu Photonics) attached to 
the inverted microscope.

   Using this optical system to separate the optical signals from OGB-1 and Fura 
Red, we simultaneously measured the Ca 2+  responses to air-current stimuli in the 
GI’s dendrites and in the afferent axon terminals that make synaptic connections 
onto that dendritic branch (Ogawa et al.  2008 ). It was observed that the air-current 
stimulus evoked a signifi cant decrease in the fl uorescence of Fura Red (610 nm 
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  Fig. 5.4    Experimental setup for simultaneous imaging of Ca 2+  signals in the pre- and postsynaptic 
neurons in the cricket cercal sensory system. ( a ) Diagrams showing the methods for selective load-
ing of the different Ca 2+  indicators. A solution containing OGB-1 AM was pressure injected 
through a glass micropipette into a cercal sensory nerve. Th e potassium salt of Fura Red was ionto-
phoretically injected into the dendrites of the identifi ed interneuron through a sharp electrode with 
a hyperpolarizing current. Right panels are superimposed displays of confocal images showing 
fl uorescence of Fura Red injected into the interneuron 10-2 ( left image ) or OGB-1 loaded into the 
aff erent axons of a left  cercus ( right image ) over the transmitted light images of the terminal 
abdominal ganglion. ( b ) Diagrams of the optical splitting system for simultaneous monitoring two 
fl uorescent wavelengths of OGB-1 and Fura Red. A fl uorescent image was divided into two images 
by W-View optics with a set of dichroic mirrors and emission fi lters. Both images were acquired in 
the same frame side by side with a cooled CCD camera at the same time (modifi ed from Ogawa 
et al.  2008 )       
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wavelength), which indicates an elevation in [Ca 2+ ] i  at the dendritic region of the 
postsynaptic GI. Simultaneous measurement of light with 535 nm wavelength at 
the same recording area showed a fl uorescence increase of OGB-1 indicating a rise 
in Ca 2+  in the sensory afferents. We recorded the pre- and postsynaptic local 
responses to the air-current stimuli on each dendrite of the GIs. We applied air-
current stimuli from eight different directions in the horizontal plane and examined 
the directional sensitivity of the Ca 2+  responses of the sensory afferents and of the 
GI. Figure  5.5  shows typical responses to the air-current stimuli in the pre- and 
postsynaptic Ca 2+  changes, which were measured at three different dendritic 
branches of the GI named 10-3. Presynaptic and postsynaptic Ca 2+  responses 
showed directional tuning properties in their response amplitudes. Although the 
directional tuning properties of postsynaptic responses on individual dendrites var-
ied from each other, the directional sensitivity of dendritic Ca 2+  responses corre-
sponded to those indicated by Ca 2+  signals in presynaptic afferents arborizing on 
that dendrite. This similarity in the directional sensitivity between the pre- and post-
synaptic Ca 2+  responses suggests that the individual dendrite with a distinct tuning 

  Fig. 5.5    Pre- and postsynaptic Ca 2+  imaging of interneuron 10-3. ( a ) Ca 2+  responses to air-current 
stimuli applied from the anterior orientation (0°). The left two (monochrome) images are raw pre- 
stimulus fl uorescent images. A series of six images to the right of the baseline images are pseudo- 
colored images indicating the [Ca 2+ ] i  elevation in the sensory afferents ( upper ) and the interneuron 
10-3 ( lower ). ( b ) The time courses of changes in Δ F/F  at 535 nm wavelength (presynaptic) Ca 2+  
signals ( blue traces ) and Δ F/F  at 610 nm wavelength (postsynaptic) Ca 2+  signals ( magenta traces ). 
These traces were recorded in the dendritic branch shown as  ROIs  in the raw fl uorescent images in 
( a ). The air-current stimuli were applied from eight different orientations (modifi ed from Ogawa 
et al.  2008 )       
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property in its Ca 2+  response receives synaptic inputs from different subsets of the 
afferents having different sensitivities to direction.

   Thus, simultaneous Ca 2+  imaging of pre- and postsynaptic neurons has provided 
signifi cant fi ndings on the decoding algorithm for synaptic transmission and on the 
dendritic integration of synaptic inputs. Recent approaches using high-speed two- 
photon imaging are capable of visualizing and functionally mapping the synaptic 
inputs onto individual spines on the dendrites of cortical neurons (Jia et al.  2010 ; 
Chen et al.  2011 ; Varga et al.  2011 ). In neuroethological research, further develop-
ment of in vivo Ca 2+ -imaging techniques and the development of novel indicators, 
including genetic probes, will be amenable major advances in our understanding of 
the neuronal architecture and computations underlying animal behavior.     
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    Abstract     The earthworm is a suitable animal for investigating the relationships 
between its behavior and the function of its nervous system. However, this animal has 
not been widely used for neuroethological research because it is not a model organism. 
In this chapter, we describe the use of the earthworm as a plausible model for investi-
gating locomotion activity and learning and memory abilities using several optical 
imaging techniques based on our previous studies. First, we demonstrate the useful-
ness of this animal briefl y, show its simple nervous system, and then focus on its loco-
motion mechanism in detail. Especially, we focus on experimental techniques using 
several fl uorescent dyes, e.g., FM1-43 for functional imaging of specifi c synapses and 
DAF for nitric oxide release from the ventral nervous system following different forms 
of stimulation. Finally, we conclude this chapter with a discussion on future studies of 
this animal with respect to learning and memory and imaging techniques.  

  Keywords      Activity-dependent labeling    •   Ca imaging   • Earthworm    • FM dyes   • 
Lipophilic fl uorescent dye   • Nitric Oxide (NO)              

6.1         Introduction 

 One of the fi rst and most famous experimenters using the earthworm was Charles 
Darwin. He investigated the earthworm for approximately 40 years after he pub-
lished a book on soil in 1837. He published his famous book  The Formation of 
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Vegetable Mould through the Action of Worms, with Observations on their Habits  in 
1881 as his last study. In this book, he mentioned the intelligence of this small ani-
mal, partly concerning their learning and memory abilities. 

 On the other hand, many people have their fi rst experience performing biological 
experiments using the earthworm because of the frequent use of this animal as a 
specimen for physiological experiments during undergraduate studies. The earth-
worm  has three giant nerve fi bers: one medial giant fi ber (MGF) and a pair of lateral 
giant fi bers (LGFs, Fig.  6.1 ) (Edwards and Loftly  1972 ;    Mill  1982 ). We can measure 
the propagation of action potentials along these giant fi bers using a simple nerve box 
as a source of extracellular potential, and this simple experimental setup has been 
used for elementary experiments for newcomers to the Department of Biology. 

  Fig. 6.1    Earthworm,  Eisenia fetida  ( a ), and its nervous system ( b )       
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However, the neuronal function of the earthworm and its relationship to behavior 
are still mostly unknown.

   Therefore, we have investigated the relationship between the nervous system and 
behavior of the earthworm,  Eisenia fetida , for the last 20 years using conventional 
electrophysiology and optical imaging techniques for Ca, nitric monoxide  (NO), 
immunohistochemistry, and activity-dependent presynaptic imaging. In this chap-
ter, we describe the strategies we have used to understand the behavior of this ani-
mal with several powerful imaging techniques.  

6.2     Optical Imaging of the Nervous System Using Specifi c 
Fluorescent Dyes 

 Figure  6.2  contains a summary of several imaging techniques that are used to 
 investigate neuronal networks and their functions. Electron microscopy is the basic 
tool for investigating synaptic connections in the nervous system (Fig.  6.2a ). This 
fi gure reveals the huge axons of the MGF and LGFs in the ventral nerve cord (VNC) 
and the complicated structure of the neuropile. Because electron microscopy is the 
only method that can be used to identify the location of synapses and to understand, 
the reconstruction of the synaptic connections is a laborious task. Recently, the 
development of low-pressure scanning electron microscopy and sequential 
 large-fi eld sectioning instruments has enabled the high-throughput reconstruction 
of the nervous system, and this approach has been named as “connemics” or the 
 “connectome” (Lichtman and Denk  2011 ).

   For neuroethological investigations, knowledge of the innervations and projec-
tions between neurons is crucial. One approach to visualize the nervous system is 
the application of several kinds of fl uorescent dyes to the target neurons. Figure  6.2b  
illustrates the application of two types of lipophilic fl uorescent dyes  (DiI and DiA) 
to the cut ends of the left and right segmental nerves. This double-staining technique 
can visualize projection neurons to each and also both sides of the muscles and body 
wall. The cell bodies of these projection neurons are clearly visualized in vivo, and 
the combination of this technique with intracellular recording enables the investiga-
tion of the neural network and its function simultaneously. Furthermore, by backfi ll-
ing with fl uorescent Ca indicators from a specifi c segmental nerve, we can investigate 
neuronal activity and also functional synaptic connections that are related to spe-
cifi c earthworm behavior. 

 Without staining, we can visualize neurons and several fi ne axons in the nervous 
system. The nervous system of the earthworm is opaque, and the insertion of an 
intracellular electrode or application of a patch electrode is diffi cult without  staining. 
However, by using differential interference contrast (DIC) microscope with infrared 
illumination, we can easily apply electrophysiological techniques to the nervous 
system without staining (Fig.  6.2c ). After the electrophysiological experiment is 
complete, microinjection of a fl uorescent dye from the microelectrode enables the 
visualization of the structure of the target neuron in detail. 

6 Optical Imaging of Earthworm Nervous System



92

 Finally, we do not forget the use of conventional immunohistochemistry 
(Fig.  6.2d ). In this fi gure, neurons containing the neurotransmitter serotonin (5-HT) 
are visualized. Although this is an old technique, a combination of this technique 
and other imaging and/or electrophysiology methods is fundamental for neuroetho-
logical investigations characterizing specifi c neurons. In the ventral  nervous system 
of the earthworm, we found specifi c neurons with two neurotransmitters, 5-HT and 
FMRF amide , that control the circular and longitudinal muscles, respectively. These 
specifi c neurons are important for the coordinated contraction of muscles during 
locomotion.  

  Fig. 6.2    Several types of imaging techniques that are useful for neuroethological studies. ( a ) Cross 
section of the ventral nerve cord (VNC) of the earthworm. MGF and a pair of lateral giant fi bers 
(LGFs) are observed on the dorsal side. Cell bodies of neurons with huge nuclei are located in the 
peripheral region of the VNC. ( b ) Retrograde trace of neurons using lipophilic fl uorescent dyes 
(DiI and DiA). Two different dyes were applied to the right and left cut ends of the fi rst segmental 
nerves, and the cell bodies of the projection neurons are imaged with  red  and  green color s. In the 
middle part of the VNC, a yellow-colored neuron indicates a projection neuron to both the right 
and left segmental nerves. ( c ) Differential interference contrast microscopy with infrared illumina-
tion. This method is useful for inserting a microelectrode into specifi c neurons without staining. 
( d ) Immunohistochemistry of the VNC using an anti-serotonin antibody. This old method has been 
revived following the development of several new fl uorophores for multicolor staining       
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6.3     NO Release from the Nervous System 

 In this section, we present an imaging technique for visualizing neuronal function, 
especially signal transduction. Several types of fl uorescent indicators have been 
developed and applied in neuroethological studies. Ca indicators have been used to 
visualize multi-neuron activity in the nervous system, and some of their applica-
tions are presented in another chapter of this book. We, therefore, present other 
kinds of fl uorescent dyes in this chapter. 

 NO is responsible for various types of neuromodulation in vertebrate and inver-
tebrate nervous systems (for reviews, Garthwaite and Boulton  1995 ; Jaffrey and 
Snyder  1995 ). NO was also found to be involved in the chemical modifi cation of 
serotonin into inactivate forms (Blanchard et al.  1997 ). For example, the neuro-
modulatory effect of serotonin on cholinergic synapses in the buccal ganglion of 
 Aplysia  is reduced in the presence of an NO donor due to serotonin inactivation by 
NO-derived nitrogen oxide (Fossier et al.  1999 ). In the distal colon of the guinea 
pig, the secretion of chloride by serotonin is possibly induced via the activation of 
NO-producing neurons (Kadowaki et al.  1996 ; Kuwahara et al.  1998 ). Evidence of 
a physiological interaction between NO and serotonin is also supported by the mor-
phological relationships between NO synthase -containing neurons and serotoner-
gic neurons (Kadowaki et al.  1999 ). 

 At the present time, there are two plausible methods to detect NO: NO-sensitive 
dye staining and NO-selective microelectrodes. The fi rst method is convenient for 
screening the production of NO, and the second method is useful for the quantitative 
evaluation of NO release from the nervous system. 

 We successfully showed that the VNC of the earthworm produces NO as a neu-
romodulator by visualizing the spatial pattern of NO production in the VNC using 
an NO-specifi c fl uorescent dye , DAF-2 DA (   Kitamura et al.  2001a ,  b ). The mecha-
nism for detecting NO with DAF-2 DA and typical imaging of spontaneous NO 
production in the ventral nerve cord (VNC) of the earthworm are illustrated in 
Fig.  6.3a, b , respectively. This previous study revealed that the VNC contains 
approximately 70 nitrergic neurons on the ventral side, which were identifi ed using 
nicotinamide adenine dinucleotide phosphate diaphorase (NADPH-d) histochemis-
try, and suggested that basal NO production from these neurons is relatively high 
compared with other previously reported nervous systems (Moroz et al.  1995 ; 
Kobayashi et al.  2000a ,  b ). It also showed that high K +  stimulation induces further 
NO production, resulting in the diffusion of NO to the giant fi bers on the dorsal side. 
The axons of the ventrolateral serotonergic cells in the VNC are connected to the 
MGF (Lubics et al.  1997 ), and the propagation of action potentials in the MGF can 
be modulated by the addition of 10 μM serotonin. These fi ndings suggest a physi-
ological interaction between NO and serotonin in the earthworm VNC. However, 
the role of serotonin in the mechanism of NO  production in nervous systems, 
including that of the earthworm VNC, has not been investigated. Recently, we found 
that inhibition of serotonin-induced NO production causes the suppression of 
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associative learning between vibration (conditioned  stimulus) and light (uncondi-
tioned stimulus) in the earthworm. Furthermore, the injection of serotonin into the 
body cavity enhances the acquisition of this associative learning. These results indi-
cate the essential interest in NO and associative learning, and quantitative investiga-
tions between NO production and learning are required. We, therefore, developed 
an NO-selective microelectrode (Kitamura et al.  2000 ,  2003 ) for further study.

6.4        Activity-Dependent Observation of the Presynaptic 
Region with FM1-43 

 The typical locomotory behavior  of the earthworm s  is creeping. The earthworm shrinks 
and elongates its body wall periodically with the regular contraction of the circular and 
longitudinal muscles. We found that the neural activity of this muscle contraction is 
induced by a neuromodulator, octopamine, without effectors or sensory feedback 
 (fi ctive locomotion). The application of octopamine to the isolated VNC induces rhyth-
mic neuronal activity observed in the segmental nerve cord, and the frequency of this 
neuronal activity depends on the concentration of octopamine (Mizutani et al.  2002 , 

DAF-2 DA

a

b

DAF-2 DAF-2T

NO

Cell membrane

Ventral side (20 µm depth, bar=100 µm)

Control 5 min

  Fig. 6.3    Nitric oxide (NO) 
detection using a fl uorescent 
probe. ( a ) Mechanism for 
detecting the release of NO 
using the fl uorescent probe 
DAF-2. DAF-2 DA is cell 
membrane permeable because 
of its acetoxymethyl residue. 
After crossing the cell 
membrane, DAF-2 DA is 
transformed into DAF-2, 
which is not membrane 
permeable, by esterase 
activity in the cell. Finally, 
DAF-2 captures NO and 
changes its form to DAF-2T 
and fl uoresces. Notice that the 
fl uorescent intensity of 
DAF-2T does not decrease 
with NO decrease. ( b ) Typical 
imaging of spontaneous NO 
production in the ventral 
nerve cord of the earthworm 
(modifi ed from Kitamura 
et al.  2001a ,  b )       
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 2004 ). The simultaneous measurement of muscle contraction and neuronal activity 
from the segmental nerve cord is shown in Fig.  6.4a . Previously, we confi rmed that the 
neuronal activity from the left and right segmental nerve cord is coincident during fi c-
tive locomotion, and octopamine induces the huge contraction of the circular muscles 
with more frequent neuronal activity (Fig.  6.4b ). However, the motor neurons and 
interneurons underlying fi ctive locomotion were still unknown at that time; therefore, 
we tried to identify such neurons using optical imaging techniques.

   The development of various imaging techniques and fl uorescent dyes has enabled 
researchers to visualize the mobilization of various substances in neurons. We have 
various choices for Ca indicators , for example, Fura-2, Fluo-3 and Fluo-4, and 
Calcium Green-1, and also several kinds of fl uorescent protein-based Ca sensors, 
including Cameleon (Miyawaki et al.  1997 ). We previously examined Ca wave 

  Fig. 6.4    Circular muscle contraction induced by octopamine. ( a ) Diagram of a semi-intact 
 preparation. A small thread which is connected to a force transducer via a pulley is hooked in the 
middle part of the dissected body wall. The electrical activity of motor neurons was recorded 
simultaneously from the cut end of the fi rst segmental nerve in the same segment using a glass 
suction electrode. ( b)  The simultaneous recording of muscle contraction and electrical activity 
from projecting nerves. In control preparations, electrical activity was only seen at the onset of a 
contraction. At 10 –4  M octopamine, electrical activity occurred throughout much of the contraction 
period (modifi ed from Mizutani et al.  2002 )       
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propagation induced by electrical tetanic stimulation in the earthworm giant axon 
using Calcium Green-1 (Ogawa et al.  1994 ; Ogawa and Oka  1996 ). Furthermore, by 
using voltage-dependent fl uorescent dyes  (RH and JPW series dyes, see recent 
review, Chemla and Chavane  2010 ) and voltage-sensitive fl uorescent proteins 
(VSFP series proteins, see Mutoh et al.  2011 ), direct measurement of membrane 
potential as an indicator of neuronal activity has been developed. Optical recording 
using voltage-sensitive dyes and proteins enables us to study the spatial pattern of 
stimuli-induced depolarization and hyperpolarization at a high time resolution. 
However, the location of individual neurons activated by the mechanical stimuli and 
their connectivity remains unknown. Lucifer yellow and sulforhodamine are often 
used as markers of neuronal activity (Wilcox and Franceschini  1984 ; Keifer et al. 
 1992 ;    Kimura et al.  1998 ). On the other hand, the styryl dye  N -(3- triethyl-
ammoniumpropyl)-4-(4-(dibutylamino)styryl)-pyridinium dibromide (FM1- 43  , 
Fig.  6.5a  is useful for visualizing active synapses (Betz and Bewick  1992 ; Betz et al. 
 1992 ). When the internalization of membrane vesicles occurs in the presence of 
FM1-43, the dye is trapped inside the endocytosed vesicles. Then, when the dye is 
removed from the external medium, the FM1-43-labeled vesicles can be detected 
fl uorescently (Betz and Bewick  1992 ; Betz et al.  1992 ). The fl uorescence intensity 
decreases when the dye-loaded vesicles are exocytosed again and release the dye to 
the outside medium (Betz and Bewick  1992 ; Betz et al.  1992 ; Klingauf et al.  1998 ). 
We applied FM1-43 staining to the VNC of the earthworm and confi rmed the neu-
ronal activity-dependent staining of the VNC with FM1-43 (Shimizu et al.  1999 ). 
The same technique was also applied to intact neural preparations from 
 Caenorhabditis elegans , lamprey, and rat (Kay et al.  1999 ). We, therefore, applied 
activity-dependent labeling  with FM1-43 to the nervous system of the earthworm to 
determine the location of neural activity during fi ctive locomotion.

   We investigated fl uorescent staining of the VNC with FM1-43 and observed the 
fl uorescent spots as a function of the concentration of octopamine (Mizutani et al. 
 2003 ). The intensity of each fl uorescent spot increased with increasing octopamine 
concentration. An analysis of the fl uorescence intensity of the spots relative to octopa-
mine concentration showed that two response patterns were present (Fig.  6.5b ). One 
group of spots responded at low concentrations of octopamine (10 −7  M) and was satu-
rated at 10 −5  to 10 −4  M (high-affi nity group; Fig.  6.5b , plotted as diamonds). The other 
group of spots responded from 10 −5  M and was saturated at 10 −4  to 10 −3  M (low-affi nity 
group; plotted as triangles), in a manner similar to the sensitivity of the motor pattern 
response to exposure to octopamine (plotted as circles). The octopamine concentrations 
for the half-maximal responses in the high- and low-affi nity groups were 1.0 × 10 −6  M 
and 2.0 × 10 −5  M, respectively, while that of the motor pattern was 1.0 × 10 −6  M. 

 The voltage-sensitive dye ww-781 can be applied after monitoring FM1-43 
uptake to visualize the location of neurons and presynaptic regions. Because 
ww-781 is lipophilic and stains neuronal cell membranes, we inverted the acquired 
fl uorescence images to visualize neuronal cell bodies and then superimposed the 
FM1-43 fl uorescent images over the ww-781 inverted fl uorescent images (Fig.  6.5c ). 
FM1-43 spots from the group with a high affi nity to octopamine were located at 
10–15 μm from the edge of the VNC, between the fi rst and second/third lateral 
nerves (Fig.  6.5c , yellow area), while those from the low-affi nity group were located 
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at 5–10 μm from the edge of the VNC, between the fi rst and second/third lateral 
nerves and the center of the VNC (Fig.  6.5c , red area). We magnifi ed the red and 
yellow fl uorescent spots in the rectangular areas of Fig.  6.5c  by a factor of three and 
show the area with a higher fl uorescence intensity in Fig.  6.5c . In this way, bright 
fl uorescent FM1-43 spots of 1–2 μm in diameter were observed on the cell  membrane 
of neuronal cell bodies.  

  Fig. 6.5    Functional synaptic visualization with FM1-43. ( a ) Mechanism for staining the active 
presynaptic terminal with FM1-43. ( b ) Dose dependence of the relative fl uorescence intensity as a 
function of octopamine concentration. Two-response patterns were observed. One group of spots 
(high affi nity;  diamonds ) responds to low concentrations of octopamine and saturates at 10 −5  to 
10 −4  M. The other group (low affi nity;  triangles ) responds to octopamine concentrations in excess 
of 10 −5  M and saturates at 10 –4  to 10 −3  M, in a manner similar to the motor pattern response ( cir-
cles ). The  bar  indicates S.D. ( c ) The  yellow areas  indicate the FM1-43 fl uorescent spots with a 
high affi nity to octopamine. The  red areas  indicate low-affi nity regions. The  blue background  is 
the inverted ww-781 fl uorescence image. Scale bar = 5 μm. The  arrowhead  indicates the anterior 
side (modifi ed from Mizutani et al. ( 2003 ))       
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6.5     Future Directions of Earthworm Neuroethology 
with Imaging Techniques 

 In this chapter, we briefl y introduced several imaging techniques that can be used to 
understand the function of the ventral nervous system of the earthworm. These 
experimental techniques are fundamental and nonrestrictive for studies of the earth-
worm, and combinatorial approaches with these methods will become powerful 
tools to understand the behavior of this animal. For example, behavioral experi-
ments with FM1-43 staining may reveal the functional networks for specifi c behav-
iors. According to this line of work, we aim to visualize the specifi c neural networks 
for fi ctive locomotion and also for associative learning between vibration and light. 
Furthermore, Ca imaging is useful to observe the neural activity from many neurons 
simultaneously. We successfully visualized several neurons using a dextran- 
conjugated Ca indicator that was applied to the cut end of the segmental nerve cord 
and measured neuronal activity during fi ctive locomotion. The combination of con-
ventional electrophysiology, Ca imaging, and FM1-43 will clarify the neuronal 
basis of the behavior of the earthworm.     
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    Abstract     Visualizing the activity of nerve cells using genetically encoded indicator 
proteins has emerged to a widely used technique in the fi eld of neuroscience. In 
particular, intracellular Ca 2+  dynamics represents a parameter that is closely corre-
lated with neuronal excitation, and a variety of genetically encoded Ca 2+  sensors 
have been developed. The fruit fl y  Drosophila melanogaster  is an extremely useful 
model organism to use these indicators because of its sophisticated genetic tools to 
express an artifi cial genetic construct in a spatially and temporally controlled pat-
tern within the nervous system. Binary expression systems, for which large amount 
of different fl y strains exist, enable a targeted expression in selective neuronal popu-
lations. Advanced fl uorescence microscopical visualization techniques (see Part 3) 
allow for real-time monitoring of neural activity patterns. In  Drosophila , optical 
Ca 2+  imaging has been used to analyze basic principles of neuronal coding and pro-
cessing, e.g., olfactory coding, visual stimulus processing, taste perception, mecha-
nosensation, or learning and memory. In this chapter, we will review how genetic 
targeting methods can be used in  Drosophila  to monitor neural Ca 2+  activity in vivo 
in order to study how individual neurons or neuronal ensembles encode stimulus 
information.  

    Chapter 7   
 Monitoring Neural Activity with Genetically 
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7.1         Introduction 

  Drosophila melanogaster  is one of the most important model organisms for vari-
ous fi elds of biological research, such as genetics, developmental biology, or neu-
roscience. The fruit fl y is easy to breed, and it produces much offspring in short 
generation cycles. Under ideal conditions, the development from egg to adult takes 
only ca. 10 days at 25 °C. Moreover, the fruit fl y exhibits a wide array of stereo-
typed and nonstereotyped, fl exible behaviors, covering simple refl exes such as 
phototaxis (Benzer  1967 ) or chemotaxis (Vosshall and Stocker  2007 ); circadian 
behavior and sleep (Hendricks et al.  2000 ); more complex behavioral patterns, 
e.g., courtship (von Philipsborn et al.  2011 ) or aggression (Dankert et al.  2009 ; 
Hoyer et al.  2008 ); and behavioral plasticity, e.g., olfactory learning and memory 
formation (Fiala  2007 ). 

 The brain of the fruit fl y, which controls these behaviors, is composed of ca. 
100,000 neurons (Chiang et al.  2011 ; Shimada et al.  2005 ). As a general principle, 
their cell bodies are distributed at the outer surface of the brain, whereas their pro-
cesses innervate the interior side of the brain and form the synaptic neuropils. 
Decades of research have led to a fairly good description of the neuronal structures 
and connectivities within the  Drosophila  brain. A recent construction of a meso-
scopic map of the fruit fl y brain has, for example, suggested that the  Drosophila  
brain consists of 41 local processing units, six hubs, and 58 tracts (Chiang et al. 
 2011 ). It is obvious that the numbers of nerve cells and structurally identifi able 
brain regions are much smaller than those of higher vertebrates, which facilitates of 
course the analysis of circuits underlying behavior. However, the most important 
advantage of  Drosophila  when compared with other organisms relies on sophisti-
cated gene-expression systems that can be used, for example, to monitor and manip-
ulate neural activity in vivo. 

 Genetic germline transformation techniques based on the  P  element transposon 
(Spradling and Rubin  1982 ) have initially been used to identify and disrupt genes 
and their regulatory elements. But  P  elements carrying regulatory elements are also 
used to induce gene expression, e.g., of fl uorescent sensor proteins, in a cell type- 
specifi c spatiotemporal pattern (Duffy  2002 ; Venken et al.  2011 ). The combination 
of a wide array of behavioral paradigms, a relatively small brain, and sophisticated 
expression systems with new tools to monitor and manipulate neural activity turns 
 Drosophila  into an excellent model system to study the complexity of a brain in 
detail. This chapter will provide a brief introduction in  Drosophila  genetics, a sum-
mary of the available genetic tools to visualize neural activity, and examples of their 
applications in  Drosophila  neurobiology.  
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7.2     Gene-Expression Systems in  Drosophila  

 Specifi c behaviors of animals are often generated and organized by activity patterns 
across ensembles of neurons mediating sensory processing, decision-making, and 
motor control. Analyzing the neural processes that underlie a specifi c behavior thus 
requires measuring neural activity in vivo. In  D. melanogaster , transgenes for moni-
toring neural activity can be targeted to almost any population of neurons using 
binary expression systems (Venken et al.  2011 ). 

 A binary expression system consists of a transcription activator and its target 
sequence to which the transcription activator binds. These two elements are sepa-
rated on two different transgenic  Drosophila  strains, a “driver strain” that deter-
mines where and when the gene of interest is expressed and a “responder strain” that 
determines which gene of interest is actually expressed. The GAL4/UAS system 
was the fi rst and is still the most widely used binary system developed for  D. mela-
nogaster  (Brand and Perrimon  1993 ) (Fig.  7.1 ). The key for this was the fi nding that 
the transcription activator GAL4 identifi ed in the yeast  Saccharomyces cerevisiae  
functions also well in the fruit fl y when a responsive DNA element for it, called the 
upstream activation sequence (UAS) element, is present (Fischer et al.  1988 ). In the 
GAL4/UAS system, the two elements are now separated on a GAL4 strain (“driver 
strain”) and a UAS strain (“responder strain”). If both strains are crossed, the F1 
generation carries both transgenic DNA insertions, and the transcription factor 
GAL4 can bind to the UAS sequence that induces the expression of the desired 
gene, e.g., a Ca 2+  sensor (Fig.  7.1a, b ).

   This principle is not limited to  Drosophila,  and the GAL4/UAS system is also 
used in other genetically tractable organisms such as zebrafi sh or mice (Ornitz et al. 
 1991 ; Scheer and Campos-Ortega  1999 ). The beauty of the GAL4/UAS system in 
 Drosophila , however, relies on a very large collection of fl y strains; thousands of 
GAL4 strains have been created by random  P  element insertion, and each strain 
expresses GAL4 in a designated spatiotemporal pattern (Hayashi et al.  2002 ) 
(Fig.  7.1c ). Moreover, a variety of defi ned promoters, such as the pan-neuronal 
ELAV promoter (Yao and White  1994 ) and the eye-selective GMR promoter (Hay 
et al.  1994 ), have been used to generate tissue-specifi c GAL4 strains. Recently, 
GAL4 strains that drive gene expression in more restricted patterns were systemati-
cally generated by inserting small fragments from the fl anking noncoding and 
intronic regions of genes (Pfeiffer et al.  2008 ). This can lead to a transgene expres-
sion in small subsets of cells, e.g., very few selected neurons within the brain. 
Furthermore, the effi cacy of the GAL4 system was improved by optimizing factors 
that affect the pattern and strength of GAL4-driven expression such as codon usage, 
mRNA stabilization, transcription activation domain, and the number of UAS sites 
(Pfeiffer et al.  2010 ). A variety of additional techniques have been developed to 
further narrow down the expression of the transgene of interest in time and space. 
Genetic mosaics can be created using the MARCM system (Wu and Luo  2006 ) that 
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enables a transgene expression in clones of neurons derived from a common  ancestor 
cell (Kohatsu et al.  2011 ). Various so-called intersectional strategies have also been 
developed to refi ne the pattern of GAL4-driven gene expression, such as the expres-
sion of the GAL4 inhibitor GAL80 in addition to GAL4 but in a different, overlap-
ping subset of cells (Lee and Luo  1999 ), or the random induction of transgene 
expression using a fl ippase (Flp) and other recombinases (Nern et al.  2011 ). 
In the “split GAL4” system, a functional GAL4 protein can also be created by an 
independent expression of two parts of it, and the expression of both parts can be 
genetically targeted to different, overlapping subsets of cells (Luan et al.  2006 ). 
Lastly, alternative binary systems have recently been described, such as the LexA 
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  Fig. 7.1    Genetic tools to express a GECI construct in tissue-specifi c manner. ( a ) Illustration of the 
binary GAL4/UAS expression system. In the transgenic progeny obtained from a genetic cross of 
a GAL4 strain and a UAS-GECI strain, the indicator is expressed in a specifi c cell population 
defi ned by the parental GAL4 strain (Brand and Perrimon  1993 ). ( b ) A genetic cross to obtain 
Cameleon 2.1 expression in Johnston’s organ (JO) neurons. JO-GAL4 is a driver strain that 
expresses GAL4 in JO neurons (Kamikouchi et al.  2009 ). When this GAL4 fl y is crossed to the 
responder strain UAS-Cameleon 2.1 (Fiala and Spall  2003 ), progeny containing both elements is 
produced. The presence of GAL4 drives expression of Cameleon 2.1 ( green ) in the JO neurons. 
The  dotted line  indicates the array of cell bodies of JO neurons. ( c ) The enhancer-trapping method. 
A  P  element carrying an exogenous transcription factor such as the GAL4 transcriptional activator 
is randomly mobilized throughout the genome, bringing the expression of GAL4 under the control 
of endogenous tissue-specifi c enhancers (Duffy  2002 )       
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system and the QF system (Lai and Lee  2006 ; Potter et al.  2010 ). All of those 
 technical refi nements allow for a very precisely controllable expression of the trans-
gene of interest, which can, of course, be a Ca 2+  sensor protein.  

7.3     Genetically Encoded Ca 2+  Indicators 

 Genetically encoded Ca 2+  indicators (GECIs) [also called fl uorescent calcium 
 indicator proteins (FCIPs)] are widely used to image activity in defi ned neuronal 
populations. GECIs consist of a calcium-binding domain such as calmodulin or 
troponin C, which is fused to GFP-derived fl uorescent proteins (Mank et al.  2008 ; 
Miyawaki et al.  1997 ; Nakai et al.  2001 ). Two principal kinds of Ca 2+  sensor pro-
teins have been described, single-chromophore sensors and two-chromophore sen-
sors. In single- fl uorescent-protein indicators, the fl uorescence intensity of a 
modifi ed fl uorescence protein is modulated by calcium-binding-dependent changes 
in the chromophore environment. These indicators show very low fl uorescence at 
the unbound state but increase their emission intensities drastically after binding 
calcium. Among them, the GCaMP (Nakai et al.  2001 ) is the most widely used one 
across multiple model organisms from nematodes, fruit fl ies, zebrafi sh to mice 
(Hasan et al.  2004 ; Higashijima et al.  2003 ; Kerr et al.  2000 ; Wang et al.  2003 ). 
GCaMP consists of an enhanced GFP that has been circularly permuted (cpEGFP) 
such that new N- and C-termini have been introduced. To the new termini, a 
calmodulin sequence and the calmodulin-binding M13 fragment of myosin light 
chain kinase have been fused (Nakai et al.  2001 ). When Ca 2+  binds to calmodulin, 
conformational changes due to the Ca 2+ –calmodulin–M13 interaction induce a sub-
sequent conformational change in cpEGFP such that the emission intensity changes 
when the chromophore is excited. Site-directed mutagenesis has improved the 
GCaMP indicators signifi cantly (Muto et al.  2011 ; Tian et al.  2009 ). In  Drosophila , 
the version GCaMP3 is widely used to monitor neural Ca 2+  activity in intact fl ies 
(Chiappe et al.  2010 ; Seelig et al.  2010 ), and it shows high signal-to-noise ratio, 
high sensitivity with respect to transient neural activity, and fast kinetics in vivo 
(Tian et al.  2009 ). 

 In two-chromophore indicators, calcium binding modulates the effi ciency of 
Förster resonance energy transfer (FRET) between a pair of fl uorescent proteins, 
usually an enhanced cyan (eCFP) and an enhanced yellow (eYFP) fl uorescent pro-
tein (Miyawaki et al.  1999 ; Miyawaki et al.  1997 ), between which a calcium- binding 
domain is sandwiched. If the eCFP (donor chromophore) is excited at ~440 nm 
wavelength, the emission light energy is transferred to the eYFP (acceptor chromo-
phore) in the form of FRET, which decreases the emission intensity from the donor 
chromophore and increases the emission intensity from the acceptor chromophore. 
As a result the ratio of emissions between these chromophores refl ects the extent by 
which intracellular calcium concentration changes. Such ratiometric, FRET-based 
Ca 2+  indicators have potential advantages over single-fl uorescent-protein GECIs, 
including higher baseline brightness and relative insensitivity to motion artifacts 
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because of wavelength ratioing. A drawback of the ratiometric indicators relies on 
the relatively small fl uorescence changes caused by FRET, which results in a lower 
signal intensity when compared to single-chromophore sensors. Calmodulin-based 
two-chromophore indicators, such as Cameleon (Fiala et al.  2002 ; Miyawaki et al. 
 1999 ) and D3cpVenus (Hendel et al.  2008 ; Palmer et al.  2006 ), or the troponin 
C-based indicator such as TN-XXL (Mank et al.  2008 ) has been successfully used 
in  Drosophila . Technically, two-chromophore sensors are more complicated to use 
as its application requires the simultaneous recording of two wavelengths. A CCD 
camera with a beam splitter device or two detectors with different emission fi lters 
enables such dual-channel imaging. 

 By choosing GAL4 fl y strains from the available collections, GECIs can be tar-
geted to virtually any neurons of interest (Fig.  7.2 ). These probes translate a change 
in ion concentration into changes in the fl uorescence (Palmer and Tsien  2006 ). 
Thereby, the activity of large populations of genetically and functionally related 
neurons can be monitored simultaneously, which overcomes the spatial limitations 
of electrode recordings. Whereas electrophysiological recordings using electrodes 
monitor changes in membrane or fi eld potential of individual neurons or neuronal 
populations, Ca 2+  sensors exploit the fact that changes in membrane potential are 
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  Fig. 7.2    Stimulus-evoked calcium signals. Ca 2+  signals in the AL ( a ) and the JO neurons ( b ) in 
response to odor and sound, respectively, were recorded. The  circles  in the  left panels  indicate the 
regions in which calcium signals were monitored.  Dashed line  indicates the midline of the brain. 
Each stimulus-evoked reciprocal fl uorescent changes (Δ F / F  0 ) between eCFP ( blue line ) and 
eYFP ( yellow line ) by FRET ( middle panels ). ∆ R / R  0  (%) is the change in eYFP/eCFP fl uores-
cence ratio, where  R  is the average eYFP/eCFP ratio before stimulus onset and ∆ R  is the deviation 
from  R  ( right panels ). Scale bar in the  left panels  = 50 μm. Lines with characters L and P in the 
left panels indicate the directions to the lateral and posterior, respectively [modifi ed from 
Kamikouchi and Ito ( 2007 )]       
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typically accompanied by an increase in intracellular Ca 2+  concentrations. Moreover, 
genetic probes are continuously expressed in vivo, which facilitates long-term and 
repeated measurements in genetically specifi ed neurons. On the other hand, the 
main advantage of electrode recordings—the enormously high sensitivity and very 
high temporal resolution—cannot be reached using Ca 2+  imaging. 
Electrophysiological recordings and optical imaging of Ca 2+  activity have, there-
fore, both advantages and limitations, and the electrode and genetic probes represent 
complementary tools to study the property of a neural circuit.

   It should also be noted that Ca 2+  imaging is not the only way of monitoring 
 correlates of neural activity. Indicators reporting other aspects of neuronal function 
have been used in  Drosophila  as well. SynaptopHluorin is a genetically encoded 
sensor of neurotransmitter release and monitors the intravesicular change in pH 
value associated with vesicle fusion to the membrane (Miesenbock et al.  1998 ; Ng 
et al.  2002 ). Alternatively to fl uorescence sensors, GFP-aequorin is a Ca 2+ -sensitive 
bioluminescent photoprotein for probing the different dynamic aspects of Ca 2+  sig-
naling (Martin et al.  2007 ). In this case no excitation light is required and intracel-
lular Ca 2+  infl ux is directly refl ected in photon emission. Although aequorin offers a 
large dynamic range, less than one photon is generated per aequorin molecule, so 
that the bioluminescence is very dim and diffi cult to visualize with good spatial 
resolution. A neuromodulator sensor called “Tango” has been recently developed, 
which can be used to visualize sites of neuromodulation (Inagaki et al.  2012 ).  

7.4     Experimental Design 

7.4.1     Fly Strains 

 A large collection of driver and responder strains are available from the stock centers 
for  D. melanogaster .

   Bloomington  Drosophila  Stock Center, Indiana University, USA. 
 (  http://fl ystocks.bio.indiana.edu/    )  
   Drosophila  Genetic Resource Center, Kyoto Institute of Technology, Japan. 
 (  http://kyotofl y.kit.jp/cgi-bin/stocks/index.cgi    )     

7.4.2     Preparation for Imaging the Brain 

 The  Drosophila  brain is small enough to image large parts of its circuitry simultane-
ously. A major hindrance is, however, the pigmented cuticular exoskeleton that cov-
ers the fl y’s body surface. Parts of the cuticular head capsule have to be removed to 
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provide optical access to the brain, which can be done by using fi ne forceps, splints, 
or a razor blade or an injection needle. An alternative approach is to completely 
expose the brain and use this isolated brain preparation (Shang et al.  2011 ). 

 Several types of imaging platforms such as a plastic cover slip or aluminum foil 
have been used to mount the fl y (Fiala and Spall  2003 ; Joesch et al.  2008 ). An air- 
supported ball system has also been used for imaging the brain of a behaving fl y 
under tethered condition (Chiappe et al.  2010 ; Kohatsu et al.  2011 ). In all cases, 
reducing movement artifacts by immobilizing the head is necessary to obtain high 
signal-to-noise ratio. Beeswax, silicone wax, and dental glue that are harmless to 
the animal are typically used to attach the fl y head to the imaging platform.  

7.4.3     Preparation for Imaging Sensory Organs 

 Because sensory neurons of insects are often associated with specialized cuticular 
structures such as bristles, hairs or sensillae, nondestructive imaging through the 
intact cuticle is in these cases required. Such noninvasive imaging is possible for 
sensory neurons located closely underneath the cuticle (Kamikouchi et al.  2009 , 
 2010 ; Pelz et al.  2006 ). A fl uorescent sensor protein with strong baseline fl uores-
cence is useful to locate the sensory neuron of interest before the onset of the stimu-
lus. Also in this case, immobilizing the body parts to be imaged is, of course, a 
critical step to get high signal-to-noise ratio.  

7.4.4     Equipments and Data Analysis 

 In general the imaging equipment includes a fl uorescence microscope, a light source 
for fl uorophore excitation, and an emission light detector. Although the most power-
ful systems for Ca 2+  imaging are probably laser-scanning microscopes, e.g., confo-
cal laser-scanning or the two-photon microscopes, a simple combination of a 
standard upright epifl uorescence microscope and a charge-coupled device (CCD) 
camera can for most applications deliver high-quality images. Once time series 
images of the GECI emission intensity are recorded, their fl uorescence intensity can 
be analyzed off-line. Image processing, fi ltering, and averaging can all be used to 
eliminate noise and enhance calcium signals. For details of the imaging equipment 
and data analysis, see Part 3 (“Optical recording techniques”).  

7.4.5     Control of the Expression Level 

 Because GECIs are also Ca 2+ -buffering proteins and therefore are potentially cyto-
toxic, optimizing the magnitude of expression to balance signal levels and 

A. Kamikouchi and A. Fiala



111

cytotoxicity is required on a case-by-case basis. On the other hand, higher 
 expression levels make the detection of fl uorescence signals easier. Although a 
 possible perturbation of endogenous Ca 2+  signaling by the Ca 2+ -buffering proper-
ties of GECIs has not been detected in  Drosophila  so far (Diegelmann et al.  2002 ; 
Jayaraman and Laurent  2007 ; Reiff et al.  2005 ), we recommend independent tests 
whether the functionality of the system you study is not affected by the expression 
of GECIs, e.g., through behavioral experiments. A couple of methods can be used 
to modify the level of expression. First, the use of homozygous versus heterozy-
gous fl ies for both GAL4 and UAS transgenes alters the expression level. Two (or 
more) copies of a transgene typically result in higher levels of expression. Second, 
fl ies with different insertion sites, or number of UAS sites, can be used to vary the 
level of expression. More than one line for a single GECI is often available, such as 
UAS-Cameleon 2.1 (Fiala et al.  2002 ) and UAS-GCaMP3 (Tian et al.  2009 ), kept 
at the Bloomington  Drosophila  Stock Center. Third, the shift in temperature alters 
the activity of GAL4 in  Drosophila  (Duffy  2002 ). In fl ies maintained at 16 °C, 
GAL4 shows a minimal ability to activate transcription. As the temperature at 
which fl ies are raised is increased, the activity of GAL4 increases. 29 °C provides 
a balance between maximal GAL4 activity and minimal effects on fertility and 
viability of fl ies. This means that by altering the temperature, a wide range of 
expression levels the GECI can be achieved.   

7.5     Examples of Applications 

 Here we exemplify how Ca 2+  imaging in the brain or a sensory organ can be accom-
plished (Fig.  7.2 ). We monitored the neural responses in olfactory sensory neurons 
innervating the antennal lobe (AL), the primary olfactory center in the fl y brain, and 
mechanosensory neurons in the Johnston’s organ (JO), the auditory organ of the fl y 
(Kamikouchi et al.  2010 ). The fl y line UAS-Cameleon 2.1 (Diegelmann et al.  2002 ) 
was crossed to cell type-specifi c GAL4 lines, each of which expresses GAL4 in 
olfactory receptor neurons (Fig.  7.2a ) or in the JO neurons (Fig.  7.2b ), leading to 
restricted Cameleon 2.1 expression in the progeny. The fl ies were anesthetized on 
ice and then affi xed to an imaging platform with a drop of glue. Images in the eYFP 
and eCFP channels were recorded simultaneously several seconds before, during, 
and after the stimuli as described previously (Fiala and Spall  2003 ). A time point is 
chosen before the onset of the stimulus to determine the baseline value for the inten-
sities of the eYFP and the eCFP fl uorescence ( F  0 ) and the eYFP/eCFP ratio ( R  0 ). 
The change in fl uorescence relative to the baseline is calculated as Δ F / F  0  for eYFP 
and eCFP, respectively. Likewise, the change in the ratio is calculated as Δ R / R  0 . 
This ratio change is indicative of alterations in the intracellular calcium concentra-
tion. It is clearly visible that in the case of olfactory receptor neurons, an odor stimu-
lus causes an increase in intracellular Ca 2+ , whereas in the case of JO neurons, sound 
is an adequate stimulus.     
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    Abstract     The number of reports involving the new tools of optogenetics is 
 increasing exponentially to yield detailed insights into anatomical, physiological, 
and pathological issues. These tools help us to tackle major questions regarding the 
function of neural circuits in the mammalian brain, which possesses uncountable 
combinations of neurons. Moreover, rapid progress in diverse collaborations 
between optogenetics and optical imaging technologies will allow us to analyze, 
simultaneously, the activities of multiple neurons and glial cells. As well as activity 
analysis, optogenetics is developing rapidly to support the analysis of stimulation in 
neuronal function. We can now stimulate multiple cell types independently using 
selective molecular tools, such as promoters and gene delivery systems. In addition, 
optical properties also help us to discriminate among subpopulations of cells in 
neuronal networks. The use of light to study the brain has proved to be a remarkably 
fruitful strategy, and indeed optogenetics has given us a green light for the future.  
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8.1         Introduction 

 Optogenetics has been applied to various neurobiological questions to elucidate in 
detail the mechanisms underlying behavior. Optogenetics was established in 2006 
by Karl Deisseroth and colleagues, who expressed a photoactivatable protein called 
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channelrhodopsin-2 (ChR2) in particular neurons to stimulate them specifi cally by 
light. ChR2 thus allows us to control neurons with high spatiotemporal resolution. 
As with calcium imaging, optogenetics provides a molecular tool with which single 
neurons, or populations of neurons, within a network of interest can be studied. 

8.1.1     Optogenetics 

 Trillions of synapses connecting neurons are included in the whole network of 
the mammalian brain (Luo et al.  2008 ). The components of this huge network, 
such as neurons and glias, are well characterized in all areas of the brain. These 
components build up not only a relatively simple system but also an incredibly 
complex system, corresponding to sensory or motor processing and higher cog-
nitive functions, such as the circuits that mediate vision, motor movements, 
breathing/respiration, and sleep/wake architecture. At both levels of complexity, 
the relative contributions of individual cells and the synaptic connections 
between them should be elucidated to understand the mechanisms of informa-
tion processing in the brain. However, precise manipulation of the activities of 
the network has been extremely challenging for traditional electrophysiological, 
pharmacological, and genetic methods (Luo et al.  2008 ; Carter and Shieh  2010 ). 
While numerous successes have been reported with these classical methods, we 
have faced considerable obstacles to achieving spatiotemporal precision in the 
study of neural circuits in vivo. Conventional electrical and physical techniques 
are spatially imprecise, since surrounding cells are also stimulated or inhibited. 
Pharmacological and genetic methods yield better data than electrical and phys-
ical approaches in terms of spatial selectivity, but temporal resolution is still 
insuffi cient for single action potentials. To overcome these limitations, optoge-
netics has been developed as a new set of tools to precisely stimulate (Boyden 
et al.  2005 ; Zhang et al.  2008 ; Berndt et al.  2009 ; Lin et al.  2009 ; Gunaydin 
et al.  2010 ; Li et al.  2005 ; Nagel et al.  2003 ), inhibit neural activity (Chow et al. 
 2010 ; Gradinaru et al.  2010 ; Zhao et al.  2008 ; Gradinaru et al.  2008 ;    Zhang 
et al.  2007a ,  b ), or alter biochemical activity in specifi c cells (Airan et al.  2009 ; 
Oh et al.  2010 ) with high temporal precision and rapid reversibility. These tools 
are activated by light (“opto-”) and are genetically encoded (“-genetics”) to give 
us specifi c control over particular populations of cells in vitro and in vivo 
(Fig.  8.1 ) (Zhang et al.  2006 ; Gradinaru et al.  2007 ; Zhang et al.  2007a ,  b ; 
Zhang et al.  2010 ; Cardin et al.  2010 ). The precise manipulation that these new 
tools permit has facilitated further progress in elucidating structural and func-
tional aspects of neural circuits.
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8.2         Revealing Dynamism Based on Physiological 
and Pathological Neuronal Networks 

8.2.1     Retina 

 Since retinal degeneration is characterized by the progressive loss of rod and cone 
photoreceptors, targeting ChR2 to retinal ganglion cells (RGCs) or bipolar cells 
could theoretically restore light sensitivity to mammalian models of retinal degen-
eration in which most rods and cones are genetically ablated (Tomita et al.  2009 ). 
Expression of ChR2 in either RGCs (Bi et al.  2006 ) or bipolar cells (Lagali et al. 
 2008 ) could indeed restore visual sensitivity in mice with mutations causing rod and 
cone degeneration, as well as in rat models of retinal degeneration caused either by 
genetic mutation (Tomita et al.  2010 ) or toxic light exposure (Tomita et al.  2009 ). 

  Fig. 8.1    Concept of optogenetics. Rhodopsin molecules (here, ChR2, shown on the membrane in 
the foreground and on the neuron just behind it) are expressed in a particular type of neurons using 
molecular tools such as viral vectors or transgenic animals. When a neuron is stimulated by light, 
cations ( green ) enter the cell, which results in excitement of the ChR2-expressing neurons (shown 
as bright spots in the dendrites). Optical fi bers, through which a stimulus light source is introduced, 
are available for in vivo experiments       
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Halorhodopsin (NpHR) could potentially be used in these cells to restore vision, 
because photons naturally cause hyperpolarization of photoreceptors. Interestingly, 
expression of NpHR in the inner retinal layer could restore OFF responses, whereas 
combined expression of NpHR and ChR2 in RGCs could cause them to respond as 
ON, OFF, or even ON-OFF cells depending on the wavelength of light used (Zhang 
et al.  2009 ). The expression of “enhanced” NpHR (eNpHR) in light-insensitive 
cone photoreceptors could substitute for the native phototransduction cascade and 
restore light sensitivity in two mouse models of retinal degeneration (Busskamp 
et al.  2010 ). Importantly, this treatment leads to normal activity in cone photorecep-
tors and RGCs in response to yellow-light stimulation and allows mice to respond 
to changes in light intensity and the direction of motion of visual stimulation. 

 Even in human retinas, eNpHR expression was nontoxic and could rescue light- 
insensitive human photoreceptors ex vivo (Busskamp et al.  2010 ). These results 
demonstrate that optogenetics may be useful for treating various forms of blindness 
in humans. Optogenetics may also be utilized to establish various prosthetic devices, 
such as specialized glasses that increase light intensity, which have been proposed 
to enhance environmental visual stimuli specifi cally for ChR2- or eNpHR- 
transduced neurons in the retina (Cepko  2010 ).  

8.2.2     Refl ex and Innate Behavior 

    Breathing/Respiration 

 Brainstem or spinal cord injury may result in paralysis, which leads to the inability 
to breathe in severe cases. Although the neuronal mechanism of respiration is not 
suffi ciently well understood to restore function to damaged circuits, ChR2-mediated 
photostimulation of motor neurons has recently been reported to recover respiratory 
diaphragmatic motor activity (Alilain et al.  2008 ). In the brainstem, stimulation of 
the retrotrapezoid nucleus produced long-lasting activation of breathing (Abbott 
et al.  2009a ), whereas stimulation of the ventrolateral medulla increased sympa-
thetic nerve activity and blood pressure (Abbott et al.  2009b ). These studies indicate 
that neural and non-neural cell types in the brainstem and spinal cord contribute to 
the regulation of a central autonomic process.  

    Sleep/Wake Circuitry 

 The sleep/wake cycle is one of the most well-defi ned behaviors whose underlying 
principles have been dissected by optogenetic tools. The fi rst use of optogenetics to 
study this system used lentivirus-mediated gene delivery to target ChR2 to 
hypocretin- expressing neurons in the lateral hypothalamus (Adamantidis et al. 
 2007 ). Dysregulation of the hypocretin system, either of the peptide or its receptor, 

A. Cetin and S. Komai



119

causes the sleep disorder narcolepsy. Photostimulation on ChR2-expressing 
 hypocretin neurons increased the probability of sleep/wake transitions 
(Adamantidis et al.  2007 ) and increased neuronal activity in downstream wake-
promoting nuclei (Carter et al.  2009 ). It has also been shown that optogenetic stimu-
lation of the locus coeruleus (LC) produces immediate sleep-to-wake transitions, 
whereas optogenetic inhibition causes a decrease in wakefulness (Carter et al. 
 2010 ). In addition, tonic stimulation of the LC led the mice to a cataplexy-like state, 
which is a sign of narcolepsy.   

8.2.3     Motor Behavior 

 The selective loss of dopaminergic neurons in the substantia nigra pars compacta 
leads to a severe neurodegenerative disorder known as Parkinson’s disease, charac-
terized by muscle rigidity and uncoordinated physical movements. Two major out-
put routes from striatal neurons, known as the direct and indirect pathways, are 
thought to be related to this disease. The indirect pathway output neurons express a 
specifi c dopamine receptor called dopamine receptor type 2 (D2R), a G-protein- 
coupled receptor that inhibits adenylate cyclase and thus suppresses calcium signal-
ing. Stimulation of D2R by dopamine leads to suppression of the indirect pathway. 
Under normal circumstances, the indirect pathway suppresses the inhibitory output 
of the external capsule of globus pallidus (GPe), which is involved in suppressing 
the subthalamic nucleus (STN). It is generally thought that losing dopamine results 
in increased indirect pathway activity, due to the loss of D2R-mediated suppression 
of this pathway. When GPe can no longer function as a major inhibitor of the STN, 
the ensuing net increase in STN activity may explain the motor symptoms of 
Parkinson’s disease. Optogenetics has recently clarifi ed that activation of the indi-
rect pathway indeed mimics the parkinsonian state (Kravitz et al.  2010 ). In this 
study, the relative contributions of dopamine D1-receptor- and D2-receptor- 
expressing neurons in the striatum were investigated by selectively targeting each 
type with ChR2. Stimulation of D1-expressing neurons in the striatum reduced par-
kinsonian symptoms in a mouse model of the disease, whereas stimulation of 
D2-expressing neurons—which mimics dopamine depletion of indirect pathway—
caused symptoms in wild-type mice. 

 In addition to deepening our understanding of Parkinson’s disease circuitry, 
another recent optogenetics study shed light on how one of the traditional treat-
ments for this disease may be relieving the symptoms. A crude technique called 
deep-brain electrical stimulation within STN causes a reversal of Parkinson’s dis-
ease symptoms. To understand the underlying principles of this phenomenon, opto-
genetic probes were used to systematically stimulate or inhibit a mixture of distinct 
circuit elements containing neurons, glia, and fi ber projections in the STN of freely 
moving rodent models of Parkinson’s disease (Gradinaru et al.  2009 ). When the 
excitatory afferent axons projecting to the STN—such as those of motor neurons in 
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M1—were optogenetically stimulated, the parkinsonian symptoms were relieved. 
This study demonstrated that the excitatory afferent regulation of STN is at the heart 
of the benefi cial outcome of deep-brain stimulation. Taken together, these results 
promote our understanding of the functional connections within the basal ganglia 
and may contribute to current therapeutic strategies to ameliorate parkinsonian 
motor defi cits (Bernstein et al.  2008 ).  

8.2.4     Memory Formation and Reinforcement 

 The neural circuits based on reinforcement have been well characterized with opto-
genetic tools. Stimulation of dopaminergic neurons in the ventral tegmental area 
co-released glutamate as well as dopamine into the nucleus accumbens, demonstrat-
ing that mesolimbic reward signaling involves glutamatergic transmission 
(Tecuapetla et al.  2010 ; Stuber et al.  2010 ). Optical stimulation of α1-adrenergic 
receptors in the nucleus accumbens, but not of β2-adrenergic receptors, led to a 
robust increase in place preference during conditioning (Airan et al.  2009 ). In addi-
tion, the relative contributions of distinct tonic versus phasic activity patterns in 
participating brain structures, as well as the relative contributions of modulatory 
systems with various neurotransmitters, are unknown (Stuber  2010 ). By means of 
optogenetics, selective phasic photostimulation of dopaminergic neurons in the ven-
tral tegmental area was shown to be suffi cient to establish association learning, 
whereas tonic activation was not (Tsai et al.  2009 ).  

8.2.5     Anxiety and Aggression 

 Even a fairly deep part of the brain, the ventromedial hypothalamus (VMH), which 
is thought to be closely related to instinctive behaviors, could be photostimulated 
through an implanted optical fi ber. Optogenetic, but not electrical, stimulation of 
neurons in the VMH ventrolateral subdivision (VMHvl) causes male mice to attack 
both females and inanimate objects, as well as males (Lin et al.  2011 ). 

 Another group, using of ChR2-assisted circuit mapping in amygdala slices and 
cell-specifi c viral tracing, has reported that protein kinase C-d (PKC-d)1 neurons 
inhibit output neurons in the medial central amygdala (CEm) and also make recipro-
cal inhibitory synapses with PKC-d2 neurons in the lateral subdivision of the central 
amygdala (CEl). These results, together with behavioral data, defi ne an inhibitory 
microcircuit in CEl that gates CEm output to control the level of conditioned freez-
ing (Haubensak et al.  2010 ). In another study, specifi c optogenetic stimulation of 
oxytocinergic axons in the amygdala was shown to reduce freezing responses in 
fear-conditioned rats, illuminating the mechanisms by which oxytocin modifi es 
emotional circuitry in a positive manner (Knobloch et al. 2012).  
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8.2.6     Balance Between Excitatory and Inhibitory Networks 

 Various oscillatory fl uctuations have been observed in the cortex, which is thought 
to be associated with particular behavior. Cortical gamma oscillations (30–100 Hz) 
have been well elucidated, but the neural basis of these rhythms, and their role in 
animal behavior, remain unknown. ChR2-mediated photostimulation of parvalbu-
min (PV)-expressing interneurons amplifi ed gamma oscillations, whereas eNpHR- 
mediated photoinhibition suppressed them (Sohal et al.  2009 ; Cardin et al.  2009 ). 
Furthermore, γ-frequency modulation of excitatory input enhanced signal transduc-
tion in cortical regions, reducing circuit noise and amplifying circuit signals. These 
studies provide the fi rst causal evidence that distinct network activity states can be 
induced in vivo by cell-type-specifi c activation of PV neurons, and also suggest a 
potential mechanism for the altered γ-frequency synchronization and cognition in 
schizophrenia and autism (Sohal et al.  2009 ; Cardin et al.  2009 ). In another recent 
study, optogenetic stimulation of layer VI excitatory neurons was shown to reduce 
fi ring within the upper layers of the mouse visual cortex. This suggests that activa-
tion of layer VI excitatory neurons plays an essential role in gain control within 
cortical sensory networks (Olsen et al. 2012). In addition to the neurological studies 
described above, optogenetic probes have been used to investigate many other 
aspects of health and disease, including associative fear memory (Haubensak et al. 
 2010 ; Ciocchi et al.  2010 ), epilepsy (Tonnesen et al.  2009 ), and the blood oxygen 
level-dependent (BOLD) effect during functional magnetic resonance imaging (Lee 
et al.  2010 ).   

8.3     Technical Aspects 

8.3.1     Molecular Aspects 

 Although there are notable exceptions, the most commonly used optogenetic probes 
are gene-engineered versions of natural opsins, which are light-sensitive membrane 
proteins through which ions are translocated in response to light stimulation at spe-
cifi c wavelengths (Kramer et al.  2009 ). These probes can be utilized either to excite 
the cells, to inhibit their activity, or to change intracellular signaling (Fig.  8.2 ).

      Probes for Stimulating Neurons 

 ChR2 is a nonspecifi c cation channel naturally expressed in the alga  Chlamydomonas 
reinhardtii  (Nagel et al.  2003 ). On absorbing blue light at an absorption peak of 
480 nm, ChR2 undergoes a conformational change from the all- trans -retinal chro-
mophore complex to 13- cis -retinal (Bamann et al.  2008 ). This switch causes a 
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subsequent conformational change in the channel protein to open the pore, allowing 
various cations—such as H + , Na + , K + , and Ca 2+ —to fl ow (Nagel et al.  2003 ; Bamann 
et al.  2008 ). ChR2 has several features that make it particularly attractive as a neu-
roscience probe to depolarize neurons. First, the channel can be activated very rap-
idly and closes quickly upon light offset. 13- cis -retinal relaxes back to the all- trans  
form within milliseconds, closing the pore and stopping the fl ow of ions into or out 
of the cell. Therefore, single action potentials can be generated with a brief pulse of 
blue light, without any accompanying inappropriate effects of stimulation. Second, 
retinal is already present in most vertebrate cells in the form of vitamin A, which 
allows the ChR2 apoprotein to become a light-sensitive holoprotein   . Therefore, the 
extraretinal is not needed when ChR2 is used in vertebrate neural systems, although 
exogenous application is necessary for invertebrate systems. Finally, as a geneti-
cally encoded protein, ChR2 permits cell-specifi c targeting with defi ned promoter 
and enhancer elements. Taken together, these properties of ChR2 allow researchers 
to stimulate particular neurons of interest with millisecond-level temporal resolu-
tion (Boyden et al.  2005 ; Li et al.  2005 ). 

 Recently, various opsins have been developed that can help us to analyze brain 
functions effectively. The red-shifted opsin VChR1, for example, is useful when an 
additional wavelength of light is required for excitation, while step-function opsins 
(SFOs) can inject a stable step current to allow a positive shift in membrane poten-
tial for up to 30–60 s with a single brief pulse, after which channel closure can be 
triggered by a brief exposure to yellow light.  

  Fig. 8.2    Examples of optogenetics. Membrane excitability is manipulated using various optoge-
netic tools. ChR2 and NpHR allow us to excite and inhibit particular neurons, respectively, and 
thereby to control excitability by applying different excitation wavelengths even when these modi-
fi ed neurons coexist in a particular region of interest. Similarly, intracellular signaling can also be 
modifi ed with light-triggered G-proteins, “OptoXRs.” The colored balls in  blue ,  yellow , and  green  
indicate cation, anion, and intracellular signal, respectively       
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    Probes for Inhibiting Neurons 

 NpHR was the fi rst molecule shown to inhibit neural activity (Zhang et al.  2007a ,  b ; 
Han and Boyden  2007 ) and is naturally expressed in the halobacterium  Natronomonas 
pharaonis  (Schobert and Lanyi  1982 ; Bamberg et al.  1993 ). NpHR is a light-driven 
pump, which actively pumps Cl ions into cells in response to yellow light at the 
peak absorption wavelength of 570 nm. Like ChR2, NpHR utilizes retinal as its 
chromophore and therefore can also be used in vertebrate systems without extra 
cofactors. Substantial mutagenesis was required to achieve high levels of expression 
in neurons. Enhanced halorhodopsin (eNpHR), a second-generation NpHR, pos-
sesses an endoplasmic reticulum export signal and thus displays improved translo-
cation to the plasma membrane (Zhao et al.  2008 ; Gradinaru et al.  2008 ). 
Third-generation constructs (eNpHR3.0) have been generated to improve photocur-
rent increasing in membrane hyperpolarization over eNpHR, with additional 
membrane- traffi cking sequences (Gradinaru et al.  2010 ). Other proteins related to 
bacteriorhodopsins have been discovered recently and can be used to inhibit neural 
activity in response to light. Unlike NpHR, these proteins function as light-driven 
proton pumps. Archaerhodopsin-3 (Arch) proteins are derived from  Halorubrum 
sodomense  and allow near-100 % silencing of neurons in vivo in response to yellow 
light, with an effi ciency comparable to that of eNpHR3.0 (Chow et al.  2010 ). Two 
other bacterial rhodopsins, Mac proteins from  Leptosphaeria maculans  and bacteri-
orhodopsin (BR) from  Halobacterium salinarum  (and its enhanced, second- 
generation derivative, eBR), allow silencing of neurons in response to blue-green 
light (Chow et al.  2010 ; Gradinaru et al.  2010 ). Therefore, hyperpolarizing optoge-
netic tools now exist that respond to blue– green and yellow light, allowing for 
combinatorial dissection of two neural subtypes in the same preparation. High- 
throughput genomic screens should reveal additional channels and thereby increase 
the diversity of inhibitory optogenetic tools for future use. 

 Interestingly, in a recent set of experiments, a proton-pumping archeorhodopsin 
was shown to allow high-speed imaging of individual action potentials. When a 
single amino acid residue was mutated, the resulting structure prevented proton fl ow 
across the membrane, allowing the channel to be used solely as an indicator. This 
genetically encoded voltage indicator exhibited an approximately tenfold improve-
ment in sensitivity and speed over existing protein-based voltage indicators, with a 
roughly linear twofold increase in brightness between −150 and +150 mV and a 
sub-millisecond response time (Kralj et al.  2011 ). Therefore, optogenetics allows 
not only selective control of neural circuitry but also readout of its signals.  

    Probes for Manipulation of Intracellular Signaling 

 Neurons are also modulated by intracellular signaling events, initiated by cell sur-
face receptors that culminate in a change in neuronal electrical activity instead of 
electrical signals through ion channels, as well as changes in secondary messenger 
pathways leading to gene expression and downstream protein cascades. Because 
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rhodopsins are members of the GPCR family, it is theoretically possible to design 
synthetic rhodopsin-GPCR chimeras that combine the light-responsive elements of 
rhodopsin with the machinery of biochemical signaling of specifi c GPCRs (Kramer 
et al.  2009 ; Karnik et al.  2003 ; Kim et al.  2005 ).  

    Optogenetic Gene Delivery Strategies 

 The commonest method of delivering optogenetic transgenes into the nervous sys-
tem is to infect cells with a self-inactivating virus, typically a lentivirus or adeno- 
associated virus (AAV), that contains the transgene of interest driven by a short 
promoter or enhancer element (Luo et al.  2008 ). Cell-type-specifi c promoters that 
have been used to drive optogenetic transgenes include EF1a (strong, ubiquitous 
expression) (Tsai et al.  2009 ; Cardin et al.  2009 ), CAMKII-α (expression limited to 
excitatory neurons) (Boyden et al.  2005 ; Gradinaru et al.  2009 ), synapsin I (limited 
to neurons) (Zhang et al.  2007a ,  b ), and GFAP (limited to astrocytes) (Gradinaru 
et al.  2009 ). Several other promoters are useful for targeting to specifi c cell types in 
the brain, such as the ppHcrt promoter that targets hypocretin-expressing neurons in 
the lateral hypothalamus (Adamantidis et al.  2007 ), the oxytocin promoter that tar-
gets oxytocin peptide hormone-releasing neurons of the hypothalamus (Knobloch 
et al. 2012), and the synthetic PRSx8 promoter, which targets noradrenergic and 
adrenergic neurons that express dopamine beta hydroxylase (Abbott et al.  2009a ; 
Abbott et al.  2009b ). In utero electroporation is also useful for introducing optoge-
netic transgenes at specifi c developmental stages. Transgenes can be delivered to 
specifi c cortical layers of the brain by electroporating mice at embryonic day E12.5 
(layers V and VI), E13.5 (layer IV), or E15.5 (layers II and III) (Zhang et al.  2010 ). 
Several studies have used this approach to deliver ChR2 to specifi c cortical layers 
for subsequent photostimulation when the mice reach adulthood (Gradinaru et al. 
 2007 ; Hull et al.  2009 ; Adesnik and Scanziani  2010 ). 

 Viral, transgenic, and in utero electroporation strategies can be combined to 
overcome the weak transcriptional activity of most endogenous promoters (Zhang 
et al.  2010 ). AAV vectors expressing Cre-dependent transgene cassettes under the 
control of strong, ubiquitous promoters such as EF1a have been developed which 
allow us to utilize numerous transgenic mouse lines from individual labs, such as 
GENSAT (Gong et al.  2007 ) and the    Allen Institute for Brain Science (Madisen et al. 
 2010 ), that express Cre recombinase in specifi c cell types. Indeed, many optoge-
netic studies have capitalized on these excellent systems (Tsai et al.  2009 ; Cardin 
et al.  2009 ). Additionally, it is possible to specify the expression of optogenetic 
transgenes using anatomical-based cell targeting (Gradinaru et al.  2010 ). Rabies 
viral vectors or proteins such as wheat germ agglutinin or tetanus toxin fragment C 
help the gene of interest or Cre recombinase to be transported anterogradely and 
retrogradely (Luo et al.  2008 ; Gradinaru et al.  2010 ; Zhang et al.  2010 ; Osakada 
et al.  2011 ; Wall et al.  2010 ). Thus, it is possible to restrict the expression of opto-
genetic transgenes in a particular neural circuit even if its cells do not express unique 
genetic regulatory elements. Finally, cellular indicators of functional activity, 
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including the immediate early genes zif268 (egr1), c-fos, and arc, help us to regulate 
the activated network relating to particular behaviors (Covington et al.  2010 ; Liu 
et al. 2012). The combination of these technologies provides scientists with multi-
ple strategies for expressing optogenetic probes in specifi c neural networks, and the 
technologies also offer greater fl exibility to express the probes in various model 
animals, such as rats and primates.   

8.3.2     Optical Aspects 

 To manipulate neural activities in a specifi c population of cells, it is necessary to 
deliver light properly. A light delivery system for in vitro cultured neurons or brain 
slices can be established using conventional light sources such as halogen/xenon arc 
lamps, light-emitting diodes (LEDs), and lasers, all of which can be directly built 
into the light path of a microscope (Zhang et al.  2010 ). In vivo light delivery, how-
ever, is more challenging because surgical implants of optical fi bers are required to 
place them stereotaxically around targeted regions. Light needs to be delivered very 
close to target regions because brain tissue scatters light exponentially, with only 
10 % of light intensity remaining at a distance of 500 μm from the light source 
(Adamantidis et al.  2007 ; Aravanis et al.  2007 ). Regarding freely moving animals, 
the delivery device must be light enough to be carried easily and should not interfere 
with natural behaviors. At present, the commonest method for delivering light in 
vivo is to implant a guide cannula to place a fi ber optical cable (Fig.  8.1 ) (Aravanis 
et al.  2007 ). This procedure allows cells in deep-brain structures to be targeted and 
is applicable for mice with up to 300-μm diameter fi bers and for rats with up to 
400 μm fi bers. Optical fi bers are typically connected to a laser diode, although it is 
also possible to connect them to an LED. To modulate the neural activities of super-
fi cial cortical neurons, small LEDs can be mounted above a glass over a cranial 
window (Gradinaru et al.  2007 ; Huber et al.  2008 , Wentz et al.  2011 ). Recently, an 
array of optical fi bers or an electrocorticogram (ECoG) equipped with LEDs has 
been established to modulate simultaneously multiple sites in the brain (Bernstein 
and Boyden  2011 ; Sawadsaringkarn et al.  2012 ). These technologies help us to 
analyze information processing throughout the brain. 

 The two-photon microscope is one of the most widespread tools to observe neu-
rons of interest, because it allows deeper areas of the brain to be visualized than 
does conventional microscopy. However, its adoption for optogenetics presents 
technical diffi culties. The typical diffraction-limited focal volumes required to 
achieve the conditions of multiphoton excitation are about 1/1,000 of the volume of 
a typical cell body. This strategy enables us to activate only a tiny fraction of the 
available channels on the cell’s plasma membrane, but would yield a degree of 
stimulation insuffi cient to depolarize most cells to the action potential threshold. 
Trying to increase this focal volume by reducing the effective numerical aperture of 
the optical system fails to overcome the problem because the lateral and axial 
dimensions of the excited focal spot are coupled: a tenfold decrease in lateral 
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resolution corresponds to a 100-fold loss of axial resolution. A simple solution to 
this resolution versus effectiveness tradeoff is to move the stimulation spot very 
rapidly across the cell membrane, integrating the cumulative effect of many loca-
tions (Rickgauer and Tank  2009 ) for two-photon ChR2 neural stimulation with a 
30 ms spiral scan. 

 To identify functional connections in the real brain, the cell-type- and site- 
specifi c causal controls provided by optogenetics and fMRI in mice have been com-
bined to test the linearity of BOLD signals driven by locally induced excitatory 
activity (Lee et al.  2010 ; Kahn et al.  2011 ; Desai et al.  2011 ). This strategy helps us 
to estimate how linear the response to sensory stimuli is, which is essential for the 
design and interpretation of in vivo fMRI experiments. 

 Additional information about optogenetics, including technical details about 
genes and light delivery systems, can be found in other excellent reviews and proto-
cols (Zhang et al.  2006 ; Cardin et al.  2010 ). More information about available opto-
genetic transgenes can be found at the Optogenetics Resource Center Web page 
(  http://www.stanford.edu/group/dlab/optogenetics/    ) maintained by the laboratory 
of Karl Deisseroth. Details of tools for gene and light delivery are available on the 
Web page (  http://syntheticneurobiology.org/protocols    ) maintained by the labora-
tory of Ed Boyden.   

8.4     Conclusion 

 Although optogenetics has been established for only 6 years, the number of reports 
exploiting these tools is increasing exponentially to provide further answers to ana-
tomical, physiological, and pathological issues. These tools allow us to address the 
complexity of neural circuits, for not only in vitro but also in vivo studies. However, 
there remains much scope for further refi nement that would allow us, for example, 
to stimulate multiple cell types at the same time by introducing various mutations in 
a particular domain, as is the case with the multiple available versions of green fl uo-
rescent protein. It will also be desirable to increase the conductance of various chan-
nels so that less light stimulation is necessary, to avoid the expected side effects of 
heat on the cell. Finally, it should also be possible to record patterns or sequences of 
neural fi ring and then use these recordings to mimic the recorded neural activities 
with light pulses. Regarding the therapeutic use of optogenetics, it will be necessary 
to develop safe and reversible gene delivery strategies and light delivery devices that 
are adaptable to human patients. The use of light to study the brain has proved to be 
a remarkably fruitful strategy, and indeed optogenetics has given us a green light for 
the future.     
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    Abstract     In this chapter, we present an in situ hybridization protocol with 
 radioactive probe that has been successfully and easily used on detecting mRNA 
expression level and patterns, in multiple tissue types and developmental stages. To 
detect behaviorally regulated, i.e., motor or sensory, mRNA expression of immedi-
ate early genes (IEGs) within cells and tissues in vivo, in situ hybridization is a 
powerful method for discovering neural activity correlations and novel neural struc-
tures. Compared with nonradioactive probe methods such as digoxigenin (DIG) 
labeling, the radioactive probe hybridization method provides a semi-linear relation 
between signal intensity and targeted mRNA amounts for quantitative analysis. 
Furthermore, this method allows us high-throughput mRNA expression analysis for 
100–200 sides with 400–1,000 tissue sections simultaneously. This method allows 
identifying the possible signifi cance and function of interested genes in the nervous 
system under specifi c behaviors.  

  Keywords     Activity-dependent gene expression   •   High-throughput in situ hybrid-
ization   •   Immediate early genes (IEGs)   •   Radioactive in situ hybridization   •   Songbird   
•   Vocalization  

9.1          Introduction 

    In nature, many types of behaviors are observed in a wealth of animal species at 
specifi c conditions and at specifi c developmental stages with species-specifi c fea-
tures. To understand the neural basis of such behaviors, one critical step is to 
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identify the specifi c neural circuits that are activated by production of the behavior. 
This fi rst step can be achieved with activity-dependent genes , which serve as molec-
ular markers of neural activity to map functional domains and cells of the brain. 
This “behavioral molecular brain-mapping approach” has been successively used to 
identify and characterize neural systems involved in perceiving and producing 
behaviors (Jarvis and Nottebohm  1997 ; Jarvis et al.  2000 ; Mello et al.  1992 ). 
Transcription of the early neural activity-induced genes, known as immediate early 
genes (IEGs) , in the postsynaptic cell is initiated by presynaptic action potential 
fi ring and subsequent neurotransmitter and/or neuromodulator release, followed by 
binding to postsynaptic receptors (Clayton  2000 ; Worley et al.  1987 ). After binding, 
extracellular Ca +  infl ux or release of Ca +  from intracellular stores activates a signal 
transduction cascade, including several kinds of protein kinases, such as protein 
kinase A, mitogen-activated protein kinases, and calcium- and calmodulin- 
dependent kinases. These kinases regulate nuclear gene expression via phosphory-
lation of targeted specifi c transcription factors, including cAMP response 
element-binding protein (CREB)/activating transcription factor (ATF) family and 
serum response factors (SRFs). These transcription factors bind to promoter regions 
of IEGs and initiate the mRNA transcription of IEGs at several sites on chromo-
somes. This IEG transcription response occurs within a few minutes after neuron 
activation, because induction of IEG mRNAs does not require de novo protein syn-
thesis (Guzowski et al.  1999 ). 

 The initial IEGs discovered were transcription factors that regulate other genes 
(Cole et al.  1989 ; Greenberg et al.  1986 ). Subsequent molecular studies discovered 
other types of IEGs, encoding a diverse range of functional proteins, including regu-
latory transcription factors, structural proteins, signal transduction proteins, growth 
factors, and enzymes (Loebrich and Nedivi  2009 ; Saffen et al.  1988 ; Wada et al. 
 2006 ). Thus, IEGs fall into two subcategories, the inducible transcription factors 
(ITFs) and all other molecules as inducible direct effectors (IDEs). There are at least 
two popularly studied ITFs, c-fos  and egr1  (also named zif268, NGFI, Krox-24, or 
zenk), and one late effector, Arc  [activity-regulated cytoskeleton-associated gene 
(Steward et al.  1998 )] in vertebrates. Along with another direct effector we have 
studied, called dual specifi city phosphatase 1 (dusp1), the combination of these four 
genes can be used to ensure identifying activation in all neuron types in the verte-
brate forebrain (Horita et al.  2010 ). In invertebrates, especially in honeybees, some 
IEGs identifi ed, such as  kakusei , are induced in the mushroom body of reorienting 
bees and foragers (Kiya et al.  2007 ).    Whether a transcription factor or direct effec-
tor, mRNA of most IEGs is usually induced and accumulated in the cellular cyto-
plasm at maximal level up to 30 min during repeated production of animal’s 
behavior repeated sensory stimulation. 

 To detect behaviorally regulated (motor or sensory) mRNA expression of IEGs 
within cells and tissues in vivo, in situ hybridization is a powerful method. It allows 
single-cell resolution in tissue sections after an animal has performed behavior and 
processed a sensory stimulus. In situ hybridization  is also a useful approach to 
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determine the spatial and temporal profi le of the IEGs of interest, especially in the 
absence of an available antibody. In this chapter, we present an in situ hybridization 
protocol with radioactive probes that has been successfully and easily used on 
detecting mRNA expression level and patterns, in multiple tissue types and devel-
opmental stages including embryos (Chen et al.  2012 ; Haesler et al.  2004 ). 

 This protocol has four major steps: (I) obtaining and sectioning the brains from 
behaving animals under well-controlled conditions in Sects.  9.1 – 9.2 , (II) synthesis 
of radioactive RNA probes from DNA plasmids in Sects.  9.3 – 9.4 , (III) pre- 
hybridization and hybridization using an oil bath and washing steps in Sects.  9.5 –
 9.6 , and (IV) signal detection in Sect.  9.7 . 

 This method allows for handling of hundreds of slides simultaneously and 
quantitative analyses of gene expression. Compared with nonradioactive probe 
methods such as digoxigenin (DIG) labeling, the radioactive probe hybridization 
method does not require multiple amplifi cation steps using horseradish peroxi-
dase (HRP) antibodies and/or tyramide signal amplifi cation (TSA) to detect sig-
nals of target probes. Therefore, this method provides a semi-linear relation 
between signal intensity and targeted mRNA amounts for quantitative analysis. 
Furthermore, compared with combination study with laser capture microdissec-
tion (LCM) and qPCR, this method allows us high-throughput mRNA expression 
analysis for 100–200 sides (with 400–1,000 tissue sections) simultaneously. 
Using these advantages, our group and colleagues have succeeded in discovering 
neural activity correlations and novel neural structures (Burmeister et al.  2005 ; 
Jarvis et al.  1998 ; Jarvis et al.  1997 ; Mello and Clayton  1994 ; Mouritsen et al. 
 2005 ) and performing high-throughput expression analysis with hundreds of 
genes (Wada et al.  2006 ).  

9.2      Behavioral Observation and Brain Sampling 

     1.       Using your behavioral paradigm of interest, keep animals in a quiet state for at 
least 2–3 h before performing the behavioral manipulations.    Then, for at least 
30 min, record the animal’s behavior, such as behavioral duration, frequency, 
and timing, and context (with other animals, especially opposite sex) of interest 
{ Note *1 }.   

   2.    Harvest fresh brain tissue within 5–10 min.   
   3.    Rinse the brain tissue with 1× PBS to remove blood and feather/hair, and  care-

fully  remove away extra 1× PBS from the brain.   
   4.    Embed the tissue into a pre-labeled plastic embedding mold [22 × 22 × 22 mm, 

PolyScience, cat# 18646A-1] and fi ll with OCT tissue compound [Sakura, 
cat#4583], avoiding air bubbles, and orientate the tissue as needed for 
sectioning.   

   5.    Quickly freeze the block by placing it into crushed powder of dry ice { Note *2 }. 
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 Note

   *1:  Information on observation time and day, animal’s developmental stage (i.e., 
post-birth day), housing condition, and experimental environments (new or 
familiar cage/room, or which fi eld location) is also critical.  

  *2:  This crushed dry ice powder and labeling of the plastic embedding mold 
should be prepared before collecting the animal brain. Do not let the animal 
hear extraneous noise, as this will cause IEG induction in auditory pathways. 
After behavior or sensory stimuli have been completed, then within the next 
5–10 min, the animals should be sacrifi ced and the brain collected to avoid 
RNA degradation and handling time effect. Cooling speed should be quick-
ened by adding ethanol as ethanol-dry ice bath.         

9.3      Brain Sectioning  and Stock 

     1.    Put the OCT    frozen block on sectioning stage in a cryostat and equilibrate to 
−20 °C for 30 min (Fig.  9.1a ).

       2.    Trim excess OCT by a razor blade (Fig.  9.1b ).   
   3.    Slice the sample into 10–12 μm { Note *1 } thick sections (Fig.  9.1c ). For brain 

and embryonic tissue, the best cutting temperature is within the range of −18 to 
−20 °C { Note *2 }.   

   4.    Mount frozen sections on the face of    Superfrost Plus Microscope Slides [Fisher, 
cat#12-550-15] { Note *3 } (Fig.  9.1d–e ). 

 Note

   *1:  Optimal section thickness for obtaining good-quality sections depends on 
tissue types, age, and animal species. We recommend performing test sec-
tioning and Nissl staining.  

  *2:  It is critical to adjust the cryostat temperature for the appropriate tissue type. 
The position of the antiroll plate should allow space between the knife and 
glass plate and also not touch the block when cutting. A thin, fi rm brush 
allows unfolding and other manipulation of sections.  

  *3:  Glass slides must be chemically coated, such as with silane, to reduce occur-
rence of detachment of tissue slices during procedures.         

  Fig. 9.1    Brain sectioning in a cryostat. ( a ) Setting of OCT frozen block on sectioning stage. 
( b ) Trimmed OCT frozen block. ( c ) Slicing of the sample. ( d ) Unfolding of sliced samples using 
a fi ne brush. ( e ) Mounting of frozen section on the slide        
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9.4      Generation of PCR Fragments from Plasmid DNA 
as a Template for RNA Probe Synthesis 

     1.    Amplifi cation of PCR fragment that includes the gene of interest (GOI) and RNA 
polymerase binding sites, such as T7, T3, and Sp6 sequences, at both ends of GOI. 

 For this purpose, we regularly use pGEM-T Easy Vector that possesses T7 and 
Sp6 sites, M13For and Rev sites, and restriction enzyme cloning sites (   Fig.  9.2 ). 

 Probe size, i.e., GOI size, can be adapted from 150 to 3,000 bp.
       2.    Perform PCR reaction.

   2.1    PCR content

   20 μL of distilled water (GIBCO, cat#10977)  
  1 μL (−0.1 μg) of DNA template, e.g., pGEM-T easy plasmid DNA includ-

ing GOI { Note*1 }  
  1.5 μL of M13Rev oligo primer (5′-ACAGGAAACAGCTATGACC-3′: 

20 μM)  
  1.5 μL of M13For oligo primer (5′-TGTAAAACGACGGCCAGT-3′: 

20 μM)  
  3 μL of 10× DNA polymerase buffer  
  2.5 μL of 2.5 mM each dNTPs (included with Taq polymerase kit)  
  0.5 μL of Taq DNA polymerase [5 unit/μL, Takara Ex taq cat#RR001]  
  Subtotal 30 μL in a tube × four tubes = total 120 μL      

  Fig. 9.2    Flow chart for making RNA probe synthesis from DNA plasmid       
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   2.2     PCR condition

   1st cycle: 94 °C 5 min  
  25–30 cycles: (94 °C 1 min +53 °C 1 min +72 °C 4 min) { Note*2 }  
  Last cycle: 72 °C 7 min          

   3.    Electrophoresis on an agarose gel (1–2 %) { Note*3 }.   
   4.    Apply 15–20 μL PCR product in each well, and cut gel pieces into tubes 

{ Note*4 }.   
   5.    Purify DNA fragments from agarose gel using a commercially available kit, 

such as GENECLEAN Kit [QBiogene, cat#1001-200] { Note*5 }.   
   6.    Adjust volume to 100 μL with dH 2 O.   
   7.    Phenol extraction and ethanol precipitation.

    7.1     Add 100 μL of PCI (phenol:chloroform:isoamyl alcohol 25:24:1) solu-
tion and vortex well.   

   7.2     Centrifuge at max speed of a benchtop centrifuge machine for 3 min, and 
pipette off aqueous solution without disturbing or removing the pellet.   

   7.3    Transfer supernatant solution into a new tube avoiding the phenol layer.   
   7.4    Add 5 μL of 5 M NaCl.   
   7.5    Add 250 μL of 100 % EtOH.   
   7.6    Incubate the tube at −80 °C at least for 15 min.   
   7.7    Centrifuge at max speed (at over 15,000 rpm) for 15 min, and get pellet.
    7.8    Rinse with 200 μL of 70 % EtOH.   
   7.9     Centrifuge at max speed of a benchtop centrifuge machine for 3 min, and 

pipette off aqueous solution without disturbing or removing the pellet.   
   7.10     Add 20 μL RNase-free water, such as Pure Water (Invitrogen, 

cat#10977-015).           
   8.    Use 1 μL for checking of DNA concentration on an agarose gel.   
   9.    Take another 1 μL for DNA spectrometer, and adjust DNA concentration to 

0.25 μg/μL { Note*6 }.   
   10.    Store the tube in a −20 °C freezer { Note*7 }. 

 Note

   *1:  Do not include more than 1 μg plasmid DNA. Nonspecifi c bands may be 
amplifi ed.  

  *2: PCR cycles should be <30 to prevent amplifying nonspecifi c bands.  
  *3:  Use thick and clean gels and fresh TAE buffer in the electrophoresis 

equipment.  
  *4:  It is important to cut gel pieces including PCR bands on an UV illuminator 

as quickly to avoid DNA nicks by UV light.  
  *5:  An alternative method to gel purifi cation is the QIAquick PCR purifi cation 

kit from Qiagen.  
  *6:  If the concentration of the DNA solution is low, adjust to 0.25 μg/μL by 

evaporation or EtOH precipitation.  
  *7:  It is possible to store the purifi ed DNA solution for more than 3–4 years at 

−20 °C.         
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9.5      S 35 -RNA Probe  Synthesis 

     1.    Use 0.5 mL tube or 0.2 mL PCR tube.   
   2.    Add and mix contents below.

   1.0 μL of purifi ed PCR DNA fragment (0.25 μg/μL)  
  1.0 μL of 10× Roche reaction buffer  
  0.3 μL of RNasin [40 U/μL: Promega, cat#N251B]  
  1.5 μL of 10 mM AGC mix solution { Note *1 }  
  4.5 μL of S 35 -UTP [PerkinElmer, cat#NEG-039H] { Note *2 }  
  0.7 μL of pure water  
  1.0 μL of T7, T3 or Sp6 RNA polymerase [20 unit/μL: Roche, cat#10881767001, 

1031171001, 11487671001, respectively]      

   3.    Incubate the reaction tube immediately at 37 °C for 2 h { Note *3 }.   
   4.    Fill up to 50 μL with 40 μL of pure water.   
   5.    Add 2.5 μL of 5 M NaCl.   
   6.    Add 125 μL of 100 % EtOH, and then mix very well.   
   7.    Incubate the tube at −80 °C or on dry ice at least for 15 min.   
   8.    Centrifuge at max. speed at 4 °C for more than 15 min, and discard 

supernatant.   
   9.    Wash pellet with 300 μL of 70 % EtOH and centrifuge again at max speed at 

4 °C, and discard supernatant.   
   10.    Dissolve pellet with 10 μL of pure water by pipetting.   
   11.    Add 40 μL of hybridization solution { Note *4 } and mix well (then store the 

solution at −20 °C).   
   12.    For checking radioactive counts, pipette 1 μL of S 35 -RNA probe solution into 

1 mL scintillation cocktail in a plastic counting vial, and mix very well. 
 (Add 10 6  cpm of S 35  cRNA probe solution for 100 μL hybridization 

solution.) 

 Note

   *1: Preparation of 10 mM AGC mix solution. 
 Mix 2 μL of 100 mM ATP [Roche, cat#1140965], 2 μL of 100 mM GTP 
[Roche, cat#1140957], 2 μL of 100 mM CTP [Roche, cat#1140922], and 
54 μL of pure water. 
 Stock mixed solution at −20 °C.  

  *2:  Half-life of S 35  radioactivity is 87.51 days. Therefore, it is better to use 
shipped S 35 -UTP solution within 1–1.5 months.  

  *3:  To prohibit condensation formed on top of a tube that affects reaction 
 effi ciency, use a PCR machine with heat cover.  
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  *4: Preparation of in situ hybridization solution. 

 For total 10 mL volume: 
 Mix 5 mL of 100 % formamide + 600 μL of 5 M NaCl + 100 μL of 1 M Tris–
HCl pH 8.0 + 240 μL of 0.5 M EDTA pH 8.0 + 200 μL of 50× Denhart’s solu-
tion + 100 μL of 1 M DTT + 250 μL of 20 mg/mL tRNA [Roche, 
cat#109495] + 1 g of sodium dextran sulfate 500,000. 

 Finally, bring volume up to 10 mL with pure water. 
 Much time is needed to dissolve sodium dextran sulfate by shaking at 

room temperature. 
 Stock the solution in −20 °C.         

9.6      Pre-hybridization and Hybridization 

     1.    Prepare appropriate amounts of 4 % paraformaldehyde/1× PBS { Note*1 }, 1× 
PBS { Note*2 }, and 2× SSPE { Note*3 }, and set each container (Fig.  9.3 ).

       2.    Immerse glass slides with tissue sections in 4 % paraformaldehyde/1× PBS for 
5 min at room temperature (RT) { Note*4 }.   

   3.    Rinse three times in 1× PBS in three separate containers, 2 min each, with occa-
sionally gentle shaking.   

   4.    Put slides in 1 L of acetylation solution { Note*5 } for 10 min.   
   5.    Rinse three times in 2× SSPE for each 2 min in three separate containers.   
   6.    Dehydrate through the alcohol series, 50 % EtOH, 70 % EtOH, 95 % EtOH, 

and then 100 % EtOH { Note*6 }, for 2 min each.   
   7.    Let the slides dry under the hood on a paper towel.   
   8.    Calculate the total volume needed for all slides (plus a few extra), from 50 to 

150 μl { Note*7 } of hybridization solution per slide.   
   9.    Mix S 35 -cRNA probe and hybridization solution very well, but gently, avoiding 

generation of air bubbles (adjust 10 6  cpm S 35 -cRNA probe/100 μL hybridiza-
tion solution).   

  Fig. 9.3    Solution series for pre-hybridization       
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   10.    Incubate mixed solution at 65 °C water bath for 5 min to dissolve reagents, and 
then immediately chill on ice at least for 5 min.   

   11.    Put S 35 -cRNA probe/hybridization solution on a cover slip, and gently place a 
glass slide on it with the tissue sections facing the hybridization solution 
(Fig.  9.4a–e ).

       12.    Place the cover-slipped slide in a metal rack, making sure the slides stay in a 
horizontal position (Fig.  9.4f–g ).   

   13.    Carefully place each rack into the oil bath { Note*8 } at 65 °C { Note*9 } 
(Fig.  9.4h ).   

   14.    Incubate slides overnight (12–15 h) { Note*10 }. 

 Note

   *1: Preparation of 3 % paraformaldehyde/1× PBS: 

 For 1 L solution: 
 Mix 30 g paraformaldehyde in 100 mL of 10× PBS + 900 mL deionized 
H 2 O (dH 2 O, no need to use DEPC-H 2 O), and add 320 μL of 10 N NaOH (to 
help paraformaldehyde to dissolve, adjustment of pH). 

 While stirring, heat the solution (~40 °C) under a hood on the hot plate.  
  *2: Preparation of 1× PBS: 

 ten times dilution from 10× PBS. 

  Fig. 9.4    Cover slip procedure and hybridization in oil bath with radioactive RNA probe. ( a ) Setting 
of cover slip procedure. ( b ) Labeling sample information on glasses with a pencil. ( c ) Putting S35-
cRNA probe/hybridization solution on a cover slip. ( d  &  e ) Placing a glass slide on a cover slip, then 
immediately fl ip the side to face up. ( f  &  g ) Placing the cover-slipped slides in a metal rack. ( h )
Placing the metal racks into the oil bath          
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 To make 10× PBS for 1 L, add 800 mL of dH 2 O to a large beaker. 
 While the water is stirring with a magnet on stir plate, add the following: 
 80 g NaCl 
 2 g KCl 
 29 g Na 2 HPO 4 -12H 2 O 
 2 g KH 2 PO 4  
 Finally, fi ll up to 1 L.  

  *3: Preparation of 2× SSPE: 
 Ten times dilution from 20× SSPE. For making 5 L of 20× SSPE solution, 
mix 876.5 g of NaCl, 153.5 g of NaH 2 PO 4 -2H 2 O, and 37 g of EDTA, add 
32.5 mL of 10 N NaOH, and fi ll up to5 L of dH 2 O (no need to use 
DEPC-H 2 O). 
 Store at RT.  

  *4: The incubation time in 4 % paraformaldehyde/1× PBS is critical for fi xation, 
a condition that affects hybridization effi ciency later.  

  *5: Preparation of 1 L of acetylation solution: 
 Mix 13.6 mL triethanolamine in1L dH 2 O (no need to use DEPC-H 2 O). 

 Right before you’re ready to use it, add 2.52 mL of acetic anhydride, mix 
well, and immediately pour the solution over the slides.  

  *6: These alcohol solutions can be reused at least 5–10 times, when processing 
~60 slides each time.  

  *7: The amount of hybridization solution depends on how many tissue sections 
are attached on the glass slide.  

  *8: Mineral oil [Sigma, cat#330760] is used.  
  *9: Hybridization temperature: We recommend 65 °C as a default of hybridiza-

tion and wash temperature. If high background signal was observed as a 
result of an RNA probe size (over 3 kbp) or high G/C % (over 70 %), it would 
be good to try 70 °C. Conversely, if a researcher wants to try cross-species 
hybridization with RNA probes generated from a different species’ cDNA 
sequence and does not obtain a strong enough, high-quality signal, then try 
lower hybridization and wash temperatures in steps of 5 °C (However, in 
such case, cloning and using the species-specifi c cDNA fragment of GOI is 
the better approach.).  

  *10: Hybridization time is one of the most crucial points to affect signal intensity 
and noise ratio.        

 We recommend using a standard hybridization time (−15 h) across experiments, 
if a researcher wants to compare the results from experiments performed on differ-
ent days (but using the same S 35  RNA probes). Over 20 h incubation usually gener-
ates high background. Although general signal intensity may be less, 6–9 h of 
incubation may generate a better S/N ratio.  
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9.7      Post-hybridization Washing Treatment 

     1.    Prepare solutions and set each container (Fig.  9.5 ).
       2.    To remove mineral oil, immerse the metal rack into at least two consecutive 

chloroform washes. Between transfers of chloroform washes, dip the solution 
off the rack very well.   

   3.    Place the metal rack with slides into 2× SSPE + 0.1 % β-mercaptoethanol.   
   4.    Remove the cover slips from the slides with forceps while the slides are in this 

solution and quickly.   
   5.    Place slides into a metal rack in 2× SSPE + 0.1 % β-mercaptoethanol without 

letting the section dry { Note *1 }.   
   6.    Incubate slides in 2× SSPE + 0.1 % β-mercaptoethanol for 30 min at RT with 

occasional shaking { Note *1 }.   
   7.    Incubate slides in pre-warmed 50 % formamide/2× SSPE/0.1 % 

β-mercaptoethanol for 1 h at 65 °C with occasional (two to three times) shaking 
{ Note *1 }.   

   8.    Incubate in pre-warmed 0.1× SSPE/0.1 % β-mercaptoethanol for 30 min at 
65 °C with occasional shaking { Note *1 }.   

   9.    Repeat the same procedure (0.1× SSPE/0.1 % β-mercaptoethanol for 30 min at 
65 °C) again in another new solution.   

   10.    Run through the alcohol series, 50 % EtOH, 70 % EtOH, 95 % EtOH, and 
100 % EtOH, for 2 min each { Note *2 }.   

   11.    Let the slides dry under the hood on a paper towel. 

 Note

   *1:  After rinsing, this 2× SSPE + 0.1 % β-mercaptoethanol must be handled as 
radioactive waste.  

  *2:  These alcohol solutions can be reused over 10 times, with ~60 slides per time.         

  Fig. 9.5    Solution series for post-hybridization washing       
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9.8     Signal Detection of S 35 -RNA Probe: Visualization 
of Radioactive Signal 

  Detection of Signal with X-ray Film :

    1.    Place dry glass slides into a fi lm cassette and expose the slides to X-ray fi lm 
(Kodak, BioMax MR fi lm) in a dark room for several days { Note*1 } (Fig.  9.6a ). 
Make sure that the slides face the emulsion side of the X-ray fi lm { Note*2 }.

       2.    Develop the X-ray fi lm in standard developer and fi xer in a dark room { Note*3 } 
(Fig.  9.6b ).   

   3.    The hybridization signal shows up as black (exposed silver grains in the emul-
sion) on the fi lm. 

 Note

   *1:  For test exposure, usually 1–2 days is enough. For regular exposure, 2–4 days 
should be fi ne.  

  *2:  We do not recommend using regular X-ray fi lm that has emulsion on both 
sides, because S 35  radioactivity cannot go through opposite side of the X-ray 
fi lm. Therefore, regular X-ray fi lms cannot be enhanced with S 35  in situ 
hybridization; rather, they cause a more diffused image.  

  *3:  If needed to perform manual development of X-ray fi lm, prepare one developer 
container, two tap water containers, and one fi xer container in a dark room.       

  Under safelight conditions, put X-ray fi lms in a developer container for 3 min, 
then transfer it to the fi rst tap water container for 1 min to rinse out developer solu-
tion. Immerse fi lms in a fi xer container for 3 min, transfer it to the second tap water 
container for a few minutes rinsing very well, and then hang dry them (the later step 
can be at regular room light). 

 (Optional) 
  Detection of Signal with High Resolution by Silver Grain Dipping : 
 For Generating of Higher Resolution Signals with Cresyl Violet { Note *1 }:

  Fig. 9.6    Visualization of radioactive signal with X-ray fi lm. ( a ) Setting of hybridized glasses on a 
fi lm casette. ( b ) Developed X-ray fi lm. Black color represents mRNA signals          
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    1.    Delipidize slides by incubating them in xylene (rack needs to be mettle) for 
5 min at RT twice { Note *1 }.   

   2.    Remove xylene and rehydrate 1 min each in 100 %, 100 %, 95 %, 95 %, 70 %, 
and 50 % EtOH and then in dH 2 O { Note *1 }.   

   3.    Dry slides well under a hood for at least 2–3 h.   
   4.    Then, in the dark room under red-color safelight, scoop out needed amount of 

Kodak NTB2 emulsion into 50 mL tube with the same amount of dH 2 O to make 
1:1 ratio solution.   

   5.    Incubate the emulsion solution in a 42°C water bath at least 15 min, occasion-
ally gently mixing but not to make air bubbles.   

   6.    Dip glass slides into the diluted emulsion in the 42°C water bath.   
   7.    Dry dipped slides in a closed lighttight container with silica gel overnight in an 

oven at 37 °C.   
   8.    Transfer the slides into the black boxes containing silica gel { Note *2 }.   
   9.    Seal the edges of the boxes with black electrical tape (avoiding generating static 

electricity) and wrap the boxes in aluminum foil.   
   10.    Store the boxes at 4 °C { Note *3 } from several days to weeks { Note *4 }.    

   For Developing Silver Dipping Slides: 

    11.    Warm up the slide boxes to room temperature for 1 h.   
   12.    In the darkroom, set fi ve metal trays with two developer [Kodak, cat#1464593], 

one tap water, and two fi xers [Kodak, cat#1971746] and a large plastic tray for 
fi nal rinsing with tap water.   

   13.    Develop the dipped slides in Kodak D-19 developer at 16 °C for 3 min, twice.   
   14.    Wash the developed slides in tap water at RT for 1 min.   
   15.    Incubate the slides in fi xer at 19 °C for 3 min, twice.   
   16.    Then, lights can be turned on.   
   17.    Wash the slides in running tap water at RT at least 10 min.   
   18.    While washing, with a razor blade scrape the emulsion off the backside of the 

slide that does not contain tissue sections { Note *5 }, and rinse with tap water.   
   19.    Dry slides up slides at RT.    

   For Staining Tissues with Cresyl Violet: 

    20.    Stain tissue with 0.3 % cresyl violet in tap water solution for 15 min in a 37 °C 
water bath { Note *6 }.   

   21.    Wash excess cresyl violet solution in fresh tap water for ~15 dips.   
   22.    Dehydrate the slides for ~15 dips each in alcohol solutions: 50 %, 70 %, 95 %, 

95 %, 100 %, and 100 % EtOH.   
   23.    Incubate the slides in xylene (rack needs to be metal) for 5 min at room tem-

perature twice.   
   24.    Place Permount medium [Fisher, cat#SP15-500] on the slide, cover slip with a 

glass cover slip, and dry the covered slide in the hood for overnight.   
   25.    The sections can be examined underneath the microscope within 1 day, but it 

takes about 72 h for the Permount to become hard enough to clean the slide 
without the cover slip coming off. 
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 Note

   *1:  If not going to stain with cresyl violet, then delipidization is not necessary. It 
is necessary to delipidize before placing slides in emulsion as the lipids will 
not be removed easily after covering with emulsion.  

  *2: At this step, make sure the condition of the dipped slides is completely dry.  
  *3:  Keeping dipped slides at 4 °C is critical to avoid mold growing on the glass 

slides during exposure of the S 35  signal to the emulsion.  
  *4: Signal from 1 day on X-ray fi lm is similar to 5 days under emulsion.  
  *5: The slide needs to be wet; otherwise the razor blade will scratch the slides.  
  *6:  This step can be performed at RT. In the case, the incubation time should be 

longer.       

9.9       Concluding Remarks 

 For visualizing radioactive probe signal on brain sections, there are major two ways, 
detection by X-ray fi lms and by silver grains. 

 Detection by X-ray fi lms provides a relatively quick result and analyses. 
Furthermore, the X-ray fi lm data could be used for high-throughput quantitative 
analysis. The X-ray fi lm also reveals broad anatomical resolution. It provides the 
ability to easily compare expression patterns among different brain sections on the 
same and different slides. For this purpose, it is very critical to pay close attention 
to obtaining a high signal-to-background noise ratio on the X-ray fi lm. High back-
ground on X-ray fi lms is usually caused by using old developer or fi xer or with 
probe problem. Poor quality of riboprobes also generates high background. In our 
experience, probes generated with Sp6 RNA polymerase more than T7 and T3 RNA 
polymerases have a tendency toward such problems. In such case, we recommend 
to increase enzyme units for RNA synthesis. The oil creates an instant seal, allowing 
for rapid processing of many slides. Sometimes, mineral oil from the hybridization 
step remains on the slides and tissue sections, which will cause spotted dark back-
ground. For quantitative analysis, we recommend not to use overexposed fi lms. It is 
critical to maintain a signal intensity that correlates linearly with actual mRNA 
expression levels. To show digital photo images of brain sections from X-ray fi lm, 
there are two representative ways: regular bright-fi eld image (in this case, signal is 
black in color: Fig.  9.7a  top low) and inverted black/white image (in this case, signal 
is white color: Fig.  9.7a  2nd low). Inverted black/white images can be easily pro-
duced from regular bright-fi eld images using “inverted color function” in an image 
software, such as Image J or Photoshop.

   Detection by silver grains in the emulsion is produced by the pattern of decay 
emission from the radioactive probe. The emulsion results show tissue morphology 
and higher cellular resolution of gene expression. The emulsion contains light- 
sensitive silver salts placed over the tissue. After exposure and developing the emul-
sion, exposed silver salts are converted to metallic silver grains. The metallic silver 
grains block direct light through and appear as the black dots under bright-fi eld view. 
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  Fig. 9.7    Photo images of radioactive signals. ( a ) whole brain in-situ hybridization images under 
silent and singing conditions, using X-ray fi lm images under bright light (top panels; black = mRNA 
signal), inverted X-ray fi lm images (2nd low; white = mRNA signals), silver grain dipped-cresyl 
violet stained images under regular bright light (3rd low; black = mRNA signals, blue/purple = 
cresyl violet stained cells), and  silver grain dipped-cresyl violet stained images under polarized light 
in dark fi eld (4th low; white = mRNA signals, purple/red =  cresyl violet stained cells). Scale bar = 
2mm. ( b ) Higher magnifi cation of silver grain dipped-cresyl violet stained images under regular 
bright light. Developed silver grains are observed as black dots. Scale bars = 200µm          
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In this situation, cells lable blue/purple in color after cresyl violet staining 
(Fig.  9.7a , 3rd low & b). The silver deposits over the cells represent mRNA gene 
expression and can be observed and measured qualitatively under a microscope. 
Gene expression can be quantifi ed at the cellular level by counting the average num-
ber of silver grains over cells relative to the background silver grains elsewhere on 
the tissue or slide. 

 In dark fi eld the silver grains refl ect light coming from the side and appear as the 
white dots (Fig.  9.7a , 4th low). The cresyl violet stain appears as a purple/red color. 
In the dark fi eld view, the hybridization signal is easier to visualize under lower 
magnifi cation, and its image is commonly used to show the overall gene expression 
pattern.     
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    Abstract     The term “epigenetic s” refers to heritable alterations in chromatin 
 structure due to modifi cations of genomic DNA and histone proteins. Basic insights 
about epigenetic alterations are derived from investigations of cell division and 
development. Recently, many neurobiologists have focused on the mechanisms of 
epigenetic control to link gene expression with behavioral changes in animals 
because the long-lasting composition of epigenetic modifi cations is consistent with 
the characteristics of long-term memories. There are several kinds of epigenetic 
modifi cations: (1) cytosine methylation  of genomic DNA, (2) acetylation, (3) meth-
ylation, and (4) phosphorylation of histones. In this chapter, we reviewed the funda-
mental techniques for investigating epigenetic status with specifi c focus on cytosine 
methylation of genomic DNA. In addition, methods for analyzing histone modifi ca-
tions are also briefl y described.  

  Keywords     Bisulfi te PCR   •   Cytosine methylation   •   DNMT   •   Epigenetic   •   HAT   
•   HDAC   •   Histone acetylation   •   Honeybee   •   MBD   •   Single nucleotide primer 
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10.1         Introduction 

 A variety of epigenetic  modifi cations modulate eukaryotic genomic information 
affecting transcription profi les and DNA replication and repair processes. Many 
investigators in the fi eld of epigenomics focus on DNA methylation and histone 
modifi cations and how these modulations interact to form stable epigenetic chroma-
tin conformation. In this review, we focus on the methods used to assay DNA 
methylation. 

 DNA methylation involves the addition of a methyl moiety to the cytosine-5 
position (Fig.  10.1 ) in most eukaryotic organisms. The enzymes that specifi cally 
methylate the C5 carbon of cytosines in DNA to produce C5-methylcytosine are 
DNA methyltransferases (DNMT s). Enzymatically, they transfer a methyl group 
which is derived from  S -adenosyl- l -methionine to the C5 carbon of the pyrimidine 
ring. This results in the generation of 5-methyl-cytosine and  S -adenosyl- 
homocysteine . Five different enzymes involved in DNA methyl-group transfer are 
known: DNMT1 maintains DNA methylation after replication by methylating the 
newly synthesized strand (Araujo et al.  1999 ), DNMT3A and DNMT3B methylate 
genomic regions de novo (Takeshima et al.  2006 ), DNMT2 has a tRNA methylating 

  Fig. 10.1    Chemical reaction for methylation on cytosine residues       
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function only (Goll et al.  2006 ; Jurkowski et al.  2008 ), and DNMT3L protein lacks 
a catalytic domain; however, it acts as a positive regulator of DNMT3A (Chedin 
et al.  2002 ). This epigenetic  modifi cation mainly occurs in a simple dinucleotide 
cite, CpG . Depending on the organism, roughly 60–90 % of all CpG dinucleotides 
in mammals are methylated. Most methylated CpGs are scattered throughout the 
genome preventing transcription or transposition of retroviral elements. However, 
some are clustered in regions of relatively high CpG density known as “CpG 
islands.” These are usually between 200 and 500 bp in size, often cover the pro-
moter region of genes, and are kept methylation free. Locally, methylation of cyto-
sine residues is the most common epigenetic modifi cation of mammalian genomic 
DNA and is primarily associated with transcriptional regulation of tissue- specifi cally 
expressed genes or silencing of tumor suppressor genes in cancer cells (Novak et al. 
 2006 ), stem cells (Rodic et al.  2005 ) and glial cells (Hoffman and Hu  2006 ). 
Methylated cytosine residues are not only found in vertebrates but also in inverte-
brates, such as chordates (Simmen et al.  1999 ; Suzuki et al.  2007 ), echinoderms 
(Tweedie et al.  1997 ), and insects (Field et al.  2004 ; Glastad et al.  2011 ; Lyko and 
Maleszka  2011 ).

   Especially in insects,  Drosophila melanogaster  is the most studied invertebrate 
species in the fi eld of DNA methylation.  Drosophila  DNA methyltransferase 
(dDNMT 2), which is closely related to the mammalian DNMT2 family and is 
encoded by a single DNA methyltransferase gene in the  Drosophila  genome 
(Tweedie et al.  1999 ; Hung et al.  1999 ; Tang et al.  2003 ; Marhold et al.  2004 ), 
putatively methylated the components of retrotransposons and repetitive DNA 
sequences (Salzberg et al.  2004 ). Overexpression of dDNMT2 resulted in signifi -
cant genomic hypermethylation at CpT and CpA dinucleotides, but not CpG  dinu-
cleotides (Kunert et al.  2003 ). In addition, the  Drosophila  genome contains a single 
gene that encodes a methyl-CpG-binding domain protein (MBD 2/3) with extensive 
homology to the vertebrate methyl-DNA binding proteins MBD2 and MBD3 
(Tweedie et al.  1999 ; Roder et al.  2000 ; Ballester et al.  2001 ). Band shift assays 
have demonstrated the specifi c binding of MBD2/3 to CpT/A-methylated DNA 
(Marhold et al.  2004 ), which refl ects the endogenous DNA methylation pattern in 
 Drosophila  (Lyko et al.  2000 ).  

10.2     Honeybee as a Model Organism for Epigenetic  Analyses 

 In this review, we focused on the honeybee  Apis mellifera  as a model organism for 
epigenetic  analyses. The honeybee is an excellent model organism for understand-
ing the relationship between behavioral changes and epigenetic modifi cations for 
several reasons. First, the entire genome sequencing of honeybee has been com-
pleted, which is essential for the comprehensive understanding of epigenetic 
 modifi cation systems (The Honeybee Genome Sequencing Consortium  2006 ; 
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Schaefer and Lyko  2007 ; Foret et al.  2009 ; Lyko et al.  2010 ; Gabor Miklos and 
Maleszka  2011 ). Second, extensive physiological, biochemical, and molecular bio-
logical data are available to understand the mechanisms of honeybee development 
and complex behaviors, such as caste system and long-term memory (Müller and 
Hildebrandt  2002 ; Park et al.  2003 ; Locatelli et al.  2005 ; Okada et al.  2007 ; 
Watanabe et al.  2006 ; Kamakura  2011 ). Finally, suffi cient quantity of genomic 
DNA can be purifi ed from a single honeybee brain to investigate epigenetic changes, 
which advantageously allows behavioral changes to be linked to epigenetic modula-
tion at the level of individual organisms. 

 Recently, increasing evidence is available for understanding the molecular mech-
anisms of epigenetic  control in honeybees. While  Drosophila  only has a single type 
of putative DNA methyltransferase (DNMT ) (Tweedie et al.  1999 ; Marhold et al. 
 2004 ), honeybees possess the entire components of functionally active vertebrate- 
like DNMTs (Wang et al.  2006 ) and several isoforms of methyl-CpG -binding 
domain proteins (MBD s) (Wang et al.  2006 ). Additionally, non-CpG methylation, 
which is observed in the  Drosophila  genome, is either extremely rare or nonexistent 
in the honeybee genome (Wang et al.  2006 ). These data suggest that honeybees have 
an active DNA methylation system similar to that found in mammals. Methylated 
cytosine residues have been found in several genes in honeybees (Wang et al.  2006 ; 
Ikeda et al.  2011 ; Shi et al.  2011 ), and DNA methylation was shown to play crucial 
roles in development and caste differentiation (Kucharski et al.  2008 ; Elango et al. 
 2009 ; Kim et al.  2009 ). In this review, we focus on cytosine methylation  of genomic 
DNA and describe fundamental techniques for investigating epigenetic status.  

10.3     Dissection of Honeybee Brains and Purifi cation 
of Genomic DNA 

 Honeybees were caught, briefl y anesthetized on ice, and decapitated. Honeybee 
heads were embedded and fi xed on the surface of melted dental wax (melting 
point = ~60 °C), and their brains were isolated. The brains were frozen in liquid 
nitrogen immediately after dissection and stored at −80 °C until used for genomic 
DNA purifi cation. 

 Honeybee brains were homogenized in liquid nitrogen and incubated at 55 °C for 
2 h in 500 μg/mL proteinase K solution diluted with DNA extraction buffer contain-
ing 50 mM Tris–HCl (pH 7.5), 100 mM NaCl, 1 mM EDTA (pH 8.0), and 1.5 % 
SDS. After gentle treatment twice with phenol/chloroform and once with chloro-
form/isoamyl alcohol, genomic DNA was precipitated with ethanol and treated with 
10 μg/mL RNase A at 37 °C for 1 h. Genomic DNA was treated again with phenol/
chloroform and chloroform/isoamyl alcohol, precipitated with ethanol, air-dried, 
dissolved in 10 mM Tris–HCl (pH 8.5), and stored at −80 °C until use. This proce-
dure can be applied for the purifi cation of genomic DNA from any tissue or cell type 
irrespective of the animal species.  
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10.4     Direct Detection of DNA Methylation 
by  “Southern- Western” Blotting 

 We estimated and compared the methylation levels in genomic DNA from mouse, 
 Drosophila , and honeybee brains by “Southern-Western” blotting. Using anti-5- 
methylcytosine mouse antibody easily enabled to combine Southern blotting and 
Western blotting. 

10.4.1     Procedure for Southern-Western Blotting  

 To compare the relative amount of whole-genome methylation, 5 μg of honeybee, 
mouse, and  Drosophila  genomic DNA were run on a 0.8 % agarose gel and trans-
ferred onto a nitrocellulose membrane following a standard method for Southern 
blotting. After treatment with a blocking buffer containing 1 % BSA and 1 % 
Tween-20 in phosphate-buffered saline (PBS) for 1 h at room temperature, the 
membrane was incubated with anti-5-methylcytosine mouse antibody (Calbiochem) 
diluted to 1:1,000 with blocking buffer and incubated overnight at 4 °C. Other 
blocking buffers, such as 5 % skim milk and 1 % Tween-20 in PBS, could have also 
been used for this experiment. The membrane was rinsed with washing buffer 
(0.1 % Tween-20 in PBS; 3 × 15 min) and incubated with horseradish peroxidase 
(HRP)-labeled anti-mouse IgG diluted to 1:10,000 with blocking buffer at room 
temperature for 1 h. The membrane was then rinsed with washing buffer (3 × 15 min) 
and treated with chemiluminescent HRP substrate for 5 min at room temperature.  

10.4.2     Results of Southern-Western Blotting  

 Although equal amounts of genomic DNA (5 μg) purifi ed from honeybee, 
 Drosophila,  and mouse brains were subjected to agarose gel electrophoresis 
(Fig.  10.2a ), the intensity of the band from the honeybee genomic DNA was lower 
than that from mouse and  Drosophila  genomic DNA (Fig.  10.2b ). This data sup-
ports a previous report that found a smaller amount of methylcytosine in honeybee 
and  Drosophila  genomic DNA than mammalian DNA (Wang et al.  2006 ).

10.5         Methylation-Sensitive Restriction 

 Besides the enrichment of methylated DNA by immunoprecipitation (which is 
pretty much dependent of local CpG  content and DNA accessibility), methylation- 
specifi cally cutting endonucleases can be used for investigating methylation 
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patterns in genomic DNA. Enzymes such as  Hpa  II or  Hha  I only cut unmethylated 
DNA leaving methylated DNA untouched. Subsequent Southern blotting provides 
information about the relatively wide occurrence and abundance of 5- methylcytosine 
in the genome (Rae and Steele  1979 ; Quint and Cedar  1981 ). This is a classical 
method for investigating methylation patterns and recently used for invertebrates 
(Krauss et al.  2009 ; Robinson et al.  2011 ). However, both immunoprecipitation and 
methylation-sensitive restriction require a large amount of purifi ed genomic DNA 
which is, especially when using tiny amounts of biological material, not always 
available.  

10.6     Bisulfi te PCR  

 Since more than a decade, bisulfi te conversion was developed for the sensitive iden-
tifi cation and direct mapping of the site of 5-methylcytosine using a very small 
quantity of genomic DNA (Frommer et al.  1992 ). This technique breaks down epi-
genetic  information to the genetic level and is widely used for local, and nowadays 
also genome-wide, methylation detection. The standard method for this technique is 
based on the chemical conversion of unmethylated cytosines to uracils by treatment 
of DNA with sodium bisulfi te (Fig.  10.3 ). This chemical modifi cation precedes in 
three steps: (1) sulfonation at the C6 position of the cytosine residue, (2) hydrolytic 
deamination at the C4 position to produce uracil sulfonate, and (3) desulfonation 
under alkaline conditions. The 5-methylcytosine remains unreactive to this process 

  Fig. 10.2    Immunoblotting 
with anti-5-methylcytosine 
antibody. ( a ) Staining of the 
agarose gel with ethidium 
bromide showed that the 
amount of genomic DNA 
loaded from mouse, 
honeybee, and  Drosophila  
brains was similar. ( b ) 
Although the honeybee 
genomic DNA also had 
methylated cytosines, the 
amount in the total genomic 
DNA was signifi cantly less 
compared to the mouse and 
 Drosophila  genomes       
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since hydrolytic deamination caused by bisulfi te at the C6 position is blocked by the 
presence of the methyl group at C5. Using next-generation-sequencing techniques 
like the HiSeq2000 platform (Illumina), high-resolution genome-wide DNA meth-
ylation patterns with high coverage can be obtained. For local profi ling, bisulfi te- 
specifi c PCRs can be performed using a strand-specifi c primer set detecting the 
methylation information on one strand of the DNA. During PCR, 5-methylcytosine 
residues are amplifi ed as cytosines and unmethylated cytosines are amplifi ed as 
thymines (Fig.  10.4a ). The PCR products are cloned into proper plasmids and 
sequenced using Sanger chain termination technology (Sanger et al.  1977 ). 
Comparison of the sequence of bisulfi te-treated DNA to genomic DNA allows the 
identifi cation of 5-methylcytosine sites. To standardize the identifi cation of methyl-
ated cytosines within the amplicon, semiautomated tools are available (BiQ 
Analyzer, Bock et al.  2005 ). For local profi ling, next-generation-sequencing tech-
niques are also available by now using the 454 GS-FLX pyrosequencing platform 
(Roche) with a freely available reasonable data evaluation pipeline (de Boni et al. 
 2011 ; Lutsik et al.  2011 ).

10.6.1        Bisulfi te Treatment of Honeybee Genomic DNA 

 Here we describe two approaches for bisulfi te treatment: (1) bisulfi te treatment of 
genomic DNA packed in agarose beads and (2) bisulfi te treatment of genomic DNA 
in solution. The fi rst method is suitable for the treatment of small amounts of total 
genomic DNAs, while the second method is highly effi cient for converting cyto-
sines, but a loss of genomic DNA cannot be avoided. If enough genomic DNA is 
available for repeating experiments, the second method is preferable.

  Fig. 10.3    Chemical reaction for the bisulfi te conversion of cytosine to uracil       
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    1.     Bisulfi te treatment of genomic DNA packed in agarose beads : Five hundred 
nanogram of genomic DNA purifi ed from honeybee brains was treated over-
night with a restriction enzyme that does not cut within the target region to be 
 amplifi ed by PCR. Sodium bisulfi te powder (3.8 g; mixture of NaHSO 3  and 
Na 2 S 2 O 5 ; Sigma) was dissolved in 5 mL distilled water and 1.5 mL 2 M NaOH, 
and 110 mg  hydroquinone (Sigma) was dissolved in 1 mL distilled water and 

  Fig. 10.4    ( a ) Principle of bisulfi te PCR. ( b ) Diagrams showing the methylation status of a 
 promoter region.  Filled boxes  on the  solid bars  indicate the candidate cytosine residues for meth-
ylation, and the number above each box indicates the nucleotide number counted from the fi rst 
nucleotide of the PCR amplicon.  Arrowheads  and the  dotted line  represent primers and PCR 
amplicon, respectively. Results using a primer set within the element showed a mixture of methyl-
ated ( fi lled circles ) and unmethylated ( open circles ) cytosines. Cytosines 142, 154, 188, and 214 
were methylated in about 70 % of sequences       
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mixed with sodium bisulfi te solution. Next, 750 μL of the sodium bisulfi te/
hydroquinone solution was transferred to each tube and overlaid with 750 μL of 
heavy mineral oil. These aliquots were chilled on crushed ice for at least 30 min. 
Restricted DNA samples were denatured by boiling for 10 min and incubated 
with 0.33 M NaOH for 15 min at 50 °C. Two volumes of melted (50–55 °C) 2 % 
low-melting- point agarose gel (NuSieve® GTG® Agarose; Cambrex Bio 
Science Rockland Inc.) was mixed with DNA sample, and 25 μL of the sample 
solution was immediately transferred to the mineral oil layer of the chilled 
sodium bisulfi te solution to form agarose beads by chilling in the ice-cold min-
eral oil layer. The tubes were left on ice for 30 min, allowing the agarose beads 
to sink into the bisulfi te solution. Then, the samples were incubated at 50 °C for 
3.5 h for bisulfi te conversion. After briefl y chilling on ice, all solutions were 
removed from the tubes, and agarose beads were washed subsequently with 1x 
TE buffer (2 × 15 min), 0.3 M NaOH (2 × 15 min), 1x TE buffer (10 min), and 
distilled water (10 min). Finally, the distilled water is completely removed, and 
the samples were stored at 4 °C.   

   2.     Bisulfi te treatment of genomic DNA in solution : Four hundred nanogram of 
genomic DNA, purifi ed from honeybee brains, was treated overnight with a 
restriction enzyme that does not cut within the target region to be amplifi ed by 
PCR. Sodium bisulfi te powder (3.8 g; mixture of NaHSO 3  and Na 2 S 2 O 5 ; Sigma) 
was dissolved in 2.5 mL distilled water and 750 μL 2 M NaOH. Restricted DNA 
samples are mixed well with 187 μL of the bisulfi te solution and 73 μL of scav-
enger chemical [98.6 mg 6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic 
acid (Sigma) in 2.5 mL dioxane (Sigma)] and incubated in a PCR cycler at 99 °C 
for 15 min, at 50 °C for 30 min, at 99 °C for 5 min, at 50 °C for 1.5 h, at 99 °C 
for 5 min, and at 50 °C for 1.5 h. After adding 150 μL distilled water to the DNA 
samples, bisulfi te-treated genomic DNA is purifi ed and desulfonated using 
MICROCON® Centrifugal Filter Devices (YM-30 membrane; Millipore) by 
subsequent application of 500 μL 1x TE (2 × 15 min centrifugation), 50 μL 0.3 M 
NaOH (15 min incubation followed by 15 min centrifugation), and 1x TE buffer 
(15 min centrifugation). After elution using 50 μL of pre-warmed (50 °C) 1x TE, 
bisulfi te-converted DNA is ready to use and can be stored at 4 °C.     

 Recently, kits for bisulfi te treatment, which are designed to simplify and stream-
line the diffi cult procedures above, can be purchased from several companies, such 
as TaKaRa, QIAGEN, Invitrogen, and Millipore.  

10.6.2     Bisulfi te PCR  and Cloning 

 PCR primer design for bisulfi te-converted DNA is challenging but crucial for effi -
cient amplifi cation. Oligo primers should be designed to be devoid of CpG  posi-
tions. In order to amplify specifi cally from bisulfi te-converted DNA, all cytosines in 
forward primers and all guanines in reverse primers for this PCR were replaced with 
thymines and adenines, respectively. The length of the amplifi ed PCR products 
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should not exceed 650 bp. If the bisulfi te treatment was performed with agarose 
beads (Method 1), the beads were melted by heating at 70 °C just before mixing into 
the PCR solution. PCR was performed using AccuPrime™  Taq  DNA Polymerase 
System (Invitrogen) or Ex Taq™ polymerase (TaKaRa) for 40 cycles of 95 °C for 
30 s, 50 °C for 30 s, and 68 °C for 1 min. High-fi delity DNA polymerases are rec-
ommended for the reactions. Following agarose gel electrophoresis and purifi cation 
of PCR products from gels with the QIAquick Gel Extraction Kit (QIAGEN), the 
PCR products were inserted into a TA vector, such as pGEM®-T Easy vector 
(Promega). Competent  Escherichia coli  cells were transformed with cloned vectors 
and plated onto Luria-Bertani (LB) agar plates containing ampicillin and X-Gal/
IPTG, which allowed the easy screening of positive transformants by appearance of 
white colonies. Positive white colonies were picked from the LB agar plates and 
grown in liquid LB medium. Plasmids with successful insertions were purifi ed with 
QIAprep Spin Miniprep Kit (QIAGEN) and sequenced using primers which are 
located on the plasmid right upstream of the insertion (e.g., a T7 or SP6 primer in 
case pGEM®-T Easy vector was used).  

10.6.3     Results of Bisulfi te Sequencing 

 Twenty-one colonies were picked from the LB agarose plate for sequencing. 
Figure  10.4b  represents the typical illustration of results of bisulfi te sequencing, 
named lollipop scheme, to show the sites of 5-methylcytosine residues. We found 
four highly methylated cytosines in the amplifi ed 475 bp of the promoter region 
(Fig.  10.4b ). The amplifi ed region was partially methylated in more than half of the 
sequences at the cytosines no. 142, 154, 188, and 214.   

10.7     Single Nucleotide Primer Extension  Assay 

 Although highly accurate, the described technique is still laborious and expensive, 
so samples should be well chosen before bisulfi te sequencing is performed. Single 
nucleotide primer extension (SNuPE)  technique can be regarded as a fast and cost- 
effective prescreening solution for quantitative analyses of methylation levels. This 
method is able to assess DNA methylation at one or two specifi c single cytosine 
residues representing the methylation state of the whole amplicon. Experimental 
protocol can be divided into four parts: (1) generation of PCR products derived from 
bisulfi te PCR as described above, (2) purifi cation of PCR amplicon, (3) SNuPE 
reaction, and (4) separation of the SNuPE products by high-performance liquid 
chromatography (HPLC) and quantifi cation of the peaks (El-Maarri  2004 ). The 
SNuPE reaction is similar to Sanger sequencing reactions using unlabeled dideoxy-
nucleotides which specifi cally detect the methylation status of the respective CpG  
in bisulfi te PCR products (ddCTP and ddTTP when SNuPE primers are placed on 
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the top strand, ddGTP and ddATP when SNuPE primers are placed on the bottom 
strand) (Fig.  10.5a ). Primers for an SNuPE reaction should be between 12 and 18 
nucleotides long and are designed to match the site immediately adjacent to the 
cytosine residue of interest. Taken the T-rich top strand, ddCTP and ddTTP were 

  Fig. 10.5    ( a ) Principle of SNuPE analysis. ( b ) Measurement of methylation level of a promoter 
region by SNuPE analysis. UV spectra of SNuPE assays analyzing the methylation levels of cyto-
sine 142 (C142), 154 (C154), 188 (C188), and 214(C214). Values in traces show the HPLC reten-
tion times of peaks       
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added at the 3′-end of the primer depending on the methylation status of the target 
cytosine residue. The ddCTP and ddTTP were incorporated at the cytosine site 
which remains cytosines when methylated or show up as thymines when unmethyl-
ated, respectively, after bisulfi te PCR. The ratio of the SNuPE product signals 
(C-extended primer and T-extended primer) is measured by HPLC.

10.7.1       SNuPE Reaction and HPLC 

 The procedure for SNuPE analysis has been modifi ed from that previously 
described (El-Maarri  2004 ; Tierling et al.  2010 ). Bisulfi te treatment of genomic 
DNA and subsequent PCR was performed using the same procedure described 
above for bisulfi te sequencing. PCR products were purifi ed with the QIAquick 
PCR Purifi cation Kit (QIAGEN) or by Exonuclease I/Shrimp Alkaline Phosphatase 
(1 U ExoSAP) treatment. When larger PCR products are used, treatment with a 
restriction enzyme for 2 h, which digests the internal site of the PCR products, can 
be helpful to prevent forming of secondary structures and thereby inhibiting the 
SNuPE reaction. SNuPE primers were placed immediately adjacent to the target 
cytosine residues. The reaction was carried out in a total volume of 20 μl contain-
ing 100–130 ng purifi ed PCR product, 1x buffer C (Solis BioDyne), 1.5 mM 
MgCl 2 , 50 μM each ddNTP, 3.675 pmol of each primer, and 2.5 U TermiPol (Solis 
BioDyne) DNA polymerase, which shows high performance for incorporating 
ddNTPs. The thermal cycling was as follows: initial denaturing step of 96 °C for 
2 min, followed by 50 cycles of 96 °C for 30 s, 50 °C for 30 s, and 60 °C for 60 s. 
Extension products were separated on an HPLC system (WAVE® DNA Fragment 
Analysis System; Transgenomic) at 50 °C and a fl ow rate of 0.9 mL/min using 
acetonitrile gradients, which were generated by increasingly mixing buffer B 
(0.1 M TEAA, 25 % acetonitrile) to buffer A [0.1 M triethylammonium acetate 
(TEAA)]: 25–37 % buffer B for 15 min for cytosine 142, 27–39% buffer B for 
15 min for cytosine 154, and 24–32 % buffer B for 10 min for cytosine 188 and 
214. After estimation of peak areas or heights, the methylation index (MI) was 
calculated as the ratio of the methylated signal divided by the sum of methylated 
and unmethylated signals.  

10.7.2     Results of SNuPE Assay 

 We performed SNuPE analyses to exhaustively investigate the methylation level at 
the four sites of 5-methylcytosines identifi ed by bisulfi te sequencing (Fig.  10.5b ). 
At cytosines 142 (C142), 188 (C188), and 214 (C214), large peaks indicating meth-
ylation were clearly observed together with small peaks representing unmethylated 
cytosines (Fig.  10.5b ). These data clearly corresponded with the data obtained by 
bisulfi te sequencing shown in Fig.  10.4b . We detected a peak of methylation at 

D. Hatakeyama et al.



163

cytosine 154 but no peak of unmethylated cytosine (Fig.  10.5b ). The amplitude of 
UV absorbance of the unextended primer for cytosine 154 was around 22, suggest-
ing a weak primer extension effi ciency (probably caused by minor amounts of PCR 
product).   

10.8     Pharmacological Blocking of DNA Methylation 

 Many neurobiologists may have strong interests in the biological signifi cance of 
control of DNA methylation status in brain function. In order to study this relation-
ship, the pharmacological inhibition of DNA methylation has been utilized. In sev-
eral studies, 5-azacytidine  (Fig.  10.6a ), 5-aza-2′-deoxycytidine  (Fig.  10.6b ), and 
zebularine  (Fig.  10.6c ) were directly injected into mammalian brains or honeybee 
hemolymph (Miller and Sweatt  2007 ; Miller et al.  2008 ; Han et al.  2010 ; Lockett 
et al.  2010 ). However, the molecular mechanisms of the action of azacytidines have 

  Fig. 10.6    Chemical structures of DNMT  and HDAC  inhibitors. ( a ) 5-azacytidine , ( b ) 5-aza-2′-
deoxycytidine , ( c ) zebularine , ( d ) RG108 , ( e ) sodium butyrate , ( f ) valproic acid , ( g ) trichostatin A , 
and ( h ) valpromide        
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to be considered. These chemicals are incorporated in newly polymerized genomic 
DNA molecules as false substrates in place of cytosines in the process of DNA rep-
lication during cell division and can act as DNMT  inhibitors by trapping and inacti-
vating DNMT molecules in the form of a covalent protein-DNA complex (Zhou 
et al.  2002 ; Lyko and Brown  2005 ). Azacytidines are effective DNA methylation 
inhibitors for frequently dividing cells, such as cancer cells (Hagemann et al.  2011 ) 
and stem cells (Balana et al.  2006 ). However, since mature neurons are not replaced 
and only very few neurons are incorporated into the existing neuronal circuitry by 
neurogenesis, azacytidines injected into brains may inhibit tRNA methylation 
(Schaefer et al.  2009 ). It has been suggested that methylation of tRNA regulates 
tRNA folding and stability (Alexandrov et al.  2006 ; Schaefer et al.  2010 ), and mis-
folded and unstable tRNA may affect the rate of protein synthesis.

   Several non-nucleoside compounds can also be available as DNA methyltrans-
ferase inhibitors. One such inhibitor is (−)-epigallocatechin-3-gallate  (EGCG ), the 
main polyphenol compound found in green tea. EGCG inhibits the infectivity of 
infl uenza virus (Nakayama et al.  1993 ) and affects various biological processes in 
cancer (Kuzuhara et al.  2006 ,  2009 ; Siddiqui et al.  2011 ), including the blocking of 
DNA methyltransferase activity in cancer cells (Gu et al.  2009 ) and recombinant 
DNA methyltransferase protein activity (Rajavelu et al.  2011 ). Another DNA meth-
yltransferase inhibitor, RG108  (Fig.  10.6d ), inhibits the enzymatic activity of DNA 
methyltransferase by docking at the active pocket (Lyko and Brown  2005 ). This 
compound is effective without incorporation into genomic DNA and may be more 
suitable for neurobiological and behavioral experiments. In fact, intra-brain infu-
sion of RG108 disrupts fear memory (Miller et al.  2010 ). The design and chemical 
synthesis of novel DNA methyltransferase inhibitors are useful in behavioral 
researches (Suzuki et al.  2010 ).  

10.9     Methods for Analyzing Histone Modifi cations 

 Posttranslational modifi cation of histones and chromatin remodeling are other 
essential epigenetic  modifi cations that regulate gene expression. Histone modifi ca-
tions include acetylation, methylation, phosphorylation, ubiquitination, and ADP 
ribosylation (Levenson and Sweatt  2005 ; Schreiber et al.  2006 ). Acetylation is the 
best studied posttranslational modifi cation of histone molecules, and acetylation of 
histones occurs on the amino group of the side chain of a lysine residue, resulting in 
effective neutralization of the positive charges of lysine. This modifi cation dramati-
cally alters the tertiary structure of chromatin to expose promoter regions, allowing 
greater access of transcriptional machinery, such as RNA polymerases and tran-
scription factors, onto genomic DNA, resulting in enhancement of gene expression. 
Histone acetylation is catalyzed by histone acetyltransferases (HAT s), which 
 transfer acetyl groups from acetyl coenzyme A to the amino group of lysine side 
chains. HATs are also known to acetylate nonhistone proteins. This modifi cation is 
reversible, and deacetylation is controlled by histone deacetylases (HDAC s). 
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10.9.1     Pharmacological Blocking of HDAC  s  

 The    enzymatic activity of HDAC s is inhibited by applying their blocker molecules. 
HDAC inhibitors are categorized to fi ve groups: (1) short-chain fatty acids, (2) 
hydroxamic acids, (3) cyclic tetrapeptides, (4) cyclic peptides, and (5) benzamides. 
In the fi eld of neuroscience and neurobiology,  sodium butyrate   (a short-chain fatty 
acid; Fig.  10.6e ; Bredy et al.  2007 ;),  valproic acid   (a derivative of a hydroxamic 
acid; Fig.  10.6f ; Bredy et al.  2007 ; Rinaldi et al.  2007 ; Bredy and Barad  2008 ), and 
 trichostatin A   (a hydroxamic acid; Fig.  10.6g ; Korzus et al.  2004 ; Levenson et al. 
 2004 ; Bredy et al.  2007 ; Chen et al.  2010 ) are well used to analyze interactions 
between histone acetylation and the consolidation of long-term memory. Sodium 
butyrate and trichostatin A are not only effective in mammals but also in inverte-
brates (crabs; Federman et al.  2009 ). Valproic acid inhibits GABA transaminase 
(Löscher  1993 ) and thus, by increasing the concentration of GABA in neurons 
(Czuczwar and Patsalos  2001 ), may interfere with neurotransmission of GABA. An 
analog of valproic acid, valpromide  (Fig.  10.6h ), also has anticonvulsant and mood- 
stabilizing effects but is not an HDAC inhibitor making it useful as a negative con-
trol for valproic acid (Bredy et al.  2007 ).  

10.9.2     In Vitro Assays for Measurement of HAT  Activity 

 As mentioned above, HAT s add acetyl groups to lysine residues of histones and 
nonhistone proteins, and their enzymatic activity can be biochemically measured. 
For the broad quantifi cation of HAT activity in a sample solution, the easiest way is 
to use HAT activity colorimetric assay kits (available from BioVision, Abcam, and 
other companies). By using the kit, HAT activity can be quantifi ed by measuring the 
intensity of the yellowish color of the HAT substrate packaged in the kits. Another 
standard method for measuring HAT activity involves  3 H-marked acetyl coenzyme 
A. Samples are incubated with histones and  3 H-marked acetyl coenzyme A in a buf-
fer containing 10 mM sodium butyrate  (for blocking any contaminating HDAC s in 
the sample) at 30 °C for 30 min. Then, sample solutions are dropped onto strong 
cation exchange papers (Grade P81, Whatman). The papers are washed with 0.2 M 
sodium carbonate solution buffer, and the intensity of radioactivity was measured 
with a scintillation counter. 

 Using  14 C-marked acetyl coenzyme A, target protein molecules of acetylation 
can be identifi ed. After incubation under the same conditions described above, but 
substituting  3 H-marked acetyl coenzyme A with  14 C-marked acetyl coenzyme A, 
sample solutions were separated by standard SDS polyacrylamide gel electrophore-
sis. Gels were stained with Coomassie Brilliant Blue (CBB) and dried on fi lter 
paper, and the radioactivity was transferred onto imaging plates. By comparing the 
band patterns of CBB-stained gels and the radioactive images, acetylated proteins 
could be identifi ed easily.  
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10.9.3     Chromatin Immunoprecipitation  

 Chromatin immunoprecipitation  (ChIP) is a powerful procedure for analyzing 
 epigenetic  modifi cations and to identify genomic DNA sequences bound to specifi c 
regulatory proteins, such as HAT  proteins (Fig.  10.7 ). First, living cells or tissues 
are fi xed with formaldehyde forming a strong cross-link between histones and 
genomic DNA. After shearing and solubilizing by sonication, pulldown is per-
formed using an antibody for acetylated histones or proteins associated with 

  Fig. 10.7    Overview 
of chromatin 
immunoprecipitation 
methodology       
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genomic DNA and agarose/sepharose beads. Coprecipitated genomic DNA is 
resolved from histones by incubation in a high salt buffer and purifi ed by  phenol/
chloroform treatment and ethanol precipitation.

   Depending on the question addressed, the precipitated genomic DNA can be 
further analyzed by quantitative PCR, real-time PCR, next-generation sequencing, 
microarray, or other techniques. In a related microarray-based method, ChIP-on- 
chip, the precipitated DNA is labeled and hybridized to a variety of high-resolution 
microarrays.   

10.10     Conclusion 

 All methods mentioned in this chapter have been modifi ed from classical molecular 
biological and biochemical experiments and can be applied to any species of any 
insects. Honeybees, jewel wasps ( Nasonia vitripennis ),  Drosophila , ants 
( Pogonomyrmex barbatus ,  Linepithema humile , and  Solenopsis invicta ), mosquitos 
( Aedes aegypti  and  Anopheles gambiae ), pea aphids ( Acyrthosiphon pisum ), and red 
fl our beetles ( Tribolium castaneum ) are insect species whose entire genome has 
been sequenced. Of these insect species, honeybees and ants have sophisticated and 
complex social behaviors. However, the epigenetic  mechanisms involved in these 
behaviors remain unclear. The contribution of DNA methylation in the regulation of 
gene expression in insect taxa has yet to be elucidated, and detailed investigations 
combining standard and state-of-the-art methods, such as “next-generation” 
sequencing, are needed. 

 Recently, a species of sea slug  Aplysia  was shown to be useful for analyzing 
DNA methylation status at the single cell level (Moroz  2011 ; Moroz et al.  2011 ). 
The large diameter of molluscan neurons allows the copy number of specifi c 
mRNAs to be specifi cally measured by real-time PCR and pyrosequencing 
(Sadamoto et al.  2004 ; Hatakeyama et al.  2006 ;    Moroz and Kohn  2010 ). 
Unfortunately, honeybees and other insects do not have such large neurons in their 
central nervous systems. Although molluscs do not display social behaviors like 
insects, the analysis of DNA methylation status in large single cells may spur the 
development of methods of investigating DNA methylation with ultrasmall amounts 
of genomic DNA.     
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