
Chapter 7

Augmented Human Technology

Kenji Suzuki

Abstract In order to create a future society where assisted lifestyles will become

widely available, we need technology that will support, strengthen, and enhance

limited human capabilities. The supports for both physical and cognitive functions

are definitely needed for the future rehabilitation and physical exercise. In this

chapter, a cognitive neuroscience approach for realizing augmented human tech-

nology in order to enhance, strengthen, and support human cognitive capabilities is

described. Wearable devices allow the subject high mobility and broaden the

spectrum of environments in which bodily motion and physiological signal recog-

nition can be carried out. In this scenario, augmented human technology is regarded

as a wearable device technology that enhances human capabilities, particularly

cognitively assisted action and perception.

Keywords Wearable device • Bioelectrical signal processing • Biofeedback

• Kinematic and physiological cues • Biomechanical analysis

7.1 Introduction

Biomechanical analysis of human movement has been undertaken in various fields

to aid the comprehension and evaluation of essential human motions. In the fields of

sports and medical rehabilitation, biomechanics has recently being considered to be

an indispensable field of study. In particular, electromyography (EMG) is exten-

sively used as an effective way of understanding human muscle dynamics. An

electromyogram provides a real-time representation of muscle activity and is

commonly used to improve performance in electrophysiological studies and reha-

bilitation. Although existing methods provide some benefits, they still have
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drawbacks with respect to spatial and time consistency, which are important

elements of biofeedback. In other words, simultaneous understanding of the rela-

tionship between muscle activity and body motion is difficult and requires appro-

priate equipment and suitable training of the subject.

Neuromuscular rehabilitation with biofeedback is important for individuals with

disabilities in order to learn motor function. Because of the plasticity of the brain,

repetitive actions can help the brain, spinal cord, and nervous system to work

together to re-route the signals that were interrupted by strokes, injuries, and other

illnesses. Different robotic approaches are aimed at providing robot-aided sensori-

motor stimulation and additional sensorimotor training of the paralyzed or paretic

upper/lower limb delivered by a robotic-device-enhanced motor outcome [1].

For example, MIT-MANUS [2] was introduced as a pilot system to investigate

the potential applications of using robots to support the neuro-rehabilitation of the

motor function of the upper limb, as illustrated in the leftmost image of Fig. 7.1.

Further, LOKOMAT has been used to help people whose ability to walk has been

impaired by a stroke, spinal cord or brain injury, or neurological or orthopedic

condition to learn to walk again [2, 3]. On the other hand, the full-body exoskel-

eton-type robot, robot suit Hybrid Assistive Limb (HAL), that has been developed

to support a physically challenged person’s daily life can help elderly and disabled

people. The HAL has already been used as an assistive tool for neuro-rehabilitation

[4–6].

In addition to such robotic approaches, biofeedback technology has been widely

used since the 1960s and the action-perception and sensory-motor coordination

have been studied extensively to treat certain medical conditions and improve

human performance. The following standard definition of biofeedback has been

formulated by leading professional organizations [7].

Biofeedback is a process that enables an individual to learn how to change physiological

activity for the purposes of improving health and performance. Precise instruments measure

physiological activity such as brainwaves, heart function, breathing, muscle activity, and

skin temperature. These instruments rapidly and accurately “feed back” information to the

user. The presentation of this information—often in conjunction with changes in thinking,

emotions, and behavior—supports desired physiological changes. Over time, these changes

can endure without continued use of an instrument.

Fig. 7.1 Rehabilitation robots: The rehabilitation of deficits in sensory motor function may not

suppress the cause, and hence, rehabilitation robots/wearable devices may lead the brain to find

new solutions
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In this chapter, a cognitive neuroscience approach for realizing augmented

human technology in order to enhance, strengthen, and support human cognitive

capabilities is described. Wearable devices allow the subject high mobility and

broaden the spectrum of environments in which bodily motion and physiological

signal recognition can be carried out. In this scenario, augmented human technol-

ogy is regarded as the wearable device technology that enhances human capabili-

ties, particularly cognitively assisted action and perception. The key issues related

to augmented human technology can be summarized in Table 7.1.

In studies related to augmented human technology, the coherence of how similar

in time and frequency the two signals, i.e., sensory input and outcomes, are plays an

important role. Coherence training is needed for the coupling or connection

between the brain and the motor functions. The salient temporal features and

frequency characteristics of these physiological signals are mapped into visual or

sound features by compact and lightweight wearable devices. These devices allow

people to get visual or auditory feedback based on muscle tension while preserving

the property of the original signal.

From various studies, it is considered that these feedbacks are sufficient for

displaying the amount of and change in bodily motion and muscle activity, and

wearable devices are appropriate in different situations. In principal, the rehabili-

tation of deficits in a sensory motor function may not suppress the cause but may

lead the brain to find new solutions. Neuromuscular retraining with biofeedback is

very useful for patients in learning new motor controls. Moreover, qualitative and

affective characteristics such as facial expressions are important in several different

domains.

7.2 Related Works

It is known that there are visual, auditory, and somatosensory spatial representa-

tions in the superior colliculus [8]. In recent years, sonification and visualization

have attracted attention, as they enable an intuitive understanding of muscle

activity. Visualization is effective for presenting multichannel muscle activity

information, thereby facilitating an easy understanding of the interaction between

Table 7.1 Key issues related to augmented human technology

Key issues Related technology

Biofeedback on the body Motion measurement (sensory inputs)

Signal processing

Modality conversion (mapping)

Output (wearable or portable device)

Real-time response and coherence A media technology to support and enhance human

cognitive capabilities Multisensory feedback

Kinematic and physiological cues Bioelectrical signals and electro-physiology

can be obtained from the human skin in daily life

Understanding muscle dynamics
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multiple muscles, whereas sonification is an effective method of presenting the

variation in muscle activity with respect to time. For instance, Nakamura et al. [9]

and Delp et al. [10] developed a graphical interface for visualizing musculoskeletal

geometry. Mixed reality is also an effective visualization method that combines

actual human motion and the corresponding muscle activity as a color variation on

the display [11]. Although these methods are aimed at providing an intuitive

understanding of muscle activity, they require an LCD display or large-scale

equipment such as a motion capture device, thereby limiting the range of the

application considerably.

In addition to visual and auditory display, multisensory feedback has recently

been paid attention to with the aid of advanced technologies. For example, Narumi

et al. [12] investigated the illusion-based “Pseudo-gustation” method for changing

the perceived taste of food by using a wearable device, which allows users to

change the perceived taste on the basis of the effect of the cross-modal interaction

of vision, olfaction, and gustation. Hamanaka et al. [13] proposed a headphone-type

interface with auditory feedback according to the wearer’s head direction. When

the user changes his orientation and directs it to different musical instruments one at

a time, different auditory feedback is given to the user. Several haptic devices were

invented, and some are commercially available.

On the other hand, in addition to typical sensory processing such as visual,

auditory, olfactory, taste, and haptics, several approaches have attempted to recog-

nize human affective and emotional performance. For instance, as a wearable

approach for facial expression recognition, an example of this is the use of dis-

placement sensors attached to the facial skin, as in MIT’s Expression Glasses

[14]. SixthSense [15] is an attempt to overlap the virtual world onto human reality.

A camera and a small projector allow the user to demonstrate a bi-directional

feedback loop: a person’s physical experience and information from computing

devices are fed into both worlds. As shown in Figs. 7.2, 7.3 and 7.4, these kinds of

Fig. 7.2 Somatosensory computation for a man-machine interface from motion capture data and a

musculoskeletal human model [8]
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works are also regarded as augmented reality (AR) [16] or mixed reality

(MR) [17]. Wearable devices are often used in these works and are successfully

employed in various domains.

Several technologies are used for detecting human intentions, such as physio-

logical measurement and analysis of bodily motion. In addition to traditional

sensing components for movement sensing and the recognition of body posture

and motion [18], bioelectrical signals such as EMG and pulse waves are often used

in the related works. As EMG signals are electrical signals, they propagate to and

from neighboring muscles in a phenomenon called crosstalk [19]. Taking this into

account, it is advised that electrodes be placed away from the front of the face.

However, crosstalk has a critical drawback: The signals from all facial muscles,

even those not involved in facial expressions, are propagated. Further, even during

a single facial expression, the signals from all contracted muscle fibers are detected

simultaneously as a mixed signal. Some attempts have been made to overcome the

problem of distal detection in the upper extremities. In one case, crosstalk was used

for successfully predicting finger movements from signals measured distally on

the arm.

Tsenov et al. [20] used an independent component analysis (ICA) to separate the

acquired signals on a person’s arm into their independent components for better

classification. Naik et al. [21] used both ICA and an artificial neural network (ANN)

to classify hand and finger movements.

Fig. 7.3 Wearable devices for enhancing human capabilities: not only visual feedback, auditory,

olfactory and haptic display are developed so far

Fig. 7.4 SixthSense (left and center). A wearable gestural interface to combine the virtual and

physical world. Expression Glasses (right). A wearable approach for facial expression recognition
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In the following sections, several case studies with different wearable devices

are then described, which are not only capable of measuring human physiological

signals such as EMG and pulse but also designed to give feedbacks to the wearer in

terms of light-emitting, sound, and robotic actuators. A number of different devices

for reading muscle activity, bodily motion, heart rate, and facial expressions are

presented with the potential applications to assistive technology, rehabilitation, and

entertainment.

7.3 Case Studies

7.3.1 BioLights: Visual EMG Biofeedback

A wearable interface is developed, which allows users to perceive muscle activity

in an intuitive manner while providing an unrestricted system [22]. Muscle activity

or muscular tension is visualized on the surface of the body in the shape and

position of the muscle in real time; this interface aids an intuitive understanding

of multichannel muscle activity. It is designed as a wearable, thin, and light

interface device, which enables a wide range of uses. Several experiments were

conducted to evaluate the system performance. In addition, an experiment was

conducted to investigate the possible applications of the interface to neuro-

rehabilitation; this experiment involved the use of the interface in combination

with an exoskeleton.

Figure 7.5 shows an overview of the developed interface. It is focused on the

rectus femoris, biceps femoris, and semitendinosus of both legs because these

muscles contribute to the following basic movements of the lower limbs: extension,

flexion, internal rotation, and external rotation. The developed interface consists of

three modules: (i) measurement module, (ii) control module, and (iii) display

module. Disposable electrodes and an amplifier are installed in the measurement

module, and signal processing and filtering are conducted via the control module.

These modules and all other equipment are installed and sewn onto a pair of sports

pants. Two muscle-activity visualization systems are developed in this case study:

Fig. 7.5 BioLights: light emitting wear for visualizing upper and lower-limb muscle activity
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the maximum voluntary contraction (%MVC) visualization system and the muscu-

lar tension visualization system.

The interface is intended to be wearable and is hence designed using stretch

fabric. For developing the display module, a light-emitting stretch fabric is utilized,

which is composed of a warp of numerous optical fibers and a woof of nylon

threads. The light-emitting surface is designed in accordance with the shape of the

muscle for an intuitive understanding of the muscle activity. Scratching on

the optical fibers creates a slightly coarse surface from which light is emitted in

the arbitrary shape of the muscle. Consequently, it appears as if the user’s muscles

are glowing red. In order to enhance the brightness, two super luminosity LEDs are

used as light sources for each muscle; these LEDs generate sufficient brightness for

the glow to be identified even under fluorescent light. Several buttonhooks sewn

onto the side of the garments allow the user to slip these garments on and off easily.

Small bend sensors are positioned at the knee and hip joints to measure the angle

variation associated with physical exertion. These sensors are also used for calcu-

lating the muscular tension by utilizing a biomechanics model. The total weight of

the wearable interface is 1.1 kg, which enables users to use it without feeling

restricted or experiencing difficulty in movement.

Maximum voluntary contraction (%MVC) is used in this system as the degree

of muscle activity. The calibration process is mandatory before using the interface.

In this case study, the signal captured under resting conditions and maximum

voluntary conditions is considered to be 0 % and 100 %, respectively. A micropro-

cessor is used as a controller, and a Lipo-battery, as the power source. This system

realizes unrestricted muscle-activity visualization. The EMG signal is acquired

through a 12-bit A/D converter operating at 1 kHz. A full-wave rectifier, band-

path, and comb filter are used for reducing artifacts and noise. After integral

processing, the signal undergoes PWM for lighting the LEDs. The brightness is

corrected using an exponential function by considering the logarithmic character-

istics of human vision. This system’s properties can be modified by changing the

number of integrations and the maximum PWM value. An increase in these values

results in an improvement of the resolution and realizes a relatively smooth light

emission. On the other hand, a decrease in these values improves the response time

of the system. The former is considered effective for rehabilitation, and the latter,

for sports training.

On the other hand, because muscular tension is indispensable for analyzing the

interaction between multichannel muscles, the visualization of %MVC depends

only on the activity of each muscle, while muscular tension reflects the interaction

between muscles, i.e., the difference between muscle forces. A muscular-tension

visualization system is then developed by utilizing a modified Hill-Stroeve model

[23, 24], which is a simplified version of the model proposed by Winters and Stark

[25]. The knee and hip joint angles (obtained from the bend sensors positioned at

each joint) and the EMG signal of the lower-limb muscles are used as the data for

the models.

As the possible applications in the field of neurorehabilitation were clearly

demonstrated as illustrated in Fig. 7.6, the developed interface is currently used at
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the clinical trials. The effectiveness in allowing users to perceive muscle activity in

both static and dynamic states is verified throughout the study. A notable feature of

the developed interface is that the activity of the target muscles can be observed in

real time at the position of the muscle by the wearer as well as by other observers.

It is believed that this interface has various applications in the fields of sports and

rehabilitation; it enables better coaching and a better relationship between patients

and physical therapists. For the visualization of multichannel muscle activities, the

interference of each muscle EMGmust be considered in future systems. This sort of

wearable approach for visualizing human physiological signals provides a new tool

for biofeedback devices. In addition to EMG signals, other biosignals such as

heartbeats can be considered for a further implementation of the device.

7.3.2 BioTones: Auditory EMG Biofeedback

In order to directly convert human movement to sound, a wearable device that

generates sounds on the basis of bioelectrical signals, particularly surface EMG, is

developed [26] as shown in Fig. 7.7. There are some studies [27, 28] on the sound

generation from EMG signals in the field of computer music. Some biomedical

studies [29–31] employed EMG feedback delivered in the auditory mode as a

physiological indicator. However, they focused very little on the kinds of the

sound and the usability as a device. Thus, a useful wearable tool is proposed,

which is available even for use in daily life, on the basis of the auditory biofeedback

method. This novel technology can be of assistance in preventive healthcare,

rehabilitation, and sports training, among others.

Fig. 7.6 BioLights: differences in muscle activity during squatting motion, (i) without and

(ii) with assistance
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In the proposed method, the salient features of an EMG signal are mapped onto

sound features by a wearable device that is capable of obtaining the EMG signal and

creating an audio signal. This device allows people to obtain auditory feedback

from muscle tension while preserving the property of the original signal. The

proposed approach is suitable for several applications such as biofeedback treat-

ment, sports training, and entertainment. In particular, an application to the bio-

feedback treatment for migraine headaches and tension headaches is considered.

The electromyogram monitor is used for monitoring human neuromuscular

function as the visualization of muscular activities. The monitor is widely used

for not only medical purposes but also the analysis of muscular activities observed

during exercise and considered in the field of sports science. However, there are

several critical problems in terms of visual feedback: (i) people are forced to stay in

front of the monitor, and (ii) multiple EMG signals are displayed using traditional

monitors because of the complexity of the signal features although the principle

feature is the activity level. On the other hand, the auditory feedback is also

effective for showing the change in and the characteristics of the bioelectrical

signals caused by the muscular activity. Sound has three basic characteristics:

loudness, pitch, and timbre. Not only the control of loudness and pitch but also

timbre control makes it possible to represent a variety of muscular activity.

BioTones consists of a pair of disposable electrodes, a bioelectric amplifier, a

microprocessor, a digital signal processor, and an audio amplifier. This enables it to

extract bioelectrical signals and generate audio signals. The user can listen to the

generated sounds simply through a normal headphone system. The developed

prototype is designed to measure the bioelectrical signals on the surface of the

flexor carpi radialis muscle. This muscle of the human forearm is used for flexing

and abducting the hand. The device is fixed to the forearm with a tightened belt.

There are several mapping rules in accordance with the target application. There

are two features of bioelectrical signals: level and frequency characteristics as well

as sound features. Direct mapping is regarded as the direct correspondence between

bioelectrical and audio signals in terms of the level and frequency. On the other

hand, cross mapping is regarded as the alternation of the level and frequency

characteristics between bioelectrical and audio signals. This device does not aim

Fig. 7.7 BioTones: A wearable device for converting a person’s bioelectrical signals on the basis

of electromyogram signals into audio sounds. The device is capable of extracting the signals and

generating audio sounds. The users can simply listen to the generated sound by using normal

headphones
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to extract the salient features of bioelectrical signals but to preserve the original

features as much as possible. The purpose of these mappings is to represent a

variety of the muscular activity by a variety of sound features. Examples of

bioelectrical and audio signals are shown in Fig. 7.8.

A wearable device for EMG auditory biofeedback is introduced, which allows

the wearer to cognize the muscles’ activity using a compact and lightweight device.

Moreover, the characteristics of auditory stimuli are evaluated as biofeedback

compared to common visual biofeedback. From the experimental results, it can

be seen that the auditory feedback is appropriate for displaying the amount of and

change in muscle activity. It is considered that the auditory feedback device can be

used easily in different situations, such as in the office, while moving, and while

playing sports, because it does not require any display unit. Furthermore, the sound

conversion with varying loudness, frequency, or rhythm conversion can be used as

an alternative to solve the complexity of showing several muscle activities simul-

taneously, which is not easy by common visual biofeedback. The system can be

extended for multiple-channel auditory biofeedback. The advantage of putting

multiple BioTones on the body and listening in parallel to multiple channels will

be investigated. A device with a built-in speaker has already been developed.

Multiple channels can be implemented by giving each device a different pitch by

using loudness conversion.

Fig. 7.8 Examples of bioelectrical and audio signals: (a) a bioelectrical signal, and (b) the

converted audio signal. Signal conversion is performed by two types of mappings: direct mapping

and cross mapping
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This novel method of sonification is an alternative to the visualization technique.

It should be noted that the temporal and pressure resolution is higher than the visual

perception because of the characteristics of auditory perception. The wearable

device benefits a wide range of users because people can obtain auditory feedback

solely by wearing it and listening to sound at any time and place, even in transit or

while walking.

7.3.3 Enhanced Touch: Physical Touch and Haptic
Biofeedback

Haptic modality is often used for human communication. In this case study, a novel

bracelet-type device has been developed for sensing physical contact among people

in order to support direct communication between people by inducing touch with

appropriate visual feedback [32]. The device detects and records the touch of users

when they simply wear the device on their wrists as illustrated in Fig. 7.9.

Physical touch is a fundamental element of human communication, and several

benefits and positive effects of such touch have been reported in the communication

and therapeutic domain, such as Positive Touch and Deep Touch Pressure [33]. The

typical symptoms of autism among children include avoidance of direct touch with

other people and the tendency to engage in lone activities. Some studies have

reported that the training of touch by therapists contributes to the alleviation of

these symptoms. Thus far, human coders have attempted to observe their activity

via recorded video, but this is not an objective measure and is time consuming for

checking all the touches among people in a session. Measuring the time of touching,

partner, and frequency are desirable data, but there is no practical equipment for this

purpose. Similar technology is used for an instrumental device [34], but users

needed to grasp and hold the same device together.

The communication technology based on a body area network [35] is used in

order to detect touching between people and communication through the human

body. This technology is known as an alternative solution of communication

between humans and objects. Since the information is transferred via the human

body, it can be utilized for sensing physical contact among people. The developed

Fig. 7.9 Enhanced touch: This wearable device with electrodes senses touch and identifies other

users. Six full-color LEDs are installed in the bracelet, which light up when a handshake occurs

7 Augmented Human Technology 121



device is used for sensing touches and identifying others, which can be performed

by the wearable device with electrodes. The six full-color LEDs are installed in the

bracelet, which light up when a handshake occurs. The pair of electrodes is located

on the inside of the case so as to fit the wrist. The device communicates with another

device using a specific protocol. The received conducted signal is first amplified

and demodulated, and then handled by the microprocessor. Every microprocessor

attempts to transmit a synchronous signal at random intervals within 10 ms in order

to detect if touching has occurred and to synchronize with the other device.

Several visual effects are programmed to visualize not only the physical touch

but also the touching condition such as the duration of physical touch and the

history of past touching. For example, color blending is implemented for effective

visual feedback to show the duration of touching. A unique color—from the three

primary colors (red, green, and blue)—is assigned to each device.

When a user wears the device and touches another person with the developed

device on both their hands, the LEDs of both devices light up with the

corresponding unique color. During the handshake, the two different colors change

and are then blended gradually as long as the touching lasts. In other words, the

degree of color blending represents the duration of the touching. The LED colors in

the two devices are changed to the same color. This manner of lighting allows the

proposed method to measure the duration of physical contact along with the

device’s ability to identify other devices.

The devices for sensing human contact can be used recognizing a social network

based on physical contact. The bracelet-type device lights up—with a different

color for each—when the wearer shakes hands with another wearer. Not only the

contact sensing but also the electrical communication is used for identifying and

sharing the device ID. It is considered that the proposed device can provide a novel

playful interaction method between humans. It is also planned to verify if the device

contributes to motivating touching among users by lighting LEDs or by playing

interactive social games. This technology can be used for supporting and enhancing

the experiences on play and social interaction among people by using playful

devices. The device mediates between humans without missing the fundamental

properties of human activities. This is a cyber-physical system of measuring and

presenting human physical activities such as physical contact, spatial movement,

and facial expressions, where the psychological and social aspects of human

activities can also be enhanced.

7.3.4 HOTARU: Visual Biofeedback Based on Heartbeats

The heartbeat is one of the fundamental vital signs of human beings. As the heart

beats independently of any nervous or hormonal influences, the rhythm of the heart

gives an important signal from the body. In addition to the rhythm of the heart, the

heartbeat is regulated by the autonomic nervous system.
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In this case study, a novel method of heartbeat tracking is proposed and a

wearable device to visualize the heart beat, named HOTARU (“firefly” in

Japanese), is developed [36]. A number of systems and devices for heartbeat

measurement exist, which can be used for measuring heart function or exercise

volume and as a psychological barometer for measuring stress or relaxation.

However, since the measurement of biological signals is not stable because of

several unexpected noises, the user is asked to firmly attach the sensor, for example,

the electrode, and to keep quiet during the measurement of the heartbeat rate. Fast

Fourier transform (FFT) is used as the traditional method of measuring the heartbeat

rate, while the signals with unexpected noises in the measured signal are ignored.

A wearable device is developed to indicate the heartbeat in real time with a

different color of LED. The color changes according to the heartbeat rate and blinks

in synchronization with the heartbeat pulse. The developed system cannot only

track the heartbeat but also interpolate it from the noisy signals in real time. The

heartbeat is extracted from the original signal of the photoplethysmographic (PPG)

sensor, which contains the noise delivered by body movement or other unexpected

causes. In the proposed method, when the system cannot determine the heartbeat,

because of the sensor’s alignment or a temporary lack of pulse, the heartbeat is

interpolated on the basis of the past signal and the linear prediction algorithm.

The developed device consists of a microprocessor, LED displays, and a PPG

sensor that can measure the heartbeat pulse by using optical absorptance of the

human body. The user is asked to attach the PPG sensor that is a clip-type interface

on the ear and to wear a bracelet-type interface with LEDs on his/her wrist.

The brightness of the LEDs changes in sync with the heartbeat and their color

corresponds to the heartbeat rate (HBR). As shown in the left image of Fig. 7.10,

blue implies that the HBR is less than 60, green means that the HBR is from 60 to

80, and red implies that the HBR is more than 80.

Traditionally, the measurement of the heartbeat is focused on the heartbeat pulse

itself, but the tracking accuracy depends upon the environment. It is usually not

stable because of the noise, and the users are asked to rest during the measurement.

The intervals of the heartbeat pulse are at a low frequency from approximately 0.5

to 2.0 Hz, and these intervals are assumed not to change rapidly. However, precise

Fig. 7.10 HOTARU (“firefly” in Japanese): a conceptual image of using the developed device
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intervals are difficult to recognize from the measured signals by using only peak

detection because of the noises, which are usually impulse noise and look like the

heartbeat pulse. FFT is used for their analysis.

A novel method of heartbeat tracking is then implemented. The pattern matching

is carried out between the measured signal P(x,t) and the ideal heartbeat pulse

Pc(x), which is prepared in advance. The cross-correlation z(x,t) is calculated with a
fixed time window, which is the same as the length of the ideal heartbeat pulse. The

matching result z is expected to be a periodic signal, and it is synchronized with

the real heartbeat pulse. The computational cost to obtain the coefficients of all

possible cross-correlation values is very high and not suitable for real-time calcu-

lation; hence, only limited coefficients are used in this process. In addition, in order

to reduce the computational cost, the cross-correlation values are obtained only at a

certain time, which is estimated using the linear prediction process.

Then, a modified peak detection algorithm is employed by combining a Kalman

filter to predict the intervals of the heartbeat, which is based on the linear prediction

and uniform distribution function. Assuming that these intervals do not change

rapidly, the next heartbeat interval can be estimated from the transition of the

previous several intervals. Further, the center value of the probability density

function (PDF) is solely used for the detection of the peak candidate in P. The
peaks are detected within the z time range of reliability on the basis of this PDF.

This wearable device opens new experiences among users to understand each

other’s physiological status during day-to-day activities for presenting the current

heartbeat in a different color. The LED lights up in sync with the heartbeat, and the

color changes according to the calculated HBR. The developed device allows users

to freely move and play without attaching the sensor or electrode firmly. Potential

applications include tools for children to promote social interaction. The user

testing with several people is planned. The sound feedback according to the

heartbeat pulse for computer games and VR avatar will also be implemented.

7.3.5 Head Orientation Sensing for Cognitively Assisted
Locomotion

From the point of view of support for motion and locomotion, it is quite important

to consider not only the lower limbs but also the gaze and the head because they are

tightly coupled with the gait behavior during human locomotion. In addition,

qualitative and affective characteristics such as facial expressions are important

in several different domains. In this section, a head-mounted wearable device for

detecting the head orientation is described in order to utilize kinematic cues during

human locomotion.

Mobility aids such as manual and electric wheelchairs are widely used by people

with reduced mobility. Such equipment allows elderly and disabled people to

support their mobility needs. In addition, robotic-assisted locomotion such as
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exoskeletons has received a considerable amount of attention in recent years because

of its potential use not only as a mobility aid but also for locomotion training.

It is known that the head is turned toward the future walking direction during

natural human locomotion, and this head anticipation and changes in gaze direction

occur according to the path [37–39] as illustrated in Fig. 7.11. The head direction

thus anticipates the future body trunk direction and the walking direction. Along

with body balance and posture, the human head orientation plays an important role

in the prediction of the walking direction and future motions such as standing and

sitting.

In this case study, a novel wearable device is proposed for the measurement of the

head orientation and position, which can be applied to extend the existing mobility

aids. The wearable device can provide important cues for predicting the future

walking direction and behavior by observing the head direction and the difference

between this direction and the body trunk direction. The developed device, which

can be easily worn and removed, measures the head orientation and position

irrespective of the location and enables the prediction of the future walking direction

in real time for assisted locomotion, such as exoskeleton robots and wheelchairs.

It is also designed to be small and lightweight for long-term comfortable use.

Head Anticipation Measurement in Natural Walking: It is known that during

human locomotion, the gaze turns first, the head turns next, and then the body

direction follows sequentially, and finally, the walking direction changes. By

observing this head anticipation, one can predict the future walking direction. An

experiment is conducted to detect the head anticipation by using the developed

device and evaluate the detection accuracy by using a motion capture system.

The subjects were asked to walk naturally to form 8-shaped trajectories in the

2.5 � 3.0 m2 measurement space of the motion capture system. There were no

visual cues except the lines indicating the end of the measurement space. One trial

consisted of two laps of walking, and each subject was asked to perform three trials.

The subjects were three adults, and their ages were 24, 25, and 30 years.

Fig. 7.11 Head stabilization: Physiology of perception and action during various locomotor tasks

in humans [37, 38]
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Figure 7.12 indicates that the head angle against the body, as measured by

the developed device is summed with the body angle measured by the motion

capture system. The average latency time and its standard deviation from the head

to the walking direction measured by the developed device was 687(196) ms, and

the one measured by the motion capture system was 707(178) ms.

The measurement accuracy of the developed device was evaluated using the

motion capture system. The head anticipation latency to the walk/locomotion

direction during natural walking and during wheelchair locomotion with the devel-

oped device was also measured; the latency was 687 ms in the case of walking and

694 ms in the case of wheelchair locomotion. Therefore, it was verified that it is

possible to use the developed device for predicting the direction of walking/

wheelchair locomotion.

This is a novel wearable device for the measurement of the head orientation on

the basis of both the inertia sensors and the optical marker tracker without accu-

mulated errors, which is designed for robot-assisted locomotion, particularly, the

prediction of the direction of walking/wheelchair locomotion. Cognitively assisted

locomotion is a new approach to lower-limb exoskeleton control based on head and

gaze motor behavior. Using behavioral analysis and cognitive neuroscience find-

ings based on head and gaze tracking, we developed a head-mounted measurement

device for sensing the head orientation. This study included the analysis of patients

who recovered their locomotor skills at cognitive and meta-cognitive levels, such as

biofeedback, mood influence, self-consciousness, and confidence, rather than at

mechanical levels.

7.3.6 Face Reader: Reading Facial Expressions
for Affective Feedback

In the previous sections, the sensing and recognition of body posture and motion

were mainly described. In addition to sensing movement, the valence and intensity

of affective reactions play an important role in human interactions. In particular,

Fig. 7.12 Experiments with an electric wheelchair and natural locomotion (right) and an example

of head anticipation during walking
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facial expressions play a significant role in the exchange of interpersonal informa-

tion by providing additional information about the emotional state or intention of

the person displaying them [40]. Thus far, several approaches have been followed

in order to read emotions automatically from the face. The most traditional

approach to recognizing emotional facial expressions uses video and photographic

cameras and subsequently computer vision algorithms to identify facial expres-

sions. Another approach for facial expression recognition is a wearable approach.

However, to date, no reliable and unobtrusive interfaces to read facial expressions

and display them for a long time have been developed.

In this case study, the use of the facial bioelectrical potentials captured on areas

on the side of the face is proposed in order to obtain information about facial

expressions. Because of the mixed nature of crosstalk, it is necessary to transform

the sampled signal. A classification method is introduced by combining two

techniques: ICA to transform the signals into independent components and ANN

to accurately identify facial expressions.

This is a novel method for reading expressions on the human face through an

unobtrusive wearable device by applying computational methods to bioelectrical

signals captured on the side of the face. In contrast to the previous approaches, the

proposed approach offers robustness against occlusion, changing lighting condi-

tions, and changing facial angles. Electrode locations were carefully selected on the

basis of the facial displacement and physiology in order to capture usable signals

without covering or inhibiting the expressions. The captured signals were consid-

ered a mixture of distal electromyographic signals and other biological signals and

were used for achieving a personal, pattern-based identification of the facial expres-

sions. More than 90 % accuracy of facial expression recognition of a “smile” and

more than 85 % of both the “smile” and the “frown” were ascertained using this

method even when presented with crosstalk from other muscles. Figure 7.13 shows

the developed wearable device, called Face Reader, which cannot only identify

emotional facial expressions in real time but also display them in a continuous

manner.

The goal of this research is to develop an emotional communication aid to

improve human-human and human-system interactions through an emotion reading

system that can recognize the subject’s emotions in real time and can display the

Fig. 7.13 Face Reader: This is a device for reading facial expressions on the basis of bioelectrical
signals and the model of EMG signal propagation (Modified from, electrode position, and

proposed interface device)
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output in different formats. Further, it must be unobtrusive to the user and not

inhibit expressions; it should also work in any environment irrespective of the

changing lighting conditions and the changing positions of the subject.

Face Reader [41] has applications in several areas, particularly in therapy and

assistive technology. Further, it can aid the visually impaired in the following

manner: the listener can perceive the speaker’s facial expressions through alterna-

tive forms of communication such as audio or vibro-tactile stimulation. Another

application lies in increasing the quality of life for patients suffering from facial

paralysis, where the signals obtained from the healthy side of the face can be used

for controlling a robot mask that produces an artificial smile on the paralyzed side

[42]. Because it is an unobtrusive wearable device, it can be used outside the

laboratory for continuous expression detection in environments where cameras

are not supported or where subjects require high mobility.

For example, Face Reader can be used in human-computer emotional interac-

tions for diverse types of agents, such as animating an on-screen avatar or for

emotion-based coaching of a robot [43] by using facial expressions. Figure 7.14

shows examples of potential applications of the device.

7.4 Conclusions

In this chapter, a cognitive neuroscience approach for realizing augmented human

technology by using several wearable devices in order to enhance, strengthen, and

support human cognitive capabilities was described. Different physiological signals

and human kinematic and physiological characteristics were considered throughout

the presented case studies.

In addition to augmented human technology (ATH), human enhancement tech-

nologies (HETs) were regarded as techniques that could be used not only for

treating illness and disability but also for enhancing human characteristics and

capacities. Several approaches using the developed wearable devices were

attempted. As biomedical sciences and enhancement technologies progress, new

ethical and social implications should be considered [44]. Thus far, many such

Fig. 7.14 Smiling Avatar (right) and Emotionally Assisted Interaction: Emotion reader is used for

controlling an avatar and a humanoid robot
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enhancement technologies have already become widely available, for example,

cosmetic surgery for aesthetic enhancement. Future enhancement technologies

include those related to genetics, pharmacology, cognitive functions, and longevity.

In order to create a future society where assisted lifestyles will become widely

available, we need technology that will support, strengthen, and enhance limited

human capabilities. The supports for both physical and cognitive functions are

definitely needed for future rehabilitation and physical exercise because the reha-

bilitation of deficits in sensory motor functions may not suppress the cause but may

lead the brain to find new solutions.

References

1. Volpe BT, Krebs HI, Hogan N, Edelstein L, Diels C, Aisen M (2000) A novel approach to

stroke rehabilitation – robot-aided sensorimotor stimulation. Neurology 54(10):1938–1944

2. Hogan N, Krebs HI, Charnnarong J, Srikrishna P, Sharon A (1992) MIT-MANUS: a worksta-

tion for manual therapy and training. In: IEEE international workshop on robot and human

communication. Tokyo, Japan, pp 161–165

3. Krewer C, Heller S, Husemann B, Mller F, Koenig E (2007) Effects of locomotion training

with assistance of a robot-driven gait orthosis in hemiparetic patients after stroke: a random-

ized controlled pilot study. Stroke 38:349–354

4. Wirz M, Zemon DH, Rupp R, Scheel A, Colombo G, Dietz V, Hornby TG (2005) Effective-

ness of automated locomotor training in patients with chronic incomplete spinal cord injury: a

multicenter trial. Arch Phys Med Rehabil 86(4):672–680

5. Suzuki K, Mito G, Kawamoto H, Hasegawa Y, Sankai Y (2007) Intention-based walking

support for paraplegia patients with robot suit HAL. Adv Robot 21(12):1441–1469

6. Tsukahara A, Kawanishi R, Hasegawa Y, Sankai Y (2010) Sit-to-stand and stand-to-sit

transfer support for complete paraplegic patients with robot suit HAL. Adv Robot 24

(11):1615–1638

7. Association for Applied Psychophysiology and Biofeedback (2008) http://www.aapb.org/

8. Wallace MT, Wilkinson LK, Stein BE (1996) Representation and integration of multiple

sensory inputs in primate superior colliculus. J Neurophysiol 76(2):1246–1266

9. Nakamura Y, Yamane K, Suzuki I, Fujita Y (2004) Somatosensory computation for

man-machine interface from motion capture data and musculoskeletal human model. IEEE

Trans Robot 21(1):58–66

10. Delp SL, Loan JP, Hoy MG, Zajac FE, Topp EL, Rosen JM (1990) An interactive graphic-

based model of the lower extremity to study orthopaedic surgical procedures. IEEE Trans

Biomed Eng 37(10):757–767

11. Murai A, Kurosawa K, Yamane K, Nakamura Y (2009) Computationally fast estimation of

muscle tension for realtime bio-feedback. In: Annual international conference of the IEEE

EMBS. Minnesota, US, pp 6546–6549

12. Narumi T, Nishizaka S, Kajinami T, Tanikawa T, Hirose M (2011) Meta cookie+: an illusion-

based gustatory display. Lecture notes in computer science, vol 6773/2011. Springer,

pp 260–269

13. Hamanaka M, Lee S (2006) Sound scope headphones: controlling an audio mixer through

natural movement. In: 2006 international computer music conference. New Orleans, USA, pp

155–158

14. Scheirer J, Fernandez R, Picard W (1999) Expression glasses: a wearable device for facial

expression recognition. In: CHI ‘99 extended abstracts on human factors in computing

systems, pp 262–263

7 Augmented Human Technology 129

http://www.aapb.org/


15. Mistry W, Maes P (2009) SixthSense–a wearable gestural interface. In: SIGGRAPH Asia

2009, Emerging Technologies. Yokohama

16. Azuma RT (1997) A survey of augmented reality. Presence 6(4):355–385

17. Tamura H, Yamamoto H, Katayama A (2001) Mixed reality: future dreams seen at the border

between real and virtual worlds. IEEE Comput Graph Appl Mag 21(6):64–70

18. Zeng H, Zhao Y (2011) Sensing movement: microsensors for body motion measurement.

Sensors 11:638–660

19. Fridlund A, Cacioppo JT (1986) Guidelines for human electromyographic research. Psycho-

physiology 23:567–589

20. Tsenov G, Zeghbib A, Palis F, Soylev N, Mladenov V (2008) Visualization of an on-line

classification and recognition algorithm of EMG signals. J Univ Chem Technol Metall

43(1):154–158

21. Naik G, Kumar D, Singh V, Palaniswam M (2006) Hand gestures for HCI using ICA of

EMG. In: HCSNet workshop on the use of vision in human-computer interaction, vol 56,

Canberra, Australia

22. Igarashi N, Suzuki K, Kawamoto H, Sankai Y (2010) BioLights: light emitting wear for

visualizing lower-limb muscle activity. In: Annual international conference of the IEEE

EMBS. Buenos Aires, Argentina, pp 6393–6396

23. Stroeve S (1999) Impedance characteristics of a neuromusculoskeletal model of the human

arm I. posture control. Biol Cybern 81:475–494

24. Hill A (1938) The heat of shortening and the dynamic constants of muscle. Royal Soc Lond

B126:136–195

25. Winters JM, Stark L (1985) Analysis of fundamental human movement patterns through the

use of in-depth antagonistic muscle models. IEEE Trans Biomed Eng 32(10):826–839

26. Tsubouchi Y, Suzuki K (2010) BioTones: a wearable device for EMG auditory biofeedback. In:

Annual international conference of the IEEE EMBS, Buenos Aires, Argentina, pp 6543–6546

27. Knapp RB, Lusted HS (1990) A bioelectric controller for computer music applications.

Comput Music J 14:42–47

28. Atau T (2000) Musical performance practice on sensor-based instruments, trends in gestural

control of music. Science et Musique 14:389–405

29. Budzynski TH, Stoyva JM (1969) An instrument for producing deep muscle relaxation by

means of analog information feedback. J Appl Behav Anal 2:231–237

30. Epstein LH, Hersen M, Hemphill DP (1974) Music feedback in the treatment of tension

headache: an experimental case study. J Behav Ther Exp Psychiatry 5(1):59–63

31. Alexander AB, French CA, Goodman NJ (1975) A comparison of auditory and visual feedback

in biofeedback assisted muscular relaxation training. Soc Psychophysiol Res 12:119–124

32. Iida K, Suzuki K (2011) Enhanced touch: a wearable device for social playware. In: ACM 8th

advances in computer entertainment technology conference. doi:10.1145/2071423.2071524

33. Pardew EM, Bunse C (2005) Enhancing interaction through positive touch. Young Except

Child 8(2):21–29

34. Baba T, Ushiama T, Tomimatsu K (2007) Freqtric drums: a musical instrument that uses skin

contact as an interface. In: International conference on new interfaces for musical expression,

New York, USA, pp 386–387

35. Zimmerman TG (1996) Personal area networks: near-field intrabody communication. IBM

Syst J 35(3/4):609–617

36. Suzuki K, Iida K, Shimokakimoto T (2012) Social playware for supporting and enhancing

social interaction. In: 17th international symposium on artificial life and robotics. Oita, Japan,

pp.39–42

37. Pozzo T, Berthoz A, Lefort L (1990) Head stabilization during various locomotor tasks in

humans. I. Normal subjects. Exp Brain Res 82:97–106

38. Pozzo T, Berthoz A, Lefort L, Vitte E (1991) Head stabilization during various locomotor

tasks in humans. II. Patients with bilateral peripheral vestibular deficits. Exp Brain Res

85:208–217

130 K. Suzuki

http://dx.doi.org/10.1145/2071423.2071524


39. Kadone H, Bernardin D, Bennequin D, Berthoz A (2010) Gaze anticipation during human

locomotion – top-down organization that may invert the concept of locomotion in humanoid

robots. Int Symp Robot Hum Interact Commun 19:587–592

40. Ekman P, Friesen WV, Ellsworth P (1982) What emotion categories or dimensions can

observers judge from facial behavior? In: Ekman P (ed) Emotion in the human face.

Cambridge University Press, Cambridge

41. Gruebler A, Suzuki K (2010) Measurement of distal EMG signals using a wearable device

for reading facial expressions. In: Annual international conference of the IEEE EMBS.

Buenos Aires, Argentina, pp 4594–4597

42. Jayatilake D, Suzuki K (2012) Robot assisted facial expressions with segmented shape

memory alloy actuators. Int J Mech Autom 1(3/4):224–235

43. Gruebler A, Berenz V, Suzuki K (2012) Emotionally assisted human-robot interaction using a

wearable device for reading facial expressions. Adv Robot 26(10):1143–1159

44. Gems D (1999) Enhancing human traits: ethical and social implications. Nature 396:222–223

7 Augmented Human Technology 131


	Chapter 7: Augmented Human Technology
	7.1 Introduction
	7.2 Related Works
	7.3 Case Studies
	7.3.1 BioLights: Visual EMG Biofeedback
	7.3.2 BioTones: Auditory EMG Biofeedback
	7.3.3 Enhanced Touch: Physical Touch and Haptic Biofeedback
	7.3.4 HOTARU: Visual Biofeedback Based on Heartbeats
	7.3.5 Head Orientation Sensing for Cognitively Assisted Locomotion
	7.3.6 Face Reader: Reading Facial Expressions for Affective Feedback

	7.4 Conclusions
	References


