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Preface

“Cybernics: Fusion of Human, Machine, and Information Systems,” selected as the

Global Center of Excellence program in Japan from 2007 to 2011, is a new domain

of science that centers on cybernetics, mechatronics, and informatics; it integrates

humans and robots functionally, organically, and socially with information tech-

nology. It is a fused and complex interdisciplinary area in which robotics, brain

science and neuroscience, information technology, ergonomics, human society,

Kansei engineering, physiology, sociological sciences, and even ethics are deeply

intertwined.

This program aims to develop not only pioneering researchers who are able to

lead the way with technological innovations, but also experts who support the field

of cybernics through analysis of or teaching about the sociological issues associated

with the introduction of cybernics-related technologies into society. This program

therefore offers unique disciplines, such as Cybernics Tutorial Studies, Cybernics

Project Research and Cybernics Internship Program as well as standard course

subjects. This volume is edited based on the course materials of the cybernics

educational program. We have digested the lectures in this book for self-learning of

the interdisciplinary knowledge.

Cybernics Tutorial Studies are implemented with the emphasis on nurturing

the ability of students to develop the ability to think from multiple perspectives.

The learning format utilizes instructors from many different fields, which is a

critical part in developing this field that is marked by alliances among medicine,

engineering, and the humanities. The course is taught in a practical tutorial format

that is designed to discuss specific issues in small groups and reach a conclusion

within the space of 1 h. The format is designed as an engineering-type tutorial. It is

based on a combination of tutorial formats widely used in medical fields and is

the fruit of interviews with British researchers who are pioneers in this methodol-

ogy. The focus in these tutorials is on developing the ability of students to adopt

a multifaceted approach to solving practical issues in the composite field of

human–machine–information systems. Unlike courses that consist mainly of lec-

tures by instructors, students here actively examine case studies. Instructors from
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various disciplines in medicine, engineering, and the humanities teach these small

classes, and they discuss with the students special topics related to unresolved and

unexplored fields. The results of these discussions are announced as a research

presentation.

In addition, project-type research programs—called Cybernics Project

Research—are undertaken by students as research leaders. Together with other

graduate and undergraduate students, a student research leader proposes and exe-

cutes a project that drives the research. This involves a series of processes,

including proposals for research plans, interviews, conducting research, interim

evaluations, compiling reports on results, and post-completion evaluations. During

this process, student research leaders proceed with their project research and

receive both internal and external evaluations, which help cultivate their leadership

and management capabilities.

Through the Cybernics Internship Program, students gain valuable experience in

research and development with companies that have academic alliances. As well,

they garner experience in such areas as running clinical trials and dealing with

medical organizations, both in Japan and overseas. As a result, students acquire the

ability to understand the importance of safety-risk assessment as they recognize and

implement the high research standards that can be used for clinical trial standards,

and they discover how to solve problems within real-life situations.

Cybernics Standard Course subjects were established to provide basic

knowledge and techniques in advanced interdisciplinary academic fields through

various innovative lectures. The knowledge acquired becomes a basis for discus-

sions in the Cybernics Tutorial Studies and helps the students advance their own

research efforts. This academic field covers a broad range of disciplines and is

categorized into three groups: cybernoid research, next-generation interface man-

agement, and technologies for next-generation systems. Students make their own

course notes in this area in a target-oriented fashion by compiling information from

a variety of different lectures in different fields.

The interdisciplinary knowledge acquired in this way will help promote human

resources with abilities in diverse academic fields: individuals will be able to

approach problems from multifaceted perspectives, thereby contributing to inno-

vative research through a synthesis of leading areas of interdisciplinary research.

With robotics as their standard, students thus educated will be able to rise to the

challenge facing future generations through this novel synergy of science and

the humanities.

With the growing profusion of next-generation robotics systems, robotics

scholars have become aware of the ethical, philosophical, social, and cultural

implications in adopting robot technology into social fields. Thus, we have

published a book entitled Cybernics Technical Reports: Special Issue on
Roboethics (University of Tsukuba, 2011), based on the results of two international
workshops on roboethics organized as part of the cybernics program. For further

information on the fascinating topic of roboethics, readers are advised to consult

that book.
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Owing to its extremely low birthrate and the rapid aging of its population, Japan

is facing a difficult future. We hope that the cybernics program will continue to

contribute a great deal to the education of researchers who will aim to solve the

problems of the future by advancing interdisciplinary research based on the fusion

of human, machine, and information systems.

Finally, on behalf of the editors of these lecture notes, we gratefully acknowl-

edge the assistance of Ms. Ayumi Shiibayashi in managing this publication.

Tuskuba, Japan Yoshiyuki Sankai

Tuskuba, Japan Kenji Suzuki

Tuskuba, Japan Yasuhisa Hasegawa
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Part I

Overview of Cybernics



Chapter 1

Cybernics: Fusion of Human, Machine

and Information Systems

Yoshiyuki Sankai

Abstract Cybernics is a frontier science centered on cybernetics, mechatronics,

and informatics, and it aims toward an integration of humans with robotics by

means of information technology A pioneering development in Cybernics is the

exoskeletal robot suit HAL (Hybrid Assistive Limbs), which is able to enhance and

reinforce human limb motions by detecting weak bioelectrical signals. The devel-

opment of HAL is particularly important in light of the rapidly aging population

in both Japan and other advanced countries. In promoting HAL as a new piece of

medical equipment, the manufacturer faced considerable obstacles from adminis-

trative bodies. Japan clearly needs a world-class permit-approval process for

nascent technology that can serve as an international certification standard. Educa-

tion also needs to be addressed, and for this reason the Cybernics Program was

established. The program aims to create and establish technology for the functional,

organic, and sociological integration of human, machine, and information systems.

Keywords Cybernics • HAL • International standardization • Human resource

development • Cybernetics • Mechatronics • Informatics

1.1 Introduction

Japan’s extremely low birth rate and the rapid aging of its population will present

the country with considerable societal problems in the future. These social chal-

lenges will have to be addressed through sophisticated interdisciplinary advances in

the fusion of human, machine and information systems, and this fusion will in turn

Y. Sankai (*)

Center for Cybernics Research/Faculty of Engineering,

Information and Systems, University of Tsukuba, Tsukuba, Japan

e-mail: sankai@kz.tsukuba.ac.jp
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forge a new level of coexistence and interdependence between technology and

humankind. However, as innovative areas of science and technology are developed

that can better meet the future needs of individuals and society, having to deal with

real-life subjects and handle complex interdisciplinary problems will inevitably

demand a new approach to multidisciplinary issues. In this regard, the conventional

vertical divides of academia act as a hindrance.

It is against this background that we at the University of Tsukuba have devel-

oped the new research field of Cybernics. This novel domain of frontier science

centers on cybernetics, mechatronics, and informatics, and it aims toward an

integration of humans with robotics technology in a functional, organic, and social

manner by means of information technology (IT). Cybernics constitutes a complex

interdisciplinary area, in which robotics, brain science and neuroscience, IT, ergo-

nomics, Kansei engineering, physiology, social sciences, and ethics are deeply

intertwined. And in this revolutionary field, the exoskeletal robot suit HAL (Hybrid

Assistive Limbs) is a pioneering achievement. HAL is able to enhance and rein-

force the limb motions of the human body by detecting weak bioelectrical signals

traveling through the body from the brain, which generates the nervous impulses

that control the musculoskeletal system (Figs. 1.1 and 1.2).

This chapter will begin with an overview of Cybernics. Several perspectives

relating to the development of innovative technology will then be presented, with

the focus being on HAL. Based on these considerations, a proposal will be

made that a center of excellence be established in research and education that

will amount to an alliance of people and society, cutting-edge technologies, legal

systems, ethics, and management systems to explore the future challenges facing

humankind. The details of organizing a program toward this end will be presented

before the conclusions to this chapter are given.

1.2 Cybernics

Cybernics is a new domain of science and technology, uniting people, machines,

and information systems to create research and development (R&D) environments

that extend from basic concepts to practical applications within a social context. It

aims to explore technologies that sustain people and society. The core disciplines of

Cybernics are cybernetics, mechatronics, and informatics; however, it also

embraces such various fields of science and technology as those listed below in

addition to nonscientific areas, for example, social science, law, and business

administration:

• Cranial nerve science

• Behavioral sicience

• Robotics

• IT

4 Y. Sankai



Fig. 1.1 Robot-Suit, HAL-5 is the world’s first cyborg-type robot

Fig. 1.2 Theory of operation for HAL

1 Cybernics: Fusion of Human, Machine and Information Systems 5



• System integration technology

• Physiology

• Psychology

• Microelectromechanical systems (MEMS) technology

• Law

• Ethics

• Kansei

• Management of technology (MOT)

In Cybernics, the researcher’s role is one of continuing to explore new possibil-

ities, investigating the technologies that require development, and clarifying spe-

cific issues that need to be addressed toward the goal of practical applications

serving people and society. The example of HAL, which is already in practical use

(For example, Figs. 1.3 and 1.4), will be introduced to clarify its evolution in terms

of research, development, and practical application under my own direction. In

addition to enriching people’s lives, it is the aim of the HAL project to make a direct

contribution to reinvigorating Japan as a scientific superpower in pursuit of tech-

nology that brings happiness to others.

Fig. 1.4 HAL trials at the hospital. A patient succeeded in standing up, sitting down, and moving

(bend and extend) his feet according to his intention by using HAL. He could also walk with

walker and cane

Fig. 1.3 Robot Suit HAL™for single joint of the upper/lower limb
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1.3 The Robot Suit HAL

HAL, which was developed at the University of Tsukuba, augments, extends, and

supports the physical functions of the user. The equipment is designed to support

the user’s movements according to their particular needs by means of sensors that

detect weak or potentially weak biological signals issued by the upper/lower limbs

hands and other bodily movements. When wearing HAL, those unable to walk or

move as they wish owing to degenerative conditions or physical problems receive

locomotive or other muscular support. HAL has received worldwide attention, and

there are high expectations that it will become the world’s first cyborg-type robot.

1.3.1 Innovative Technology and Industry

Technology will play an increasingly important role in Japan’s future aging society.

Toward the goal of enabling people to live energetic lives and helping to counteract

the inevitable decline that comes with age, I have focused my research efforts on the

practical application of HAL since I first created it as a prototype model at

university. In 2004, a university-based venture company called Cyberdyne was

established to promote research efforts toward such a practical application and

basic researches based on the important information fed back from the practical

application for the human and society. I call this cycle between basic researches and

practical applications for promoting the innovative challenges “Innovation Spiral”.

According to this structure of the upward Innovation Spiral, R&D and cultivation/

education of human resources will be enhanced. University-based venture company

would function like a University Hospital where professors and students and

medical staffs work together in order to develop difficult diseases. As part of its

R&D work, the company is exploring methods of safety technology, high quality

and reliable production so as to make HAL an actually useful and economically

viable product for users such as the patients, medical doctors, physical therapists,

elderly persons, care-givers in nursing center, workers in factory and so on.

So that HALs could be used by as many people as possible, Cyberdyne began

full-scale rental of the robot suits in 2010. Thus far, HALs have been introduced to

130 facilities such as hospitals and nursing care centers around Japan, and about

270 units are in service.

To realize the company’s objective of researching, developing and producing

innovative technological products, particularly those targeted at assisting the

human body, it has been necessary to cross many hurdles. In the case of existing

product types, developing new forms of the products can progress with relative ease

because various channels for R&D, obtaining government permit approval, pro-

duction, and sales have already been established. However, putting entirely new

technology into practical application faces major obstacles.

1 Cybernics: Fusion of Human, Machine and Information Systems 7



Japan has continuously striven to become a scientific and technological

powerhouse. However, this target cannot be achieved simply by focusing on the

development of innovative technology. In addition to promoting R&D, it is essen-

tial that a suitable environment be created in which fledgling technologies are able

to develop. To cultivate new innovative technology, measures have to be taken in

terms of systems, human resource development collaborating with universities and

companies, and the establishment of an international hub of collaborative research

with companies and universities. In the course of developing HAL and putting it

into practical use, various problem areas in Japan, which are detailed in the sections

below, became evident.

1.3.2 Medical Product Approval

HALs are currently sold as human assistive robots funded by welfare/medicare

programs. When HAL is used as rehabilitation equipment for therapy in a hospital,

it has to be approved as medical equipment. However, obtaining approval for

innovative medical equipment is a long and arduous task. Medical equipment

manufacturers are obliged to observe manufacturing and control procedures in

accordance with the international standard ISO 13485(ISO for medical equipment).

Severe constraints are imposed on the manufacturers, such as having to hire experts

in medical equipment control to monitor and assess the new devices. HAL started to

distribute as “robot suit HAL for wellbeing” to hospitals and nursing care centers

according to ISO13485 procedure. However, the robot suit’s development team

devoted itself to promoting HAL and it began to be put into operation after various

procedures had been established regarding securing human resources and develop-

ing rules and documentation relating to the suit’s operation.

As the development team went through the step-by-step application process so

that HAL could be utilized as medical equipment, it came as a surprise how

differences between the new product and existing ones as well as HAL’s distinct

advantages had to be clearly emphasized for approval to be granted. The approval

process of new medical equipment operates within a different framework from that

of other types of equipment. Authorization of new medical equipment requires

permit approval not only from the Pharmaceuticals and Medical Devices Agency

but also that of the Ministry of Health, Labour and Welfare. It is clear that major

reforms are needed to speed up the approval procedure with such equipment, and

this in turn will have an impact on the international strategy of equipment

manufacturers.

8 Y. Sankai



1.3.3 Social Factors

An example here will illustrate the point cited in the previous section. Though some

countries have achieved global preeminence in electronic technology, there are no

domestic manufacturers of pacemakers. From a technological standpoint, it would

not be at all difficult for Japan to manufacture pacemakers. However, to spread the

domestic use of such products, which very directly affect human life, involves

social factors: a promotion system would have to be instigated that sought the

cooperation of the public and private sectors. The prerequisite here would be that

the potential benefits of such devices outweighed the possible risks. Many new

products are available in Japan, but with devices that deal with human life or health,

the approval hurdle is suddenly much higher. Naturally, this tends to dampen the

entrepreneurial spirit of pioneering companies and individuals. A technology prod-

uct used by society has to go through a development phase as well as a practical

application process in its early days so that the technology can be refined and

improved. The major obstacles imposed in this application process effectively

prevent any enterprise whose product involves the social dimension, mentioned

above, from succeeding in its business. With the development of certain kinds of

medical equipment, there is a need to examine ways of moving away from the

profit-oriented business model.

1.3.4 International Standardization

It is often the case that there is a lag of several years between the approval of certain

technologies in advanced countries and approval being granted in Japan. This

naturally raises the question of how new technologies can be introduced so quickly

in such other countries.

In most cases in Japan, an administrative body is responsible for permit

approval. As a consequence, the administrative body tends to avoid approval

because the responsibility this carries can lead to scrutiny and criticism by the

media. Even though Japan faces increasingly fierce international competition in

areas of technology, its government bodies are not sufficiently organized to fast-

track the approval of innovative technology.

Because a strategic approach has been adopted by many European countries,

hundreds of private certification bodies there are in competition with one another,

so much so that certification has already entered the arena of branding. European

consumers now pay attention to which certification body has given a permit

approval. These private certification bodies cooperate flexibly and dynamically

with new business developments. Proven market results testify to the fact that

conducting certification with greater international competitiveness and speed

helps to promote international business. International standards or certifications

are directly connected to industrial development the world over.

1 Cybernics: Fusion of Human, Machine and Information Systems 9



A world-class permit-approval process with respect to nascent technology has to

be developed in Japan at the state level as an international certification standard that

enjoys brand power. Once Japan is universally recognized as an international base

for promoting dynamic new business development, its role in the world will be

substantially enhanced.

1.3.5 International Collaboration and Globalization

It was with high societal expectations that Cyberdyne was founded as a pioneering

company responding to the challenges of the future. Since its establishment, it is

finally able to proceed with acquiring domestic and overseas permit approval. The

company, a university-based company, will function like university hospitals where

professors, students and staffs in medicine work together to research and cure

difficult diseases together for patients. It will strongly promote the international

collaboration and globalization through human resource development, R&D

including basic research and actual treatment in hospital, and international social

activities such as international approval collaboration.

Progress in Europe has been surprisingly fast. For example, Sweden’s

Karolinska Institute, where the Nobel selection committee is located, offered full

support for clinical tests and permit-approval acquisition in Europe. Bergmannsheil

hospital (BG group) in German also offered full support for clinical tests like

Karolinska Institute. They can be great teams to promote the international

collaboration and globalization. Recently, the president of Europe’s top notified

body, TÜV in Germany, visited us, and TÜV is now actively involved in the

certification of HAL. Europe has been quick to launch into certification because

being involved in pioneering new fields improves the brand power of a notified

body or a certification body in Karolinska Institute, and attracts positive publicity.

If a Japanese manufacturer of medical equipment placed the emphasis on

overseas certification, it would receive faster approval there than in Japan. How-

ever, Cyberdyne initially focused its efforts on Japan, EU and USA because it was

hoped that it would thereby promote human resource development in these coun-

tries and engender international appreciation of Japanese achievements in this field.

It is the aim that companies and researchers with technologies that could lead to

next-generation industries would wish to develop them.

1.3.6 Intellectual Property Strategy

If some countries aim to be an intellectual property powerhouse, it must promote

intellectual property strategies boldly in the international arena. This will require

cooperation between the public and private sectors with respect to strong patents

that will be used on a global scale rather than concentrating efforts on intellectual

10 Y. Sankai



property applications that are limited to domestic patents. As an example of such

strategy, HAL’s international patents were evaluated by the World Intellectual

Property Organization in 2005 and the Japan Institute of Invention and Innovation

(Twenty-first Century Invention Award) in 2009.

1.3.7 Business and Branding Strategy

As noted above, various obstacles have to be overcome before state-of-the-art

medical equipment integrated with robot technology is accepted by society.

However, we are taking on this difficult challenge because we predict an energetic

world in the future. Success in achieving international certification requires brand-

ing. At the heart of successful branding are human resources as well as a system of

cooperation between the public and private sectors. The quality of nation and its

products amounts to the quality of its human resources.

Although expertise in various disciplines is of course important, a balanced

education is essential when developing human resources when there is a strong

emphasis on high ethical standards. This has become all the more important now

that the number of young people in Japan, who represent a vital asset to the country,

is on the decline. A balanced education is necessary in developing individuals with

firm spirit and character. However, few junior or high schools incorporate broad

educational aspects within their regular curriculum. Japan now has the opportunity

to undertake reform in this area. To become the envy of the world with respect to

practical applications of high-quality innovative technology, Japan has to recognize

the reality of its current situation, take appropriate steps to rectify it, and thereby set

itself as an example of an engine of growth on the global scale.

1.4 Developing Human Resources

The Japanese government and various administrative bodies appear to be struggling

with regard to making the kind of social reforms mentioned in the previous section.

And it is clear that the vertical divisions of administrative systems hamper reform

efforts. However, we hope that the government will boldly tackle the reform efforts.

I believe that Japan is able to cultivate and develop new world-leading technologies.

This will involve creating an environment in which innovative technology can be

delivered, budding innovation be promoted, and emerging innovative technology

be properly developed. Such an environment will attract innovative technologies

from around the world, and it will help develop essential human resources. Both

people and technology need to be nurtured. And it was for this reason that Cyberdyne

was established.

1 Cybernics: Fusion of Human, Machine and Information Systems 11



1.4.1 Fostering Pioneer-Type Leaders

Engineering colleges in Japan play a prominent role in human resource develop-

ment for various manufacturing fields, including system development. However, it

is necessary to expand the types of professors and lecturers that teach such subjects

as product design, development, and quality control at a practical level. Such

changes in college teaching staff can be addressed by both industry and academia.

In the field of medicine, all professors at a medical college are capable of

carrying out clinical treatment of patients. However, the equivalent situation does

not apply in the case of an engineering college: lecturers at such colleges generally

have few chances of becoming involved in high-quality manufacturing. I am

uncomfortable with the notion of lecturers in engineering colleges who teach

aspects of manufacturing to their students yet they themselves lack a practical

background in this area. The ability to nurture top-level professionals that can be

next-generation leaders will be limited unless at least 20–30 % of university

lecturers in the engineering field can provide advanced practical education based

on personal experience.

It is vital that Japan rapidly develops its human resources so as to support its

industry and create the technologies of the future. It is likewise essential to build an

environment that allows enthusiastic young entrepreneurs to devote themselves to

intensive research efforts and encourages the flourishing of lively, innovative minds.

1.4.2 Developing a Positive Environment

Because the R&D of HAL required more than engineering knowledge, a new

scientific system called Cybernics was established, which, as noted above, com-

bines such diverse fields as behavioral science, cranial nerve science, physiology,

psychology, social science, ethics, and law. The philosophy behind Cyberdyne is

that if something is not available, then it should be created.

Most medical colleges have teaching hospitals, where college professors, med-

ical personnel, and graduate students devote their energies to conducting research on

the cause and treatment of various diseases, including incurable and rare conditions.

In the process, they develop world standard treatments. A teaching hospital serves as

a pioneering field for state-of-the-art medical care, and it acts as a bridge between

basic research, practical application, and human resource development.

However, engineering colleges lack an environment similar to that of teaching

hospitals. One of the reasons for establishing Cyberdyne was that engineering

disciplines need an environment in which state-of-the-art R&D is promoted along-

side human resource development while at the same time making a real contribution

to society—as is the case with the teaching hospitals in medical colleges. If facilities

exist for developing necessary technologies, it is highly probable that meaningful

research themes and the human resources required will likewise be advanced.

12 Y. Sankai



1.5 A Center of Excellence: Cybernics

As Japan’s era of an aging population and declining birth rate progresses, there is an

urgent need to develop technologies to counter the associated problems, including

the demand for new-generation medical welfare and technology to extend and

generate physiological functions. However, current approaches based on IT, robot-

ics, or a combination of the two—information and robot technology (IRT)—are

inadequate to meet the demand.

Japan has led the world in robotics research in recent years. However, the gap

with other countries is diminishing rapidly. IT itself has also reached a peak of

development in Japan, and it will soon reach a point of saturation, which will mean

that the field will have to rise to a new stage of development. Under these

circumstances, simply expanding conventional research strategies, where there is

a strong bias toward technological development, is not the solution for future

scientific progress in this country. It is necessary to pursue a course in which

scientific research directly contributes to people and society (Fig. 1.5). This is

vital if Japan is to become a world leader in R&D.

The Cybernics Program has the advancement of Cybernics as its central purpose,

and it has the potential to serve both the international community and Japanese

society in the future. Breakthrough technology in the field of Cybernics will not

result from the combination of human, machine, and information technology alone.

The interrelationships among medicine, engineering, and humanity will also play

an important role, and from an early stage the Cybernics Program incorporates

consultation with specialists in ethics, legislation, and security as well as represen-

tatives from various communities. We believe that such an integration of technol-

ogy with the humanities is essential for the future development of Cybernics as well

as for ensuring the usefulness of Cybernics in society.

The program therefore aims to create and establish technology for the functional,

organic, and sociological integration of human, machine and information systems.

With cybernetics, mechatronics, and informatics at its core, we aim to develop the

new scientific field of Cybernics. Through the generation of this new area of

science, we aim to achieve the following:

Fig. 1.5 Strategic initiative of Cybernics
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(a) Create a new industry and new academic discipline;

(b) Dynamically and comprehensively reform the academic system (Fig. 1.6);

(c) Establish a management framework that integrates the creation of frontier

multidisciplinary research with education and human resource development;

(d) Achieve sustainable operation of the program through the development of

industries and human resources via pioneering research.

The multidisciplinary integration approach of the Cybernics Program is

expected to yield a large number of innovations. The primary emphasis of our

research is the social application of leading technology to support society in the

future.

1.5.1 Objectives

The Cybernics program aims to develop the new research field of Cybernics. As

noted earlier, Cybernics is a complex interdisciplinary area, in which robotics, brain

science and neuroscience, IT, ergonomics, Kansei engineering, physiology, social

sciences, and ethics are deeply intertwined. A pioneering achievement in this field

was the exoskeletal robot suit HAL.

Among the innovative creations that the program is expected to yield are the

following: a new academic discipline; a new industry for commercializing innova-

tions in Cybernics, such as HAL; a dynamic and comprehensive reform of the

academic system; and integration of advanced interdisciplinary research,

Fig. 1.6 Research target of Cybernics
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development of human resources, and education (Fig. 1.7). In this way, the program

will facilitate a system in which industrial development, through the creation of

new fields and consequent generation of job opportunities, engenders a self-

sustaining management.

From an educational viewpoint, the program aims to cultivate pioneering

researchers who lead the way with technological innovations. It also endeavors to

nurture experts who support the field of Cybernics through analysis and teaching on

the social issues associated with the introduction of Cybernics-related technologies

into society.

1.5.2 Project Outline

In addition to the disciplines mentioned in the previous section, research in

Cybernics will also cover the following fields, which will interact with those

domains of science (Fig. 1.6):

• Cyborg studies

• Implantable devices (micro- and nanotechnology)

• Tissue engineering/function replacement

• Neuroscience/brain interfacing

• Kansei engineering/ergonomics

• Medical welfare engineering

Fig. 1.7 Cybernics educational program (20 credits for Ph.D. students)

1 Cybernics: Fusion of Human, Machine and Information Systems 15



• Life-support technology for elderly people (remote, in-home, hospital, institu-

tional, community medical welfare, vital sensing)

• Robotics (life support, assistive technology, human support, middleware, fun-

damental technology)

• Human-machine interfacing

• Ubiquitous computing/sensing

• Secure database IT

• Vital database construction technology

• Frontier medicine welfare network technology

• Creation of new industries (MOT, management, intellectual property manage-

ment, law)

The Cybernics Program will form a close partnership with the Critical Path

Research and Education Integrated Leading Center (CREIL) at the University of

Tsukuba to establish an infrastructure for education on medical welfare and patient-

based clinical testing. We are also collaborating with two universities to systemat-

ically evaluate the medical applications of Cybernics technology developed by the

program. Young researchers from the two universities will undertake research in

medical engineering, and at the same time they will acquire first-hand knowledge

and experience in regenerative medicine in medical wards.

1.6 Conclusion

With respect to technological innovation, it is appropriate now for Japan to change

its role from that of being just a birth parent to one of being a foster parent: not only

must new technology be created, it must also be nurtured. With Japan’s aging

society, fewer people means that there is less potential for creating new technology.

Japan will develop significantly if it can acquire the potential of fledgling

technology developed abroad and promote it just as well as it promotes its own

domestically created technology. This will allow outstanding new technologies to

be consistently acquired from abroad and then developed along with domestic

technologies while rapidly expanding peripheral technology.

In this way, Japan will be transformed into an international hub for promoting

technological development. A number of European countries are eager to collabo-

rate with Japan through bases in their own countries, which will oblige Japan to

establish overseas affiliated firms instead of working through domestically based

organizations. In setting up affiliated firms in other countries and introducing Japan-

derived technology there, those countries will be able to accumulate the know-how

related to peripheral technology even if they possess no innovative technology of

their own. By the time the term of the intellectual property expires, sufficient

knowledge will have been acquired in those countries such that they will be able

to launch new business development in that technical field.
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Public officials from such countries as Denmark, Sweden, Germany, and France

visit Japan in an official capacity as do other officials engaged in administration,

technology, medical care, finance, and insurance. They enthusiastically explain the

advantages of the tax system in their respective countries compared with Japan and

try to persuade Japanese industrialists and researchers how it is more efficient to

establish affiliated firms in Europe than to engage in R&D in Japan. We have much

to learn from the power and operation of European countries in this area and,

through the cooperation of the public and private sectors in Japan, we need to do

likewise.

Having a dream or passion for one’s work is important in research, but it is not

enough in engineering, where it is necessary also to cultivate a concern for others.

In engineering, it is essential to conduct research and develop technology that will

be appreciated by others. Researchers who lack a deep concern for their fellow

human beings will be unable to conceive of research themes that will have a

positive impact on other people’s lives. In their work, such researchers would be

more likely just to follow lines of investigation based on information derived from

the government, administrative bodies, or the media.

It is difficult to conduct pioneering R&D with such a “passive” approach. In the

past, good research in engineering started with a general theory; within this, the

researcher would concentrate on only one particular aspect and a new hypothesis

would be developed, which could then be presented to the world at large. However,

in reality, a combination of problems is involved in research, and it is impossible to

deal in terms of a single theory alone.

In engineering, which deals with devices and systems that have a direct impact

on people’s lives, focusing on particular problems can lead to generalization.

In other words, developing technology that is originally applicable to a single

user can result in the development of a generalized technology that is applicable

to many. This is certainly the case with HAL. For the developers of the robot suit,

the pleasure in seeing mobility-impaired people stand, walk, or move their legs for

the first time in their lives by wearing HAL was an unforgettable experience. The

growth in the use of HAL thus far has been gradual: the number of users of HAL has

increased in ones and twos. Though some people may regard HAL as a completely

exotic piece of technology, it is able to bring great happiness to an individual. And it

is certain that HAL will develop into a general-purpose technology for people with

physical needs.

Under the proper control and management by physicians and physiotherapists

currently active in medicine and welfare, HAL has developed steadily in social and

academic terms. And the fact that the development of HAL has called for the

cooperation of industrial, governmental, and academic sectors marks it out as a very

rare piece of technology. In addition, the users of the technology are invited to be

involved right from the basic research phase as well as in the ongoing development

and improvement of the robot suit.

When various individuals with physical problems were involved in the R&D of

HAL, they were treated with the utmost sympathy. What this amounted to for the

development team was a people-centered way of thinking, a complete sense of
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responsibility, and the will for mutual cooperation in that the research they were

conducting was going beyond mere technology and knowledge. Based on this

experience, we realized that it is of the greatest importance to create a structure

in which various fields are involved and develop in a well-balanced manner as

technologies useful for society. But it is vital too to create a structure of human

resource development, in which well-balanced personnel resources are promoted

within a comprehensive educational system for the purpose of establishing an

energetic and healthy society in the future.

A Cybernics ethics board has been established, and it has obtained approval from

the ethics boards of every organization that Cyberdyne deals with in the course of

promoting the company’s R&D. It is a concern to us that very few people in Japan

are educated to respect their communities at a regional or national level. It is

through concern for others, their families, their local communities, and their

countries that the importance of interregional and international tolerance and

cooperation can be appreciated. And it is of course highly important that people

be encouraged to consider others based on the premise that everyone lives in an

organization in one form or another.

In Japan, however, discussion tends to leap from the concern for individuals to

the importance of world peace. This is because patriotic education in this country

has long been ignored owing to the deep remorse over the national education during

the Second World War. As a result, the importance in Japan of thinking about one’s

local society tends to be overlooked. This point is particularly important when

helping the next generation of young researchers to develop a concern for others.

Such a spirit of concern is certain to lead to an increase in the number of significant

research themes.

In conducting state-of-the-art research, what sorts of fields should researchers in

Japan engage themselves in? Japan is a rare country that is committed to peace.

Consequently, Japan should find a way for new opportunities not in military

research but in medical care and welfare.

To a greater or lesser degree, all advanced countries are heading along the path

of low birth rate and longevity. The era of mass production based on the premise of

population growth and social prosperity has ended. As a result, it is only by

developing technologies that help users with varied symptoms and disabilities

achieve a happy life that Japan will advance as a true scientific and technological

powerhouse. Toward this end, human resource development and establishing an

international hub of technology in Japan are essential if the potential for innovative

technologies is to be achieved in the future.
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Chapter 2

Wearable Robot Technology

Hiroaki Kawamoto

Abstract Exoskeletal robots, i.e., robots integrated with the human body, have

been developed since the 1960s, but these were initially not effective. Recently,

these robots have been actively developed as wearable robots, with a wide range of

practical applications expected for them in the near future. In this chapter, as an

important feature of wearable robots, we explain the force interaction conditions

between the wearer and the wearable robot for each application. As an example, we

introduce the HAL (Hybrid Assistive Limb) robot suit and present, in particular, the

interaction technologies and several clinical case studies related to it.

Keywords Wearable robot • Exoskeleton • Power assist • Robot suits • HAL

2.1 Introduction

Robots integrated with humans to enhance human strength have been developed

since the 1960s as exoskeletal robots, which were initially teleoperation robots [1].

However, these developments declined due to a lack of actual applications. More-

over, exoskeletal robots in the early days were faced with a deficiency in control

techniques and sensing technologies, which became a safety issue in transporting

hundreds of kilograms of heavy load.

Recently, robots integrated with humans have been actively developed as wear-

able robots owing to the progress in miniaturization and the high performance of

elemental technologies for robots. The purpose of these new wearable robots is not

to enhance, impractically, the lifting strength far above human capability by

wearing a bulky robot, but to support human capability within its range by wearing

lightweight and compact robots. Wearable robots with a wide range of applications
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as human friendly robots and capable of being integrated into a living environment,

are needed in society. Therefore, practical applications of wearable robots are

expected in the near future.

The most popular practical use of wearable robots is to support the body motion

of people with motor disorders, in particular to support the walking function. The

application to body motion is important because the elderly population is increas-

ing, and solutions are required to help them stay fit. The application of wearable

robots to rehabilitation is similarly expected to help recover or maintain the motor

functions of people with disabilities. The robots can improve rehabilitation thanks

to longer periods of motion training that can be conducted.

Application of heavy work support such as carrying heavy loads at construction

sites and in logistical services, or lifting and transfer assistance of patients by

nursing personnel wearing assistive robots are also expected to see an increase in

demand. If, additionally, wearable robots were to enable elderly people to do heavy

work, it would be possible to ensure a stable workforce in countries with low

birthrates like Japan.

Other than strength support and enhancement, there are applications that have

not yet been considered. In the fields of entertainment or sports, for example,

wearable robots could be used as a force display device for the wearers’ extremities

in order to provide force feedback.

In this chapter, the force interaction conditions between the human and the

wearable robot are explained for each application. Thereafter, as an example of a

wearable robot, the HAL robot suit is introduced. In particular, interaction technol-

ogies and clinical case studies related to the HAL are presented.

2.2 Force Interaction Between Wearer and Machine

for Wearable Robots

Man-Amplifier and Hardyman were full body type exoskeletal robots developed in

America in the 1960s [1, 2]. These robots consisted of a master–slave system,

composed of an exoskeletal internal master mechanism to detect human motion and

an exoskeletal external slave mechanism containing large output actuators. As its

motion mechanism, the external slave follows the human motion that is detected

by the internal master. As such, these exoskeletons are systems that operate by

providing the slave with position commands. The purpose of these developments

was to assist soldiers in walking while carrying a large payload.

Later, an arm type exoskeletal installation, called Extender, was proposed by

Kaserooni in the 1990s [3–5]. This installation was a kind of manipulator that

consisted of a motorized arm that could lift a heavy load directly, without direct

manipulation by the wearer. The arm enhanced the force that the wearer exerted

22 H. Kawamoto



with his arm in order to provide sufficient force to hold heavy loads. This exoskel-

eton thus provided a system that operated by sending force commands to the

exoskeleton arm. Through application of this method, an assist system has been

developed to reduce the physical burden of lifting people receiving care in health

care facilities.

In power assist systems as described above, an object (heavy load) exists apart

from the wearer and the exoskeletal robot. The force generated by the robot acts

directly on the heavy load as shown in Fig. 2.1a. The task of the robot is thus, to

decrease the force that the wearer needs to exert to move the heavy load. The

operating information is the position or force that the wearer generates toward

the robot. So, the wearer operates the robot by direct action from the human body to

the robot.

There is also another type of power assist system that supports the forces that are

needed to move the limbs by using the force generated by the exoskeletal robot.

This form of assistance is applied, for example, to walking support for people with

gait impairments. The force that the robot generates acts directly on the wearer’s

limbs as shown in Fig. 2.1b. In this case, the position or force information is not

available as operating information.

The two methods for power assistance are organized as shown in Fig. 2.2. In the

power assist method for lifting heavy loads (Fig. 2.2a), the wearer controls the

position or force to operate the robot, and then the robot manipulates the heavy load

based on the detected position or force. The force generated by the robot acts

directly on the load, outside of the exoskeleton. On the other hand, in the power

assist method for physical assistance (Fig. 2.2b), the wearer’s intentions for the

desired movement are transmitted to the robot via sensors on his/her skin that can

detect bioelectrical signals of the muscles. The robot then manipulates the wearer’s

limbs based on this intended information. The force generated by the robot acts

directly on the wearer’s body.

Fig. 2.1 Direction of force generated by a wearable robot: (a) while lifting a heavy load, (b) when

assisting the wearer’s limbs
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2.3 The HAL Robot Suit

The HAL (Hybrid Assistive Limb) robot suit is a human-integrated, wearable robot

developed by Cybernics. This is a new field of technology that inherits mainly from

Cybernetics, Mechatronics and Computer Engineering, but also integrates other

disciplines such as Neuroscience, Robotics, Systems Engineering, Information

Technology, “Kansei” Engineering, Ergonomics, Physiology, Social Science,

Law, Ethics, Management, and so on. The HAL, which enhances or supports the

human physical function, is expected to be applied in various fields. The concept of

the HAL basically comes from a fusion of the strengths of both humans and

machines. The human assumes the role of advanced intelligence, such as judgment,

recognition or intention, while the machine implements the heavy physical work

or precise work. While co-dependency between the wearer and the machine is

moderately established, the human physical abilities are enhanced, supported or

extended. The HAL can be applied to a wide range of application fields, including

medical and the machine is moderately established, the human physical abilities are

enhanced, supported or extended. The HAL can be applied to a wide range of

application fields, including medical and welfare, heavy work, and rescue.

The HAL has been developed over the past dozen years or so, with continuous

progress still being made in increasing performance, reducing size and weight, and

extensions to fit various parts of the human body such as lower limb, upper limb,

whole body, single joint, and so on. Marketing of the HAL in the welfare field is

being carried out by CYBERDYNE Inc., which was established as a university

venture to mass-produce the robot suit. In this section, we explain the mechanism,

function, and control of the HAL.

Fig. 2.2 Power assist method for a wearable robot: (a) when lifting a heavy load, (b) when

assisting the wearer’s limbs
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2.3.1 The HAL System

The system configuration for the welfare version of the HAL is shown in Fig. 2.3.

The HAL is basically composed of an exoskeleton, several power units, a main

controller, interface units (to allow the user to adjust the HAL’s behavior) and a

sensing system. The exoskeleton of the HAL system is an articulated structure

designed to support the mechanical functions of the human lower body. It consists

of a frame and active joints, and is attached to the user’s hips and legs with belts.

The joints of the exoskeleton (hip, knee, and ankle) each have one DOF in the

sagittal plane. The torques required by the system’s dynamics are generated by

the power units. Each unit integrates an actuator, a motor driver, a microprocessor,

and a communication interface into one sub-system. The motion support is

achieved by transmitting the torques of the power units to the user’s legs through

the exoskeleton’s frames. Depending on which of the wearer’s limbs needs support

or enhancement, a single power unit or a combination of power units can be used

with different configurations, including a version with two legs, a single leg version,

a single joint HAL, a full body HAL, and an upper limb HAL, as shown in Fig. 2.4.

Fig. 2.3 HAL robot suit

for welfare
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Control of the HAL system is performed by the main controller. Its purpose is to

control and supervise the power units, monitor the batteries, and communicate with

the system operator. It modulates the assist torque of each power unit to perform

motion support for walking, standing up, and sitting down. Furthermore, it sends

the information of the sensors and the system condition to a remote monitoring

system, providing visual feedback to the operator and allowing him to adjust the

system parameters remotely.

The interface units contain an interface to adjust the parameters of the HAL and

the batteries. The interface includes the HAL’s power switch and the digital

potentiometers to tune the assistive gain. This interface allows the wearer to turn

the HAL on and off easily and adjust the assist torque depending on his/her physical

condition or desired level of comfort.

The HAL is equipped with a sensing system containing several types of sensors

to detect the HAL’s state as well as the wearer’s bioelectrical signals. Potentiom-

eters are mounted on each HAL joint and used as angular sensors to measure the

joint angles. The bioelectrical sensors are attached on the skin surface of the

extensor and flexor muscles of the wearer’s knee and hip joints to detect muscle

activity. Additionally, the insole of each of the wearer’s shoes contains two floor

reaction force (FRF) sensors to measure the FRFs generated at the front and the rear

of the foot (heel and ball areas).

2.3.2 Motion Controller for the HAL

The HAL robot suit has been applied to physical assistance through power assist.

To implement the power assist method for physical assistance, the HAL has a

Cybernic Control System, which is a hybrid control algorithm consisting of

Fig. 2.4 HAL robot suit series
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a Cybernic Voluntary Control (Bio-Cybernic Control) and aCybernic Autonomous

Control (Cybernic Robot Control). This subsection introduces these controllers.

Cybernic Voluntary Control. This provides physical support according to the

wearer’s voluntary muscle activity (Fig. 2.5) [6]. The power units of the HAL

generate assistive torques, thereby amplifying the wearer’s own joint torques. The

joint torques are estimated from the wearer’s bioelectrical signals, which are

detected at the surface of the muscles. These signals are then used as input

commands to control the HAL according to the wearer’s intentions to move. By

using this property of the human body, the controller can predict the start and the

generation of the muscles’ forces, and use these as the motion commands.

In fact, the relationship between the joint torque and the processed bioelectrical

signal during isometric contractions has been reported to be approximately linear,

and the joint torque can thus be directly estimated from the bioelectrical signal. The

required assist torque of the power units can then be calculated from the estimated

joint torque, and is thus indirectly based on the bioelectrical signal.

Cybernic Autonomous Control. When the measured motion control signals

include strong components of involuntary signals, Cybernic Voluntary Control

may not be suitable, as, for example, in the case of patients suffering from stroke

related paralysis. In these cases, Cybernic Autonomous Control would be more

suitable to provide efficient physical support. Cybernic Autonomous Control pro-

vides a predefined functional motion based on recorded motion patterns from able-

bodied persons [7]. Using this control method, possible involuntary signals have no

influence on the physical support, as Cybernic Autonomous Control does not use

the wearer’s bioelectrical signals to generate assistive torque.

Cybernic Autonomous Control uses the phase sequence method with human

motion characteristics to enable HAL to generate human-like motion in an autono-

mous way. The phase sequencing was constructed according to the three stages

shown in Fig. 2.6. First, the functional motion of an able-bodied person is recorded,

and analyzed based on motion variables and the wearer’s physiological data. Then,

the reference motion patterns are divided into motion sequences or motion

Fig. 2.5 Cybernics voluntary control
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phases. This division is made according to specific intended motions such as

“swinging the leg” or “lifting the body”. The motions of the resulting phases are

then stored in the HAL. Each phase is further adjusted in terms of duration and

amplitude depending on the wearer’s characteristics such as his/her body parameters

or medical condition. Finally, the phases are combined to obtain the whole motion to

be executed by the HAL. As a result, the HAL allows the wearer to perform

functional motions such as walking, sitting, and so on, in an autonomous way.

2.4 Clinical Applications of the HAL Robot Suit

This section introduces clinical applications of the HAL to a spinal cord injury

(SCI) patient and a stroke patient, and a case study of rehabilitation using the HAL.

For more details, the reader is referred to the references.

2.4.1 Walking Support for a Spinal Cord Injury Patient
Based on Wearer’s Intention

In this section, we introduce an algorithm to estimate human intentions related to

walking based on Autonomous Control in order to comfortably and safely support

the walking motion of paraplegic patients [8]. Estimation of the patient’s intentions

contributes to providing not only comfortable support but also safe support, because

Fig. 2.6 Phase sequence
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any nonconformity between the motion of the robot suit and that of the patient may

result in his/her stumbling or falling. The proposed algorithm estimates a patient’s

intentions from the FRF, reflecting the patient’s weight shift during walking and

standing. The effectiveness of this algorithm was investigated through experiments

on a paraplegic patient with sensory paralysis in both legs, but more extreme in the

left leg. We show that the HAL adequately supports the patient’s walk.

Methods. Bipedal locomotion using a patient’s legs is achieved by tracking control

and phase synchronization of motion support with the patient’s intention. This

control consists of PD (proportional-derivative) control using reference walking

patterns based on a healthy person’s walk in the swing phase and constant-value

control in the landing and support phase.

Figure 2.7 shows a block diagram of this tracking control and phase synchroni-

zation. The human intention estimator (HIE) located in the upper left of Fig. 2.7

takes the FRF as input for the estimation algorithms. The three blocks directly

below the HIE represent a library of reference patterns in the swing phase, and the

reference values in the landing and support phases. The HIE allocates these

references to the two legs during walking. There are six ordinary PD control blocks

on the right side of the HIE and the library. The upper three blocks are controllers

for the right leg, while the lower ones are for the left leg. For more details, refer to

the reference [8].

The subject in this case is a 57-year-old male SCI patient with incomplete

sensory and motor paralysis in the left leg, especially the left lower thigh. He was

diagnosed with incomplete SCI; the sixth and seventh thoracic vertebra (T6 and T7)

are damaged. While he has good voluntary control of the upper body and limited

voluntary control of both legs, he has little voluntary control of the muscles below

the left knee joint. His deep sensitivity, including angle sensitivity, remains

Fig. 2.7 Block diagram for tracking control and phase synchronization [8]
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partially intact in his lower thigh; however, tactile, pain, and temperature sensitiv-

ities have been lost. He has trouble lifting his own leg against gravity, and thus

experiences significant difficulty climbing up stairs. In addition, he has stiffening in

his left knee joint and sometimes spasticity of his left lower thigh muscles. The

subject gave his informed consent before participating in this study.

The aim of the HAL support is to help his leg swing forward without a limp and

sustain his weight (65 kg), since he can stand on his own using two canes. This

support contributes to stabilizing his walk by pushing the swing leg forward,

avoiding collisions of the swing leg with the floor, and preventing sudden knee

bends. This walking support was conducted 16 times with the subject, and he was

required to start walking from a standing posture and stop walking in his own time.

In each trial, the subject walked 5–7 m using 12–18 steps. Moreover, since he was

experiencing walking support embedded with the proposed intention estimation

algorithm for the first time, the subject was supposed to maintain his own stability

by holding onto a walking frame with his arms while a staff member supported the

walking frame for the sake of the subject’s safety as shown in Fig. 2.8.

Results. Figure 2.9 shows the joint and reference angles, and the torque of the

power units during walking support. Torque data was estimated based on the

amount of current provided to each power unit. In Fig. 2.9a, the left hip and

knee joints follow the reference angles based on a healthy person’s walk for most

of one cycle of the supported walk. In Fig. 2.9b, the right hip and knee joints follow

the reference angles based on a healthy person’s walk for most of one cycle of the

supported walk. Compared to the right leg support shown in Fig. 2.9b, the left hip

and knee joints, which have more severe sensory and motor paralysis, require larger

torque than the right joints.

Fig. 2.8 Experimental setting
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Discussion. From the results of the joint angles in these figures, the subject’s hip

and knee joints follow the reference angles most of the time during one cycle of the

supported walk. This means that the HAL supports his walk based on a healthy

person’s walk and the subject performs a more natural walk with greater step length

than his own normal walk. The HAL also successfully reduces the risk of his

stumbling and falling by assisting his hip and knee flexor muscles during swinging

of the leg, by lifting up his drop foot, and by assisting his supporting leg to sustain

his weight and prevent sudden knee bends.

2.4.2 Walking Support for a Stroke Patient Using
a One Leg Version of the HAL

The case study presented in this section involves the development of the HAL for

use as an assistive device providing walking motion support to patients with

hemiplegia [9]. This includes the realization of a single leg version of the HAL

Fig. 2.9 Joint angles together with reference angles and power unit torques for three steps during

walking support: (a) left side, (b) right side
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and redesign of the original HAL’s Autonomous Controller to execute human-like

walking motion in an autonomous way. Clinical trials were conducted to assess the

effectiveness of the developed system. The first stage of the trials described in this

section involved the participation of one hemiplegic patient who has difficulty in

flexing his right knee.

Methods. A single leg version of the HAL was developed to support leg motion on

the affected side. Actually, the single leg version consists of two power units and an

exoskeletal frame on one side. No device was attached to the unaffected side.

Figure 2.10 shows the single leg version of the HAL fitted to a subject.

The subject in this case is a 59 year old male with right hemiplegia, resulting

from a stroke (Brunnstrom recovery stage IV). In his daily life, he wears an ankle

orthosis, and walks with the support of a cane. His walking is characterized by a

circumduction gait, due to difficulty in flexing the right knee joint without flexing

the right hip joint. The subject gave his informed consent before participating.

As the subject can move his hip joint by himself, the actuator of the hip joint was

replaced by a free joint. Usually in Cybernic Autonomous Control, an assistive

torque is generated for flexion and extension during the swing phases. However, as

the patient can voluntarily extend the knee of his right leg, the action of the

Cybernic Autonomous Control was limited to flexion.

Fig. 2.10 Single leg

version of the HAL fitted

to a subject
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The trials were organized in 1 h sessions, which were performed once a week, for

4 weeks. In each session, the subject was asked to walk a required distance (about

5 m in the first two sessions and then gradually extending the distance up to 10 m).

Once the subject has covered the required distance, the HAL’s parameters are

adjusted to improve the walking. The parameters involved are the amplitude of

the assistive torque, the timing of the phase switching, and the motion velocity.

An evaluation of the walking support was carried out by comparing the data

measured with and without the HAL support. The comparison is based on the time

to cover the required distance, the length of the stride, the knee joint angle, the hip

joint angle, and the right foot FRF.

Results. Figure 2.11 illustrates the data recorded during one walking cycle. The

following conventions apply to the measured data. The reference used for the joints

angle is the value measured for the standing posture. The angles are considered

positive during flexion and negative during extension. The assistive torque is

positive during flexion and negative during extension. It appears that the HAL

generates assistive torque in the flexion direction and knee flexion of the subject is

performed during the right leg swing phase.

Figure 2.12 shows the knee joint angle and the hip joint angle with and without

assistive support during one walking cycle (starting when the right foot touches the

ground). It is clear that the right knee angle and the hip joint angle measured during

the swing motion are greater when using the HAL.

Figure 2.13 presents the FRF measured at the front and back of the right foot

with and without the HAL during one cycle of walking, starting with contact of the

right foot. When the subject is walking without the HAL, it appears from the FRF

that the right foot makes contact with the floor over the whole surface of the foot

simultaneously. Then, the FRF remains almost constant while the weight shifts

forward. This means that the weight is not shifted smoothly from the rear to the

front of the right foot.

On the other hand, in the case of walking with the HAL, the FRF shows clearly

that the foot makes contact with the ground from the rear of the foot first, and then

the weight is shifted smoothly to the front. This phenomenon can be explained by

the support of the active knee flexion, which makes it faster and smoother to

transfer the weight forward.

Table 2.1 shows the left and right stride lengths and thewalking times to cover 10m

with and without using the HAL. When the subject is wearing the HAL, the length

of the right stride is longer and the walking speed is higher than without the HAL.

Discussion. The single leg version of the HAL was used to assess the support

provided to a person with hemiplegia for the bending motion of the knee. The stride

of the right leg increased significantly, due to a wider motion of the knee joint and

the hip joint during the swing phase. Furthermore, the use of the HAL resulted

in a decrease in the walking time, because the HAL allows a shift forward. This

confirms that the single leg version of the HAL could effectively improve the

walking of a patient with hemiplegia.
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2.4.3 Locomotion Improvement for a Spinal Canal Stenosis
Patient Using the HAL

The case study presented in this section concerns locomotion improvement through

continued use of the HAL [10]. Locomotor training is conducted by applying the

HAL for 8 weeks to a spinal canal stenosis patient who has difficulty in walking

(Fig. 2.14).

Fig. 2.11 Metrics for one cycle of walking support with the HAL
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Methods. The subject is a 67-year-old man who suffers from paralysis due to spinal

canal stenosis: he had a posterior cervical spinal fusion 1 year previously. At the

time of training, his right leg muscle strength was Grade 2 or less according to the

manual muscle test (MMT), while his left leg muscle was Grade 3–4. He had

neither dysesthesia nor pain. The subject’s main impairment was muscle weakness

of the lower limbs. He was able to walk with a pick-up walker and an ankle-foot

orthosis (AFO). He provided his informed consent for participation in this study.

All the procedures employed were approved by the ethics committees of the

relevant facilities.

The trials were organized in 1-hour sessions, which were performed twice a

week for 8 weeks. In each trial, the subject walked on a treadmill for around 5 sets

of 3 min each. The assistive torque for each joint was adjusted to provide motion

support that was comfortable for the subject.

Fig. 2.12 Angles of the

knee and hip joints on the

right side while walking:

(a) without the HAL,

(b) with HAL
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The changes in walking ability were evaluated during the 8-week training

period. The walkingability was assessed by a 10 m walking test (10MWT) and a

3 m timed up and go test (TUG). We also evaluated the balance ability according to

the Berg Balance Scale (BBS), the range of motion (ROM), the MMT for each leg

joint, and the activity of daily living (ADL) according to the Barthel Index (BI).

Results. Figures 2.15a–d show, respectively, the walking speed and walking

rate during the 10MWT, the time for the TUG, and the total BBS score, before

Fig. 2.13 FRF on the front

and the rear parts of the

right foot while walking:

(a) without the HAL,

(b) with the HAL

Table 2.1 Left and right stride lengths and walking times with and without

the HAL

Without the HAL With the HAL

Left stride length [cm] 115 157

Right stride length [cm] 118 171

Walking time (10 m) [sec] 33.2 13.4
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Fig. 2.14 Gait

rehabilitation with

the HAL for spinal

canal stenosis

Fig. 2.15 Experimental results for walking speed and walking rate for the 10MWT, walking time

for the TUG, and BBS before and after the 8-week training period (a) Change of walking speed for

10MWT (b) Change of walking rate for 10MWT (c) Change of walking time for TUG (d) Change

of BBS



and after the 8-week training period. All these measurements showed improvement

after 8 weeks. On the other hand, there were no obvious changes in the MMT and

the ADL based on the BI. However, the patient reported that he was able to walk

around the room using two T-canes and an AFO instead of the pick-up walker.

Discussion. The results of this study show that the walking ability of the subject

improved after the 8-week gait training with the HAL. This suggests the feasibility

and effectiveness of training for patients with spinal canal stenosis. The HAL’s

motion support, which is based on a voluntarily controlled bilaterally symmetric

gait as well as a left-right weight shift, strengthened the patient’s own ability to

control his walking, as evidenced by the improved walking rate and balancing

ability once the HAL was taken off. This gait training also increased voluntary

walking control and enabled the patient to increase his walking balance and acquire

a more rhythmic walking pattern. In the near future, we will report the results of a

study performed on a wider range of patients.

2.5 Conclusion

In this chapter, we introduced wearable robots which enhance and support human

physical functions by integrating human and machine. First, two types of power

assist methods (lifting a heavy load and assisting the wearer’s limbs) were

explained based on force interaction for wearable robots. As an example of wear-

able robots developed by Cybernics technology, we introduced assist control

technologies and clinical case studies of the HAL robot suit. In order to apply

wearable robots practically, it is also important to improve performance technolo-

gies and availability as well as safety. Currently, the standardization of safety

element technology and safeguarding is proceeding as an International Standard.

Wearable robots will be utilized in living spaces or worksites as a type of friendly

robot coexisting with humans, by integrating performance technologies, availabi-

lity and safety.
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Chapter 3

Robot Motion Control for Physical

Assistance

Yasuhisa Hasegawa

Abstract This chapter introduces somemotion control algorithms for a mechanical

system that has a redundant degree of freedom. Human motions are intelligently and

dexterously controlled by sensory and motor nerve systems based on sophisticated

sensory organs, intelligent environment recognition, task planning, and redundant

and soft mechanical structures. An assistive robot, such as an exoskeleton robot,

should be capable of achieving the same level of motions as humans when it

compensates for some of the impaired motions of the patient using the device.

Human sensorial and motional properties, including a musculoskeletal system,

will be introduced in Chap. 4. This chapter focuses on motion control of the

redundant mechanical structure, such as an arm system, and the whole body of

the exoskeleton. Some basic and advanced control algorithms for a redundant

mechanical structure of a robot are introduced to make the physically assistive

robot useful and comfortable.

Keywords Redundant degree of freedom • Control algorithm • Assistive robot

3.1 Introduction

Robot dynamics has several characteristics, among which is that it involves

multiple inputs and outputs. A robot has multiple sensors to discern both its

environment and itself, and it has multiple degrees of freedom in its operations.

It sometimes has redundant degrees of freedom, and the redundancy in its motion

can contribute to its dexterity or efficiency. Humans also have redundancy in the

upper limbs. For example, when we put our hand on the table, the hand is supported

by the table. In this case, six degrees of freedom of the hand are constrained by the
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table; however, we may change the position of the elbow, so that only one degree

of freedom remains. We can say that the human upper arm has seven degrees of

freedom and is a redundant system.

Robot dynamics is generally nonlinear, because serial links rotate around its

joints. The gravitational force that affects the link is a function of sine or cosine.

The point of contact between a robot and its environment can change in the course

of its operations. An equation of motion for the robot changes when its point of

contact with the environment changes. For example, the structure of a biped robot

changes with each step as it walks: a single-support phase alternates with a dual-

support phase. In addition, the conditions of contact with the environment vary. It is

difficult to identify or calibrate a model that is able to accommodate changes in

friction, elasticity, and viscosity. These characteristics make robot control a highly

complex matter.

3.2 Equation of Motion

An equation of motion for a robot that has multiple inputs and outputs is generally

derived by Lagrange’s equation of motion, which is a very powerful tool for the

purpose. Let us consider this two-link manipulator with two joints as an example, as

illustrated in Fig. 3.1.

At first, we consider the system kinetic energy:

K ¼ 1

2
J1 _q

2
1 þ

1

2
J2 _q1 þ _q2ð Þ2 þ 1

2
m1l

2
1 _q

2
1 þ m2l2a2 _q1 _q1 þ _q2ð Þcos q2 ð3:1Þ

where J ¼ (J1, J2) is link inertia and Q ¼ (q1, q2) is the joint angle. The first and

second terms are rotational energy. The third and fourth terms are translational

energy.

The potential energy is

P ¼ m1a1g sin q1 þ m2g l1 sin q1 þ a2 sin q1 þ q2ð Þð Þ ð3:2Þ

m1

J1
J2 m2

q1

q2

x

y

o

a1

l1

a2

l2

Fig. 3.1 Model of two-link

manipulator
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The first term is the potential energy of the first link; the second term is that of

the second link. Lagrangian L is kinetic energy, K, minus potential energy, P:

L ¼ K � P ð3:3Þ

Using Lagrange’s equation of motion below, we derive an equation of motion

for the two-link manipulator. In the first term, the Lagrangian is partially differen-

tiated with respect to the angular velocity of joint angle q and then differentiated

with respect to time. In the second term, the Lagrangian is differentiated with

respect to the joint angle.

d

dt

∂L
∂ _qi

� �
� ∂L
∂qi

¼ τ ð3:4Þ

where τ is the external joint torque vector. The equation of motion is generally a

second-order differential equation. The equation of motion of the two-link manip-

ulator is composed of two equations, because it has two degrees of freedom.

J1 þ J2 þ m1l
2
1 þ 2m2l2a2 cos q2

� �
€q1 þ J2 þ m2l2a2 cos q2ð Þ€q2

�2m2l2a2 sin q2 _q1 _q2 þ m1a1g cos q1 þ m2g
�
l1 cos q1 þ a2 sin q1 þ q2ð Þ� ¼ τ1

ð3:5Þ
J2 þ m2l2a2 cos q2ð Þ€q1 þ J2€q1 � m2l2a2 sin q2 _q1 _q2 þ m2a2g cos q1 þ q2ð Þ ¼ τ2

ð3:6Þ

These equations are rewritten in state-space representation as follows:

J1 þ J2 þ m1l
2
1 þ 2m2l2a2 cos q2 J2 þ m2l2a2 cos q2

J2 þ m2l2a2 cos q2 J2

" #
€q1

€q2

 !

�
m2l2a2 _q2 sin q2 m2l2a2 _q1 sin q2

m2l2a2 _q1 þ _q2ð Þ sin q2 m2l2a2 _q1 sin q2

 !
_q1

_q2

 !

þ
m1a1g cos q1 þ m2g

�
l1 cos q1 þ a2 sin q1 þ q2ð Þ�

m2ga2 sin q1 þ q2ð Þ

 !
¼

τ1

τ2

 !
ð3:7Þ

Generally, robot dynamics is expressed by the following form:

d

dt
M Θð Þ _Θ� �� 1

2

∂
∂Θ

_ΘT
M Θð Þ _Θ

� �
�G Θð Þ ¼ τ ð3:8Þ

The first term is an inertia matrix and angular acceleration. The second term is

the Coriolis torque or centrifugal torque. The third term is gravity. The right side of

the equation is a joint torque.
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3.3 Trajectory of the Human Hand and Its Control Laws

There are very interesting phenomena in the trajectory of human hand movement.

Morasso [1] found that the hand path is straight in the action of reaching. The

human upper limb is modeled as serial links. Thus, the trajectory of the hand tends

to be arc-shaped. If the hand moves in a straight line, the shoulder and elbow

synchronize the movement very precisely. Abend, Bizzi, and Morasso [2] found

that the velocity of the trajectory of the hand has a bell-shaped profile. Hogan [3]

showed that motion can be achieved if the jerk associated with the hand is

minimized. Velocity is the first-order differential of the position with respect to

time. Acceleration is the second-order differential of the position. The jerk is the

third-order differential of the position. For the third phenomenon, Flash and Hogan

[4] found that the velocity profile remains invariant when normalized with respect

to the movement time and amplitude. We consider here a control algorithm that can

achieve these phenomena.

First, we consider that the velocity of the trajectory has a bell-shaped profile.

To achieve the bell-shaped profile, Flash and Hogan found the evaluation function

like this:

Cj ¼ 1

2

ð T
0

ex τð Þk k
2

dτ ð3:9Þ

This evaluation function is just the integration of the jerk of the trajectory of x.
The trajectory that minimizes the evaluation function is expressed by this fifth-

order polynomial:

x tð Þ ¼ x0 þ xf � x0
� � �15

t

T

� �4
þ 6

t

T

� �5
þ 10

t

T

� �3� 	
ð3:10Þ

where x0 is the initial position, xf the final position, and T the final time. What we

have to do is determine the initial position, final position, and final time. This

algorithm is very simple, but such robot dynamics as inertia and mass are not

considered.

Uno et al. [5] proposed a minimum torque-change model to design a trajectory

that takes into account the physical parameters of the manipulator:

Cj ¼ 1

2

ð T
0

_u τð Þk k
2

dτ ð3:11Þ

This evaluation function has a differential of torque. The trajectory of joint angle

x that minimizes the evaluation function can be derived by solving these differential

equations:
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dX

dt
¼ f X; _uð Þ ð3:12Þ

dφ

dt
¼ � ∂f

∂X

� �T

φ ð3:13Þ

_u ¼ φu ð3:14Þ

where x ¼ qT; _qT ; uT
� �

, φ is Lanrangian vector.

These design algorithms—the minimum jerk model and the minimum torque-

change model—can be applied to normal industrial manipulators that have the

necessary degrees of freedom for a particular task. If a manipulator has redundant

degrees of freedom, these algorithms are not sufficient.

3.4 Control Law of a Redundant System

Redundant degrees of freedom of a manipulator allow multiple arm configurations

such that the end effector can achieve a unique position and orientation. For example,

if a manipulator with three degrees of freedom works in two-dimensional space,

there are multiple configurations for reaching the target position. The redundancy in

the manipulator’s motion could contribute to its dexterity or efficiency because the

manipulator can either avoid or use the singular configuration. Another advantage of

the redundancy is “bracing.” We use the environment to fix our bodily position or

decrease joint torque. For example, if we pick up a small object from a table, the wrist

is fixed by the table to increase precision with regard to position. Even if the wrist is

fixed, the hand has sufficient degrees of freedom (DOF) to handle the object. When

we relax, we may place our elbow on the table to decrease the torque of the shoulder.

However, we have to determine one configuration to utilize the redundancy of the

manipulator.

Joint torques, u, of each joint of a normal manipulator are generally calculated

by

u tð Þ ¼ H qd tð Þð Þ€qd tð Þ þ 1

2
_H qdð Þ þ S qd; _qdð Þ

� 	
_qd � kp q� qdð Þ

� kv _q � _qdð Þ ð3:15Þ

The first term compensates for link inertia. The second term compensates for the

Coriolis and centrifugal torque. The third term is position feedback. The fourth term

is velocity feedback. A redundant manipulator, however, has null space in the

Jacobian matrix. The Jacobian matrix is the first derivative of the position vector

of the end effector. We therefore add additional constraints or criteria to fix the
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motions of all joints. Manipulability [6], kinetic energy [7], and the sum of squared

torque [8] are proposed as the criteria to degenerate the redundancy.

Minimum angular velocity control is the simplest of these criteria. Using a

pseudo-inverse matrix of the Jacobian matrix, the reference angular velocity is

determined by

_qd tð Þ ¼ Jþ qdð Þ _xd ð3:16Þ

where J+ ¼ JT(JJT)� 1

As another criterion, the angular velocity of all joints is designed by maximizing

the manipulability of the hand. Manipulability is the ability of the manipulator to

move uniformly in all directions. The angular velocity is determined by

_qd tð Þ ¼ Jþ qdð Þ _xd þ I � Jþ qdð ÞJ qdð Þð Þη ð3:17Þ

where η ¼ k ∂cm
∂q

� �
¼ k ∂

∂q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det J qð ÞJT qð Þ

p� �
This algorithm is very useful to avoid a singular point of the manipulator.

Arimoto [9] proposed another algorithm to control a redundant system.

This algorithm can achieve similar properties to the human reaching trajectory

explained in the previous section. This algorithm uses a virtual spring that conducts

the hand to a target position. We consider here the virtual spring connecting the

hand to the target position. Δx is the position error and f(¼� kΔx(t)) is the spring
force. Using a transfer of the Jacobian matrix, the conducting torque, u, of each joint
is calculated by

u ¼ �C _q � JT qð ÞkΔx�t�
¼ �C _q � JT qð Þf

ð3:18Þ

where C is the damping coefficient in the joint space. An advantage of this

algorithm is that it can realize the bell-shaped velocity profile of the hand trajectory.

In addition, this algorithm does not require the pseudo-inverse matrix, the calcula-

tion of which demands great effort. The trajectory to the target position is, however,

not straight. The trajectory becomes almost straight when a damping factor in the

operating space is employed, as follows:

u ¼ �C _q � JT qð Þ α _x þ kΔx tð Þf g ð3:19Þ

where α is a positive damping coefficient.

Two phenomena of the human reaching motion—the bell-shaped profile and the

straight trajectory—are achieved with this control algorithm. The third one is not

achieved, and for this further studies are required.

46 Y. Hasegawa



3.5 Passive Dynamic Autonomous Control

Passive dynamic autonomous control (PDAC) is one of the control methods for the

redundant mechanical system based on point contact and a virtual holonomic

constraint. The point contact denotes that the robot contacts the ground at a certain

point (i.e., the first joint is passive) and makes it possible to achieve adaptability to

ground irregularity and energy efficiency. The concept of the virtual holonomic

constraint was proposed as the virtual constraint by Grizzle et al. [10] and

Westervelt et al. [11]. It is defined as a set of holonomic constraints on the robot’s

actuated DOF parameterized by the robot’s unactuated DOF. The virtual holonomic

constraint enables a robot to satisfy the desired path of postural motion.

3.5.1 Dynamics of PDAC

Assuming that PDAC is applied to the serial n-link rigid robot shown in Fig. 3.2, the

point contact is achieved by zero torque applied to the ground around the contact

point. The point contact is therefore expressed by

τ1 ¼ 0 ð3:20Þ

The virtual holonomic constraint is written by

Θ ¼ θ1, θ2, � � �, θn½ �T ¼ f 1 θð Þ, f 2 θð Þ, � � �, f n θð Þ½ �T :¼ f θð Þ ð3:21Þ

where θ is the angle around the contact point in the absolute coordinate system. The

angle is

θ ¼ θ1 þ ζ ð3:22Þ

Fig. 3.2 Mechanical model

of the serial n-link rigid

robot. θi and τi are the angle
and the torque of i-th joint,

respectively. mi and Ji are
the mass and the moment

of inertia of i-th link,

respectively
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where ζ is the angle of the ground slope (ascent is positive, and descent is negative).
On flat, level ground,

θ ¼ f 1 θð Þ ¼ θ1 ð3:23Þ

The virtual holonomic constraint interlocking robot joints f 1 θð Þ, f 2 θð Þ, � � �,
f n θð Þ are adequately designed in accordance with the target motion.

The dynamic equations of this model are also given by Eq. 3.8. The first term is

inertia and the centrifugal terms are written as

M Θð Þ ¼
m11 Θð Þ m12 Θð Þ . . . m1n Θð Þ
m21 Θð Þ m22 Θð Þ . . . m2n Θð Þ
⋮ ⋮ ⋱ ⋮

mn1 Θð Þ mn2 Θð Þ . . . mnn Θð Þ

2664
3775 :¼

m1 Θð Þ
m2 Θð Þ
⋮

mn Θð Þ

2664
3775 ð3:24Þ

The second term is the Corioli force, where

∂
∂Θ

¼ ∂
∂θ1

,
∂
∂θ2

, . . . , ∂
∂θn1

� �T
ð3:25Þ

G(Θ) and τ denote the gravity terms and torque, respectively, which are defined

below:

G Θð Þ ¼ G1 Θð Þ, G2 Θð Þ, . . . , Gn Θð Þ½ �T ð3:26Þ

τ :¼ τ1, τ2, . . . , τn½ �T ð3:27Þ

Since in this model, the dynamic equation around the contact point (the first

equation) has no term for the Coriolis torque, it is written by

d

dt
m1 Θð Þ _Θ� ��G1 Θð Þ ¼ τ1 ð3:28Þ

By differentiating Eq. 3.21 with respect to time, the following equation is

acquired:

_Θ ¼ ∂f θð Þ
∂θ

_θ ¼ ∂f 1 θð Þ
∂θ ,

∂f 2 θð Þ
∂θ , . . . , ∂f n θð Þ

∂θ

� �T
_θ ð3:29Þ

By substituting Eqs. 3.20, 3.21, and 3.29 into Eq. 3.22, the following dynamic

equation is derived:

d

dt
M θð Þ _θ� � ¼ G θð Þ ð3:30Þ
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where

M θð Þ :¼ m1 f θð Þð ÞT df θð Þ
dθ

ð3:31Þ

G θð Þ :¼ G1 f θð Þð Þ ð3:32Þ

By multiplying both sides of Eq. 3.30 by M Θð Þ _θ and then integrating with

respect to time, the dynamics around the contact point is obtained as follows:ð
M θð Þ _θ� � d

dt
M θð Þ _θ� �

dt ¼
ð
M θð Þ _θG θð Þ _θdt ð3:33Þ

, 1

2
M θð Þ _θ� �2 ¼ ðM θð ÞG θð Þdθ ð3:34Þ

Therefore, the whole robot dynamics is expressed as the following

one-dimensional autonomous system:

_θ ¼ 1

M θð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ð
M θð ÞG θð Þdθ

s
ð3:35Þ

:¼ 1

M θð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 D θð Þ þ Cð Þ

p
ð3:36Þ

:¼ F θð Þ ð3:37Þ

Equations 3.35 and 3.36 constitute converged dynamics. By setting the desired

dynamics to Eq. 3.37, a robot achieves a desired dynamic motion. However, it is

quite difficult to solve the inverse problem, which involves finding the virtual

holonomic constraint, Eq. 3.21, so as to satisfy the desired dynamics. Therefore,

the virtual constraint is empirically designed based on the condition of the desired

posture upon foot contact or perhaps a desired center of gravity (COG) trajectory.

Here, we have to consider an unsolved problem with PDAC. To obtain the

converged dynamics by utilizing PDAC, Eqs. 3.33 and 3.34 should be integrable.

However, the condition of virtual constraint whereby Eq. 3.33 would be made

integrable has not yet been clarified. Thus, to make PDAC more practical, it is

necessary to find such a condition or to propose an approximate calculation method

or deriving algorithm for the converged dynamics without using integration. Mak-

ing PDAC integrable is an area for future work.
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3.5.2 PDAC Constant

Since converged dynamics is autonomous and independent of time, it is considered

a conservative system. The integral constant on the right-hand side of Eq. 3.34, C, is
a conserved quantity and is termed the PDAC constant. Its value is decided

according to the initial condition (in biped walking, the state immediately after

foot contact) and kept constant during a cycle of motion.

The dimension of the PDAC constant is equal to the square of angular momen-

tum and is relevant to it. As is well known, assuming that the robot shown in

Fig. 3.2 resides in the horizontal plane, the angular momentum around the contact

point is conserved since there is no effect of the gravitational force on the robot

dynamics. In this condition, it is clear that M θð Þ _θ angular momentumð Þ ¼ ffiffiffiffiffiffi
2C

p
from Eq. 3.36, since in Eq. 3.8 hence D(θ) ¼ 0. Note that the PDAC constant is

conserved since it includes the effects of gravity, although angular momentum

is not conserved when the robot dynamics is affected by gravity. In conclusion, the

PDAC constant is a conserved quantity derived by embedding the gravity term into

angular momentum around the contact point.

3.5.3 Interlocking Dynamics

As mentioned above, PDAC is based on two premises—passivity and virtual

holonomic constraint. These premises make it possible to describe the whole

robot dynamics as a one-dimensional autonomous system, and as a result a simple

and valid controller based on the robot dynamics can be designed. However, there is

a possibility of holonomic constraint of the joint angles causing a problem if the

robot vibrates and the controller loses its stability during locomotion, especially at

the moment when the impact force is applied, such as upon foot contact with a

biped robot. This is because all the other active joints vibrate when the passive joint

starts vibrating. Interlocking dynamics is employed as a control technique to solve

this problem. In this method, all the robot joints are controlled according to the

desired dynamics derived from the interlocking function Eq. 3.21 and the target

dynamics Eq. 3.38 as follows:

_θ i ¼ ∂f i
∂θ

F f�1
i θið Þ� �

i ¼ 1, 2, 3, � � �ð Þ ð3:38Þ

The joint angles derived from the desired dynamics are not always the same as

the actual joint angles. The desired trajectories are adjusted slightly based on the

error between the desired joint angle derived from the interlocking functions and

the actual joint angles as follows:

_θ
d

1 ¼ F f�1
1 θ1ð Þ� � ð3:39Þ
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_θ
d

i ¼ ∂f i
∂θ

F f�1
i θið Þ� �þ ki f i θð Þ � θið Þ i ¼ 2, 3, � � �ð Þ ð3:40Þ

, _Θd
:¼ FD Θð Þ ð3:41Þ

where ki is the connection strength determined empirically. This second term of

Eq. 3.40 becomes zero if the robot dynamics is ideally identified and there are no

physical disturbances.

3.5.4 Virtual Passive Joint

Most humanoid robots can generally be fully actuated, e.g., the ankle joints have

actuators for standing on a slope. Such robots use actuators with a high reduction-

ratio gear to generate sufficient joint torque with limited actuator weight. A high

reduction gear has high viscosity. To apply PDAC to such robots with high

reduction gears, it is necessary to diminish the joint viscosity to simulate the

point-contact state.

It is generally known that viscosity is associated with angular velocity; that is,

the viscous torque of joints can be expressed and compensated for as the function of

the angular velocity as follows:

τβ ¼ β _θ
d

� �
¼ β∘F θð Þ ð3:42Þ

Note that the viscous torque is estimated based on the desired angular velocity.

In addition, a slight departure can be made from the assumption that the point

contact enhances the convergence of the robot dynamics toward the desired

dynamics. For instance, the following torque is applied to the passive joint, such

as the ankle of a support leg:

τβ ¼ β _θ
d

� �
þ τfb ¼ β∘F θð Þ þ τfb ¼ β∘F θð Þ þ kβ F θð Þ � _θ

� � ð3:43Þ

The second term on the right-hand side of Eq. 3.43 is a feedback term. Various

forms of τfb can be employed, such as PID, PI, and PD. Note that all gains in the

feedback term have to be set at quite small values since the objective of this term is

to attenuate the slight error that arises from the modeling error. It is believed that the

controller performance can be more greatly enhanced if the controller updates

the robot dynamics model adaptively according to the error of the dynamics.
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3.5.5 Control Architecture

Figure 3.3 is a block diagram of PDAC in bipedal locomotion without interlocking

dynamics. The control loop including the robot (enclosed by the gray line) has no

input from outside the controller; thus, it can be considered that the control system

is autonomous. This autonomy makes it possible to achieve natural dynamic motion

based on the inherent dynamics of the robot. The loop indicated by the broken line

is executed only at the moment of foot contact. In this loop, the virtual holonomic

constraint and the converged dynamics of the next step are updated according to

both the robot status and the desired parameters, such as walking velocity. This

update makes it possible to stabilize walking or vary the walking parameters, such

as length of stride and walking direction.

Figure 3.4 is a block diagram of PDAC in bipedal locomotion with interlocking

dynamics. The interlocking dynamics has no effect on autonomy of the controller

since the interlocking dynamics affects only the left-hand block of the control loop.

The angular velocity of active joints is controlled by PD control.

Additionally, the controller with a weak feedback for modeling error is shown in

Fig. 3.5 The controller measures the actual angular velocity around the contact

point and calculates the compensation torque to attenuate the error between the

desired and the actual dynamics. Note that the feedback gain is quite small; hence

this feedback has a weak effect. If there is the possibility of the robot falling over

based on information from the sensors, the robot controller is switched to the

falling-avoidance controller, as depicted in Fig. 3.5.

Fig. 3.3 Block diagram of PDAC in bipedal locomotion without interlocking dynamics
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3.5.6 Advantages of PDAC

PDAC has the several advantages. The first is related to PDAC constant and

converged dynamics. Although robot dynamics is a high degree-of-freedom com-

plex system, it can be expressed as a one-dimensional autonomous system, i.e., the

phase around the contact point. This one-dimensional dynamics is called converged

dynamics and it facilitates robot dynamics and control over a desired motion.

In addition, converged dynamics includes the conserved quantity that is theoreti-

cally maintained constant when walking even if conservation of angular momentum

and energy conservation are not satisfied. This conserved quantity, termed the

PDAC constant, makes it possible to stabilize motion, analyze it, and ensure the

stability of the walking dynamics.

Fig. 3.4 Block diagram of PDAC in bipedal locomotion with interlocking dynamics

Fig. 3.5 Block diagram of PDAC in bipedal locomotion with weak feedback for modeling-error

compensation
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The second advantage is ease of motion design. Dynamic motion that is based

on robot dynamics can be easily designed if the motion satisfies the postural

constraints given by an operator or determined by environmental conditions. The

PDAC method enables us to design the desired path of postural motion by ade-

quately setting the virtual holonomic constraint. For example, a robot can avoid

obstacles or maintain a certain posture at a particular inclination when performing

some tasks.

The third advantage is passivity. A robot controlled by PDAC has a passive joint.

The rest of the robot’s joints are controlled through the passive joint. The whole

motion of the robot pauses whenever rotation of the passive joint is stopped by an

external force. The passive joint works as a kind of sensor to detect a robot’s

conflict with the environment. To achieve the same function in active walking, a

robot is equipped with extensive touch sensors all over its body.

The fourth is to compensate for the disadvantages of active walking and passive

walking, when it is applied to a biped walking design. It is basically difficult for

active walking to utilize the natural dynamics of the robot since all the joints are

controlled by a high-gain feedback. Hence, active walking has the following

disadvantages compared with passive walking: (1) unnatural walking motion;

(2) vulnerability to ground irregularities; (3) low energy efficiency. Passive walking

has the following disadvantages: (1) highly limited capability to walk; (2) low

tolerance of disturbances; (3) inability to perform another task while walking.

3.6 Application of PDAC

PDAC is applied to various kinds of motions of a mobile robot. Doi et al. [12]

utilized PDAC to design three-dimensional biped walking based on two

two-dimensional dynamics in the lateral and sagittal planes. Doi et al. [13, 14]

enhanced the two-dimensional dynamics to three-dimensional dynamics and then

applied proof stability to the dynamics. Doi et al. [15] also designed a brachiation

controller. Brachiation is arboreal locomotion using the arms to swing like amonkey

from branch to branch through the trees. Asano et al. [16] developed a controller for

quadruped walking using the PDAC concept. An example of the controller design

using PDAC is introduced in this section.

3.6.1 Biped Walking Design

We designed the lateral motion by means of PDAC, as depicted in Fig. 3.6.

In phase A, a robot starts to turn over toward its swing-leg side and is accelerated

by gravitation from the tilting position at a standstill on the stance-leg side to foot

contact. In phase B, after foot contact, the robot achieves the tilting position at

standstill by the energy obtained in phase A. Since the mechanical energy is lost at
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foot contact, the robot compensates for the lost energy by lifting its pelvis in both

phases to continue the side-to-side rocking motion. It is possible to consider the lifts

of the pelvis approximately as the change in pendulum length. The model shown in

Fig. 3.7 is used as a model of the lateral motion: two inverted pendulums, which

are opposite each other, continue to rock, iterating the collision between them. The

right-hand figure in Fig. 3.7 shows the trajectory of COG and two coordinate

systems, ∑ R and ∑ L, which correspond to the right- and left-leg-support period,

respectively.

3.6.2 Phase Portrait Coalescence

Lateral motion is considered in terms of dynamics. Figure 3.8a shows the phase

portrait of an inverted pendulum in the coordinate system ∑ R and ∑ L.

Lateral motion continues by switching these coordinate systems at foot contact.

Coalescence of the phase portrait in ∑ R and ∑ L yields that of lateral motion, as

shown in Fig. 3.8b. As can be seen in this figure, in the gray tetragon surrounded by

(A) (B)

Front View

(B)

: Passive joint

Left Foot Contact

Swing Up

Swing Up

Fall
 D

ow
n

Fall
 D

ow
n

Right Foot Contact

Transition

Transition

Left-Leg-SupportRight-Leg-Support

(A)

Fig. 3.6 Lateral motion of lateral-based walk ( front view). The inverted pendulum falls in phase

A and swings up in phase B
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the pair of separatrices, the dynamics has the property to rotate, which implies

lateral sway motion. Stable lateral motion is achieved only in this zone. That is, if

the actual dynamics is outside it, an inverted pendulum—i.e., a robot—falls over,

and stable motion cannot be continued unless some compensation takes place.

The effect of the pelvis lift on lateral dynamics is explained by use of the virtual

COG trajectory shown in Fig. 3.9a. In this trajectory, the pendulum length is

switched virtually from l0 to l0 + Δl instantaneously at the shift from phase B

to A, which, however, cannot be actually achieved in practice. The pendulum

length is kept at l0 + Δl in phase A and l0 in phase B. If l ¼ l0 � Δl, the absolute

Fig. 3.7 (Left figure) Motion of CIPM. The impact between the foot and the ground is regarded as

that between two pendulums. A and B correspond to A and B in Fig. 3.6. Figure on the right:
trajectory of COG and polar coordinate systems. l and ϕ denote the length and the angle of an

inverted pendulum. (l0,ϕ0) and l0 þ Δl, _ϕ1

� �
are the coordinates in∑ R at the beginning and ending

of phase A, (l0 + Δl, ϕ2),and (l0,ϕ3) is that of ∑
L of phase B, respectively. ϕ1 and _ϕ2 denote the

angular velocity at the end of phase A and the beginning of phase B, respectively

a b

Fig. 3.8 (a) Phase portraits of ϕR and ϕL (b) Coalescence of the phase portrait in ∑ R and ∑ L
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value of the separatrices’ gradient near the origin is lower than that of l ¼ l0, and if
l ¼ l0 + Δl, the gradient is higher (see Fig. 3.9b). This deformation of the solution

trajectory makes it possible to achieve the continuous side-to-side rocking motion.

3.6.3 Virtual Holonomic Constraint of Lateral Joints

A virtual constraint that is pendulum length l is described as the function of φ. It is
clear that the right side of Eq. 3.44 can be integrated if f(φ) is a polynomial

equation. Thus in this section, f(φ) is decided as follows:

l ¼ f φð Þ ð3:44Þ

¼ aφ2 þ bφþ c ð3:45Þ

where a, b, and c are determined so as to satisfy the conditions described below.

At first, the conditions of the pendulum length at the beginning and ending of

phase A and phase B introduce the following four equations:

f A φ0ð Þ ¼ l0 ð3:46Þ

f A φ1ð Þ ¼ l0 þ Δl ð3:47Þ

f B �φ2ð Þ ¼ l0 � Δl ð3:48Þ

a b

Fig. 3.9 (a) Virtual trajectory designed as follows: l ¼ l0 + Δl in phase A and l ¼ l0 � Δl in
phase B, and the pendulum lengthens instantly and discontinuously l0 � Δl ! l0 + Δl at the shift
from phase B to A (b) CIPM map of this trajectory. Pendulum separatrices are approximately

linear near the saddle points, and their gradients are � ffiffiffiffiffiffiffi
g=l

p
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f B �φ3ð Þ ¼ l0 ð3:49Þ

where the superscript suffixes denote the differentiation of the phases. In addition,

the pendulum motion is designed so that the angular velocity of the robot joints is

not discontinuous, that is, the velocity along the pendulum is zero:

∂
∂φ

f A φ1ð Þ ¼ 0 ð3:50Þ

∂
∂φ

f B �φ2ð Þ ¼ 0 ð3:51Þ

Using Eqs. 3.46, 3.47, 3.48, 3.49, 3.50, and 3.51, the coefficients a, b, and c in
each phase are calculated.

3.6.4 Converged Dynamics

The dynamic equation of a general inverted pendulum is described as follows:

d

dt
ml2 þ J
� �

_φ
� � ¼ mgl sinφ ð3:52Þ

Multiplying both sides of this equation by ml2 þ J
� �

_φ and integrating with

respect to time yields the following equations:

ml2 þ J
� �

_φ
d

dt
ml2 þ J
� �

_φ
� � ¼ mgl ml2 þ J

� �
_φ sinφ ð3:53Þ

, 1

2
ml2 þ J
� �

_φ
� �2 ¼ ðmgl ml2 þ J

� �
_φ sinφdt ð3:54Þ

, _φ ¼ 1

ml2 þ J

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ð
mgl ml2 þ J
� �

_φ sinφdt

s
ð3:55Þ

The phase around the contact point (phase of passive joint) is obtained from

Eqs. 3.44 and 3.55 as follows:

_φ ¼ 1

mf φð Þ2 þ J

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ð
mgf φð Þ mf φð Þ2 þ J

� �
_φ sinφdt

s
ð3:56Þ

:¼ 1

Ml φð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Dl φð Þ þ Clð Þ

p
ð3:57Þ

58 Y. Hasegawa



:¼ F φð Þ ð3:58Þ

Finally, the value to lift the pelvis, Δl is determined. Δl has to be determined so

that Eq. 3.58 satisfies the initial condition of phase A and the end condition of

phase B, that is:

FA
l φ0ð Þ ¼ FB

l �φ3ð Þ ¼ 0 ð3:59Þ

,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 DA

l φ1ð Þ � DA
l φ0ð Þ� �q

MA
l φ1ð Þ cos φ1 þ φ2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 DB

l �φ2ð Þ � DB
l �φ3ð Þ� �q

MB
l �φ2ð Þ ð3:60Þ

where the superscript suffixes denote the differentiation of phases. Δl is so small

that it is possible to find the appropriate value that satisfies Eq. 3.60 by the use of

quadratic approximation.

3.6.5 Simulation

Figure 3.10 shows the simulation results of the above-mentioned motion design

under the condition φ0 ¼ φ3. Although the motion is attenuated without lengthen-

ing the pendulum, as shown in Fig. 3.10a, the periodic motion is generated with lift,

as shown in Fig. 3.10b.

a b

Fig. 3.10 Phase portrait of the lateral motion (simulation, l0 ¼ 0.46[m], ϕ0 ¼ ϕ3 ¼ 0.28[rad],

w ¼ 0.2[m]) (a) with no lift, (b) with lift
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3.6.6 Control of the Lateral Period

We designed the period controller of the lateral motion described in the previous

subsection. The period of lateral motion is determined by the amplitude of the

pendulum motion, i.e., if the period is long, the amplitude is large; if it is short, the

amplitude is small. The period is adjusted by controlling the lateral amplitude.

Assuming that the pendulum angle at the transition from phase B to phase A is

φ3, the motion period T can be calculated using the following equation:ð�φ2

�φ3

1

FB φð Þdφþ
ðφ1

φ3

1

FA φð Þdφ ¼ T ð3:61Þ

However, it is not easy to solve this equation for φ3. The pendulum extension is

so small that the desired amplitude is determined approximately by use of the model

of the inverted pendulum, the length of which is not variable, as follows:

φ3 ¼
φC

cosh
ffiffiffi
g
l0

q
T
2

� � ð3:62Þ

where φC is the pendulum angle in the standing posture, i.e., the pendulum angle at

foot contact under the condition of Δl ¼ 0.

3.6.7 Stabilization by Landing Position Control

Various methods to stabilize the lateral motion were proposed by Hemami and

Wyman [17], Miura and Shimoyama [18], Sano and Furusho [19], and Kuo

[20]. This subsection introduces another stabilizing method to adjust the pendulum

length and angle at foot contact according to the error between the phase around the

contact point derived by PDAC and actual motion. With regard to the robot motion

shown in Fig. 3.11, the state at foot contact is varied by opening or closing the

swing leg in phase A. This motion has the following two effects:

• Change of the pendulum angle of the swing leg at foot contact, φ2.

• Variation of the pendulum length on the side of swing leg at foot contact,

l0 � Δl.

Strictly speaking, the pendulum angle on the side of the stance leg at foot

contact, φ1, is also changed by this motion; however, its effect is so small that we

do not consider it. Hence, in this section, it is assumed that φ1 does not vary.
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We can describe the condition of the pendulum angle at the end of phase B as φ3

below:

2 DA
l φ1ð Þ þ Cl

� �
MA

l φ1ð Þ� �2 ¼ Φ φ2, l0 � Δlð Þ ð3:63Þ

From Eq. 3.60, the right-hand side of Eq. 3.63 is described as

Φ φ2, l0 � Δlð Þ ¼ 2 DB
l �φ2ð Þ � DB

l �φ3ð Þ� �
l0 � Δlð Þ2 cos 2 φ1 � φ2ð Þ ð3:64Þ

Here, we assume that the actual Cl has the error between the desired value and

actual one, δCl, and determine the landing position of a swing leg.

To stabilize the motion, it is necessary for the robot to satisfy the desired state at

the end of phase (B), that is, FB
l (φ3) ¼ 0. Assuming that the robot opens its swing

leg by ε and consequently φ2 and l0 � Δl are changed to φ2 + δφ2 and l0 � Δl + δl,
respectively. Equation 3.63 can be rewritten as follows:

2 DA
l φ1ð Þ þ Cl þ δCl

� �
MA

l φ1ð Þ� �2 ¼ Φ φ2 þ δφ2, l0 � Δlþ δlð Þ ð3:65Þ

In addition, from the geometric condition, the following two equations are

obtained:

l0 � Δlð Þ cosφ2 ¼ l0 � Δlþ δlð Þ cos φ2 þ δφ2ð Þ ð3:66Þ

Fig. 3.11 Stabilization of lateral motion
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l0 � Δlþ δlð Þ cos φ2 þ δφ2ð Þ � l0 � Δlð Þ sinφ2 ¼ Lε ð3:67Þ

ε is calculated by Eqs. 3.63, 3.64, 3.65, 3.66, and 3.67 by assuming that it is

possible to neglect the squared term of Δ because of its small size.

ε ¼ l0 � Δlð Þ cosφ
L

tan φ2 þ δφ2ð Þ � tanφ2ð Þ ð3:68Þ

δφ2 ¼
cosφ2

Φφ2
cosφ2 þΦl0�Δl l0 � Δlð Þ sinφ2

δC ð3:69Þ

where Φφ2
¼ ∂Φ

∂φ2
φ2, l0 � Δlð Þ and Φl0�Δl ¼ ∂Φ

∂ l0�Δlð Þ φ2, l0 � Δlð Þ.

3.6.8 Simulation

The simulation result of this feedback control is shown in Fig. 3.12, where φ0 ¼ φ3.

In this simulation, we assign a certain error to the robot and confirm the conver-

gence by the control method described above. As shown in Fig. 3.12a, c, if the

actual angular velocity is higher than the desired one, the lateral dynamics diverges;

if the actual angular velocity is lower than the desired one, it is attenuated.

However, as shown in Fig. 3.12b, d, the controller with the feedback makes the

stated error and converges on the desired state after foot contact.

3.7 Concluding Remarks

This chapter introduced some motion control algorithms of a mechanical system

with a redundant degree of freedom, especially PDAC. PDAC is also a control

method for a redundant mechanical system based on point contact and virtual

holonomic constraint. These control algorithms will be useful in helping a powered

orthotic system, prosthesis, and exoskeleton with a redundant degree of freedom to

support human motion in a dexterous, synchronized fashion. In addition, the

converged dynamics of the two-dimensional inverted pendulum model has been

introduced as an example of PDAC applications; its stabilization has been

discussed using the results of numerical simulations. Though this chapter has

been limited to a two-dimensional model, a converged dynamics of the three-

dimensional inverted pendulum model has been proposed by Doi et al. [21].

The stability of this converged dynamics has been confirmed by Doi

et al. [14]. Aoyama et al. [22] has been able to control walking direction by

means of two PDAC constants. For further details on these studies, consult the

papers listed in the References section.
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Chapter 4

Motor Control and Learning

Kiyotaka Kamibayashi

Abstract Human movements are controlled by the interaction between the central

program and peripheral feedback. In this chapter, to understand the human motor

control mechanism, the physiological basis of the sensory-motor systems for the

movement is explained. In particular, a detailed explanation of the neural mecha-

nism for locomotion is provided. Next, the mechanism of motor learning is

described. Finally, our experimental results from using a robotic gait orthois, on

how somatosensory inputs influence the excitability of neural circuits during human

locomotion, are shown.

Keywords Human movement • Motor system • Walking • Brain • Spinal cord

• Corticospinal tract • Spinal reflex

4.1 Introduction

From waking in the morning to going to sleep at night, we perform many kinds of

movements. Even though these actions involve many muscles and joints, they are

made smoothly without much attention. Executing action towards a goal requires a

process of correctly recognizing the surroundings, selecting the corresponding

movement for them, and making a plan. Because external environments change

moment by moment during movement, we need to update our movements to

correspond to sensory information. Furthermore, even for a novel movement, by

repeatedly practicing, the necessary motions are learned, and it becomes possible to

control the movement more effectively. In this section, the physiological basis of

the sensory-motor systems for the generation of movement will be explained. In

particular, a detailed explanation of the neural mechanism for walking, a locomotor
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behavior specific to humans, will be provided. Next, the mechanism of motor

learning will be described. Finally our research results regarding human bipedal

locomotion, on how somatosensory inputs influence the excitability of neural

circuits, will be shown.

4.2 Motor Systems

4.2.1 Motor Unit

The skeletal muscle which generates movement is formed of muscle fibers, and the

muscle fibers are subdivided into bundles of myofibrils (Fig. 4.1). The myofibril

contains contractile proteins, thick filaments called myosin and thin filaments called

actin. In a contracting muscle, thick and thin filaments slide past each other, and

form cross-bridges between the myosin and actin which generate a contractile

force. This contractile machinery is called the “sliding filament hypothesis” [1].

Skeletal muscle fibers are classified into slow-twitch fibers (type I) and fast-twitch

fibers (type II) depending on its contractile characteristics. The slow muscle fibers

produce a relatively small force for a long time without fatigue. The fast muscle

fibers can contract quickly and exert a large force. The fast muscle fibers are further

categorized into two subtypes (IIA and IIB) depending on differences in oxidative

enzyme activity. The fast fatigue-resistant (type IIA) fibers have relatively fast

twitch dynamics and fatigue-resistance for several minutes. The fast fatigable (type

IIB) fibers have the highest contractile velocity but low resistance to fatigue.

The command to the muscle fibers to contact is transmitted from the motor

neurons (MNs) in the spinal cord. One MN is connected to multiple muscle fibers

(Fig. 4.1). Therefore, when one MN excites, all of the multiple muscle fibers which

are connected to it receive a command to contract. A functional unit which consists

of one MN and the muscle fibers that it innervates is called a motor unit. A muscle

consists of a number of motor units. Motor units are also classified into fast twitch

Fig. 4.1 Motor unit consisting of a motor neuron and muscle fibers which consist of bundles of

myofibrils
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(F) type, where the velocity and force of contraction are large, and slow (S) type,

where the velocity and force of contraction are small [2] (Fig. 4.2). Similar to the

muscle fiber types, the F type motor unit is classified into the easily-tiring fast

fatigable (FF) type and the fast fatigue-resistant (FR) type.

The MNs receive descending input from supraspinal centers and peripheral input

from the sensory receptors [3]. If the membrane potential of a MN is raised

above the threshold potential by excitatory input to the neuron, an action potential

in the neuron is produced. By firing the action potential, the signal is propagated

along the axon of the MN, and the action potential releases transmitters at the nerve-

muscle synapse. Because there is space between the motor axon and muscle, the

signals are transmitted by the release of chemical substances. This produces

electrical potentials in the muscle, which are recorded using surface electrodes on

the skin as an electromyogram (EMG). The strength of muscle contraction depends

on the number of recruited motor units and their individual firing rates [4].

When executing voluntary movement, type S motor units, which exert weak muscle

force, are activated in weaker muscle contractions, and when the contraction level

becomes stronger, type F motor units are recruited. Some of the descending systems

from the supraspinal centers connect directly to the MNs to excite them, but most of

descending pathways affect indirectly to the MNs via the interneurons in the

spinal cord.

4.2.2 Motor Cortical Areas

The muscle contractions which generate movements are controlled by the excita-

tion of MNs, and the inputs to the MNs are regulated by the central nervous system

composed of the brain and the spinal cord. The brain is classified into the cerebral

Fig. 4.2 Twitch, tetanic force, and fatigability of three motor unit types (Modified from Burke

et al. [2])
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cortex, the diencephalon, the brainstem, and the cerebellum. The diencephalon

contains two major subdivisions: the thalamus and hypothalamus. In the primates,

including humans, the most recently evolved part of the brain is the cerebral cortex.

Many areas of the cerebral cortex are concerned primarily with processing sensory

information or transmitting motor commands. An area just rostral to the central

sulcus of the cerebral cortex is called the primary motor cortex (M1), which

is intimately associated with the motor systems of the spinal cord (Fig. 4.3).

Penfield and Boldrey [5] electrically stimulated the motor cortical area in humans,

and elucidated the relationship between the stimulated area of the brain and the

evoked muscle contraction. The areas for the lower limbs, trunk, upper arms, hands,

and face are arranged from the top to the bottom of the precentral gyrus. This is

called somatotopic organization or somatotopic representation. The area of M1

devoted to the fingers and face are large, but the area for the trunk is small.

One of the characteristics of the M1 is that it possesses neurons which project

their axons directly to the spinal cord. The output pathway of the neuron in layer V

of the M1 is called the corticospinal tract. The majority of the fibers of the

corticospinal tract cross at the medulla oblongata, and the signal from right side

of the brain is sent to the left side of the body. Their targets of connection are

the interneurons and MNs in the spinal cord. This synapse connection enables

the cells of the motor cortex to send signals directly to the spinal neurons. The

monosynaptic connections to MNs are well developed in humans, and they are

considered to be what makes skilful movement of the hands and fingers possible.

The fibers of the corticospinal tract are separated into nerve branches, so that one

cell of the M1 controls multiple neurons in the spinal cord. It has actually been

demonstrated that one cell of the M1 controls several hand muscles [6]. The M1

cells seem to have a variety of functions simultaneously, such as controlling

interneurons to regulate the amount of somatosensory information sent to the

Fig. 4.3 Motor-related areas of the cerebral cortex
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brain at the spinal level. There are also pathways from the M1 which do not cross

the medulla oblongata but descend on the same side. Regarding the question as to

what firing rates of neurons in the M1 encodes, it has been hypothesized that it

expresses the amount of force used in the movement [7]. There have also been

reports linking cell activity to the direction of movement [8]. Regarding

the direction of reaching movements, it appears that individual cells have a wide

range of direction selectivity, and they act as a cell cluster of the M1 to encode the

movement direction.

In addition to the M1, the premotor cortex and the supplementary motor area

(SMA) are known as motor-related cortical areas (Fig. 4.3). The premotor cortex is

located primarily on the lateral surface of the brain, just rostral to the M1. The SMA

is located on the medial surface, also just rostral to the M1. The rostral part to

the SMA is called the presupplementary motor area (preSMA). Furthermore, the

cingulate motor area resides in the banks of the cingulate sulcus in the medial

surface of the cerebral hemisphere. In recent years, a more detailed classification

has been carried out. The premotor cortex is classified into dorsal and ventral areas,

and the cingulate motor area is subdivided into rostral and caudal parts [9, 10]. The

premotor cortex, the SMA, and the cingulate motor areas give information to the

M1 based on sensory information and memory information.

At the start of a visual guided motor task, activity of neurons in the premotor area

starts about 50 ms before activity of neurons in the M1 [11]. Thus, they are thought

to be involved in the planning and preparation of a movement. The dorsal and

ventral areas of the premotor cortex receive inputs from different parts of the

parietal lobe. The dorsal premotor area receives inputs from the superior parietal

lobule, whereas the ventral premotor area receives inputs from the inferior parietal

lobule. The input from the prefrontal cortex also differs between the dorsal and

ventral areas of the premotor cortex. The dorsal premotor area is crucial for motor

planning to decide what to do and which action to perform. Hoshi and Tanji [10]

proposed that the ventral premotor area receives information on a motor target

and sends outputs to achieve an action that directly matches the information,

while the dorsal premotor has a major role in indirect sensorimotor processing,

retrieving multiple sets of motor information from sensory signals, and integrating

components of a required action. It has also been reported that in the premotor

cortex of the monkey, there are cells which activate both when the monkey

performs an action and when he observes an experimenter’s similar action

[12]. From these research results, it is interpreted that the premotor areas have

major roles in preparing and executing movements.

It is considered that the SMA has a rough somatotopic representation [9]. The

neurons in the SMA receive sensory information. In the SMA, electrical stimulation

is less effective than in the M1, and the induced movement is more complex. This

area is involved in movements which are based on internal information like

memories, such as the sequence control of finger movements [13]. In functional

brain imaging studies using positron emission tomography (PET), it has been

observed that the SMA is activated during sequential movements [14, 15]. It has

also been reported that even when movement does not take place, merely imagining
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the movement causes activity in this area [14]. Thus, it is thought that the SMA

plays the role of preparing a sequence of motions in response to memory and

sending information to the M1. When lesion occurs to this part, actions such as

the sequence control of finger movements are impaired. After a long period of

practice of a simple reaction motor task, the number of cells in the SMA with

movement-related activity was extremely low but after lesions of the M1, the cells

in bilateral SMA were very active with a high frequency [16]. The SMA seems to

involve a compensatory role for movement.

As for the preSMA, there is almost no direct projection from the preSMA to the

M1 or the spinal cord, but there are some fiber connections to motor-related cortical

areas other than the M1 [9]. This indicates that the SMA has a more direct access to

motor effectors than the preSMA. There is no clear somatic representation, and it

has been shown that it does not respond to somatosensory stimuli [9]. With

increasing sequence complexity of finger movements, regional cerebral blood

flow in the contralateral preSMA was increased, implicating a motor executive

role [17].

The cingulate motor areas are connected to other motor-related cortical areas

and the subcortical motor-related parts. The cingulate motor areas can induce limb

movements in response to electrical stimuli. The PET findings indicated that the

rostral cingulate motor area activated in relation to complex tasks and the caudal

cingulate motor area activated during simpler tasks [9]. It is also suggested that the

rostral cingulate motor area plays a part in processing the reward information for

motor selection [18].

4.2.3 Subcortical Regions

In addition to the motor-related regions of the cerebral cortex, subcortical regions

such as the cerebellum and basal ganglia are also deeply involved in the motor

control and motor learning. The M1 for the appropriate function needs to exchange

information with the cerebellum, as well as functional modification by the basal

ganglia. The motor-related cortical areas output the signals to the cerebellum and

basal ganglia, and receive inputs from both via the thalamus.

When performing movements, it is necessary to continuously correctly control

both spatial aspects, such as the direction and size of the movement, and temporal

aspects, such as speed and timing. The cerebellum is known to have a very important

role in their regulation. The cerebellum is made up of three parts, the cortex, the

white matter, and the cerebellar nuclei. When classified by its input–output struc-

ture, there are three main divisions. The first is the vestibulocerebellum, which

receives vestibular information, and sends the results of the information processing

to the vestibular nuclei. Its output is related to posture control and eye movements.

The second receives somatosensory information via the spinocerebellar tract, which

is called the spinocerebellum. The information processed at the spinocerebellum is

sent to the reticular formation and the vestibular nuclei. Its output is related to the
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execution of movement. The third is the cerebrocerebellum, which receives input

exclusively from the cerebral cortex. The information from the cerebral cortex

passes through the pontine nuclei. The output from the cerebellum is sent to the

thalamus, and via that to the premotor, motor, and prefrontal cortices. Since the

cerebrum and cerebellum continuously exchange information via these pathways, it

is thought that the cerebrocerebellum is part of a high-level internal feedback circuit

that regulates cortical motor program.

The cerebellar cortex is composed of only five types of cells and two main types

of afferent fiber. The efferent neurons which send signals from the cerebellum are

all Purkinje cells, and the outputs from the Purkinje cells inhibit the deep cerebellar

neurons. There are also three types of inhibitory interneurons in the cerebellar

cortex, the basket cell, the Golgi cell, and the stellate cell. The activity of the

Purkinje neurons is inhibited by these interneurons. On the other hand, there is only

one type of excitatory cell, the granule cell, which receives signals from the mossy

fibers, the major source of input to the cerebellum. The mossy fibers originate from

a wide range of parts such as the vestibular organ, the spinal cord, and the pons. The

fibers carry sensory information from the periphery as well as information from

the cerebral cortex. The axons of the granule cells (the parallel fibers) terminate as

the excitatory synapses on the four types of inhibitory neurons, including the

Purkinje cells, through the fibers running parallel on the surface of the cerebellum.

Another source of inputs to the cerebellum is synaptic contacts to the Purkinje cells

by the climbing fibers originating in the inferior olivary nucleus in the medulla. The

basket and stellate cells are excited by input from the parallel fibers, and both inhibit

the Purkinje cells. In the inputs from the mossy fibers, the balance between the

direct excitatory inputs to the Purkinje cells and the indirect inhibitory inputs by the

inhibitory neurons determines the level of excitation in the Purkinje cells. When

the cerebellum is lesioned, a variety of abnormalities in the execution of voluntary

movements occur. Typical defects are delays in initiation of movement, coordina-

tion difficulty, and errors in the range of movement.

The basal ganglia consist of four nuclei: the striatum, the globus pallidus, the

subthalmic nucleus, and the substantia nigra (Fig. 4.4). The striatum that consists of

the caudate nucleus and the putamen receives primary inputs from the cerebral

cortex. Most of outputs from the basal ganglia are sent to the brain stem and, via the

thalamus, back to the cerebral cortex. The output signals inhibit their target nuclei

in the brain stem and thalamus. Unlike most other components of the motor system,

they do not have direct input or output connection with the spinal cord. Because the

cerebral cortex is both the input and the output of the basal ganglia, this is called

the cortico-basal ganglia loop. There are both a direct and an indirect pathway from

the striatum to the two output nuclei. The indirect pathway passes first to the

external pallidal segment and from there to the subthalamic nucleus and finally to

the output nuclei. When the direct pathway from the striatum to the internal pallidal

segment is activated, the thalamus is disinhibited, thereby increasing thalamo-

cortcial activity. In contrast, activation of the indirect pathway increases inhibition

of the thalamocortical neurons. Further, the two pathways are affected differently

by the dopaminergic projection from the substantia nigra pars compacta to the
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striatum. With this arrangement, the inputs from the indirect pathway might assist

in braking the movement, while those in the direct pathway facilitate the move-

ment. It is considered that this reciprocal regulation would be related with the role

in modulating voluntary movements by both reinforcing the selected movement

pattern and suppressing potentially conflicting patterns. Clinical observations

suggest that disorders of the basal ganglia may result in either diminished move-

ment (as in Parkinson disease) or excessive movement (as in Huntington disease).

In addition to the cortico-basal ganglia loop for the voluntary movement, the basal

ganglia also contribute to the occulomotor, cognitive, and emotional functions by a

variety of circuits.

4.2.4 Somatosensory Information

To make the action for some goal, the parts of the brain which control movement

need information about muscles and joints and about the objects which are touching

the skin. A variety of somatosensory information such as pressure, vibration, and the

proprioceptive sensations from muscles and joints are transmitted from receptors to

the spinal cord, through the ascending pathways to the cerebral cortex. The area

behind the central sulcus is called the postcentral gyrus, also known as the somato-

sensory cortex. The somatosensory cortex contains a somatotopic representation

like the one in the motor cortex. In Brodmann’s classification, the primary somato-

sensory cortex corresponds to areas 1, 2, and 3. Basic processing of tactile informa-

tion takes place in area 3, while more complex or higher-order processing occurs in

area 1. In area 2 information on both the tactile and limb position are combined to

mediate the tactile recognition of objects. In area 2, there are projects to the motor

cortex. The somatosensory information is used to guide directed movement.

Fig. 4.4 Anatomic connections of the basal ganglia
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Proprioception is the sense of position and movement of one’s limbs and body.

Three types of mechanoreceptors in muscle and joints signal proprioceptive infor-

mation. One of the representative receptors is the muscle spindle. The muscle

spindle is located within the fleshy part of the skeletal muscles, a sensor which

detects change in the muscle length and rate of change of length. The information

from muscle spindles is used by the central nervous system to sense relative

positions of body segments. There are two kinds of intrafusal fibers in the muscle

spindle, called the nuclear chain fiber and the nuclear bag fiber. Nuclear bag fibers

are divided into two types, dynamic and static, depending on their functional and

morphological properties. The intrafusal fibers are terminated to two kinds of

sensory fiber endings, called the primary ending (Ia fiber) and secondary ending

(II fiber). When a muscle is stretched, the muscle spindles are also stretched, and the

activity in the sensory endings is increased. When a muscle is held in an extended

state, the primary and secondary endings increase their activity. Since the frequency

of discharge is almost proportional to the length of the muscle, this is thought to

transmit information about the length of the muscle. In addition, the primary endings

are highly sensitive to the velocity of the muscle stretch. Thus, the primary endings

are related to dynamic responses of the muscle stretch, and they provide information

about the speed of movements. In contrast, secondary endings show very little

dynamic response.

When the intrafusal fibers are contracted by the action of gamma MNs, the

sensory receptor’s responsiveness increases, and the sensitivity of the muscle

spindles to muscle stretch increases. There are two types of gamma MN (dynamic

and static neurons) that innervate different intrafusal fibers. When dynamic gamma

MNs are active, only dynamic nuclear bag fibers are contracted. When static

gamma MNs are active, static nuclear bag fibers and nuclear chain fibers are

contracted. During movement in the cat, it has been observed that dynamic

gamma MNs are activated during rapid movements, while static gamma MNs are

active during activities in which muscle length changes slowly [19].

The second type of the mechanoreceptors in muscle and joints is the Golgi tendon

organ at the junction between muscle fibers and tendon. The tendon organs are

sensors which monitor the changes in the tension produced by the muscles. Each

tendon organ is innervated by the group Ib fiber. The signals from the tendon organs

are transmitted to the spinal interneurons (the Ib inhibitory interneurons) that inhibit

theMN. The Golgi tendon organs are generally thought to have a protective function,

preventing muscle damage. The third type is the joint receptors which exist in joint

capsules. They are thought to detect extreme flexion or extension of the joint.

The sense of the touch is detected by the mechanoreceptors in the skin. There are

four types of cutaneous and subcutaneous mechanoreceptors: Meissner’s corpuscle,

Merkel disk receptor, Pacinian corpuscle, and Ruffini endings. The Meissner’s

corpuscle and the Merkel disk receptor are principal mechanoreceptors in the

superficial layers of the skin, while the Pacinian corpuscle and the Ruffini ending

are situated in the deep subcutaneous tissue. These mechanoreceptors have differ-

ent size and structure of their receptive fields. Mechanical information sensed by

these receptors contributes to perception of stroking, pressure, texture, vibration,

and skin stretch.
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4.2.5 Spinal Cord

The spinal cord is themost caudal part of the central nervous system, and it is divided

into the cervical, thoracic, lumbar, and sacral regions. The spinal cord receives

sensory inputs from the skin, muscles and joints, and descending commands from

the brain. The output pathways from the spinal cord are motor nerves that are the

axons of the MN, and the ascending tracts to the brain. Sensory inputs from various

receptors are sent to the interneurons and the MNs in the spinal cord and via the

ascending tracts to the supraspinal centers. The spinal cord consists of white matter

and gray matter. The ascending tract, which sends sensory information to the brain,

and the descending tract, which mediates motor commands from the brain, pass

through specific locations in the white matter. In contrast, the gray matter, in which

various types of neurons exist, is divided cytoarchitecturally into layers I to X. The

layers I to IV of the dorsal horn are sensory areas, and theMNs exist in the layer IX of

the ventral horn. The interneurons are located in layers V to VIII. Sensory informa-

tion from the receptors is transmitted to the spinal cord through the dorsal root, while

the motor nerves come out through the ventral root (Fig. 4.1). Because the motor

commands from supraspinal centers finally act through the MNs of the spinal cord,

the MNs are called the “final common pathway”.

4.2.6 Spinal Reflexes

Some movements are automatic, and do not require any attention to be paid. The

most pronounced examples are movements which can be induced by reflexes. In

particular, reflexes which are produced by neuronal circuits in the spinal cord are

called spinal reflexes. Sensory information from the various receptors on the

muscles, joints, and skin induce excitatory or inhibitory reflex inputs to the MN

through neuronal circuits in the spinal cord [3].

Of the spinal reflexes, the patella tendon reflex (knee jerk) is a typical stretch

reflex deriving from the muscle spindles. Due to the muscle stretching by a tendon

tap to the quadriceps muscles, the activity in the sensory endings of muscle spindles

is increased and the action potentials which propagate along the axon to the

terminal are generated. The sensory neurons make excitatory synaptic connections

to the MNs and the stretched muscle is contracted by the firing of the MNs. The Ia

afferents from the primary spindle endings have direct synaptic connections to the

MNs, and because it is mediated by only one synapse, it is called a monosynaptic

reflex. However, sensory information evoked by the muscle stretch is also trans-

mitted to the interneurons in the spinal cord. The spinal interneurons inhibit the

MNs in the muscle (hamstring muscles) which is antagonistic to the stretched

muscles (quadriceps muscles) by the knee jerk. So because the antagonistic muscle

is inhibited, it does not prevent the contraction of the quadriceps muscles. This

phenomenon that inhibits the antagonistic muscle via one inhibitory interneuron

(Ia inhibitory interneuron) is called reciprocal Ia inhibition.
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The excitatory responses of the stretch reflex are often observed at longer latency

compared to that of monosynaptic reflex, and oligosynaptic inputs from the group

Ia afferents and synaptic inputs from the group II are speculated [3]. Further, at the

long-latency components of the stretch reflex, it is considered that the reflex

response is at least partly mediated by a transcortical reflex pathway [20].

Monosynaptic stretch reflex which is induced by mechanical muscle stretch can

be induced by transcutaneous electrical stimulation to the sensory fibers. The

responses induced by the electrical stimulation are called the Hoffman reflex

(H-reflex) [21]. The excitability of the reflex pathway can be assessed by the evoked

EMG response. For this reason, the H-reflex technique is used not just in clinical

tests, but also in research to investigate the spinal reflex excitability during human

movements, and has led to insights into the mechanism of motor control [22, 23].

For example, the H-reflex amplitudes in the soleus muscle become smaller from

supine to sitting, and then from sitting to standing posture [24, 25]. Thus, it has been

shown that the spinal reflex excitability is modulated by changes in posture.

Cutaneous stimuli to the skin can evoke responses in the muscles. If a stumble

occurs during walking, cutaneous reflex responses to a lot of muscles are evoked by

the sensory information due to the stumble, correcting the posture. In humans,

non-noxious electrical stimulation to cutaneous afferents is used to investigate the

cutaneous reflex responses in the muscles [26–28]. The cutaneous reflex pathway is

a polysynaptic pathway that contains a number of spinal interneurons interposed

between the first order afferent terminals and the MNs. It has been observed that

excitatory or inhibitory response is evoked to various muscles by the stimulation,

and that reflex response varies from excitation to inhibition depending on the state

of movement [27].

4.3 Locomotion

Locomotion is the rhythmical alternate movements of the left and right limbs, and it

is a complex movement involving many muscles. During walking, posture is

stabilized without conscious effort, and the walking pattern is altered temporally

and spatially to deal with changes in the path such as uneven surface. The basis of

locomotion is timely excitation and inhibition in the flexor and extensor muscles.

Regarding the neural mechanism of locomotion, in decerebrate cats in which the

brain stem is completely transected at the level of midbrain, and in spinalized cats

in which the spinal cord is transected at the lower thoracic level, interneurons in the

spinal cord rhythmically burst, and locomotor-like muscle activities occur during

passive stepping movement on a treadmill [29, 30]. From these results, it is

indicated that the spinal cord has a neuronal network which generates the basic

locomotor pattern. This neuronal circuitry in the spinal cord is called the central

pattern generator (CPG) [31, 32]. Since the CPG is under the supraspinal control,

start and cessation of the locomotion as well as the characteristics of its pattern

are decided by the supraspinal centers. However, after locomotion has begun,
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it can continue activation of the CPG even without input from supraspinal centers.

In experiments with cats which have their spinal cord completely transected, the

locomotor EMG activities driven by CPG were observed with only the sensory

input elicited by passive stepping on a treadmill [33]. The CPG appears to be a

simple system, but most of the alternating bursts which are necessary for locomo-

tion can be explained by it.

In experiments with decerebrate cats, it has been reported that it is possible to

induce locomotion by electrical stimuli to specific locations of the midbrain,

subthalamic region, and the cerebellum, which suggests existence of the locomotor

regions in the brain [30, 34]. In the experiments with decerebrate cat preparations,

the connection between the diencephalon and midbrain was completely cut. In this

condition, standing on four limbs was impossible. However, if the cat with body

weight support was placed on a treadmill, locomotion was generated by electrical

stimulation to the brainstem. It is considered that the signals from the midbrain

locomotor region descend the reticulospinal tract to the spinal cord, and activate the

CPG, making locomotion possible. The reticulospinal tract has many branches,

which terminate at layers VII and VIII in the spinal cord. In the layer VII, there are

many interneurons. These interneurons receive descending inputs and inputs from

sensory receptors, and the integrated result is sent to MNs as an output signal.

In the cerebral cortex, it is shown that the neurons of the M1 in the cat fire

rhythmically during locomotion [35]. In particular, in a situation such as walking to

avoid an obstacle, the discharge frequency of the neurons in the M1 particularly

increases, so it is supposed that regulation by the motor cortex plays an important

role in conditions where visuomotor integration is needed. Regarding the influence

of peripheral input, it is reported that the rhythm of locomotion is reset by

stimulation to the cutaneous and group Ib afferents during locomotion [27, 36].

Therefore, it is considered that these sensory inputs enter the neuronal networks

which form the rhythm. However, even without input from the periphery, a

locomotor rhythm is generated, so sensory input seems not to be indispensable

for rhythm generation. It is considered that sensory information is involved in

modification of locomotor pattern.

As discussed above, from results of electrophysiological experiments on qua-

drupedal locomotion, understanding of the mechanism for locomotion is advanced

in the spinal and supraspinal levels. Humans, on the other hand, have evolved a

specific locomotor pattern of upright and bipedal movement. Since it is not possible

to perform invasive experiments in humans, many points remain unclear about the

neural mechanisms of locomotion. Regarding the CPG, its presence is indirectly

suggested on the basis of experimental results from patients with complete spinal

cord injury [37–39]. However, compared to results from animals with complete

spinal cord injury which can step on a treadmill with their body weight unloaded,

humans with complete spinal cord injury cannot walk independently. Therefore, it

seems that compared to quadrupedal locomotion, for humans the descending input

from the supraspinal system is strongly involved in locomotion [40].

The importance of sensory input during walking has also been reported in human

subjects [36, 41]. It has been shown that in the stance phase of walking, feedback

76 K. Kamibayashi



from the load-related receptors is involved in generating muscular activity in the

plantar flexor muscle [42]. The main receptors involved in detecting load-related

information are the Golgi tendon organs and the cutaneous receptors of the foot

sole. The muscle spindles and joint receptors also play a supplementary role

[41, 43]. Generally, the group Ib fibers which connect to the Golgi tendon organs

inhibit excitability in the homonymous muscle and facilitate the excitability in the

antagonistic muscle. However, it has been reported in the experimental data from

cats and humans that during locomotion the effect of Ib input to the MN in the

homonymous muscle changes from inhibition to facilitation according to the step

phase of locomotion [31, 44]. The effect of Ib fibers from extensor muscles is

excitatory in the extensors in the stance phase of locomotion. It is considered that

this serves to modulate the muscle activity in the extensors in accordance with the

amount of loading. It is also observed in patients with complete spinal cord injury

that muscle activities cannot be induced by passive stepping movement of the lower

limbs without loading of the body weight, therefore rhythmic load inputs to the

lower limbs are necessary for muscle activity [45].

4.4 Motor Learning

In typing on a keyboard, both hands need to execute complex continuous move-

ments. Even if you first find the typing hard, by repetition, it becomes possible to

type accurately and quickly without paying particular attention. In recent years, a

great deal of knowledge about the neural mechanisms of motor learning has been

obtained from electrophysiological experiments in animals and brain imaging

experiments using functional magnetic resonance imaging (fMRI) or PET in

humans. In this section, the neural basis of motor learning will be discussed.

Of the parts of the cerebral cortex involved in movement, the most important is

the M1 which sends motor commands to the spinal cord. In a human experiment

using fMRI that subjects practiced finger-to–thumb opposition movements with

complex sequence over several weeks, Karni et al. [46] found that activation areas

in the M1 changed corresponding to the amount of training. It has also been

reported that besides the M1, a lot of the motor-related cortical areas change their

activity in response to training. In exploratory motor learning for pushing buttons in

a correct sequence while getting true-false feedback, activities in multiple areas

such as the prefrontal cortex, premotor cortex and cerebellum increased, while for

button pushing in an already-learned sequence, the SMA was activated [47].

Compared to the later stage of learning, the premotor cortex showed a stronger

level of activity in the early learning stage. It appears that in the early learning

stage, sensory information is important role for learning the motor behavior. Then,

as the learning progresses, the movement becomes more automatic, and can be

processed based on motor memory without strong dependence of the sensory

information. Therefore the possibility has been suggested that the activity of the

premotor cortex decreases, and the SMA becomes active in the later learning stage.
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By comparing the brain activity between learning task of a new sequential move-

ment and an task execution of already-learned sequential movement, Hikosaka

et al. [48] proposed that the preSMA is strongly involved in new learning, but

that SMA is involved in the execution of sequential movement. Furthermore,

Deiber et al. [49] reported that in the associative learning task that associate sensory

stimulation with movement, the rostral aspect of the premotor cortex shows greater

activation during the early part of skill learning, while the caudal aspect of the

premotor cortex becomes more active with learning. Thus, in the learning process

of movement, it appears that activation patterns in various brain areas and within

the same cortex change. The process of motor learning has been modeled as three

stages, fast (early) learning, slow (latter) learning, and period of retention [50]

(Fig. 4.5). In the early stage of motor learning, repetition within a single training

session induces improvement of performance. At this time, the movement patterns

are not established, and it strongly depends on somatosensory information to

execute the movements, so it is speculated that sensory input plays an important

role for motor learning. Then, the sensory-motor relations are learned and the speed

and accuracy of movement improve. Finally, even without further practice of the

movement for a long time, its learning performance is retained.

In addition to the cerebral cortex, the cerebellum and basal ganglia are well

known to be related to motor learning [48, 50]. In the cerebellum, the Purkinje cell,

Fig. 4.5 Model of the cerebral plasticity that occurs in both cortico-striatal and cortico-cerebellar

systems during motor sequence and adaptation learning (Modified from Doyon and Benali [50])
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which generates the sole output in the cerebellum, receives inputs from the

climbing fiber and from many parallel fibers originating from the granule cells.

The climbing fiber causes strong depolarization of the Purkinje cell. It is hypoth-

esized that when an error in the consequence of the movement arises, this

information is transmitted as an error signal by the climbing fiber to the Purkinje

cell, and long term depression occurs at the parallel fiber–Purkinje cell synaptic

transmission which was related to the error. By repetition of this process, eventually

only the synapses which generate the correct movement remain, and an internal

model needed for execution of the task is acquired. Thus, it is considered that the

error signal from the climbing fiber acts as a “teacher signal” for motor learning.

In practice, many studies have pointed out that in the early learning stage for a novel

movement, higher activation in a wide area of the cerebellum is observed. It appears

that the greater activity change in the early stage might reflect a strong dependence

on feedback processing.

Many findings have also revealed that the basal ganglia play an important role in

procedural learning and memory. It has been modeled that based on the reward

signals sent from the dopaminergic neurons in the substantia nigra, reinforcement

learning progresses by coding the difference between actual and predicted rewards

[51]. Unlike the supervised learning of the cerebellum in which target motion is

presented, only an evaluation about whether or not the results are good is given for

this reinforcement learning. This learning process might progress to maximize the

future reward. The activation in the caudate nucleus of the basal ganglia was

observed during learning of a novel sequence at the motor sequence task, while

in the execution of a learned movement, activation of the posterior putamen was

involved [52]. It appears that the activated nuclei in the basal ganglia vary with the

learning process.

In research on the neural mechanisms of motor learning, two representative

experimental paradigms are introduced (Fig. 4.5). One, called adaptation learning,

is the type for generating movements in response to changes in the environment.

For example, a subject executes target-reaching movement with a robot arm which

applies additional torque. The other is called motor sequence learning. One of the

examples is finger-tapping task in a four-digit sequence. In an adaptation task, a

process of change from sensory information to the generation of modified motor

commands is necessary to adapt to environmental perturbations. The process to

modify the internal model for minimizing the differences between the desired final

state and the current estimated state by repetitive practice is regarded as the

adaptation learning. As stated before, this kind of error learning of the internal

model is thought to take place in the cerebellum. Recently, Doyon and Benali [50]

have proposed a model divided into two learning types of motor sequence and

motor adaptation for progressive plastic changes in the brain during the learning of

a novel motor task (Fig. 4.5). At the first stage of learning, both motor sequence

learning and motor adaptation recruit a wide range of brain areas including motor

cortical regions, striatum, and cerebellum in addition to prefrontal, parietal areas

and limbic areas. As learning progresses, the cortico-cerebellar system is crucial

for consolidating and maintaining in the motor adaptation skill, while the
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cortico-striatal system is thought to play an important role in the consolidation of

motor sequence learning. As described, it has become clear that different parts of

the brain, the cerebral cortex and the subcortical regions, are activated depending

on the motor task and the stages of learning.

In motor learning, an aspect to prevent the loss of the learned motor skill over

time is also important. Interesting research results have been reported on the

retention of motor learning. For example, it was reported that if within 4–6 h

after learning of a motor task, subjects learned a similar second motor task, the

learning of the second task became difficult, and the learning effect of the first

motor task became less effective [53, 54]. After 6 h have passed from first task

learning, learning a second task does not impair the retention of the first task. These

studies indicate that retention of motor learning may be initially susceptible to

disruption. There are also research reports that sleep is deeply related to motor

memory [55, 56]. It has been shown that sleep can trigger significant performance

improvement on a finger movement task, whereas equivalent periods of time during

wake provided no significant benefit [56]. Sleep has been implicated in the ongoing

process of consolidation after initial acquisition, whereby delayed improvement

might be achieved in the absence of additional practice. These kinds of research

results are considered important in establishing training protocols for motor

learning.

Up to now, the role of the muscles and the central nervous system to execute

movement and the involvement of the cerebral cortex and the subcortical regions in

motor learning have been introduced with recent research results. The results from

motor control and motor learning studies have started to be applied to the motor

recovery of motor function disorders by the rehabilitation approach [57]. Motor

function recovery also seems to be related to the motor learning mechanism.

In practice, the changes of the brain activity involved in motor learning resemble

that in motor recovery after brain injury. For the recovery of motor function, it is

hoped that the mechanisms of motor learning will become clearer.

4.5 Changes in the Excitability of Neural Pathways

During Passive Stepping

4.5.1 Modulation of Corticospinal Tract Excitability

The obstacle to understanding the involvement of the supraspinal centers in human

bipedal walking is the difficulty of measurement, but in recent years, research using

transcranial magnetic stimulation (TMS) has made advances. TMS is a

non-invasive method to generate brief pulse of magnetic fields by a coil placed

on the scalp. Each magnetic pulse passes easily through the skull and into the brain,

where it induces excitation of neurons. When corticospinal cells are activated by

TMS applied to the motor cortex, a contraction of muscles on the contralateral side
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to the stimulated brain can be evoked. By measuring the amplitude of the motor

evoked potential (MEP) in EMG recordings, the excitability of the corticospinal

tract can be evaluated [58]. In a previous study regarding TMS applied during

human walking, it was observed that the excitability of the corticospinal tract in the

gastrocnemius muscle and the tibialis anterior muscle was modulated depending on

the phase of walking and almost corresponded to the levels of muscle activity

during walking [59]. In addition, Capaday et al. [60] indicated that the corticospinal

excitability to the tibialis anterior muscle increased even in the stance phase in

which the tibialis anterior muscle was inactive, suggesting that walking-specific

changes in the corticospinal excitability occur. In the muscles of the hip joint, TMS

at the stance phase elicited hip extension, whereas when stimulation was applied at

the initial swing phase it caused the hip flexion [61]. Therefore the corticospinal

excitability in the hip muscles is thought to be high in the hip extensors during the

stance phase, and in the hip flexors during the swing phase. From these results using

TMS, the excitability of the corticospinal tract in the lower limb muscles depends

on the phase of locomotion. However, it has not been discussed how the

corticospinal pathway acts as motor drives to MNs during locomotion. Petersen

et al. [62] applied TMS to the motor cortex at the subthreshold level for the MEP

during normal walking, and investigated the effect of TMS on muscle activity in the

soleus and tibialis anterior muscles. Since it appears to activate only the inhibitory

neurons in the cortex by the weak magnetic stimulation at the subthreshold level

[58], it was hypothesized that this weak stimulation might weaken the output from

the cortex. Consequently, the activities of both muscles during walking were

suppressed by TMS at the subthreshold level. Therefore, the results suggested

that the human motor cortex contributes to muscle activity of walking through

the corticospinal tract.

During walking, somatosensory information from receptors in the skeletal

muscles, the joints and the skin are transmitted to the spinal cord and supraspinal

centers [31]. However, it has not been clear whether or not somatosensory input

influences the excitability of the corticospinal tract during human walking. There-

fore, we conducted experiments using a robotic gait orthosis (Lokomat®, Hocoma

AG, Switzerland) developed for locomotion training of locomotor disorders. This

gait orthosis provides drives by motors of the hip and knee joint in the exoskeleton

under computerized control [63], so that applying the DGO to healthy humans

makes it possible to impose passive stepping. Therefore, it is possible to evoke

stepping-related sensory information by using the robotic assist without voluntary

command for walking. From previous researches, it is considered that of the

somatosensory information, afferent inputs from joint and load receptors are

important for the generation of the muscle activity during walking and the loco-

motor recovery by locomotor training [38, 41, 45]. Therefore, with the objective of

investigating the effect of load-related sensory inputs on corticospinal excitability,

we compared the MEP responses in the lower limb muscles between two body

weight loading conditions during passive stepping [64]. The subjects were healthy

adults who were instructed to keep their lower limb muscles relaxed during

stepping. The body weight unloading conditions of passive stepping were full
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(100 %) body weight unloading (air stepping) and 40 % unloading of body weight

(ground stepping) which is close to the level of unloading used in the locomotor

training. Because in this experiment a TMS coil was placed on the most appropriate

position to evoke MEPs in the tibialis anterior muscle, the MEP amplitude was

small in the rectus femoris muscle and the biceps femoris muscle. However, a small

MEP modulation was seen in the upper leg muscles across the step cycle (Fig. 4.6).

An increase in excitability of the corticospinal tract was seen at the swing phase in

the rectus femoris and around initial stance phase in the biceps femoris, and these

patterns of modulation were similar to muscle activation patterns in normal walking

[65] and previous TMS results during walking [61]. In the tibialis anterior muscle,

an increase in MEP amplitude was observed during ground stepping compared to

standing (dash line in Fig. 4.6). From the results of a two-way repeated-measure

ANOVA, a significant effect of interaction (step condition � step phase) was

shown, indicating that the pattern of the MEP modulation differed with or without

body weight loading. Compared to air stepping, the MEP amplitude significantly

increased in the transition from swing phase to stance phase and in the transition

from stance to swing. The facilitation pattern of MEP response during ground

stepping resembled that recorded during normal walking in the previous study

[59]. Because there were no differences in the movements of the lower limb joints

Fig. 4.6 Motor evoked potential and background EMG activity of the lower limb muscles during

passive stepping using a robotic gait orthosis (Modified from Kamibayashi et al. [64])
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in the two stepping conditions, it was considered that the increase in the

corticospinal excitability of the tibialis anterior muscle during ground stepping

might be influenced by load-related afferent inputs. In the evaluation of the

background EMG activity at the time of the stimulation by root mean square

value, muscle activity was not seen in the rectus femoris, biceps femoris, and

tibialis anterior muscles across the step cycle under both stepping conditions

(Fig. 4.6). In the soleus muscle, low EMG activity was observed at the late-stance

phase of ground stepping. In contrast, the Sol EMG activity during air stepping was

not observed. Since simple rhythmic muscle stretching or loading alone does not

produce a locomotor EMG activity [45], a combination of locomotor-related

sensory inputs would be indispensable to generate this muscle activity. The MEP

amplitude in the soleus muscle showed an increase at late-stance phase of ground

stepping in parallel with the EMG activation of the soleus muscle during ground

stepping. This MEP facilitation is thought to reflect the increased excitability of the

MNs to this muscle. In further research, when the input (stimulus intensity)-output

(MEP response) relations of the corticospinal tract during passive ground stepping

were investigated in more detail, it was clarified that the changes of the

corticospinal excitability in the rectus femoris and the biceps femoris muscles

depended on the phase of the stepping [66]. Furthermore, the increase in

corticospinal excitability of the tibialis anterior muscle was also verified in the

same way as the previous research.

4.5.2 Modulation of Spinal Reflex Excitability

A method to investigate the excitability of the monosynaptic reflex pathway during

human movement is to evoke the H-reflex by an electrical stimulation to the sensory

nerve. During human normal walking, the H-reflex excitability of the soleus muscle

is strongly inhibited at the swing phase [24, 67]. However, it was unclear whether

the H-reflex excitability shows phase-dependent modulation by substantially

reduced descending motor command during passive stepping and whether the

load-related sensory inputs elicited during passive stepping also affect the soleus

H-reflex excitability. Therefore, in the same way as the TMS experiment, we

investigated changes of the H-reflex excitability in the soleus muscle during two

passive stepping conditions [68]. Under both conditions, the soleus H-reflexes

during passive stepping were significantly inhibited compared to those during

standing (Fig. 4.7). The stimulus intensity for the H-reflex was unchanged through-

out the recording, since the M-wave amplitude was constant as shown in Fig. 4.7.

When comparing between the step phases, the H-reflex was significantly inhibited

at the early- and mid-swing phases compared to the stance phase. The modulation

pattern during passive stepping resembled that observed during normal walking

[24, 67]. Between two stepping conditions, the difference in the H-reflex excitabil-

ity was not seen, suggesting that the load-related sensory information during

passive stepping have little influence on the H-reflex excitability. This reflex
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modulation pattern was observed even in patients with complete spinal cord injury.

In this way, since even in passive stepping, the H-reflex inhibition increased during

the first half of the swing phase, the source underlying the phase-modulation of the

H-reflex during passive stepping might be attributed to the sensory inputs generated

by the flexion of the hip and/or knee joints. Next, we investigated the H-reflex

excitability during passive stepping in the tibialis anterior muscle. It is known to be

difficult to evoke the H-reflex in the tibialis anterior muscle under the condition of

no voluntary muscle contraction, but we were able to record it in four healthy

subjects. Similar to results in the soleus muscle, in the tibialis anterior muscle, the

H-reflex was inhibited by passive stepping when compared to standing posture.

Furthermore, by measuring the H-reflex in the flexor carpi radialis muscle, exper-

iments have been done on the influence of sensory input on the H-reflex excitability

in the muscle of the upper limb during passive stepping [69]. Also in this muscle,

the H-reflex amplitude was smaller during passive stepping than that during stand-

ing. As mentioned above, it has become clear that in various muscles of the upper

and lower limbs the spinal reflex excitability investigated by using H-reflex might

receive inhibitory effects from the afferent inputs generated by the lower limbs

during locomotion.

When cutaneous nerves are electrically stimulated in an experiment, it is known

that phasic modulation of the cutaneous reflex occurs in the lower limb muscles

during normal walking [27, 70]. Similar to the previously-described experiment,

using two kinds of passive stepping with different loading, Nakajima et al. [71]

induced the cutaneous reflex in the tibialis anterior muscle using stimulation to the

tibial nerve. To detect both responses of facilitation and inhibition by the cutaneous

reflex, the subjects kept a constant level of the muscle contraction (10 % of the

Fig. 4.7 Mean M-wave, H-reflex, and background EMG activity in the soleus and tibialis anterior

muscles during passive stepping using a robotic gait orthosis (Modified from Kamibayashi

et al. [68])
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maximum voluntary contraction) in the tibialis anterior muscle during passive

stepping. The result showed that while the reflex responses were not modulated

during air stepping, the reflex responses were strongly increased during stance-to-

swing phase of ground stepping. This modulation pattern of the cutaneous reflex

also resembled the results observed in normal walking [70]. Therefore passive

stepping causes facilitation in the cutaneous reflex pathways, but as with the

excitability in the corticospinal tract, the load-related afferent inputs might have a

powerful influence on this pathway.

From the above experimental results, it was found that when load-related

information is provided in human passive stepping, the responses by the TMS

and cutaneous reflex are modulated in a phase-dependent manner resembling

normal walking. The results from the H-reflex measurement in the muscles of

upper and lower limbs indicated inhibitory effects during passive stepping com-

pared to standing, but the reflex pathway also showed the same modulation pattern

as normal walking. In passive stepping, since the subject did not try to walk

voluntarily, it appears the effect of voluntary command was largely reduced.

However, by the sensory inputs including the load-related afferents during passive

stepping, various neural circuits involved in the locomotion might be activated in

the similar way to normal walking. As research into the neural mechanisms of

locomotion from human subjects has progressed, the differences of neural control

between bipedal and quadrupedal locomotion have become clearer. It was difficult

to distinguish the effects from the supraspinal centers and sensory inputs on the

excitability of neural pathways during normal walking, but we have obtained new

findings using a robot as experimental device. From now on, it is hoped that the

accumulation of research results on human locomotion will lead to the development

of more effective forms of locomotor rehabilitation.
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Chapter 5

Movement Disorder and Rehabilitation

Kiyoshi Eguchi and Naoyuki Ochiai

Abstract Impaired motor function affects daily activities in different ways and

degrees. For example, dysfunction of the leg causes problems with walking. We

here outline the rehabilitation program for disabled people with specific motor

system dysfunctions. During the rehabilitation process, it is necessary to pay

attention to the part of the body that is functionally impaired as well as to the rest

of the body; activities of daily living must also be considered. Various technologies

that are being developed in the new field of cybernics can contribute to the

rehabilitation of disabled people. In particular, the Hybrid Assistive Limb can

improve the walking ability of disabled people with motor dysfunction of the leg.

Keywords Motor function • Activity limitation • Exercise • Rehabilitation

5.1 Introduction

In rehabilitation medicine, we deal with many problems associated with human

activities. Human behaviors consist of various mental and physical activities that

involve motor function. Here, we focus mainly on movement disorders resulting

from nervous and muscular problems and will discuss the possibility to use

cybernics technology for rehabilitation. First, in order to facilitate understanding,

the body structures and functions associated with humanmovement will be outlined.
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5.2 Body Structures and Functions Associated

with Human Movement

To understand in more detail the items outlined here, it is advisable to refer to

textbooks on physiology, kinesiology, and biomechanics.

The ultimate body part that generates movement is the musculoskeletal system.

The bones are organs that support forms of each body part. Although the bones

appear static, their components actually are under constant metabolic activity. The

bones play an important role in phosphorus and calcium metabolism, which is

regulated by several hormones, vitamin D metabolites, vitamin K, etc. Mechanical

stimuli elicited by loading and movement also play an essential role in this

metabolism. Movement of the body requires the articular structures. Between the

contact surfaces of a joint, the hyaline cartilage and synovial fluid containing

glycosaminoglycan allow smooth movement. Regarding joint function, excellent

mobility is important for the upper limbs. For the lower limbs, supporting body

weight is as important as mobility.

Movement itself is generated by striated muscles, which are also called skeletal

muscles. The skeletal muscles, which are attached to the different bones at points

called origin and insertion, contract to move the joints between these bones and

generate movement. There are also biarticular muscles that cross 2 joints and

contribute to an efficient control of movement. Movement varies depending on

the muscles involved and fixation of the limbs. Some interesting examples are as

follows: The gastrocnemius muscles located in the lower limbs function to bend the

knee joint. When the positions of the ankle and hip joints are fixed as in the standing

position, the muscles contribute to the extension of the knee joint. The muscles

bending the fingers, such as the superficial and deep flexor muscles, cross 2 or more

joints between the origin and insertion points. In order to exert strong force to hold

an object, the wrist joint, one of the joints between the origin and insertion points,

should be positioned in dorsiflexion.

Energy to contract the striated muscles is produced by the hydrolysis of aden-

osine triphosphate (ATP), which is supplied by the metabolism of glucose and

fatty acid. These reactions require oxygen. Oxygen deficiency initiates anaerobic

metabolism, but major reactions become sluggish under anaerobic conditions.

To continue active muscle activities, the respiratory and circulatory systems should

supply sufficient oxygen. The contracting cells of muscle tissue are multinucleated

and elongated as fibers, called muscle fibers. One spinal motoneuron innervates

many muscle fibers. A group consisting of one spinal motoneuron, which is called

an alpha motor neuron, and all the corresponding muscle fibers it innervates

conform a motor unit. This motor unit receives input signals controlled by the

upper center and causes the contraction of muscles.

Signals of muscle contraction are detected by unique intramuscular and

extramuscular receptors. Within muscles, there are special muscle fibers with

receptors that perceive muscle length and its change rate. Outside of the muscles,

the receptors in tendons arranged in tandem with muscle fibers perceive the tension
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generated by muscle contraction. These signals from muscles are transmitted to the

spinal cord by sensory neurons and also rapidly transmitted through the central

nervous system.

In the central nervous system, the afferent nervous system transmitting input

signals from muscles and the efferent nervous system transmitting output signals to

muscles are connected at various levels, causing a phenomenon called reflex.

Furthermore, various networks, some of which form loops, function to control

movement, including control of posture. Cutaneous, visual, auditory, and equilib-

rium senses also participate in the control of movement via afferent input signals.

So that humans can program movements, control executed movements, and learn to

perform more accurate and skillful movements, the spinal cord forms various

networks with brain areas, such as the cerebral cortex, basal ganglia, thalamus,

cerebellum, and brainstem. Regarding the function of the nervous system associ-

ated with movement and muscles, refer to Part II. 4 Motor Control and Learning.

5.3 Movement Disorders

When spinal motoneurons, which are the final common pathway of the nervous

system for the generation of movement, and peripheral nerves or neuromuscular

junctions and muscles themselves are damaged, muscular atrophy occurs and

muscle strength decreases. As a result, effort to move joints generates only weak

torques. When there is damage of the descending pathway from the cerebral motor

cortex at levels upstream of motoneurons the patient shows complex symptoms

generally called spastic paralysis. In case of acute onset, flaccid paralysis occurs in

the early stage, and then an enhancement of the stretch reflex gradually becomes

evident. Muscle tone is often increased with passive movements; besides, the

degrees and patterns of increased muscle tone vary depending on the extent of

the nervous system damaged. If an injury blocks all descending pathways of the

nervous system that generates movement, only a reflex will generate movement.

If the injury is partial, voluntary movement will be restricted. As muscle strength

decreases, moving each muscle separately often becomes difficult. Several muscles

are simultaneously activated in particular combination, and an intended movement

occurs in a certain level of a deformed pattern involving several joints of the

affected limb. Typically, possible movements degenerate into those emphasizing

either flexion or extension. Regarding the hands and fingers, it becomes difficult to

individually bend and stretch fingers. This phenomenon often becomes apparent

especially during the recovery process. Along with recovery, separate movement of

each joint gradually becomes possible. In the last stage of recovery, movement

speed becomes normal. As a possible mechanism to cause these phenomena in the

central nervous system the relatively lower center where signals from the higher

center decrease may generate movements similar to intended movements in com-

pensation for a few descending input signals and coarse control. In other words, the

lower center relatively close to the periphery in the central nervous system, such as
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the spinal cord, is hypothesized to free the functions restricted in normal conditions

and compensate the decrease in signals. This hypothesis is also a concept called

hierarchical representation, which originates from the hypothesis proposed by

Jackson [1] in the 19th century. It is considered that recovery may be at least

partially attributable to plasticity of neural networks. However, the associations

between injury sites in the central nervous system, ranging from the cerebrum to the

spinal cord, and symptoms have not been completely elucidated as yet. In clinical

neurology, no quantitative method to determine the severity of this phenomenon

has yet been established. In clinical practice, assessment methods proposed by

Brunnström [2] and Fugl-Meyer [3] are used for treating patients with cerebrovas-

cular disorder in several countries, including Japan.

Other movement disorders resulting from central nervous system disorder

include those considered to be a disorder of the motor control system such as

ataxia, involuntary movement and impairment of postural reflexes, disorders of

programming movements, and a combination of several disorders. These move-

ment disorders attributable to central nervous system disorder are sometimes

referred to as narrowly-defined movement disorder.

For people to move smoothly, it is necessary that muscles, bones, joints, heart,

lungs, endocrine and metabolic systems, etc., function properly as well as the

peripheral and central nerves including autonomic nerves. Moreover, the body

structures and functions can be maintained in appropriate conditions by adequately

moving the body. While excessive movement results in dysfunction due to overuse,

insufficient movement results in dysfunction due to disuse. Especially, the latter is

important in terms of its easy susceptibility, thus prophylactic measures are con-

sidered necessary starting from the acute phase of many injuries and diseases.

Dysfunction due to disuse is also a risk factor for sarcopenia [4], an age-related

muscular atrophy that is less reversible. However, because the difference between

overuse and disuse is small in some diseases characterized by pathological condi-

tions which mainly involve inflammation or rapidly progressing degeneration,

determination of the most appropriate amount of activity may require careful

considerations. The dysfunction due to disuse has been called disuse syndrome

[5]. In recent years, because life in the space, where there is almost no load of

gravity, causes problems similar to disuse, new studies on its prevention are being

conducted.

5.4 Technology to Collect Data on Movement of the Body

In order to solve problems of human body movements with Cybernics Technology,

data on the movements should be collected and analyzed. In recent years, there has

been outstanding progress in the development of technologies to noninvasively

visualize and analyze the internal structures and functions of the body. Improve-

ments in the usage of strong magnetic field, ultrasound, optical wavelength,

near-infrared light, X-ray, radioactive isotopes, etc. have allowed examining the
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morphology of deep body structures, their changes, blood flow, blood oxygen

saturation, etc. Their use also allows assessing local or systemic metabolism of

specific substances. These technologies are helpful for assessing lesion sites and

pathological conditions in people with a disease.

Important data directly associated with movements include changes in joint

angles, generation of torque, and changes in pressure load of the sole. Based on

these data, it is possible to know the state of the lower limbs during walking.

Biological reactions, which reflect the reaction of the whole body to a load, can be

noninvasively determined from vital signs, such as pulse, heart rate, blood pressure,

and respiratory rate, as well as peripheral arterial oxygen saturation and analysis of

expired gas for oxygen uptake and expiratory quotient. Neural and muscular

activities can be partially detected as electrical or magnetic activities from the

skin surface. Examples include electrocardiogram, electromyogram mainly using

compound muscle action potential, electroencephalogram, magnetocardiogram,

and magnetoencephalogram. Weak reactions have been determined by averaging

several measurements; moreover, for laboratory examinations, reactions may be

recorded by stimulating a part of the body with electricity or a magnetic field. When

the central nervous system is examined, it should be kept in mind that patterns

between divergence and convergence and between facilitation and inhibition of

transmitted “signals” vary in the course of reactions to stimulation. Deep electrical

activities can be detected by inserting recording electrodes at appropriate positions,

even though invasive. Based on these data, movements and their disorder can be

objectively assessed and measured to analyze their physiological and pathophysi-

ological mechanisms. Studies on technologies to assess the will of people are also

being conducted, with the aim of developing a brain machine interface (BMI).

Regarding the above, refer to Part III. 13 Electroneurophysiology and Brain Func-

tional Imaging for Brain-Machine-Interface.

5.5 Rehabilitation for Movement Disorders

The aim of rehabilitation of disabled people is to achieve the most appropriate life

that can be possible for them. The aim of rehabilitation for those with movement

disorders is the same. The classification of life functions and disabilities by the

World Health Organization (Fig. 5.1) [6] indicates issues that should be solved by

rehabilitation. The problems of physical and psychological functions and physical

structures are called impairments, which include disorder of motor function. Diffi-

culty in tasks and daily activities performed by individuals are called activity

limitations, to which difficulty in walking and self-care corresponds. A problem

due to involvement in life situations is a participation restriction.

If impairment of physical functions can be relieved by treatment, overall life

functions will be improved in many cases. Impairment of motor function is often

treated by exercising the impaired movement itself. In order to increase muscle

strength, exercise with a resistive load equal to or exceeding that experienced in

5 Movement Disorder and Rehabilitation 93



daily living is usually performed with muscles targeted for increasing muscle

strength. Electric stimulation has been used as an adjunct procedure, and recently,

there is a procedure in which antagonist muscles are contracted by electric stimu-

lation to create a resistive load [7]. Moreover, the mechanism of muscle hypertro-

phy and reactions of the musculoskeletal system to external stimuli have been

elucidated, leading to the development of procedures that restrict the blood flow

in muscles [8] and procedures that use vibration stimulation [9] for increasing

muscle strength and volume. In order to efficiently perform muscle strength exer-

cise, the speed of movement and the range of joint motion are crucial. Muscle

strength is most efficiently generated at the speed and joint angle within those

repeatedly used in muscle strength exercise. In the case of exercise aiming at

improving endurance, sustained movements are performed with a lower load and

for longer time than in an exercise aiming at increasing muscle strength. Moreover,

heart rate, blood pressure and expired gas are monitored in order to control the

intensity of movements. The anaerobic metabolic threshold estimated by analysis

of expired gas indicates the intensity of movement effective for improving endur-

ance, being one of the indices of physical fitness.

HEALTH CONDITION
(disease or injury)

BODY FUNCTIONS & 
STRUCTURES1

ACTIVITY3 PARTICIPATION5

ENVIRONMENTAL
FACTORS7

PERSONAL 
FACTORS8

(impairments of body functions)2

(impairments of body structures)2

(activity limitations)4 (participation restrictions)6

Fig. 5.1 Basic concept of international classification of functioning, disability and health
1 Body functions are the physiological functions of body systems (including psychological

functions). Body structures are anatomical parts of the body such as organs, limbs and their

components.
2 Impairments are problems in function or structure as a significant deviation or loss.
3 Activity is the execution of a task or action by an individual.
4 Activity limitations are difficulties an individual may have in executing activities.
5 Participation is involvement in a life situation.
6 Participation restrictions are problems an individual may have to be involved in life situations.
7 Environmental factors make up the physical, social, and attitudinal environment in which people

live and conduct their lives.
8 Personal factors include lifestyle, habits, social background, education, life events, race/ethnicity,

sexual orientation and assets of the individual
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As for exercise aiming at relieving movement disorders resulting from central

nervous system disorder, movements necessary for activities targeted for improve-

ment are often repeated many times, instead of performing resistance exercise

aiming at increasing muscle strength. Several procedures to facilitate difficult

movements and to inhibit movements deviating from normal are proposed.

Brunnström is one of the researchers who proposed such a procedure in the 1960s

based on her experiences [2]. Motor learning theories, as well as estimated plastic-

ity of the brain, should be considered when an exercise program is designed.

Patients with ataxia often maintain muscle strength although muscle tone is

decreased. A resistive load expected to increase proprioceptive input stabilizes

movements of these patients at least temporarily and improves movement coordi-

nation. Regarding some symptoms of parkinsonian syndrome, especially repetitive

movements such as walking, externally presented rhythm may be effective to attain

a relief of symptoms.

However, even without the interventions described above, physical functions

may change to relieve impairment spontaneously, as daily living activities con-

stantly involves moving of the body. To demonstrate the medical significance of the

effects of therapeutic approaches, double-blind randomized controlled trials should

be conducted. In fact, there are only a few therapeutic approaches in which the

recommended procedure significantly relieves impairment due to central nervous

system disorder. The reasons for this are at least partially as follows: A trial with a

control group receiving no intervention for a long period is ethically almost

impossible. Because of effects of daily physical activities, the difference with the

control group may be actually small under ordinary trial protocols. Moreover,

patterns of impairment vary in patients with central nervous lesions. Thus, an

extremely large-scale trial involving a large number of patients is required to reveal

statistical significance. Such a large-scale trial is difficult to conduct.

On the other hand, repetitive practice of a movement that is a daily living task

while using compensatory procedures may lead to an adjustment of the body to

adapt the movement and further reduce the activity limitation even though assess-

ment of the impairment does not reveal clear improvement. Statistical analysis of

rehabilitation treatment effects is often performed focused on efficiency for

improvement of activity. In the actual rehabilitation process, even with a high

possibility to relieve impairment, achieving relief often requires a long period.

There are also some cases of impairment that cannot be solved by the current

medical care but must be treated, such as rehabilitation after amputation of the

upper or lower limb. Thus, in the field of rehabilitation, much effort is devoted to

reduce activity limitation by compensation. If no reduction of activity limitation for

a long period leads to a prolonged state of the reduced quantity of daily activities,

there may be a risk for impairment due to disuse spreading to the whole body in

addition to the impairment causing the limitation. On the contrary, for example in a

lower-limb amputee, wearing a prosthetic limb does not change the state of

impairment but solves activity limitation due to difficulty in walking by a compen-

satory procedure. If this results in improved independence and increased activities,

the overall physical condition may improve. Even in case of local impairment of the
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musculoskeletal system, goals can be achieved efficiently by practicing a move-

ment after immediately reducing the activity limitation by a compensatory proce-

dure, in addition to local treatment including exercise. As exercise aiming to relieve

physical dysfunction originating from the central nervous system, tasks included in

activities of daily living are used, and walking is often used for treatment of

movement disorder of the lower limbs. Compensatory procedures include the use

of walking aids, such as a cane, and orthoses.

In recent years, devices to assist human movements targeted for compensation

have been developed using robot technology. It is expected that both physical

functions and activities can be more efficiently improved by inducing preferable

movements with such devices and by repeatedly practicing the movements. One

example of such devices is the Hybrid Assistive Limb (HAL), developed as a

wearable robot that recognizes and assists human movements based on data on

bioelectric signal related to muscle activities, joint angles, ground reaction force,

etc. (For details of the development background and mechanism of HAL, refer to

Part II. 2 Wearable Robot Technology.) Generally, orthoses used to compensate

dysfunction of the lower limbs partially restrict joint movement in order to increase

strength and stability of the lower limbs. On the other hand, while HAL is worn for

walking, it assists movements of the hip and knee joints with actuators and induces

movements in which these joints follow nearly normal tracks. Inducing movement

in this way can also be expected to add haptic feedback effects.

In the first stage of assessing the effects of exercise using HAL, we conducted

walking-based exercise wearing HAL in seven patients with chronic cerebral stroke

and six patients with chronic spinal cord disorder who had walking disability due to

at least moderate lower limb paralysis but who could walk using a walking aid, such

as a cane, or orthoses (Fig. 5.2). The subjects performed the exercise approximately

twice a week for a total of 16 sessions. During each session lasting approximately

1 h, the subjects repeated the exercise for a total of approximately 20–30 min.

Before and after a series of 16 sessions, 10-m free walking with the same walking

aid or orthoses used in daily living was assessed. The mean walking speed

improved by 20 % or more in both patient groups. Although this study involved

patients in the chronic phase, the results suggested that statistically significant

differences were likely to be demonstrated by increasing the number of subjects.

Moreover, assessment of balance showed slight improvement. These results

showed that, although wearing and removing HAL require help, it can be used as

an auxiliary device for walking exercise at institutions providing rehabilitation

treatment. At present, we are analyzing which factor of the functions associated

with walking improves walking ability by what mechanism. In part, the improve-

ment may be attributable to changes in functions of muscles and the nervous system

associated with movement of the lower limbs. However, in patients with differ-

ences in lesion site and extent, complications, amount of movement in daily living,

etc., the degree and type of impairment vary, and factors for improving physical

functions also differ. In the field of rehabilitation, walking is considered as a part of

activities of daily living. The walking exercise using HAL might have improved

one aspect of the ability to perform this activity. The improvement in walking speed
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means a possible increase of the walking distance during the same period. If

endurance is improved by repetition, it will be easy to increase daily walking

time and distance. By establishing a good cycle, the effects of walking can be

expected to spread out to the whole body including the musculoskeletal, cardiopul-

monary, and metabolic systems.

At present, the majority of robots developed to assist walking exercise cannot be

moved from installation sites. If HAL, which moves as its wearer walks, is

developed into a robot that disabled people can use in their activities of daily living

in the future, activity limitations can be reduced. Depending on physical conditions,

HAL can be expected to be useful to improve impaired physical functions during

such activities.

If an interface that more closely connects the brain and a device is developed,

devices that more directly recognize the will of people can be developed to assist

movement. A prosthetic hand is an example of devices that are desired to adopt

such BMI. If weight of a prosthetic limb can be reduced, it will be easier to add parts

to the limb than exoskeleton. Moreover, if a wearable exoskeleton robot assisting

movement can be controlled, it might be possible for paretic limbs whose functional

recovery is difficult to attain to be moved by will through the exoskeleton robot. In

the future, with advances in technology such as the application of BMI to these

robots, even patients in a “locked-in” state who cannot express their will on their

own may become able to resume activities.

Fig. 5.2 Walking exercise

using HAL
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In rehabilitation, resolution of participation restrictions may be the ultimate

issue, for it involves equalization of opportunities for social participation. In people

with movement disorder, limited mobility remarkably restricts social participation

depending on their environment. Moreover, depending on purposes of traveling,

assistance for information transmission may be helpful. If the costs of individual

assistance do not surpass those of measures against activity limitation, the demand

for an assistance system may grow. Regarding environmental intervention, devel-

opment and installation of various systems and assistant devices that can be shared

may be necessary.
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Chapter 6

Regenerative Medicine for Spinal Cord

Injury Using Olfactory Mucosa Autografts

Koichi Iwatsuki and Toshiki Yoshimine

Abstract The central nervous system has limited regenerative capacity, and

functional restoration of the damaged system is difficult. Treatment is still limited

to cerebrospinal protection after injury and reconstruction of neural networks by

rehabilitation. In case of incomplete spinal cord injury, neural networks can be

reconstructed because nerve tissues remain at the site of the injury. However, in

case of complete spinal cord injury, all scaffolds for reconstruction of neural

networks are lost. Thus, functional recovery through rehabilitation cannot be

expected. At present, enhancement of residual function is the only treatment

approach. Regarding spinal cord injury, expectations have been placed on regen-

erative medicine using stem cells including induced pluripotent stem cells, which

have recently captured attention. However, regenerative medicine using stem cells

is effective only during the acute-to-subacute phase, a period before scar tissues are

formed in the injured spinal cord. Regenerative medicine using stem cells is

completely ineffective in the chronic phase. In case of planning treatment for

chronic-phase spinal cord injury, it is necessary to supply scaffolds where neuronal

axons can grow to form neural networks, neurons, and neurotrophic factors for

growth and protection of neuronal axons. In other words, all of the three elements,

i.e., scaffolds, neurons, and neurotrophic factors are necessary. In addition, trans-

plantation including these three elements requires avoiding ethical problems and

immunological rejection. These conditions are not satisfied by cell transplantation,

but by tissue transplantation, particularly by autologous tissue transplantation. The

olfactory mucosa contains olfactory nerves associated with olfaction and is an

extracranial region with exceptionally active nerve regeneration. The mucosa,

which is embryologically derived from the central nerve as primordium, contains

K. Iwatsuki (*) • T. Yoshimine

Department of Neurosurgery, Osaka University Medical School, Suita, Japan

e-mail: kiwatsuki@nsurg.med.osaka-u.ac.jp

Y. Sankai et al. (eds.), Cybernics: Fusion of human, machine and information systems,
DOI 10.1007/978-4-431-54159-2_6, © Springer Japan 2014

99

mailto:kiwatsuki@nsurg.med.osaka-u.ac.jp


stem cells, olfactory ensheathing cells that have axonal growth effects, and various

neurotrophic factors. The mucosa is endoscopically resectable and spontaneously

regenerates after resection. Because the olfactory mucosa allows active nerve

regeneration under physiological conditions, it is considered useful as a scaffold

for neuronal axon regeneration. We conducted an animal study and then a human

clinical study on treatment of chronic spinal cord injury using olfactory mucosa

autografts. At the end of 2011, this treatment was designated as an advanced

medical treatment.

Keywords Spinal cord injury • Olfactory mucosa • Regeneration

6.1 Introduction

Olfactory mucosa autografts for complete paraplegic patients with chronic-phase

spinal cord injury were first performed by Lima et al. at Egas-Moniz Hospital in

Lisbon, Portugal, in 2001 [1, 2]. Olfactory mucosa is the only extracranial region

where nerve regeneration is observed under physiological conditions [3]; the

mucosa contains olfactory ensheathing cells (OEC) and neural stem cells that

contribute to the repair of spinal cord injury [4]. Especially, because an autologous

graft can be endoscopically harvested from the nasal cavity of the patient [5],

neither immunological rejection nor ethical problems become an issue. We have

been performing this procedure since 2007 in Japan, and are currently investigating

its safety and efficacy.

6.2 History of Experimental Studies on Spinal Cord Injury

In the late 1970s, transplantation of fetal nerve tissue was introduced as an exper-

imental therapy for central nerve injury. In a model of brain injury, neurons arising

from an embryonic graft and neurotransmitters secreted from the injured region in

the host brain, which indicated enhanced axonal growth and functional recovery,

were confirmed [6]. Because fetal nerve tissue contains neurons, the mechanism of

neuronal axonal restoration based on this transplantation procedure was attributed

to formation of bidirectional synaptic connections between neurons contained in the

transplanted tissue and the host spinal cord [7]. This discovery gave a new direction

to basic studies on spinal cord injury towards clinical practice. However, this

procedure could not be applied in humans because, as transplantation for one

patient with spinal cord injury required 10–15 fetuses, the procedure was ethically

unacceptable. Then, neural stem cells or embryonic stem (ES) cells contained in

fetal tissue attracted attention.
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Many therapies using stem cell transplantation to treat spinal cord injury are

under investigation, and great expectations are placed especially on induced

pluripotent stem (iPS) cells and ES cells. On the other hand, survival of transplanted

stem cells is low in cell-based therapies including stem cells. It has been revealed

that many of them die within 24 h after transplantation [8]. In recent studies,

development of scaffolds for survival of these cells is a major trend of research [9].

6.3 Acute and Chronic Phases of Spinal Cord Injury

The pathological conditions of spinal cord injury in the acute-to-subacute and

chronic phases are completely different. Thus, treatment strategies in each phase

also differ.

In the injured spinal cord, cells are destroyed, and both nerve fibers and blood

vessels are sheared. This is the so-called primary injury, followed by the secondary

cytotoxic injury, such as inflammation [10]. However, inflammatory responses after

the primary injury that are considered the secondary injury are reported to be

important for repair [11]. There are ongoing studies to clarify the cytokines or

cells associated with exacerbation of pathological conditions or repair in the acute

phase [12].

The injury site loses neurons and, in the chronic phase after the secondary injury,

is covered by glial scar tissue that is unlikely to allow axonal regeneration

[13]. Thus, treatment in the chronic phase requires replenishment of neurons,

facilitation of axonal growth, reduction of glial scar tissue that inhibits axonal

regeneration and improvement of the spinal microenvironment that inhibits spon-

taneous axonal regeneration [14, 15]. In other words, it is necessary to create the

conditions that favor the formation of scaffolds for axonal growth [1].

6.4 Cell Transplantation Therapy

in the Acute-to-Subacute Phase

Regarding transplantation therapy using stem cells, such as ES and iPS cells, or

using neural cells differentiated from these stem cells, functional recovery owing to

remyelination of axons, etc. has been reported, and there are great expectations

concerning the use of stem cells [16, 17]. Geron Corporation, an American entre-

preneurial venture, developed a therapy for spinal cord injury using human ES cells,

which was approved by the Food and Drug Administration of the United States in

2010. Although this therapy was performed in the first case in October 2010, Geron

recently withdrew from its development. Regarding the use of human ES cells in

clinical studies or treatment in Japan, neither safety issues nor ethical problems,
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similar to those concerning aborted fetuses, have been solved. Because human iPS

cells derived from autologous cells are associated with fewer ethical problems,

studies aiming at clinical application of iPS cells are being vigorously conducted.

However, their mechanism to produce effects is considered to be basically the

same as that of ES cells. The effects of iPS cells may be limited to the first 8 days

after injury.

Bone marrow stromal cells contain abundant neurotrophic factors that have

neuroprotective effects, [18] and clinical studies have been conducted in several

countries for a long period. The clinical studies on transplantation of bone marrow

stromal cells in the acute-to-subacute phase conducted in South Korea and

Czechoslovakia demonstrated neurological functional recovery [19–21]. In Japan,

bone marrow stromal cells were transplanted into three patients with acute-phase

spinal cord injury at Kansai Medical University Hospital. No serious adverse event

has been reported until now. Further development of the technique is expected.

In these clinical studies, bone marrow stromal cells were transplanted into

patients in the acute-to-subacute phase of the lesion. Because this phase corre-

sponds to a period when some spontaneous recovery may be possible even in cases

with complete paraplegia, the efficacy of the cell transplantation is difficult to

discuss. However, the future progress of several studies is expected.

6.5 Transplantation Therapy in the Chronic Phase

In the chronic phase of spinal cord injury, death of neurons, rupture of neuronal

axons, and glial scar occur. Thus, replenishment of neurons, axonal growth factors

for neural network construction, and scaffolds for axonal growth, are necessary.

Many investigators have confirmed that, if peripheral nerves or cultured Schwann

cells are transplanted, central neuronal axons will grow in the transplant as a

permissive scaffold. Cheng et al. resected spinal cord segments of adult rats and

bridged the gaps with several intercostal nerve grafts with the aim to reduce an

inhibitory environment [22]. Transplantation of OEC performed by Li et al. was

also an attempt to reduce the inhibitory effect of the environment [23]. Thus, three

factors consisting of cells that can replenish lost neurons, axonal growth factors,

and scaffolds permissive for axonal growth are necessary in the chronic phase.

6.5.1 Neural Stem Cells

Although neural stem cells can serve for replenishment of neurons, simply

transplanted stem cells cannot survive for a long period [24]. However, recent

studies have revealed that, if the local microenvironment at the spinal cord injury

is improved, nerves and axons can regenerate [7, 25]. Transplanted neural stem

cells not only differentiate into neural cells but also secrete various and numerous
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factors that facilitate axonal growth [26]. Transplantation of neural stem cells is

promising in terms of cell replenishment and axonal growth. However, it has been

revealed that transplantation of neural stem cells alone cannot exert a sufficient

regenerative effect without improvement of the local microenvironment at the

spinal cord injury [26].

6.5.2 Olfactory Ensheathing Cells (OEC)

The olfactory system that extends from the olfactory mucosa to the olfactory bulb

of the central nervous system is an exceptional tissue where nerves and axons

regenerate under physiological conditions throughout nearly the entire life [3]. This

exceptional neuroregenerative effect is attributed mainly to neural stem cells and

OEC contained in the olfactory mucosal epithelium [27]. Of these cells, OEC are

cells that have axonal growth effects in the chronic phase of spinal cord injury

[28]. Unlike oligodendrocytes in the central nervous system or Schwann cells in

peripheral nerves, OEC can extend neuronal axons from the olfactory nerves at the

periphery to the olfactory bulb at the center [27, 29]. Unlike Schwann cells, it has

been revealed that adult OEC extend axons from retinal ganglion cells which are

classified as central nerves [30], and that OEC cocultured with hippocampal

neurons better integrate with astrocytes as compared to OEC cocultured with

Schwann cells [31]. OEC have a protective action on extended axons against axonal

inhibitory factors in adult central nerves [29]. OEC transplanted into the injured

spinal cord secrete abundant axonal growth factors and form a scaffold for axonal

growth [23, 32]. In addition, it has been revealed that OEC promote myelination of

axons to improve nerve conduction velocity [33, 34] and regenerate the transected

descending axonal pathway to restore function [23, 35]. Furthermore, OEC infil-

trate the glial scar tissue to some extent and secretevarious neurotrophic factors and

adhesion molecules to facilitate axonal growth [32]. Mackay-Sim et al. at Griffith

University, transplanted OEC into six patients with chronic-phase spinal cord

injury, and reported that no serious adverse event occurred during 3 years after

transplantation [28]. In this clinical study, neurological functional recovery was

observed in one patient.

6.5.3 Olfactory Mucosa

Because the spinal cord is a naturally inhibitory environment for axonal growth

[14, 15], formation of scaffolds is necessary for the survival of transplanted stem

cells and axonal growth [1, 9]. The olfactory mucosa contains neural stem cells that

can replenish neurons and OEC that exert a neuronal axonal growth action; thus,

neurons actively regenerate in the olfactory mucosa. Based on these findings, the
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olfactory mucosa itself would be useful as a scaffold of regeneration of neuronal

axons [3]. Basic studies using rats have also confirmed the usefulness of the

olfactory mucosa [36, 37]. The olfactory mucosa may be an ideal graft to treat

chronic-phase spinal cord injury [1, 2].

6.6 Olfactory Mucosa Transplantation to Treat Spinal

Cord Injury

According to autologous olfactory mucosa transplantation to treat spinal cord injury

in the chronic phase, that is at least 6 months after spinal cord injury (Fig. 6.1a), the

mucosa is endoscopically removed and cut into small pieces (Fig. 6.1b). After the

intramedullary scar tissue at the injury site is removed (Fig. 6.1c), the pieces of

olfactory mucosa are transplanted into the cavity left by the scar tissue (Fig. 6.1d).

Fig. 6.1 (a) MRI T1-enhanced image of a patient with cervical spinal cord injury. (b) Autologous

olfactory mucosa cut into small pieces. (c) Removal of intramedullary scar tissue. Opening of

posterior median sulcus. (d) Transplantation of olfactory mucosa into the cavity after removal of

scar tissue
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Although the scar tissue is just partially removed not to damage normal spinal cord

tissue, sufficient opening of the posterior median sulcus is necessary along the

cephalocaudal axis of the injury site for bridging the gap in the spinal cord [1, 2].

Lima et al. performed autologous olfactory mucosa transplantation in 20 patients

with chronic-phase spinal cord injury that caused complete motor paralysis of both

lower limbs; there were 17 men and 3 women whose ages ranged from 19 to

37 years. The patients underwent intensive rehabilitation. After a follow-up period

of 12–45 months after the operation (mean: 27.7 months), American Spinal Injury

Association (ASIA) classification scores improved from A to C in six patients, from

B to C in three patients, and from A to B in two patients. Electromyography (EMG)

of lower limb muscles revealed voluntary contractions in 15 patients. Furthermore,

Lima et al. reported that improvement in bladder function test results was achieved

in five patients (Fig. 6.2). All patients recovered olfaction, and recovery was

achieved within 2 months after the operation in 95 % of the patients. Regarding

adverse events, subcutaneous accumulation of spinal fluid was observed in three

patients, all of which resolved naturally or after a simple suture. In one patient,

hypersensitive enteritis was observed 1 year after the operation and reported to have

persisted for 5 years. This event is considered to be visceral neuropathic pain.

Moreover, another patient concomitantly developed bacterial meningitis caused by

methicillin-resistant Staphylococcus aureus, which was cured with vancomycin.

However, the ASIA classification score worsened from B to A. Two months later, it

improved to B again [1, 2].

The team at Detroit Medical Center provided a similar rehabilitation program to

38 patients who underwent olfactory mucosa transplantation and 22 patients

Fig. 6.2 ASIA motor legs scores and WISCI and FIM after OMA with rehabilitation at individual

centers (A) ASIA motor legs scores at given times after OMA. After preoperative rehabilitation

(mean ¼ 8 months; range ¼ 1–27 months), all 20 patients had a motor leg scores of 0. The greatest

improvement after OMAwas the primarily paraplegic patients receiving rehabilitation at SS (◆) with
5/5 patients improving, some improvement primarily in tetraplegics at GC (~) with 4/8 patients

improving, and no improvement (7/7 patients) in the primarily tetraplegics at RP (□) [38]
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without transplantation. Although no statistically significant difference was

observed, the team reported that motor function improved in 58 % of the patients

with transplantation, versus 27 % of those without transplantation (The 26th Annual

National Neurotrauma Society Symposium held in July 2008).

Since 2002, we have been conducting a clinical study to develop therapies for

functional recovery of injured spinal cord by autologous olfactory mucosa trans-

plantation. The inclusion criteria are: at least a 6-month period after the occurrence

of spinal cord injury, age 40 years or younger, complete motor paralysis of the

lower limbs of class A or B in the Frankel or ASIA classification, a 3-cm or shorter

injury site on magnetic resonance imaging, and no infection in the nasal cavity. As

of April 2010, four patients with thoracic spinal cord injury causing complete motor

paralysis of both lower limbs underwent autologous olfactory mucosa transplanta-

tion: two patients on February 7–8, 2008, 1 on July 17, 2009, and 1 on March

19, 2010. In these four patients, there has been neither infection nor development of

a malignant neoplasm associated with this procedure. Although hyposmia, head-

ache, and pain at the site of the spinal cord injury occurred as adverse events in

some patients, all events resolved without progressing to a serious condition. There

has been no safety problem that would affect the continuation of the study. EMG

revealed waveforms generated from the lower rectus abdominis muscle, paraspinal

muscle, and tensor fasciae latae muscle in one of the four patients and EMG

waveforms generated from the lower rectus abdominis muscle in another patient.

Moreover, EMG waveforms were generated from the quadriceps femoris muscle in

one of the two remaining patients. Lima et al. emphasize the importance of

providing long-term rehabilitation in combination with olfactory mucosa transplan-

tation. They discuss that recovery cannot be expected by olfactory mucosa trans-

plantation or rehabilitation alone, and that rehabilitation for remodeling of skeletal

muscles, blood vessels, and nerves is necessary. Although the ideal type of reha-

bilitation remains unknown, Lima et al. especially advocate the importance of

walking rehabilitation with weight bearing that is called brain-initiated overground

nonrobotic/nonweight supported training (BIONT) [1, 2].

6.7 Conclusion

Regarding spinal cord injury, there is evidence that combination therapy using

transplantation with other factors is more effective than cell-based transplantation

therapy alone [39, 40]. It may be difficult to achieve success using a single factor,

such as specific cells. Olfactory mucosa is an ideal transplantation tissue at present

because it contains the cells, axonal growth factors, and provides a scaffold for

regeneration. Because reconstructed nervous tissue obtained by transplantation is

not natural, remodeling of skeletal muscles, blood vessels, and reconstructed neural

networks is necessary. Thus, rehabilitation after transplantation is very important.
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Chapter 7

Augmented Human Technology

Kenji Suzuki

Abstract In order to create a future society where assisted lifestyles will become

widely available, we need technology that will support, strengthen, and enhance

limited human capabilities. The supports for both physical and cognitive functions

are definitely needed for the future rehabilitation and physical exercise. In this

chapter, a cognitive neuroscience approach for realizing augmented human tech-

nology in order to enhance, strengthen, and support human cognitive capabilities is

described. Wearable devices allow the subject high mobility and broaden the

spectrum of environments in which bodily motion and physiological signal recog-

nition can be carried out. In this scenario, augmented human technology is regarded

as a wearable device technology that enhances human capabilities, particularly

cognitively assisted action and perception.

Keywords Wearable device • Bioelectrical signal processing • Biofeedback

• Kinematic and physiological cues • Biomechanical analysis

7.1 Introduction

Biomechanical analysis of human movement has been undertaken in various fields

to aid the comprehension and evaluation of essential human motions. In the fields of

sports and medical rehabilitation, biomechanics has recently being considered to be

an indispensable field of study. In particular, electromyography (EMG) is exten-

sively used as an effective way of understanding human muscle dynamics. An

electromyogram provides a real-time representation of muscle activity and is

commonly used to improve performance in electrophysiological studies and reha-

bilitation. Although existing methods provide some benefits, they still have
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drawbacks with respect to spatial and time consistency, which are important

elements of biofeedback. In other words, simultaneous understanding of the rela-

tionship between muscle activity and body motion is difficult and requires appro-

priate equipment and suitable training of the subject.

Neuromuscular rehabilitation with biofeedback is important for individuals with

disabilities in order to learn motor function. Because of the plasticity of the brain,

repetitive actions can help the brain, spinal cord, and nervous system to work

together to re-route the signals that were interrupted by strokes, injuries, and other

illnesses. Different robotic approaches are aimed at providing robot-aided sensori-

motor stimulation and additional sensorimotor training of the paralyzed or paretic

upper/lower limb delivered by a robotic-device-enhanced motor outcome [1].

For example, MIT-MANUS [2] was introduced as a pilot system to investigate

the potential applications of using robots to support the neuro-rehabilitation of the

motor function of the upper limb, as illustrated in the leftmost image of Fig. 7.1.

Further, LOKOMAT has been used to help people whose ability to walk has been

impaired by a stroke, spinal cord or brain injury, or neurological or orthopedic

condition to learn to walk again [2, 3]. On the other hand, the full-body exoskel-

eton-type robot, robot suit Hybrid Assistive Limb (HAL), that has been developed

to support a physically challenged person’s daily life can help elderly and disabled

people. The HAL has already been used as an assistive tool for neuro-rehabilitation

[4–6].

In addition to such robotic approaches, biofeedback technology has been widely

used since the 1960s and the action-perception and sensory-motor coordination

have been studied extensively to treat certain medical conditions and improve

human performance. The following standard definition of biofeedback has been

formulated by leading professional organizations [7].

Biofeedback is a process that enables an individual to learn how to change physiological

activity for the purposes of improving health and performance. Precise instruments measure

physiological activity such as brainwaves, heart function, breathing, muscle activity, and

skin temperature. These instruments rapidly and accurately “feed back” information to the

user. The presentation of this information—often in conjunction with changes in thinking,

emotions, and behavior—supports desired physiological changes. Over time, these changes

can endure without continued use of an instrument.

Fig. 7.1 Rehabilitation robots: The rehabilitation of deficits in sensory motor function may not

suppress the cause, and hence, rehabilitation robots/wearable devices may lead the brain to find

new solutions
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In this chapter, a cognitive neuroscience approach for realizing augmented

human technology in order to enhance, strengthen, and support human cognitive

capabilities is described. Wearable devices allow the subject high mobility and

broaden the spectrum of environments in which bodily motion and physiological

signal recognition can be carried out. In this scenario, augmented human technol-

ogy is regarded as the wearable device technology that enhances human capabili-

ties, particularly cognitively assisted action and perception. The key issues related

to augmented human technology can be summarized in Table 7.1.

In studies related to augmented human technology, the coherence of how similar

in time and frequency the two signals, i.e., sensory input and outcomes, are plays an

important role. Coherence training is needed for the coupling or connection

between the brain and the motor functions. The salient temporal features and

frequency characteristics of these physiological signals are mapped into visual or

sound features by compact and lightweight wearable devices. These devices allow

people to get visual or auditory feedback based on muscle tension while preserving

the property of the original signal.

From various studies, it is considered that these feedbacks are sufficient for

displaying the amount of and change in bodily motion and muscle activity, and

wearable devices are appropriate in different situations. In principal, the rehabili-

tation of deficits in a sensory motor function may not suppress the cause but may

lead the brain to find new solutions. Neuromuscular retraining with biofeedback is

very useful for patients in learning new motor controls. Moreover, qualitative and

affective characteristics such as facial expressions are important in several different

domains.

7.2 Related Works

It is known that there are visual, auditory, and somatosensory spatial representa-

tions in the superior colliculus [8]. In recent years, sonification and visualization

have attracted attention, as they enable an intuitive understanding of muscle

activity. Visualization is effective for presenting multichannel muscle activity

information, thereby facilitating an easy understanding of the interaction between

Table 7.1 Key issues related to augmented human technology

Key issues Related technology

Biofeedback on the body Motion measurement (sensory inputs)

Signal processing

Modality conversion (mapping)

Output (wearable or portable device)

Real-time response and coherence A media technology to support and enhance human

cognitive capabilities Multisensory feedback

Kinematic and physiological cues Bioelectrical signals and electro-physiology

can be obtained from the human skin in daily life

Understanding muscle dynamics
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multiple muscles, whereas sonification is an effective method of presenting the

variation in muscle activity with respect to time. For instance, Nakamura et al. [9]

and Delp et al. [10] developed a graphical interface for visualizing musculoskeletal

geometry. Mixed reality is also an effective visualization method that combines

actual human motion and the corresponding muscle activity as a color variation on

the display [11]. Although these methods are aimed at providing an intuitive

understanding of muscle activity, they require an LCD display or large-scale

equipment such as a motion capture device, thereby limiting the range of the

application considerably.

In addition to visual and auditory display, multisensory feedback has recently

been paid attention to with the aid of advanced technologies. For example, Narumi

et al. [12] investigated the illusion-based “Pseudo-gustation” method for changing

the perceived taste of food by using a wearable device, which allows users to

change the perceived taste on the basis of the effect of the cross-modal interaction

of vision, olfaction, and gustation. Hamanaka et al. [13] proposed a headphone-type

interface with auditory feedback according to the wearer’s head direction. When

the user changes his orientation and directs it to different musical instruments one at

a time, different auditory feedback is given to the user. Several haptic devices were

invented, and some are commercially available.

On the other hand, in addition to typical sensory processing such as visual,

auditory, olfactory, taste, and haptics, several approaches have attempted to recog-

nize human affective and emotional performance. For instance, as a wearable

approach for facial expression recognition, an example of this is the use of dis-

placement sensors attached to the facial skin, as in MIT’s Expression Glasses

[14]. SixthSense [15] is an attempt to overlap the virtual world onto human reality.

A camera and a small projector allow the user to demonstrate a bi-directional

feedback loop: a person’s physical experience and information from computing

devices are fed into both worlds. As shown in Figs. 7.2, 7.3 and 7.4, these kinds of

Fig. 7.2 Somatosensory computation for a man-machine interface from motion capture data and a

musculoskeletal human model [8]
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works are also regarded as augmented reality (AR) [16] or mixed reality

(MR) [17]. Wearable devices are often used in these works and are successfully

employed in various domains.

Several technologies are used for detecting human intentions, such as physio-

logical measurement and analysis of bodily motion. In addition to traditional

sensing components for movement sensing and the recognition of body posture

and motion [18], bioelectrical signals such as EMG and pulse waves are often used

in the related works. As EMG signals are electrical signals, they propagate to and

from neighboring muscles in a phenomenon called crosstalk [19]. Taking this into

account, it is advised that electrodes be placed away from the front of the face.

However, crosstalk has a critical drawback: The signals from all facial muscles,

even those not involved in facial expressions, are propagated. Further, even during

a single facial expression, the signals from all contracted muscle fibers are detected

simultaneously as a mixed signal. Some attempts have been made to overcome the

problem of distal detection in the upper extremities. In one case, crosstalk was used

for successfully predicting finger movements from signals measured distally on

the arm.

Tsenov et al. [20] used an independent component analysis (ICA) to separate the

acquired signals on a person’s arm into their independent components for better

classification. Naik et al. [21] used both ICA and an artificial neural network (ANN)

to classify hand and finger movements.

Fig. 7.3 Wearable devices for enhancing human capabilities: not only visual feedback, auditory,

olfactory and haptic display are developed so far

Fig. 7.4 SixthSense (left and center). A wearable gestural interface to combine the virtual and

physical world. Expression Glasses (right). A wearable approach for facial expression recognition
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In the following sections, several case studies with different wearable devices

are then described, which are not only capable of measuring human physiological

signals such as EMG and pulse but also designed to give feedbacks to the wearer in

terms of light-emitting, sound, and robotic actuators. A number of different devices

for reading muscle activity, bodily motion, heart rate, and facial expressions are

presented with the potential applications to assistive technology, rehabilitation, and

entertainment.

7.3 Case Studies

7.3.1 BioLights: Visual EMG Biofeedback

A wearable interface is developed, which allows users to perceive muscle activity

in an intuitive manner while providing an unrestricted system [22]. Muscle activity

or muscular tension is visualized on the surface of the body in the shape and

position of the muscle in real time; this interface aids an intuitive understanding

of multichannel muscle activity. It is designed as a wearable, thin, and light

interface device, which enables a wide range of uses. Several experiments were

conducted to evaluate the system performance. In addition, an experiment was

conducted to investigate the possible applications of the interface to neuro-

rehabilitation; this experiment involved the use of the interface in combination

with an exoskeleton.

Figure 7.5 shows an overview of the developed interface. It is focused on the

rectus femoris, biceps femoris, and semitendinosus of both legs because these

muscles contribute to the following basic movements of the lower limbs: extension,

flexion, internal rotation, and external rotation. The developed interface consists of

three modules: (i) measurement module, (ii) control module, and (iii) display

module. Disposable electrodes and an amplifier are installed in the measurement

module, and signal processing and filtering are conducted via the control module.

These modules and all other equipment are installed and sewn onto a pair of sports

pants. Two muscle-activity visualization systems are developed in this case study:

Fig. 7.5 BioLights: light emitting wear for visualizing upper and lower-limb muscle activity
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the maximum voluntary contraction (%MVC) visualization system and the muscu-

lar tension visualization system.

The interface is intended to be wearable and is hence designed using stretch

fabric. For developing the display module, a light-emitting stretch fabric is utilized,

which is composed of a warp of numerous optical fibers and a woof of nylon

threads. The light-emitting surface is designed in accordance with the shape of the

muscle for an intuitive understanding of the muscle activity. Scratching on

the optical fibers creates a slightly coarse surface from which light is emitted in

the arbitrary shape of the muscle. Consequently, it appears as if the user’s muscles

are glowing red. In order to enhance the brightness, two super luminosity LEDs are

used as light sources for each muscle; these LEDs generate sufficient brightness for

the glow to be identified even under fluorescent light. Several buttonhooks sewn

onto the side of the garments allow the user to slip these garments on and off easily.

Small bend sensors are positioned at the knee and hip joints to measure the angle

variation associated with physical exertion. These sensors are also used for calcu-

lating the muscular tension by utilizing a biomechanics model. The total weight of

the wearable interface is 1.1 kg, which enables users to use it without feeling

restricted or experiencing difficulty in movement.

Maximum voluntary contraction (%MVC) is used in this system as the degree

of muscle activity. The calibration process is mandatory before using the interface.

In this case study, the signal captured under resting conditions and maximum

voluntary conditions is considered to be 0 % and 100 %, respectively. A micropro-

cessor is used as a controller, and a Lipo-battery, as the power source. This system

realizes unrestricted muscle-activity visualization. The EMG signal is acquired

through a 12-bit A/D converter operating at 1 kHz. A full-wave rectifier, band-

path, and comb filter are used for reducing artifacts and noise. After integral

processing, the signal undergoes PWM for lighting the LEDs. The brightness is

corrected using an exponential function by considering the logarithmic character-

istics of human vision. This system’s properties can be modified by changing the

number of integrations and the maximum PWM value. An increase in these values

results in an improvement of the resolution and realizes a relatively smooth light

emission. On the other hand, a decrease in these values improves the response time

of the system. The former is considered effective for rehabilitation, and the latter,

for sports training.

On the other hand, because muscular tension is indispensable for analyzing the

interaction between multichannel muscles, the visualization of %MVC depends

only on the activity of each muscle, while muscular tension reflects the interaction

between muscles, i.e., the difference between muscle forces. A muscular-tension

visualization system is then developed by utilizing a modified Hill-Stroeve model

[23, 24], which is a simplified version of the model proposed by Winters and Stark

[25]. The knee and hip joint angles (obtained from the bend sensors positioned at

each joint) and the EMG signal of the lower-limb muscles are used as the data for

the models.

As the possible applications in the field of neurorehabilitation were clearly

demonstrated as illustrated in Fig. 7.6, the developed interface is currently used at
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the clinical trials. The effectiveness in allowing users to perceive muscle activity in

both static and dynamic states is verified throughout the study. A notable feature of

the developed interface is that the activity of the target muscles can be observed in

real time at the position of the muscle by the wearer as well as by other observers.

It is believed that this interface has various applications in the fields of sports and

rehabilitation; it enables better coaching and a better relationship between patients

and physical therapists. For the visualization of multichannel muscle activities, the

interference of each muscle EMGmust be considered in future systems. This sort of

wearable approach for visualizing human physiological signals provides a new tool

for biofeedback devices. In addition to EMG signals, other biosignals such as

heartbeats can be considered for a further implementation of the device.

7.3.2 BioTones: Auditory EMG Biofeedback

In order to directly convert human movement to sound, a wearable device that

generates sounds on the basis of bioelectrical signals, particularly surface EMG, is

developed [26] as shown in Fig. 7.7. There are some studies [27, 28] on the sound

generation from EMG signals in the field of computer music. Some biomedical

studies [29–31] employed EMG feedback delivered in the auditory mode as a

physiological indicator. However, they focused very little on the kinds of the

sound and the usability as a device. Thus, a useful wearable tool is proposed,

which is available even for use in daily life, on the basis of the auditory biofeedback

method. This novel technology can be of assistance in preventive healthcare,

rehabilitation, and sports training, among others.

Fig. 7.6 BioLights: differences in muscle activity during squatting motion, (i) without and

(ii) with assistance
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In the proposed method, the salient features of an EMG signal are mapped onto

sound features by a wearable device that is capable of obtaining the EMG signal and

creating an audio signal. This device allows people to obtain auditory feedback

from muscle tension while preserving the property of the original signal. The

proposed approach is suitable for several applications such as biofeedback treat-

ment, sports training, and entertainment. In particular, an application to the bio-

feedback treatment for migraine headaches and tension headaches is considered.

The electromyogram monitor is used for monitoring human neuromuscular

function as the visualization of muscular activities. The monitor is widely used

for not only medical purposes but also the analysis of muscular activities observed

during exercise and considered in the field of sports science. However, there are

several critical problems in terms of visual feedback: (i) people are forced to stay in

front of the monitor, and (ii) multiple EMG signals are displayed using traditional

monitors because of the complexity of the signal features although the principle

feature is the activity level. On the other hand, the auditory feedback is also

effective for showing the change in and the characteristics of the bioelectrical

signals caused by the muscular activity. Sound has three basic characteristics:

loudness, pitch, and timbre. Not only the control of loudness and pitch but also

timbre control makes it possible to represent a variety of muscular activity.

BioTones consists of a pair of disposable electrodes, a bioelectric amplifier, a

microprocessor, a digital signal processor, and an audio amplifier. This enables it to

extract bioelectrical signals and generate audio signals. The user can listen to the

generated sounds simply through a normal headphone system. The developed

prototype is designed to measure the bioelectrical signals on the surface of the

flexor carpi radialis muscle. This muscle of the human forearm is used for flexing

and abducting the hand. The device is fixed to the forearm with a tightened belt.

There are several mapping rules in accordance with the target application. There

are two features of bioelectrical signals: level and frequency characteristics as well

as sound features. Direct mapping is regarded as the direct correspondence between

bioelectrical and audio signals in terms of the level and frequency. On the other

hand, cross mapping is regarded as the alternation of the level and frequency

characteristics between bioelectrical and audio signals. This device does not aim

Fig. 7.7 BioTones: A wearable device for converting a person’s bioelectrical signals on the basis

of electromyogram signals into audio sounds. The device is capable of extracting the signals and

generating audio sounds. The users can simply listen to the generated sound by using normal

headphones
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to extract the salient features of bioelectrical signals but to preserve the original

features as much as possible. The purpose of these mappings is to represent a

variety of the muscular activity by a variety of sound features. Examples of

bioelectrical and audio signals are shown in Fig. 7.8.

A wearable device for EMG auditory biofeedback is introduced, which allows

the wearer to cognize the muscles’ activity using a compact and lightweight device.

Moreover, the characteristics of auditory stimuli are evaluated as biofeedback

compared to common visual biofeedback. From the experimental results, it can

be seen that the auditory feedback is appropriate for displaying the amount of and

change in muscle activity. It is considered that the auditory feedback device can be

used easily in different situations, such as in the office, while moving, and while

playing sports, because it does not require any display unit. Furthermore, the sound

conversion with varying loudness, frequency, or rhythm conversion can be used as

an alternative to solve the complexity of showing several muscle activities simul-

taneously, which is not easy by common visual biofeedback. The system can be

extended for multiple-channel auditory biofeedback. The advantage of putting

multiple BioTones on the body and listening in parallel to multiple channels will

be investigated. A device with a built-in speaker has already been developed.

Multiple channels can be implemented by giving each device a different pitch by

using loudness conversion.

Fig. 7.8 Examples of bioelectrical and audio signals: (a) a bioelectrical signal, and (b) the

converted audio signal. Signal conversion is performed by two types of mappings: direct mapping

and cross mapping
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This novel method of sonification is an alternative to the visualization technique.

It should be noted that the temporal and pressure resolution is higher than the visual

perception because of the characteristics of auditory perception. The wearable

device benefits a wide range of users because people can obtain auditory feedback

solely by wearing it and listening to sound at any time and place, even in transit or

while walking.

7.3.3 Enhanced Touch: Physical Touch and Haptic
Biofeedback

Haptic modality is often used for human communication. In this case study, a novel

bracelet-type device has been developed for sensing physical contact among people

in order to support direct communication between people by inducing touch with

appropriate visual feedback [32]. The device detects and records the touch of users

when they simply wear the device on their wrists as illustrated in Fig. 7.9.

Physical touch is a fundamental element of human communication, and several

benefits and positive effects of such touch have been reported in the communication

and therapeutic domain, such as Positive Touch and Deep Touch Pressure [33]. The

typical symptoms of autism among children include avoidance of direct touch with

other people and the tendency to engage in lone activities. Some studies have

reported that the training of touch by therapists contributes to the alleviation of

these symptoms. Thus far, human coders have attempted to observe their activity

via recorded video, but this is not an objective measure and is time consuming for

checking all the touches among people in a session. Measuring the time of touching,

partner, and frequency are desirable data, but there is no practical equipment for this

purpose. Similar technology is used for an instrumental device [34], but users

needed to grasp and hold the same device together.

The communication technology based on a body area network [35] is used in

order to detect touching between people and communication through the human

body. This technology is known as an alternative solution of communication

between humans and objects. Since the information is transferred via the human

body, it can be utilized for sensing physical contact among people. The developed

Fig. 7.9 Enhanced touch: This wearable device with electrodes senses touch and identifies other

users. Six full-color LEDs are installed in the bracelet, which light up when a handshake occurs
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device is used for sensing touches and identifying others, which can be performed

by the wearable device with electrodes. The six full-color LEDs are installed in the

bracelet, which light up when a handshake occurs. The pair of electrodes is located

on the inside of the case so as to fit the wrist. The device communicates with another

device using a specific protocol. The received conducted signal is first amplified

and demodulated, and then handled by the microprocessor. Every microprocessor

attempts to transmit a synchronous signal at random intervals within 10 ms in order

to detect if touching has occurred and to synchronize with the other device.

Several visual effects are programmed to visualize not only the physical touch

but also the touching condition such as the duration of physical touch and the

history of past touching. For example, color blending is implemented for effective

visual feedback to show the duration of touching. A unique color—from the three

primary colors (red, green, and blue)—is assigned to each device.

When a user wears the device and touches another person with the developed

device on both their hands, the LEDs of both devices light up with the

corresponding unique color. During the handshake, the two different colors change

and are then blended gradually as long as the touching lasts. In other words, the

degree of color blending represents the duration of the touching. The LED colors in

the two devices are changed to the same color. This manner of lighting allows the

proposed method to measure the duration of physical contact along with the

device’s ability to identify other devices.

The devices for sensing human contact can be used recognizing a social network

based on physical contact. The bracelet-type device lights up—with a different

color for each—when the wearer shakes hands with another wearer. Not only the

contact sensing but also the electrical communication is used for identifying and

sharing the device ID. It is considered that the proposed device can provide a novel

playful interaction method between humans. It is also planned to verify if the device

contributes to motivating touching among users by lighting LEDs or by playing

interactive social games. This technology can be used for supporting and enhancing

the experiences on play and social interaction among people by using playful

devices. The device mediates between humans without missing the fundamental

properties of human activities. This is a cyber-physical system of measuring and

presenting human physical activities such as physical contact, spatial movement,

and facial expressions, where the psychological and social aspects of human

activities can also be enhanced.

7.3.4 HOTARU: Visual Biofeedback Based on Heartbeats

The heartbeat is one of the fundamental vital signs of human beings. As the heart

beats independently of any nervous or hormonal influences, the rhythm of the heart

gives an important signal from the body. In addition to the rhythm of the heart, the

heartbeat is regulated by the autonomic nervous system.
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In this case study, a novel method of heartbeat tracking is proposed and a

wearable device to visualize the heart beat, named HOTARU (“firefly” in

Japanese), is developed [36]. A number of systems and devices for heartbeat

measurement exist, which can be used for measuring heart function or exercise

volume and as a psychological barometer for measuring stress or relaxation.

However, since the measurement of biological signals is not stable because of

several unexpected noises, the user is asked to firmly attach the sensor, for example,

the electrode, and to keep quiet during the measurement of the heartbeat rate. Fast

Fourier transform (FFT) is used as the traditional method of measuring the heartbeat

rate, while the signals with unexpected noises in the measured signal are ignored.

A wearable device is developed to indicate the heartbeat in real time with a

different color of LED. The color changes according to the heartbeat rate and blinks

in synchronization with the heartbeat pulse. The developed system cannot only

track the heartbeat but also interpolate it from the noisy signals in real time. The

heartbeat is extracted from the original signal of the photoplethysmographic (PPG)

sensor, which contains the noise delivered by body movement or other unexpected

causes. In the proposed method, when the system cannot determine the heartbeat,

because of the sensor’s alignment or a temporary lack of pulse, the heartbeat is

interpolated on the basis of the past signal and the linear prediction algorithm.

The developed device consists of a microprocessor, LED displays, and a PPG

sensor that can measure the heartbeat pulse by using optical absorptance of the

human body. The user is asked to attach the PPG sensor that is a clip-type interface

on the ear and to wear a bracelet-type interface with LEDs on his/her wrist.

The brightness of the LEDs changes in sync with the heartbeat and their color

corresponds to the heartbeat rate (HBR). As shown in the left image of Fig. 7.10,

blue implies that the HBR is less than 60, green means that the HBR is from 60 to

80, and red implies that the HBR is more than 80.

Traditionally, the measurement of the heartbeat is focused on the heartbeat pulse

itself, but the tracking accuracy depends upon the environment. It is usually not

stable because of the noise, and the users are asked to rest during the measurement.

The intervals of the heartbeat pulse are at a low frequency from approximately 0.5

to 2.0 Hz, and these intervals are assumed not to change rapidly. However, precise

Fig. 7.10 HOTARU (“firefly” in Japanese): a conceptual image of using the developed device
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intervals are difficult to recognize from the measured signals by using only peak

detection because of the noises, which are usually impulse noise and look like the

heartbeat pulse. FFT is used for their analysis.

A novel method of heartbeat tracking is then implemented. The pattern matching

is carried out between the measured signal P(x,t) and the ideal heartbeat pulse

Pc(x), which is prepared in advance. The cross-correlation z(x,t) is calculated with a
fixed time window, which is the same as the length of the ideal heartbeat pulse. The

matching result z is expected to be a periodic signal, and it is synchronized with

the real heartbeat pulse. The computational cost to obtain the coefficients of all

possible cross-correlation values is very high and not suitable for real-time calcu-

lation; hence, only limited coefficients are used in this process. In addition, in order

to reduce the computational cost, the cross-correlation values are obtained only at a

certain time, which is estimated using the linear prediction process.

Then, a modified peak detection algorithm is employed by combining a Kalman

filter to predict the intervals of the heartbeat, which is based on the linear prediction

and uniform distribution function. Assuming that these intervals do not change

rapidly, the next heartbeat interval can be estimated from the transition of the

previous several intervals. Further, the center value of the probability density

function (PDF) is solely used for the detection of the peak candidate in P. The
peaks are detected within the z time range of reliability on the basis of this PDF.

This wearable device opens new experiences among users to understand each

other’s physiological status during day-to-day activities for presenting the current

heartbeat in a different color. The LED lights up in sync with the heartbeat, and the

color changes according to the calculated HBR. The developed device allows users

to freely move and play without attaching the sensor or electrode firmly. Potential

applications include tools for children to promote social interaction. The user

testing with several people is planned. The sound feedback according to the

heartbeat pulse for computer games and VR avatar will also be implemented.

7.3.5 Head Orientation Sensing for Cognitively Assisted
Locomotion

From the point of view of support for motion and locomotion, it is quite important

to consider not only the lower limbs but also the gaze and the head because they are

tightly coupled with the gait behavior during human locomotion. In addition,

qualitative and affective characteristics such as facial expressions are important

in several different domains. In this section, a head-mounted wearable device for

detecting the head orientation is described in order to utilize kinematic cues during

human locomotion.

Mobility aids such as manual and electric wheelchairs are widely used by people

with reduced mobility. Such equipment allows elderly and disabled people to

support their mobility needs. In addition, robotic-assisted locomotion such as
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exoskeletons has received a considerable amount of attention in recent years because

of its potential use not only as a mobility aid but also for locomotion training.

It is known that the head is turned toward the future walking direction during

natural human locomotion, and this head anticipation and changes in gaze direction

occur according to the path [37–39] as illustrated in Fig. 7.11. The head direction

thus anticipates the future body trunk direction and the walking direction. Along

with body balance and posture, the human head orientation plays an important role

in the prediction of the walking direction and future motions such as standing and

sitting.

In this case study, a novel wearable device is proposed for the measurement of the

head orientation and position, which can be applied to extend the existing mobility

aids. The wearable device can provide important cues for predicting the future

walking direction and behavior by observing the head direction and the difference

between this direction and the body trunk direction. The developed device, which

can be easily worn and removed, measures the head orientation and position

irrespective of the location and enables the prediction of the future walking direction

in real time for assisted locomotion, such as exoskeleton robots and wheelchairs.

It is also designed to be small and lightweight for long-term comfortable use.

Head Anticipation Measurement in Natural Walking: It is known that during

human locomotion, the gaze turns first, the head turns next, and then the body

direction follows sequentially, and finally, the walking direction changes. By

observing this head anticipation, one can predict the future walking direction. An

experiment is conducted to detect the head anticipation by using the developed

device and evaluate the detection accuracy by using a motion capture system.

The subjects were asked to walk naturally to form 8-shaped trajectories in the

2.5 � 3.0 m2 measurement space of the motion capture system. There were no

visual cues except the lines indicating the end of the measurement space. One trial

consisted of two laps of walking, and each subject was asked to perform three trials.

The subjects were three adults, and their ages were 24, 25, and 30 years.

Fig. 7.11 Head stabilization: Physiology of perception and action during various locomotor tasks

in humans [37, 38]
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Figure 7.12 indicates that the head angle against the body, as measured by

the developed device is summed with the body angle measured by the motion

capture system. The average latency time and its standard deviation from the head

to the walking direction measured by the developed device was 687(196) ms, and

the one measured by the motion capture system was 707(178) ms.

The measurement accuracy of the developed device was evaluated using the

motion capture system. The head anticipation latency to the walk/locomotion

direction during natural walking and during wheelchair locomotion with the devel-

oped device was also measured; the latency was 687 ms in the case of walking and

694 ms in the case of wheelchair locomotion. Therefore, it was verified that it is

possible to use the developed device for predicting the direction of walking/

wheelchair locomotion.

This is a novel wearable device for the measurement of the head orientation on

the basis of both the inertia sensors and the optical marker tracker without accu-

mulated errors, which is designed for robot-assisted locomotion, particularly, the

prediction of the direction of walking/wheelchair locomotion. Cognitively assisted

locomotion is a new approach to lower-limb exoskeleton control based on head and

gaze motor behavior. Using behavioral analysis and cognitive neuroscience find-

ings based on head and gaze tracking, we developed a head-mounted measurement

device for sensing the head orientation. This study included the analysis of patients

who recovered their locomotor skills at cognitive and meta-cognitive levels, such as

biofeedback, mood influence, self-consciousness, and confidence, rather than at

mechanical levels.

7.3.6 Face Reader: Reading Facial Expressions
for Affective Feedback

In the previous sections, the sensing and recognition of body posture and motion

were mainly described. In addition to sensing movement, the valence and intensity

of affective reactions play an important role in human interactions. In particular,

Fig. 7.12 Experiments with an electric wheelchair and natural locomotion (right) and an example

of head anticipation during walking
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facial expressions play a significant role in the exchange of interpersonal informa-

tion by providing additional information about the emotional state or intention of

the person displaying them [40]. Thus far, several approaches have been followed

in order to read emotions automatically from the face. The most traditional

approach to recognizing emotional facial expressions uses video and photographic

cameras and subsequently computer vision algorithms to identify facial expres-

sions. Another approach for facial expression recognition is a wearable approach.

However, to date, no reliable and unobtrusive interfaces to read facial expressions

and display them for a long time have been developed.

In this case study, the use of the facial bioelectrical potentials captured on areas

on the side of the face is proposed in order to obtain information about facial

expressions. Because of the mixed nature of crosstalk, it is necessary to transform

the sampled signal. A classification method is introduced by combining two

techniques: ICA to transform the signals into independent components and ANN

to accurately identify facial expressions.

This is a novel method for reading expressions on the human face through an

unobtrusive wearable device by applying computational methods to bioelectrical

signals captured on the side of the face. In contrast to the previous approaches, the

proposed approach offers robustness against occlusion, changing lighting condi-

tions, and changing facial angles. Electrode locations were carefully selected on the

basis of the facial displacement and physiology in order to capture usable signals

without covering or inhibiting the expressions. The captured signals were consid-

ered a mixture of distal electromyographic signals and other biological signals and

were used for achieving a personal, pattern-based identification of the facial expres-

sions. More than 90 % accuracy of facial expression recognition of a “smile” and

more than 85 % of both the “smile” and the “frown” were ascertained using this

method even when presented with crosstalk from other muscles. Figure 7.13 shows

the developed wearable device, called Face Reader, which cannot only identify

emotional facial expressions in real time but also display them in a continuous

manner.

The goal of this research is to develop an emotional communication aid to

improve human-human and human-system interactions through an emotion reading

system that can recognize the subject’s emotions in real time and can display the

Fig. 7.13 Face Reader: This is a device for reading facial expressions on the basis of bioelectrical
signals and the model of EMG signal propagation (Modified from, electrode position, and

proposed interface device)
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output in different formats. Further, it must be unobtrusive to the user and not

inhibit expressions; it should also work in any environment irrespective of the

changing lighting conditions and the changing positions of the subject.

Face Reader [41] has applications in several areas, particularly in therapy and

assistive technology. Further, it can aid the visually impaired in the following

manner: the listener can perceive the speaker’s facial expressions through alterna-

tive forms of communication such as audio or vibro-tactile stimulation. Another

application lies in increasing the quality of life for patients suffering from facial

paralysis, where the signals obtained from the healthy side of the face can be used

for controlling a robot mask that produces an artificial smile on the paralyzed side

[42]. Because it is an unobtrusive wearable device, it can be used outside the

laboratory for continuous expression detection in environments where cameras

are not supported or where subjects require high mobility.

For example, Face Reader can be used in human-computer emotional interac-

tions for diverse types of agents, such as animating an on-screen avatar or for

emotion-based coaching of a robot [43] by using facial expressions. Figure 7.14

shows examples of potential applications of the device.

7.4 Conclusions

In this chapter, a cognitive neuroscience approach for realizing augmented human

technology by using several wearable devices in order to enhance, strengthen, and

support human cognitive capabilities was described. Different physiological signals

and human kinematic and physiological characteristics were considered throughout

the presented case studies.

In addition to augmented human technology (ATH), human enhancement tech-

nologies (HETs) were regarded as techniques that could be used not only for

treating illness and disability but also for enhancing human characteristics and

capacities. Several approaches using the developed wearable devices were

attempted. As biomedical sciences and enhancement technologies progress, new

ethical and social implications should be considered [44]. Thus far, many such

Fig. 7.14 Smiling Avatar (right) and Emotionally Assisted Interaction: Emotion reader is used for

controlling an avatar and a humanoid robot
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enhancement technologies have already become widely available, for example,

cosmetic surgery for aesthetic enhancement. Future enhancement technologies

include those related to genetics, pharmacology, cognitive functions, and longevity.

In order to create a future society where assisted lifestyles will become widely

available, we need technology that will support, strengthen, and enhance limited

human capabilities. The supports for both physical and cognitive functions are

definitely needed for future rehabilitation and physical exercise because the reha-

bilitation of deficits in sensory motor functions may not suppress the cause but may

lead the brain to find new solutions.
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Chapter 8

Haptic Interface and Cybernics

Hiroo Iwata

Abstract This chapter presents work carried out in projects to develop haptic

technologies, including finger/hand manipulation and locomotion. It is well

known that the sense of touch is indispensable for understanding the real world.

The last decade has seen significant advances in the development of haptic inter-

faces. Nevertheless, methods for implementing haptic interfaces are still in the

trial-and-error stages. Compared with visual and auditory displays, haptic interfaces

are not frequently used in everyday life. This paper introduces some of the issues

and solutions with regard to haptic interfaces identified in the past 18 years of

research conducted by the author.

Keywords Haptics • Force • Locomotion • Computer–human interaction

8.1 Introduction

It is well known that the sense of touch is indispensable for understanding the real

world. The use of force feedback to enhance computer–human interaction has often

been discussed. A haptic interface is a feedback device that generates a sensation

perceived by the skin and muscles, including a sense of touch, weight, and rigidity.

Compared with ordinary visual and auditory sensations, haptics is difficult to

synthesize. Visual and auditory sensations are assimilated by specialized organs,

the eyes and ears. On the other hand, a sensation of force can occur at any part of the

human body and is therefore inseparable from actual physical contact. These

characteristics have led to many difficulties when developing a haptic interface.

Thus, we have to focus on the specific part of the body where haptic sensation is

dominant in human activities.
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First, the fingers and hand are essential for object manipulation. Many haptic

interfaces have been built for hand–object interaction, of which exoskeletons and

pen-based haptic interfaces are the most popular, although these have difficulties

with respect to natural interaction.

The other important part for haptic sensation is the foot. Walking on foot is the

most intuitive way to move about. It is well known that the sense of distance and

orientation is much better when walking than when riding in a vehicle. Some

locomotion interfaces have been proposed, but it is difficult to mimic natural

walking using hardware.

This chapter discusses major issues in the implementation of effective haptic

interfaces. Solutions to the issues are provided with reference to the history of the

author’s research activity.

8.2 Mechanism of Haptics and Methods

for Haptic Feedback

8.2.1 Somatic Sensation

A haptic interface generates synthetic stimulation for somatic sensation, including

proprioception and skin sensation. Proprioception is complemented by the mecha-

noreceptors of the skeletal articulations and muscles. There are three types of joint

position receptors: free nerve endings, and Ruffini and Pacinian corpuscles. Ruffini

corpuscles detect static force, whereas the function of Pacinian corpuscles is to

measure the acceleration of the joint angle. Position and motion of the human body

is perceived by these receptors. Force sensation is perceived by the mechanorecep-

tors of muscles: muscle spindles and Golgi tendons. These receptors detect contact

forces applied by an obstacle in the environment.

Skin sensation is perceived by the mechanoreceptors and thermoreceptors of the

skin. The sense of touch is evoked by these receptors. Mechanoreceptors of the skin

are classified into four types: Merkel disks, and Ruffini, Meissner, and Pacinian

corpuscles. These receptors detect the edges of an object, skin stretch, velocity, and

vibration, respectively.

8.2.2 Proprioception and Haptic Interfaces

A haptic interface is a mechanical device that generates a reaction force from

virtual objects. Research on haptic interfaces has recently grown rapidly, although

the technology is still in a state of trial-and-error. There are several approaches for

implementing haptic interfaces.
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8.2.2.1 Exoskeleton Type Haptic Interface

An exoskeleton is a set of actuators attached to the hand or body. In the field of

robotics research, exoskeletons have often been used as master-manipulators for

teleoperations. However, most master-manipulators require a large amount of

hardware and therefore have a high cost, which restricts their application areas.

Compact hardware is necessary for use in human–computer interactions. The first

example of a compact exoskeleton suitable for desktop use was proposed in 1990

[1]. The device applies force to the fingertips as well as the palm. Figure 8.1 shows

an overall view of the system.

Lightweight and portable exoskeletons have also been developed. Burdea used

small pneumatic cylinders to apply a force to the fingertips [2].

8.2.2.2 Tool-Handling Haptic Interface

A tool-handling force display is the easiest way to realize force feedback. The

configuration of this type of interface is similar to that of a joystick. Unlike the

exoskeleton, a tool-handling force display does not need to be fitted to the user’s

hand. Although it cannot generate a force between the fingers, it still has practical

advantages.

A typical example of this category is the pen-based force display [3]. A

pen-shaped grip is supported by two pantographs with three degree of freedom

(DOF) providing six DOF force/torque feedback. Another example of this type is

Fig. 8.1 Desktop force

display
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the Haptic Master, which was demonstrated at the Edge venue at SIGGRAPH

1994. The device has a ball-shaped grip to which six DOF force/torque is fed

back [4]. This device employs a parallel mechanism in which a top triangular

platform and a base triangular platform are connected by three sets of pantographs.

This compact hardware has the ability to carry a large load.

Massie and Salisbury developed the PHANToM, which includes a three DOF

pantograph [5]. A thimble with a gimbal is connected to the end of the pantograph,

enabling a three DOF force to be applied to the fingertips. The PHANToM has

become one of the most popular commercially available haptic interfaces.

8.2.2.3 Object-Oriented Haptic Interface

The object-oriented type of force display is a radical idea for the design of a haptic

interface. The device moves or deforms to simulate the shapes of virtual objects.

A user of the device can physically make contact with the virtual object through its

surface.

An example of this type can be found in the work of Tachi et al. [6]. Their device

consists of a shape approximation prop mounted on a manipulator. The position of

the fingertip is measured, and the prop moves to provide a contact point for the

virtual object. McNeely proposed an idea referred to as “Robotic Graphics” [7],

which is similar to Tachi’s method. Hirose developed a surface display that creates

a contact surface using a 4 � 4 linear actuator array [8]. The device simulates an

edge or a vertex of a virtual object.

8.2.2.4 Passive Prop

A passive input device equipped with force sensors is an alternative approach for

constructing haptic interfaces. Murakami and Nakajima used a flexible prop to

manipulate a 3D virtual object [9]. The force applied by the user is measured, and

the deformation of the virtual object is determined based on the applied force.

Sinclair developed a force sensor array to measure pressure distribution [10]. These

passive devices allow users to interact using their bare fingers. However, since

these devices have no actuators, they cannot represent the shape of virtual objects.

8.2.3 Proprioception and Full-Body Haptics

One of the new frontiers for haptic interface research is full-body haptics, which

includes foot haptics. Force applied to the whole body plays a very important role in

locomotion. The most intuitive way to move about in the real world is by walking
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on foot. A locomotion interface is a device that provides the sense of walking while

the walker’s body remains localized in the real world. Several approaches have

been proposed for realizing locomotion interfaces.

8.2.3.1 Sliding Device

The project, called the “Virtual Perambulator”, was aimed at developing a

locomotion interface using a specialized sliding device [11]. The primary objective

of the first stage was to enable the walker’s feet to change direction. Controlling

steering bars or joysticks is not as intuitive as locomotion. The first prototype of the

Virtual Perambulator was developed in 1989 [12]. An overview of the apparatus is

shown in Fig. 8.2. A user of the system wore a parachute-like harness and omni-

directional roller skates, with the walker’s torso fixed to the framework of the

system by the harness. An omni-directional sliding device was used to change

the direction of the feet. Specialized roller skates equipped with four casters

were developed to enable two-dimensional motion. The walker could freely move

his/her feet in any direction. Motion of the feet was measured by an ultrasonic range

detector. From the results of these measurements, an image of the virtual space was

projected in the head-mounted display corresponding to the motion of the walker.

The direction of locomotion in virtual space was determined by the direction of the

walker’s step.

Fig. 8.2 First prototype

of the Virtual Perambulator
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8.2.3.2 Treadmill

A simple device for virtual walking is the treadmill, ordinarily used for physical

fitness. An application of this device to a virtual building simulator was developed

at the University of North Carolina [13]. This treadmill has a steering bar similar to

that of a bicycle. A treadmill equipped with a series of linear actuators underneath

the belt was developed at ATR [14]. The device, known as the GSS, simulates the

slope of virtual terrain. The Treadport developed at the University of Utah is a

treadmill combined with a large manipulator connected to a walker [15]. The

manipulator provides gravitational force while the walker negotiates a slope.

Figure 8.3 shows the Treadport.

The omni-directional treadmill employs two perpendicular treadmills, one inside

the other. Each belt comprises approximately 3,400 separate rollers, woven

together in a mechanical fabric. The motion of the lower belt is transmitted by

the rollers to the walker. This mechanism enables omni-directional walking [16].

8.2.3.3 Foot Pad

A foot pad applied to each foot is an alternative implementation of a locomotion

interface. Two large manipulators driven by hydraulic actuators were developed at

the University of Utah and applied as a locomotion interface. These manipulators

Fig. 8.3 Treadport
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are attached to a walker’s feet. The device is called BiPort [http://www.sarcos.

com]. The manipulators can mimic ground viscosity in a virtual environment (VE).

A similar device, developed at the Cybernet Systems Corporation, uses two three

DOF motion platforms for the feet [17]. These devices, however, have not been

evaluated or applied in a VE.

8.2.3.4 Pedaling Device

In the battlefield simulator for the NPSNET project, a unicycle-like pedaling device

is used for locomotion in a virtual battlefield [18]. A user of the system changes

direction by twisting at the waist.

The OSIRIS, a simulator for night-vision battle, utilizes a stair stepper device.

A player changes direction by controlling the joystick or twisting at the waist.

8.2.3.5 Gait Recognition for Walking

Slaters et al. proposed locomotion in VEs by “walking in place.” They recognized

the walking gait using a position sensor and neural network [19].

8.2.4 Skin Sensation and Tactile Display

The technology for creating tactile displays that stimulate skin sensation is well

known and has been applied to communication aids for the blind as well as master

systems for teleoperations. A sense of vibration is relatively easy to generate, and a

substantial amount of work has been done on using vibration displays [20, 21].

A micro-pin array has also been used for tactile displays and has enabled the

provision of a communication aid for the blind in the form of a teletaction system

[22, 23]. It has the ability to convey texture or 2D-geometry [24].

The micro-pin array looks similar to an object-oriented force display, but it can

only create skin sensation. The stroke distance of each pin is short, so the user

cannot feel the 3D-shape of a virtual object directly. The main objective of tactile

displays is to convey a sense of the fine texture of an object’s surface. Recent

research on tactile displays has focused on selective stimulation of mechanorecep-

tors in the skin. As mentioned at the beginning of this section, there are four types of

mechanoreceptors in the skin: Merkel disks, and Ruffini, Meissner, and Pacinian

Corpuscles. By stimulating these receptors selectively, various tactile sensations

such as roughness or slip can be presented. Micro air jets [25] and micro electrode

arrays [26] are used for selective stimulation.
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8.3 Technologies for Finger/Hand Haptics

8.3.1 Desktop Force Display

Our research into haptic interfaces began in 1986. The first step was the use of

an exoskeleton. In the field of robotics research, exoskeletons have often been

used as master-manipulators for teleoperations. Virtual reality systems in the

1980s employed a conventional master-manipulator [1]. However, most master-

manipulators require a large amount of hardware and therefore have a high cost,

which restricts their application areas. Compact hardware is needed to use them in

human–computer interactions. We therefore proposed the concept of a desktop

force display with the first prototype developed in 1989. The device is a compact

exoskeleton for desktop use [2]. Figure 8.1 depicts an overall view of the desktop

force display.

Force sensation contains six-dimensional information: three-dimensional force

and three-dimensional torque. The core element of the force display is a six DOF

parallel manipulator. The main design feature of parallel manipulators is an octa-

hedron, known as the “Stewart platform”. This mechanism consists of an upper

triangular platform and a base triangular platform connected by six length-

controllable cylinders. This compact hardware has the ability to carry a large load.

The structure, however, has some practical disadvantages in terms of the small

working volume and lack of backdrivability (reduction of friction) of the mecha-

nism. In our system, three sets of parallelogram linkages (pantographs) are

employed instead of linear actuators. Each pantograph is driven by two DC motors,

each of which is powered by a pulse width modulation amplifier. The top end of the

pantograph is connected to a vertex on the top platform by a spherical joint. This

mechanical configuration has the same advantages as the octahedron mechanism,

but the pantograph mechanism improves the working volume and backdrivability of

the parallel manipulator. The inertia of the moving parts of the manipulator is so

small that compensation is not needed.

The working space of the center of the top platform is a spherical volume with a

diameter of approximately 30 cm. Each joint angle of the manipulator is measured

by potentiometers, with 1 % linearity. The maximum load of the manipulator is

2.3 kg, which is more than that of a typical hand.

The top platform of the parallel manipulator is fixed to the palm of the operator

by a U-shaped attachment, which enables the operator to move the hand and fingers

independently. Three actuators are set coaxially with the first joint of the thumb,

forefinger, and middle finger of the operator, respectively, with the last three fingers

working together. DC servo motors are employed for each actuator.
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8.3.2 Pen-Based Force Display

Exoskeletons are cumbersome for users to put on and take off. This disadvantage

restricts practical use of force displays. Tool-handling methods for implementing a

force display do so without a glove-like device. A pen-based force display is

proposed as an alternative device [2]. A six DOF force reflective master manipu-

lator with a pen-shaped grip has been developed. All users are familiar with the use

of pens in their everyday life. Moreover, people use spatulas or rakes to model solid

objects. These devices have stick-shaped grips similar to that of a pen. As such, a

pen-based force display can easily be applied to the design of 3D shapes.

The human hand has the ability to perform six DOF motion in a 3D space. In the

case where a six DOF master manipulator is built using serial joints, each joint must

support the weight of the upper joints. This characteristic enforces the need for large

hardware in the manipulator. We used a parallel mechanism to reduce the size and

weight of the manipulator. The pen-based force display employs two three DOF

manipulators. Both ends of the pen are connected to these manipulators. The total

number of DOF of the force display is six. Three DOF force and three DOF torque

are applied to the pen. An overall view of the force display is shown in Fig. 8.4.

Each three DOF manipulator is composed of a pantograph link. Through this

mechanism, the pen is free from the weight of the actuators.

Fig. 8.4 Pen-based force display
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8.3.3 FEELEX

Having demonstrated the existing haptic interfaces to a number of people, the

author found that some of them were unable to fully experience virtual objects

through the medium of synthesized haptic sensation. There seem to be two reasons

for this. First, these haptic interfaces allow the user to touch the virtual object only

at a single point or a group of points. These contact points are not spatially

continuous, owing to the hardware configuration of the haptic interfaces. The user

feels a reaction force through the grip or thimble. By using Velcro bands attached to

specific parts of the user’s fingers, exoskeletons provide more contact points, but

these are not continuous. Therefore, these devices fail to recreate the natural

interaction sensation when compared with manual manipulation in the real world.

The second reason that some users fail to perceive the sensation is related to the

combination of visual and haptic displays. A visual image is usually combined with

a haptic interface by using a conventional CRT or projection screen. Thus, the user

receives visual and haptic sensations through different displays, and therefore has to

integrate the visual and haptic images in his/her brain. Some users, especially

elderly people, have difficulty in integrating this process.

Considering these problems, a new interface device has been developed as part

of the “FEELEX” project, where the word FEELEX is derived from a conjunction

of “feel” and “flex.” The major goals of this project are:

i. To provide a spatially continuous surface that enables users to feel virtual

objects using any part of their fingers or even the whole palm; and

ii. To provide visual and haptic sensations simultaneously using a single device

that does not require the user to wear any extra apparatus.

A new configuration for a visual/haptic display was designed to achieve these

goals. Figure 8.5 illustrates the basic concept of the FEELEX. The device is

composed of a flexible screen, an array of actuators, and a projector. The flexible

screen is deformed by the actuators to simulate the shape of virtual objects.

An image of the virtual objects is projected onto the surface of the flexible screen.

Deformation of the screen converts the 2D image from the projector into a solid

image. This configuration enables the user to touch the image directly using any

part of the hand. The actuators are equipped with force sensors to measure the force

applied by the user. The hardness of the virtual object is determined by the

relationship between the measured force and its position on the screen. If the virtual

object is soft, a large deformation is caused by a small applied force.

8.3.3.1 FEELEX 1

The FEELEX 1, developed in 1997, was designed to enable double-handed

interaction using the whole palm. Therefore, the optimum size of the screen was

determined to be 24 cm � 24 cm. The screen is connected to a linear actuator array
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that deforms its shape. Each linear actuator is composed of a screw mechanism

driven by a DC motor. The screw mechanism converts the rotation of an axis of the

motor to linear motion of a rod. The motor must generate both motion and a

reaction force on the screen. The diameter of the smallest motor that can drive

the screen is 4 cm.

Therefore, a 6 � 6 linear actuator array can be set under the screen. The

deformable screen is made of a rubber plate and a white nylon cloth, with the

thickness of the rubber being 3 mm. Figure 8.6 shows an example of the device.

The screw mechanism of the linear actuator has a self-locking function that

maintains its position while the motor is off. With a hard virtual wall, it is difficult

to simulate tool-handling force displays. Considerable motor power is required to

generate the reaction force from the virtual wall, and this often leads to uncomfort-

able vibrations. The screwmechanism does not suffer from this problem. A soft wall

can be represented by the computer-controlled motion of the linear actuators based

on the data from the force sensors. A force sensor is set at the top of each linear

actuator, with two strain gauges used as the force sensor. The strain gauge detects

small displacements of the upper end of the linear actuator caused by the force

applied by the user. The position of the upper end of the linear actuator is measured

by an optical encoder connected to the axis of the DCmotor. Themaximum stroke of

the linear actuator is 80 mm, and the maximum speed is 100 mm/s.

The system is controlled via a PC. The DCmotors are interfaced by a parallel I/O

unit, and the force sensors are interfaced by an A/D converter unit. The force

sensors provide interaction with the graphics. The position and strength of the

force applied by the user are detected by a 6 � 6 sensor array. The graphics

projected onto the flexible screen are changed according to the measured force.

Fig. 8.5 Basic design

of the FEELEX
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8.3.3.2 FEELEX 2

The FEELEX 2 was designed to improve the resolution of the haptic surface. To

determine the resolution of the linear actuators, we considered the situation where a

medical doctor palpates a patient. Results of interviews with several medical doctors

confirmed that they usually recognize a tumor using their index, middle, and third

fingers. The size of a tumor is estimated by comparing it to the width of their fingers,

i.e., two-fingers or three-fingers large. Thus, the distance between the axes of the

linear actuators should be smaller than the width of a finger. Considering the above,

the distance was set at 8 mm. This 8-mm resolution enables the user to hit at least one

actuator when touching any arbitrary position on the screen. The size of the screen is

50 mm � 50 mm, which allows the user to touch the surface using three fingers.

To realize 8-mm resolution, a piston-crank mechanism was employed for the

linear actuator. Since the motor is much larger than 8 mm, it should be placed at a

position offset from the rod. The piston-crank mechanism can easily achieve this

offset position. Figure 8.7 illustrates the mechanical configuration of the linear

actuator. A servo-motor from a radio-controlled car was used as the actuator. The

rotation of the axis of the servo-motor is converted to linear motion of the rod by a

crank-shaft and linkage. The stroke of the rod is 18 mm, and the maximum speed is

250 mm/s. The maximum torque of the servo-motor is 3.2 kg-cm, which applies a

1.1-kgf force at the top of each rod. This force is sufficient for palpation using the

fingers.

Fig. 8.6 Overview

of the FEELEX 1
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The flexible screen is supported by 23 rods, with the servo-motors set remotely

from the rods. A picture of the FEELEX 2 is shown in Fig. 8.8, in which the

23 separate sets of piston-crank mechanisms are clearly visible.

Figure 8.9 shows the upper ends of the rods. The photo was taken while the

flexible screen was off. The diameter of each rod is 6 mm. A strain gauge cannot be

placed on top of a rod because of its small size. Thus, the electric current going to

Fig. 8.7 Piston-crank

mechanism

Fig. 8.8 Image

of the FEELEX 2
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each servo-motor is measured to estimate the force. The servo-motor generates a

force to maintain the position of the crank-shaft. When the user applies a force

to the rod, the electric current to the motor increases to balance the force.

The relationship between the applied force and the electric current is measured.

The applied force at the top of the rods is calculated using data from the electric

current sensor. The resolution of the force sensing capability is 40 gf.

8.3.4 Volflex

Amajor limitation of the FEELEX is that it cannot display the side or rear view of a

virtual object. To overcome this limitation, we designed a volumetric object-

oriented haptic interface. The Volflex is a new haptic interface that provides the

user with a physical 3D surface for interaction. The device is composed of a group

of air balloons, which constitute the interaction surface. These balloons are

arranged in a body-centered cubic lattice, with a tube connected to each balloon.

The volume of each balloon is controlled by an air cylinder. The tubes are

connected to each other by springs. This mechanical flexibility enables an arbitrary

shape for the interaction surface. Each air cylinder is equipped with a pressure

sensor that detects the force applied by the user. Based on the pressure data, the

device is programmed to perform like clay, although unlike real clay, the Volflex

allows the user to “undo” an operation.

A projector is set above the balloons, which projects an image onto the surface of

the device, and not onto the user’s hand. We developed a mechanical rotary shutter

that separates the projector and camera. The camera captures the user’s hand, which

is eliminated from the projected image. Figure 8.10 shows an overall view of the

Volflex.

Virtual clay is one of the ultimate goals of interactive techniques in 3D graphics.

Digital tools for 2D paint applications are considered to be mature technology.

Fig. 8.9 Upper ends

of the rods
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On the other hand, tools for 3D shape manipulation are still in the early stages of

development. Shape design of a 3D object is one of the major application areas for

haptic interfaces, as it requires good haptic sensations.

The Volflex provides an effective interface device for manipulation of virtual

clay by using a lattice of air balloons. 2D paint tools are popular and a digital picture

is easy to draw. The Volflex is a new digital tool for creating 3D shapes, which has

the potential to revolutionize methods for industrial design. Designers use their

palms or the joints of their fingers to deform clay models when carrying out rough

design tasks. The Volflex has the ability to support such natural manipulation.

The Volflex is not only a tool for 3D shape design, but also an interactive work of

art. The physical properties of a virtual object can be designed by programming

controllers for the balloons. The projected image can also be designed. The

combination of the haptic and visual displays provides a new platform for interac-

tive sculpture.

8.4 Technologies for Full-Body Haptics

8.4.1 Torus Treadmill

8.4.1.1 Basic Design of the Torus Treadmill

The key principle in a treadmill-based locomotion interface is to make the floor

move in a direction opposite to that of the walker. The motion of the floor cancels

the displacement of the walker in the real world. The major problem in

treadmill-based locomotion interfaces is to allow the walker to change direction.

Fig. 8.10 View

of the Volflex
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An omni-directional active floor enables a virtually infinite area. To realize an

infinite walking area, geometric configuration of an active floor must be chosen.

A closed surface driven by actuators has the ability to create an unlimited floor. The

following requirements for implementation of the closed surface must be

considered.

i. The walker and actuators must be placed outside the surface.

ii. The walker area must be a planar surface.

iii. The surface must be constructed from a material with very little stretch.

The shape of the closed surface is generally a surface with holes. If the number

of holes is zero, the surface is a sphere, which is the simplest infinite surface.

However, the walking area of the sphere is not a planar surface. A very large

diameter is required to create a planar surface on a sphere, which restricts imple-

mentation of the locomotion interface.

A closed surface with one hole like a doughnut is called a torus. A torus can be

implemented by a group of belts, which create a planar surface for the user to walk

on. A closed surface with more than one hole cannot create a planar walking

surface. Thus, the torus is the only form suitable for a locomotion interface.

8.4.1.2 Mechanism and Performance

The Torus Treadmill was implemented by a group of belts connected to each other

[27]. Figures 8.11 and 8.12 illustrate the basic structure of the Torus Treadmill.

Twelve treadmills are employed in the Torus to move the walker along in the

X-direction. These 12 treadmills are connected side by side and driven in a

perpendicular direction. This motion moves the walker along in the Y-direction.

Figure 8.13 shows an overall view of the apparatus. The 12 treadmills are

connected to four chains and mounted on four rails. The chain drives the walker

Fig. 8.11 Structure of

Torus Treadmill (X motion)
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Fig. 8.12 Structure of

Torus Treadmill (Y motion)

Fig. 8.13 Torus Treadmill
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along in the Y-direction. The rail supports the weight of the treadmills and the

walker. An AC motor is used to drive the chains. The power of the motor is 200 W

and controlled by an inverter. The maximum speed of rotation is 1.2 m/s and the

maximum acceleration is 1.0 m/s2. The deceleration caused by friction is 1.5 m/s2.

Frequency characteristics are limited by a circuit protector of the motor driver with

the maximum switching frequency 0.8 Hz.

Each treadmill is equipped with an AC motor. To reduce the length of the

treadmill, the motor is located underneath the belt. The power of each motor

is 80 W and controlled by an inverter. The maximum speed of each treadmill is

1.2 m/s with the maximum acceleration 0.8 m/s2. The deceleration caused by

friction is 1.0 m/s2. The width of each belt is 250 mm and the overall walkable

area is 1 m � 1 m.

A problem with this mechanical configuration is the gap between the belts in the

walking area. To minimize the gap, we positioned the driver unit of each treadmill

alternately, thereby reducing the gap to only 2 mm.

8.4.1.3 Control Algorithm for the Torus Treadmill

A scene in the virtual space is generated based on the results of the motion tracking

of the feet and head. The motion of the feet and head is measured by a Polhemus

FASTRACK device, which measures six DOF motion. The sampling rate at each

point is 20 Hz. A receiver is attached to each knee; we could not place the sensors

closer to the motion floor because the steel frame distorts the magnetic field. The

length and direction of a step is calculated from the data from the sensors. The

user’s viewpoint in the virtual space moves according to the length and direction of

the steps.

To keep the walker in the center of the walking area, the Torus Treadmill must

be driven according to the walker. A control algorithm is required to achieve safe

and natural walking. From our experience with the Virtual Perambulator project,

the walker should not be connected to a harness or mechanical linkages, since such

devices restrict the motion and inhibit natural walking. The control algorithm for

the Torus Treadmill must be safe enough to allow removal of the harness from the

walker. In the final stage of the Virtual Perambulator Project, we succeeded in

replacing the harness with a hoop frame. The walker could walk freely and turn

around in the hoop, which supported the walker’s body, while the feet moved. We

simulated the function of the hoop in the control algorithm for the Torus Treadmill

by placing a circular dead zone in the center of the walking area. If the walker steps

out of the area, the floor moves in the opposite direction so that the walker is carried

back into the dead zone.
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8.4.2 GaitMaster

8.4.2.1 Methods for Presenting Uneven Surfaces

One of the major research issues in locomotion interfaces is the presentation of

uneven surfaces. Locomotion interfaces are often applied to simulations of build-

ings or urban spaces. These spaces usually include stairs. A walker should be

provided with a sense of ascending or descending stairs. Moreover, in certain

applications of locomotion interfaces, such as training simulators or entertainment

devices, rough terrain must also be represented.

Presentation of a virtual staircase was tested in the early stages of the Virtual

Perambulator project. A string, connected to the roller skate on each foot, was

pulled by a motor. When ascending stairs, the front foot of the walker was pulled

up. When the walker descended the stairs, the back foot was pulled up. However,

this method was not successful because of instability.

Later, a six DOF motion platform was applied to the final version of the Virtual

Perambulator, with the user supported by a hoop frame. The walker stood on the top

plate of the motion platform. Pitch and heave motion of the platform was used.

If the walker stepped forward to climb a step, the pitch angle and vertical position of

the floor increased. After completing the climbing motion, the floor returned to the

neutral position. If the walker stepped forward to go down a step, the pitch angle

and vertical position of the floor decreased. This inclination of the floor was

intended to present a height difference between the feet, while the heave motion

was intended to simulate vertical acceleration. However, this method failed in

simulations of stairs mainly because the floor was flat.

A possible method for creating a height difference between the feet is the

application of two large manipulators. The BiPort is a typical implementation of

this method. A four DOF manipulator driven by hydraulic actuators is connected to

each foot. The major problem with this method, however, is how to enable the

manipulators to trace the turning motion of the walker. When a walker turns around,

the two manipulators interfere with each other.

The Torus Treadmill provides natural turning motion. A walker on the Torus

Treadmill can physically turn about on the active floor. Turning motion using the

feet plays a major role in the performance of human spatial recognition. Vestibular

and proprioceptive feedback is essential to the sense of orientation [28]. The Torus

Treadmill can be modified to simulate uneven surfaces. If we install an array of

linear actuators on each treadmill, an uneven floor can be realized by controlling the

length of each linear actuator. However, this method is almost impossible to

implement, because a very large number of linear actuators are required to cover

the surface of the torus-shaped treadmills, and the control signals for each actuator

must be transmitted wirelessly.
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8.4.2.2 Basic Design of the GaitMaster

A new locomotion interface that simulates an omni-directional uneven surface has

been designed. The device is called the “GaitMaster.” The core elements of the

device are two six DOF motion-bases mounted on a turntable. Figure 8.14 illus-

trates the basic configuration of the GaitMaster.

A walker stands on the top plate of the motion-base. Each motion-base is

controlled to trace the position of the foot, while the turntable is controlled to

trace the orientation of the walker. The motion of the turntable prevents interference

between the two motion-bases.

The X and Y motion of the motion-base traces the horizontal position of the feet

and cancels the motion thereof by moving in the opposite direction. The rotation

around the yaw axis traces the horizontal orientation of the feet, while the Z motion

traces the vertical position of the feet and cancels its motion. The rotation around

the roll and pitch axis simulates inclination of the virtual surface.

Fig. 8.14 Basic design

of the GaitMaster
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8.4.2.3 Control Algorithm for the GaitMaster

The control algorithm must maintain the position of the walker in the neutral

position of the GaitMaster, and thus the motion-platforms must cancel the motion

of the feet. The procedure for this cancellation is explained below.

i. Suppose the right foot is at the forward position and the left foot is at the

backward positon while walking.

ii. As the walker steps forward on the left foot, the weight of the walker is

transferred to the right foot.

iii. The motion-platform of the right foot goes backward according to the displace-

ment of the left foot, so that the central position of the walker is maintained.

iv. The motion-platform of the left foot follows the position of the left foot. When

the walker finishes stepping forward, the motion-platform supports the left foot.

If the walker goes up or down stairs, a similar procedure can be applied. The

vertical motion of the feet is canceled using the same principal. The vertical

displacement of the forward foot is canceled according to the motion of the

backward foot, so that the central position of the walker is maintained at a neutral

height. Figure 8.15 illustrates the method for canceling the ascending motion.

The turntable rotates so that the two motion-platforms can trace the rotational

motion of the walker. If the walker changes walking direction, the turntable rotates

to trace the orientation of the walker. The orientation of the turntable is determined

Fig. 8.15 Canceling

the ascending motion
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according to the direction of the feet. The turntable rotates so that its orientation is

at the middle of the feet. The walker can physically turn around on the GaitMaster

using this control algorithm for the turntable.

8.4.2.4 Prototype GaitMaster

Figure 8.16 illustrates the prototype GaitMaster. To simplify the mechanism of the

motion-platform, the surface of the virtual space was defined as a set of planar

surfaces. Most buildings and urban spaces can be simulated without inclination of

the floor. Thus, we can ignore the roll and pitch axis of the motion-platforms. Each

platform in the prototype GaitMaster is composed of three linear actuators on top of

which a yaw joint is mounted. We disassembled a six DOF Stewart platform and

created two XYZ stages. Three linear guides are applied to support the orientation

of the top plate of the motion-platform. The load of each motion-platform is

approximately 150 kg. A rotational joint around the yaw axis is mounted on each

motion platform. The joint is equipped with a spring that moves the feet to the

neutral direction.

The turntable was developed using a large DD motor with a maximum angular

velocity of 500 deg/sec. Connected to each foot is a three DOF goniometer, which

measures the back-and-forth and up-and-down motion, as well as the yaw angle.

The control algorithm mentioned in the previous section was implemented and

successfully realized the presentation of virtual stairs.

Fig. 8.16 GaitMaster
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8.4.3 Robot Tile

8.4.3.1 CirculaFloor Project

Locomotion interfaces often require bulky hardware, since they have to carry the

user’s whole body. Moreover, the hardware is not easy to reconfigure to improve its

performance or to add new functions. Considering these issues, the goals of the

CirculaFloor project are twofold.

i. Develop compact hardware for the creation of the infinite surface for walking.

The major disadvantage of existing locomotion interfaces is their difficult

installation. We need to solve the position for demonstration at SIGGRAPH.

ii. Develop a scalable hardware architecture for future improvement of the system.

Another disadvantage of existing locomotion interfaces is the inherent difficulty

in improving the system.We need to design a new hardware architecture that allows

us to upgrade the actuation mechanism easily or to add new mechanisms for the

creation of uneven surfaces.

To achieve these goals, we designed a new configuration for a locomotion

interface using a set of omni-directional movable tiles. Each tile is equipped with

a holonomic mechanism that achieves omni-directional motion. An infinite surface

is simulated by circulating the movable tiles. The motion of the feet is measured by

position sensors. The tile moves in an opposite direction to the measured direction

of the walker to cancel the motion of the step. The position of the walker is fixed in

the real world by this computer-controlled motion of the tiles. The circulation of the

tiles has the ability to cancel the displacement of the walker in an arbitrary

direction. Thus, the walker can freely change direction while walking. Figure 8.17

shows an overall view of the CirculaFloor.

The CirculaFloor is a new method that incorporates features of both the treadmill

and footpad. It creates an infinite omni-directional surface by using a set of movable

tiles. The combination of tiles provides a sufficient area for walking, and thus

precision tracing of the foot position is not required. Moreover, it has the potential

to create an uneven surface by mounting an up-and-down mechanism on each tile.

8.4.3.2 Method for Creating an Infinite Surface

The current method of circulating the movable tiles is designed to satisfy the

following conditions. (i) Two of the movable tiles are used to pull the user back

to the center of the dead zone. (ii) The rest of the movable tiles are used to create a

new surface in front. (iii) Each tile is moved the shortest distance to the next

destination, while avoiding collisions with the other tiles. (iv) The control program

allocates all destinations to the tiles, and determines when the tiles reach their

destinations. (v) To simplify the algorithm, the tiles do not rotate according to the
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walking direction. Considering the above conditions, the circulation method is

varied according to the walking direction. Three modes, “alternating circulation”,

“unidirectional circulation”, and “cross-circulation” have been designed

corresponding to the direction (Fig. 8.18).

Alternating circulation (Fig. 8.19): This mode is adopted for directions between

�15� and �75–105�. The tiles used to create a new front surface (white-colored

tiles in Fig. 8.19) move around to the front of the tiles for alternatively pulling back

(in Fig. 8.19, gray-colored tiles) from the left (Path-1)/right (Path-2) sides.

Unidirectional circulation (Fig. 8.20): This mode is adopted for directions

between �15–30� and �60–75�. The tiles used to create a new front surface

move around in a unidirectional circulation to the right/left front of the tiles

involved in pulling back.

Fig. 8.17 CirculaFloor

Fig. 8.18 Pulling-back modes corresponding to the walking direction
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Cross-circulation (Fig. 8.21): This mode is adopted for directions of �30–60�.
The tiles used to create a new front surface move around to the left/right front

(Path-1) or the left/right sides (Path-2) of the tiles involved in pulling back.

When a user of the CirculaFloor changes walking direction, the control program

calculates the nearest phase of each tile using a template-matching technique

corresponding to the new direction. Then the tiles are informed of the shortest

path to their destinations.

Fig. 8.19 Circulation

of movable tiles in

alternating mode

Fig. 8.20 Circulation

of movable tiles in

unidirectional mod
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8.5 Gait Rehabilitation Using a Locomotion Interface

One of the best uses of the GaitMaster is for walking rehabilitation. If the foot of a

patient is connected to the motion platform, it can assist with walking. High

performance of the motion platform to trace the foot is not required for this

application.

The number of people requiring gait rehabilitation is increasing yearly owing to

declining physical strength due to aging or being bedridden long-term, and also to

an increase in the survival rates in the case of cerebral apoplexy, cerebral infarction,

etc. In Japan, although the number of physical therapists who provide rehabilitation

training is increasing rapidly, a large number of facilities that provide such training

are still run by only one physical therapist. As a result, many patients stop

training after the acute period during which their functions are restored to some

extent and resume training for a maintenance phase in a condition called a plateau,

where the functional recovery curve levels off.

We developed a simplified GaitMaster for rehabilitation [29]. It moves each foot

on a motion platform with two DOF (back-and-forth and up-and-down), thus

allowing repeated walking cycles. It is also easy to attach and detach, and it

moderately restrains the body (Fig. 8.22). Given the range of movement of the

human joints, the device is designed to move only the feet, leaving the user in

control of movements of the joints in the legs, hips, and other parts of the body.

In so doing, we have achieved an acceptable trade-off between the amount of

exercise and moderate restraint provided. We also designed a rehabilitation pro-

gram of training three times a week for about 20 min each time using this system.

In this program, patients are given a goal: to achieve a speed of about 1.5 times that

Fig. 8.21 Circulation of

movable tiles in cross mode
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which they accomplished prior to the training in a 10-m walk. In moving towards

this goal, the physical therapist considers the patient’s condition each day to decide

what training can be safely executed. Intermediate goals are set in the following

way: strides are gradually increased to the target of normal strides for the relevant

age group, and then walking speeds are gradually increased to the target values.

We confirmed improvement in the subjects’ ability to walk. Some of the results

are presented below. A total of 10 subjects took part in the rehabilitation program

over a 6-month period, roughly divided into an “intervention period” and a “non-

intervention period,” which both included 4 weeks each for pre-evaluation, inter-

vention/non-intervention of the system, and post-evaluation. Walking velocity over

a 10-m distance was measured. Variations in walking velocities for weeks 5–12

were calculated against the baseline (BL) of the average walking velocities in the

pre-evaluation period comprising weeks 1–4. Figure 8.23 gives the calculated

average differences in the walking velocities of all the subjects and the average

maximum 10-m walking velocities during the BL period and the maximum walking

velocities for each week. Verification of the weekly values by a one-way layout

repeated measurement variance analysis revealed significant variations from the BL

values in the intervention period using the locomotion interface. On the other hand,

no significant difference was found in the non-intervention period. We consider

from these findings that the walking velocities of the subjects (plateau patients)

were increased through use of this system. In the intervention period, walking

velocities did not decrease from the 9th week onwards. This means that the effects

of intervention by the system proved to be sustainable.

Fig. 8.22 Simplified

GaitMaster for average

increased walking velocity

from walking rehabilitation
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8.6 Conclusion and Future Work

This chapter described some of the main topics with respect to haptic interfaces.

A number of methods have been proposed to implement haptic interfaces. Future

work in this research field will address the following two issues.

8.6.1 Safety Issues

Safety is an important problem in haptic interfaces. Inadequate control of the

actuators may injure the user. The exoskeleton and tool-handling force displays

have control problems in their contact surface for virtual objects. Vibration or

unwanted forces can be generated and passed back to the user, which is sometimes

dangerous. One of the major advantages of FEELEX is its safety. A user of

FEELEX does not need to wear any special equipment while the interaction is

taking place. Moreover, the contact surface of the FEELEX is physically generated,

so it does not suffer from any control problems.

A locomotion interface has many important safety issues. Since these systems

typically support the full body weight of the user, inadequate control can cause

major injury to the user. Specialized hardware to keep the walker safe must be

developed.

Fig. 8.23 Average increased walking velocity from the baseline (BL) period
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8.6.2 Psychology in Haptics

There have been many findings regarding haptic sensation. Most of these are related

to skin sensations, and research activities that include muscle sensations are very

few in number. Among these, Lederman and Klatzky’s work is closely related to

the design of the force display (Lederman and Klatzky 1987). Their latest work

involves spatially distributed forces (Lederman and Klatzky 1999). They performed

an experiment involving palpation. The subjects were asked to find a steel ball

placed underneath a foam-rubber cover. The results showed that steel balls smaller

than 8 mm in diameter decreased the success rate. This finding supports our

specification for the FEELEX 2 in which the distance between rods is 8 mm. This

kind of psychological study will assist in future development of haptic interfaces.

Haptics is indispensable for human interaction in the real world. Nevertheless, it

is not commonly used in the field of human–computer interaction. Although there

are several commercially available haptic interfaces, these are expensive and are

limited in their functions. Image displays have been around for over 100 years.

Today, image displays, such as TVs or movie projectors, are used in everyday life.

On the other hand, haptic interfaces only have a 10-year history. There are still

many obstacles to overcome before haptic interfaces can be incorporated in every-

day use. However, haptic interfaces are seen as the new frontier of media technol-

ogy and will certainly contribute to human life.
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Chapter 9

Introduction to Mediated Communication

Hideaki Kuzuoka

Abstract “Mediated communication” is the research area that studies technologies

to mediate communication in order to overcome the limitations of time and

distance. Mediated communication studies are often discussed in the area of

Computer Supported Cooperative Work (CSCW). This section first introduces the

basic and some important research topics in this area, then describes some studies of

mediated communication systems.

Keywords Mediated communication • Computer supported cooperative work

• Human-robot interaction • Awareness • Non-verbal communication

9.1 Introduction

People’s everyday communications are limited by voice and gestures that cannot

reach over the distance, communication behaviors do not persist over time, and so

on. To ameliorate such limitations, there is Mediated communication [1] which can

act as a medium for whatever technology is in use. Two of the most common types

are Computer-Mediated Communication (CMC) and Video-Mediated Communi-

cation (VMC). These types of studies are conducted in the research field of

Computer-Supported Cooperative Work (CSCW).

The first half of this paper is an overview of CSCW and its important concepts.

The second half is an introduction to Mediated Communication research that has

been conducted by the authors.
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9.2 Overview of CSCW

CSCW refers to the general idea of using computers to support cooperative work,

and the research field that is attempting to bring this concept to fruition. The

research field of CSCW is not simply characterized by the technological aspects

of its research goal such as system development, but also by the goal of under-

standing how people work cooperatively, what sorts of functions are needed to

support such systems, and how such systems can change the cooperative work

patterns of people. Therefore, the field of CSCW was begun by researchers from

such fields as engineering, recognition science, psychology, sociology, manage-

ment science, etc., who met and discussed methods for conducting actual cooper-

ative research. However, because it is not easy to understand people as a group, it is

said that people would be understood and systems gradually improved by repeat-

edly (1) testing and observing cooperative work, (2) conducting analyses and

evaluations, and (3) creating and improving trial systems (Fig. 9.1) [2].

CSCW research is often categorized according to its temporal and spatial

features. Temporal features include a synchronized type in which there is interac-

tion in real-time, and a non-synchronized type in which information that it to be

shared or exchanged is first stored on a computer. Spatial features include a face-to-

face type in which participants share the same space, and the dispersed type in

which they are geographically separated from one another. In addition, CSCW

can also be categorized by combining the time axis with the space axis, as shown in

Table 9.1.

In groupware for the face-to-face synchronized type, there are electronic

meeting rooms. It uses computers to support face-to-face meetings so that the

freedom of face-to-face communication will not be lost, and requires that cooper-

ative work beyond face-to-face be enabled by computers. Typical of the dispersed,

synchronized types of groupware are remote communication systems that utilize

voice and video communications. In this type of research, the transmission of

non-verbal information in face-to-face is an important topic for supporting remote

communications. Various studies have been conducted to reveal the mechanism

Trial and 
improvement 

Test and 
observation

Analysis and 
evaluationFig. 9.1 Process

of developing through

repeated cooperative work
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of human cooperation using sociological methods for analyzing mutual actions.

Typical of dispersed, non-synchronized groupware are workflow systems. In this

type of research, information used in cooperative work, analysis of the workflow,

etc., must be analyzed and turned into a model that the computer can handle.

However, the way that the system deals with frequently occurring exceptions is

an important topic for achieving flexibility.

What is normally considered face-to-face non-synchronized type of cooperative

work does not actually exist, but systems that can enable the exchange of various

types of know-how through databases are categorized. For example, even working

in the same office, people do not know what types of things their co-workers know.

If such a database is available at such a time, then knowledge can easily be shared.

9.3 Research Fields of Mediated Communication

This section introduces specific research fields involved with mediated

communication.

9.3.1 Electronic Meeting System

This is a system that is designed to support face-to-face meetings held in meeting

rooms. Most systems like this involve placing a computer display in front of each

participant, as well as setting up a large display that can be seen by everyone. All

displays are set up so that they show the same thing, and if one of the participants

writes something on the materials, then it is shown in the material of all of the other

displays as well. The acronym for this system in which all participants share the

same screen is WYSIWIS (pronounced “whizzy-whiz”), which is short for “What

You See Is What I See”. It is an important concept of CSCW [3].

Table 9.1 Classifications of groupware by time and space

Time

Synchronized Non-synchronized

Space Face-to-face Electronic meeting system Group memory

Single display groupware

Dispersed Tele-conferencing system Workflow system

Social networking service

Cooperative filtering
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9.3.2 Single Display Groupware

Single Display Groupware (SDG) is an application in which multiple users share

one display to do cooperative work. Unlike cases where presentation videos are

projected onto a screen so that they can be seen by all participants, SDG is equipped

with an interface that allows parallel interaction among multiple participants.

Displays are largely divided into two types: one which has a vertical display

screen like the kind used in presentations, and one where the screen is placed flat on

a desk or table. There are many cases where either type can be used in meeting

where there are just a few participants, but the first question of researchers is what

type of input interface to develop. Myers et al. [4] proposed that multiple PDAs

(personal digital assistants) be connected to a personal computer. By manipulating

the user interface on the PDA screen, the application software displayed on the

screen can be used simultaneously by multiple participants. With Dietz et al.’s

DiamondTouch [5], beneath the screen on the desk/table, there are numerous tiny

embedded antennas that emit signals that differ depending on their location. When a

participant touches his or her screen with a fingertip, the fingertip receives a signal,

and the signal is transmitted to a receptor that is attached to that participant’s chair.

Even if multiple participants touch the shared screen at the same time, each receptor

can independently identify the location of the fingertip, so the system enables

multiple participants to simultaneously process interactions with their fingers.

9.3.3 Teleconferencing System

This is a system that is designed to support meetings held at disparate locations

using voice, video image, and computer communications. It is important to share

materials at meetings, and various types of supporting groupware tailored to the

type of supporting work have been developed. Already, there are many types of

support software for general ordinary meetings on the market, which enable

participants to freely write or draw using a pen or mouse. In architecture and

production industries, there are prototype systems being developed that can allow

the sharing of design sheets, blueprints, etc., and display them in 3D, and allow

users, through virtual reality technology, to grasp objects in question directly with

their hands and change their shape.

With that, in person-to-person communication it is well-known that eye contact

plays an important role in turn taking and so on. Therefore, it is important to know

who is looking at whom. However, in normal teleconferencing systems, it is not

easy to reproduce proper eye contact. As a result, several different systems have

been proposed to support this type of function [6–8].

It has been pointed out that communication in the production industry, at

medical facilities, etc., places more emphasis not on face-to-face, but rather on

the task at hand and corresponding gestures [9]. Therefore, in order to remotely
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support such types of work, video communication requires not the ability to have

head-and-shoulder views of the participants in the discussion, but rather the object

(s) in question.

9.3.4 Workflow System

As the name implies, “workflow“ refers to the typical flow of work. For example,

various documents such as vouchers or payment slips are usually sent in a certain

arrangement in a certain order to sections or individuals. The groupware supporting

such flows with computers is so-called workflow system, which can improve the

efficiency of work without mistakes. There is great demand for workflow systems,

and the number of products for business is increasing. However, making it easy to

customize this system for individual companies, and enabling flexible response

to exceptions, are becoming important topics of research.

9.3.5 Community Support

The development and popularization of technology that utilizes the Internet as a

bulletin board has led to flourishing research that aims to support communication

among a large but indefinite number of people who have something in common.

This field is often called Community Support or Social Computing.

Social Networking Service (SNS) is a service that creates networks of people

having a friendly relationship and can be said to be an important application for

Community Support. For example, looking at the information of some user, the

friends of that user can be seen at a glance. Next, looking at the friends’ informa-

tion, even more friends are displayed such that a network of participants with a

friendly relationship can be displayed. Participants can exchange e-mails with each

other, publicly show their diaries or journals, or can join a community with others

who share their hobby. Typical examples of such service are Facebook and Twitter.

While these sites are not the only ones to emerge as a result of groupware research,

in CSCW they are often the target of analyses of the behaviors of people in online

communities.

In the recommendation system, which is an important technology for supporting

communities, a person’s likely hobby(s) are predicted and recommended based on

information about that person’s favorites. For example, at Amazon, which is

famous for online sales, information about a customer’s books, etc., that they

have bought, or own, or price information about books, etc., is compared with

other users’ data and used to recommend books, etc., that the customer might be

interested in.

The technology for predicting a user’s favorites by accumulating information

about many users’ favorites is called collaborative filtering. Research on
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collaborative filtering methods is being conducted not only for books, but also for a

wide range of interests such as music and movies.

For such systems, important research topics include what sort of information

users should enter, how can user information be acquired indirectly from the user’s

activities, how to figure out how to use such information, and how to recommend

information that can be of benefit to the user (for example, see [10]).

9.4 Important Concepts

This section introduces some important concepts of mediated communication.

9.4.1 Awareness, Work Rhythms

Casual interaction is known to be important for members of a certain group to work

together smoothly. For example, when suddenly coming up with an idea, or

meeting someone by chance in the hallway, etc., unplanned meetings, informal

conversation, etc., may be initiated [11]. What is playing a major role in such

interaction is “informal awareness”. For example, when performing work in the

same room, it can somehow become apparent who is nearby, and what other people

are trying to do [12]. However, in groups where the members are geographically

dispersed, no awareness information is acquired, and casual interaction declines

[11]. As a result, CSCW research has developed systems for supporting informal

awareness, casual interaction, etc., in dispersed environments. For example, there is

a method of taking periodic video snapshots of office staff and posting them on

computers for viewing [13], a method for using icons to display actual images of

members [14], and a method of using the movements of dolls, etc., on a desk to

show actual images, state of activities, etc., of remote work partners [15].

The above research can be said to methods for indicating the current state of

members. By collecting awareness information, Begole et al. identified certain

rhythms seen of people at work and suggested that the members of the group shared

these rhythms [16]. For example, the times that working people leave for work, eat

lunch and return home are concentrated in a roughly regular time period. If such

work rhythms are shared, it becomes possible to predict when and where members

might meet, and communication can be made more efficient. Therefore, by

collecting long-term data about the computer use time, online calendar, and the

state of sending and receiving e-mail of each member used a computer, Begole

et al. indicated that they could identify work rhythms.

Communication does not proceed merely by responding to occasional mutual

actions, it also proceeds by constantly anticipating mutual actions. This is one

factor involved in the smooth progress of team-based work. It will be important

for future groupware to support such anticipations.
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9.4.2 Body Movements

According to Ekman, body movements can be classified as emblems, illustrations,

affect displays, regulators, and body manipulations [17].

Emblems are movements that are used to intentionally convey messages, and are

used as substitutes for certain words and phrases. For example, movements of the

neck to convey “yes” and “no”, flashing the “V” sign to signify victory, or putting a

finger to one’s lips to signify “be quiet”. Sometimes emblems are used by them-

selves, and sometimes they are also used together with spoken words. Furthermore,

the timing of the use of emblems is also related to cutting off a conversation, and

inflection at the end of a word. However, except for special cases where, for

example, words cannot be used because of excessive noises, there are almost no

cases of using multiple emblems in succession, and most are used by themselves.

Because the vocabulary of such emblems is acquired through learning in each

culture in the same way as language, there are almost no actions that are used to

convey the same message in all cultures.

Illustrations are used in regard to the contents, flow, etc., of utterances and to

emphasize and complement them. For example, when searching for the next word,

speakers might wave their arm in the air, or imitate motions of people or animals, or

draw the shape of something in the air, or point out the object in question, or make

motions to depict a spatial relationship, among other things. Sometimes it is

difficult to distinguish between emblems and illustrations, but in brief, emblems

are used in place of conversation, while illustrations are actions that are only used

during conversations. Therefore, persons of the same cultural sphere can under-

stand the meaning of emblems merely by looking at them. In contrast, illustrations

cannot be clearly understood if there are no words that are spoken with them.

Expressed emotions are facial expressions, gestures, etc., that signify emotional

states, responses, etc., of individuals. However, in nearly all cases they depend on

expressions, and are divided into such categories as happiness, sadness, fear,

loathing, anger, and surprise. Affect displays appear without intention to try to

convey a message, but as with British, Japanese, etc., it is possible to stifle them in

academic, social, and other environments.

Regulators show understanding of what a conversation partner has said, and

control the right to speak in a conversation. Thus, they are actions that facilitate the

flow of the conversation. For example, nods indicates that showing an understand-

ing as well as an interest in what another person is saying helps to maintain the

conversation. When offering the “floor” to someone, momentary eye contact is

made with that person, with a question asked with the end inflected. Actions such as

adjusting glasses, or covering part of the mouth with the hand, are regulators that

convey uneasiness.

Body manipulations (which are sometimes classified as “adapters” that include a

wider array of body movements) are actions in which part of the body is used to get

another person to do something. For example, this includes using things in a way

that is contrary to the original purpose, like actions such as scratching one’s head
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or licking one’s lips, playing with a pencil, and so on. Unlike emblems, body

manipulations are normally done subconsciously, and there is almost no regulation

of the position that is used during a conversation. However, there are many

instances in which such actions convey to others messages of unreliability or not

being able to calm down.

9.4.3 Gaze

Although line of sight is often called “eye contact”, that strongly implies that people

are actually looking at each other’s eyes. Therefore, in academia this is often

referred to as “mutual gaze”. By using this term, the person(s) being looked at

can include others, not just a person who is involved in the conversation.

According to research conducted up to now, the functions of eyes during a

conversation are divided into five categories: (1) turn taking, (2) mutual monitoring,

(3) showing intentions, (4) expressing feelings, and (5) expressing inter-human

relations. For example, when starting a conversation, the participants may gaze

steadily at each other, or a speaker may look at other people’s responses when

he/she has finished speaking, or one person may be offering another person the right

to speak by looking at him or her. This becomes material for judging the degree to

which others are paying attention in order to monitor the level at which conversa-

tion partners show interest, understanding, etc. Furthermore, when point out some-

thing that a person wants others to see, it is possible to determine whether or not

others are looking at the object in question.

9.4.4 Interpersonal Distance

The distance that one maintains with others is closely related to communication.

According to Hall, who advocated proxemics, interpersonal distance can be classi-

fied into four categories: (1) intimate distance, which is up to 46 cm away from the

other person, (2) personal distance, which is up to about 1.22 m away from the other

person, (3) social distance, which is up to 3.66 m away, and (4) public distance,

which is farther than 3.66 m [18].

Intimate distance is often observed in relationships such as those between lovers

or between parent and child. In such cases, they are visually too close to each other,

so voice is the main means of communication. Personal distance is a distance within

which people can shake hands. In such cases, people can have a conversation at a

medium volume while they clearly see each other’s expressions. At that distance,

it is possible to discuss such things as individual interests. At the social distance,

it is no longer possible to see details in others’ faces, but it is possible to have a

conversation at a normal volume. Meetings with a small number of participants

may correspond to social distance. In public distance, it is no longer possible to see
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details of conversation partners’ faces, bodies, etc., but many people can see each

other at the same time, and the volume of voices in the conversation starts to

become louder. At more than 9 m away, it is necessary to shout or to increase

volume with a megaphone or microphone, and people start to use numerous

gestures. Such distance is used in formal speaking such as lectures and speeches.

9.4.5 F-Formation and Body Torque

When two or more people gather, they are likely to create and maintain an o-space,

i.e., a space that all participants can look and speak into, and where they can handle

objects of shared interest. The F-formation is a spatial formation of people that

creates an o-space. In the case of two participants, typical F-formation arrange-

ments are vis-a-vis, L-shape, and side-by-side (Fig. 9.2). When there are more than

three participants, a circular formation is typically formed.

McNeill categorized F-formation into two types: social and instrumental [19].

A social F-formation consists only of people and is the same as Kendon’s original

definition. On the other hand, an instrumental F-formation includes a physical

object as an element and participants normally gaze at that object in the space.

Figure 9.3 is a typical example of an instrumental F-formation that can be

seenduring a guided tour of a museum. In this example, the elements (i.e., the

tour guide, visitors, and statue) are in a circular formation and all participants can

gaze at the statue.

Kendon maintained that the orientation of the lower portion of the body is

dominant in forming an o-space, compared to the effect of the upper body segments

such as the head or upper part of the body below the neck (hereafter, called the

“upper body”). On the basis of this assertion, Schegloff proposed the concept of

“body torque” which means “different or diverging orientations of the body
segments above and below two major points of articulation–the waist and the
neck” [20]. According to Schegloff, the orientation of the lower part of the body

relates to “dominant involvement” of the person, and the orientation of the shoul-

ders and face relates to “subordinate involvement” [21].

vis-a-vis 

a b c

L-shape side-by-side 

o-space 
o-space o-space 

Fig. 9.2 Considered F-formation
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9.4.6 Anisotropism in Video Mediated Communication

As a result of observing the affordance of remote communications systems, Gaver

pointed out that non-verbal expressions of participants who were in one space (for

example, eye contact) could not be correctly conveyed to participants in another

space through such media as television cameras and monitors [22]. He called this

phenomenon “anisotropism” of space connected by media. What is of particular

concern in such cases is that the speaker presumes that his/her body actions may be

recognized accurately by the interlocutors [23].

For example, during a teleconference, something being pointed to in a remote

location shown through a display might be referred to as “that”. However, the thing

being pointed to is only shown in two-dimensional form on the participants’

displays, and in their environments, they cannot correctly understand the object

of the discussion. However, the person doing the pointing does not really notice

that. Such a thing in simple conversation might not pose a problem, but in scenarios

such as providing remote instruction in how to repair machinery, it might present a

big problem.

Fig. 9.3 Example of

instrumental F-formation
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9.5 Examples of Robot Mediated Communication

9.5.1 SharedView: Supporting Remote Instruction
of Physical Tasks

SharedView is a system for an instructor in a remote location to provide instructions

to workers in how to maintain, assemble, etc., equipment [24]. As shown in Fig. 9.4,

because workers attach a small camera to their heads and the video images are sent

to the instructor, the instructor can essentially see exactly what the workers are

seeing. Using this display and hand gestures in front of it, the instructor can give

instructions. Furthermore, since this display and hand gestures are captured again

with the camera and shown on a small display attached to the head of the workers,

the workers can see the gestures of the instructor that are superimposed over what

they themselves looking at. In this way, the workers can receive instruction for

work using hand gestures in a way that seems like they are facing the instructor.

This technique can be applied not only for remote machinery maintenance but also

to provide remote instruction for emergency procedures.

9.5.2 GestureCam: A Robotic Camera with Remote
Pointing Capability

GestureCam is a small manipulator-type robot that is equipped with a laser pointer

and camera (Fig. 9.5) [25]. By using this as a surrogate for an instructor who is in a

remote location, this equipment can convey images at the instructor’s line of sight

and enable remote-controlled operations. When the instructor moves a manipulator

(master) that has the same structure as the GestureCam, the GestureCam is con-

trolled so that it takes the same attitude as the master. In this way, the instructor can

freely look around the space where the worker is. The worker can see what the

instructor is looking at by following the movement of the GestureCam.

Actual object 

Image 
displayed 

Head-attached display

Display 

Camera

Instructor 

Worker 

Remote instructor’s site 

Head-attached 
camera

Display 

Camera

Instructor 

Fig. 9.4 Overview of the SharedView system

9 Introduction to Mediated Communication 173



Because the laser pointer that is installed on the GestureCam is fixed in place in

the same direction as the camera, the area being irradiated by the laser can also be

remotely controlled by manipulating the posture of the GestureCam. In this way,

the instructor can point out an object on the worker’s side from a remote location.

GestureCam has enabled gaze awareness and gestures (limited to fingers) for

objects arranged in three-dimensional space, which was not possible with conven-

tional teleconferencing systems.

GestureCam is increasing both the accuracy and efficiency of work instruction

given from a distance [26].

9.5.3 GestureMan-3: Supporting Predictability by Robot’s
Head Orientation

By observing the various utterances and physical movements made by people during

conversations, it is possible to anticipate what interlocutors will attempt to do

[27]. Humans can “tune into the same wavelength” because they prepare beforehand

the response they should take based on their anticipations. For example, feints or

“fake outs”, which are often used in soccer and basketball games, are designed

confuse opposing players by intentionally making them anticipate incorrectly by

showing them the wrong intentions for line of sight, body motions, etc., and doing

something else instead. In other words, physical body movements have become an

important resource for having interlocutors anticipate subsequent moves.

In fact, anticipation plays an important role even in the case of simple finger

pointing. When closely observing the harmonious movements of people, interloc-

utors, by observing changes in line of sight, head orientation, etc., before something

is pointed out, turn their line of sight to that direction, showing that they are

Fig. 9.5 GestureCam master and slave (left), and a view of instruction being given with

GestureCam (right)
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preparing for the gestures that should come next. In this way, the objects indicated

by an interlocutor can be immediately recognized, and the next action can be

undertaken.

With that, when there is a remote conversation using a remote-controlled robot,

head movements that enable such anticipations are rarely expressed by the robot.

In most cases, the robot’s head is manipulated using a joystick, GUI on a computer

screen, etc. For example, when a robot is mounted with a wide-angle camera, the

manipulator can observe the wide-angle images on the monitor, so it is not

necessary to change the direction of the camera by intentionally manipulating the

robot’s head. In contrast, when the camera’s field of view is narrow, it is difficult to

search for objects outside the line of sight, and there many instances when the

robot’s head has to be moved excessively, or, conversely, hardly moved at all.

GestureMan-3 is a robot that was developed to resolve these issues. There is no

camera mounted on the robot’s head; rather, there are three cameras laid out

horizontally in a fan-shaped alignment on the robot’s body (Fig. 9.6). There are

three displays in front of the remote manipulator, and the images from the robot’s

camera are displayed widely from left to right (Fig. 9.7).

Therefore, in order to observe things from the robot’s side, the manipulator can

move his/her head laterally. The movements of manipulator’s head are measured

with a three-dimensional sensor, and the movements of robot’s head are controlled

so that they are synchronized with the manipulator’s head movements. The robot’s

head is a simple directional indicator that helps the remote manipulator make

interlocutors notice the direction the robot is looking at in the space.

This set-up makes it possible for changes in anticipated head intention to be

expressed well through the robot, and it has become possible for harmonized

movements to be made between remote locations. For example, Fig. 9.8 shows a

scene where a remote manipulator is consulting about the arrangement of furniture

Fig. 9.6 GstureMan-3: Entire body (left) and enlargement of the head (right)
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in a house with a worker who is interacting with a robot. In this scene, the remote

manipulator is searching for a place to put a potted plant. Immediately after

the manipulator turns toward the left, the worker notices the movements of the

robot’s neck, and turns to look in the same direction. Integrated movement between

the manipulator and the robot’s head provides for harmonious physical movements

of the worker and the manipulator through the robot. Many scenes can be seen

where workers’ direct indicative expression of “there” is easily understood.

In contrast, there are many examples seen of when the movements of the robot’s

head are not in concert with the manipulator, and the workers cannot find the places,

objects, etc., that the remote manipulator is trying to indicate [28].

In order to support such anticipatory movements, it is important to design a user

interface in which the remote manipulator can unconsciously induce anticipatory

movements. For example, in the case of the GestureMan-3 interface, a wide, lateral

Fig. 9.7 User interface for remote manipulators

Fig. 9.8 An example of mutual orientation
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view of the layout of the remote place is displayed, which enables the remote

manipulator to generate natural left-right head movements. It is important that this

movement be detected by a sensor, which can convert it into appropriate move-

ments of the robot that can be exhibited without delay.

9.5.4 GestureMan-4: Reconfiguring Spatial Formation
Arrangement by a Robot’s Body Orientation

Museums are plagued by a shortage of tour guides. If a robot can automatically

guide visitors, then this problem can be ameliorated. In order for the visitors to

simultaneously see the exhibits and hear the guide’s explanation, it is important for

the guide and visitors to have an appropriate spatial arrangement, as shown in

Fig. 9.3. Therefore, inducing visitors to form an appropriate spatial arrangement is

considered to be one of the most important functions of a robot. As one means for

accomplishing this, we decided to utilize the concepts of F-formation.

When the robot was explaining about exhibits at the museum, there were cases

where we wanted visitors to focus their line of sight to the exhibit without changing

their standing positions, while at other times, as shown in Fig. 9.3, we wanted to get

them to move closer to the exhibit. In the case of the latter, if the robot’s entire body

was turned toward an exhibit, we could anticipate that the visitors would move

toward the exhibit, based on knowledge about F-formation and body torque. On the

other hand, when we wanted visitors to only go by their line of sight, we thought it

was OK to only rotate the upper half of the robot’s body to turn its line of sight

toward the exhibit.

Therefore, the authors developed a robot with a degree of freedom to turn its

neck, waist, and lower body (Fig. 9.9), and conducted an experiment to examine

how the bodies of test subjects moved in accordance with the way that the robot’s

body was turned. Figure 9.10 shows a view of the experiment. Initially, the robot

and human test subjects formed a vis-à-vis F-formation (Fig. 9.10 left), but when

the robot’s entire body was rotated clockwise toward an exhibit, the human subjects

also moved toward the exhibit, forming an L-shaped arrangement (Fig. 9.10 right).

On the other hand, when only the part of the robot from the waist up, or only its

neck, was turned toward an exhibit, the probability that the human subjects would

move was low [29]. Utilizing information obtained from this research, we are

currently developing TalkTorque-2, which is a robot that can naturally express

waist torque (Fig. 9.11).

Whiles these studies are not about mediated communication but rather concern

autonomous robots, we can see that it would be desirable to have humans who are

controlling robots from remote locations to have the robots able to express body

torque, even in cases of remote communication through robots.
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Fig. 9.9 GestureMan-4

Fig. 9.10 Scenes from an experiment using GestureMan-4
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9.6 An Example of Video Mediated

Communication System

Agora is a system that is designed to allow four participants dispersed in two

different locations to have a meeting as if they were all sitting around one table

[30]. An overview of the system is shown in Fig. 9.12, while Fig. 9.13 shows how

the system looks when it is in use. The Agora system is comprised of a desk and

60-in. screens arranged in an L-shape around the desk. Video images of the upper

bodies of the interlocutors in remote locations are projected from the back onto the

L-shaped screens. In order to maintain eye contact, facial images of the interlocu-

tors are taken with cameras that are attached at a height that is roughly eye-level.

Because small, flat cameras are used, they do not get in the way.

Physical objects, hand gestures, etc., can be shared between remote locations

using a technology that is similar to Double DigitalDesk [31]. In other words, a

projector-camera pair are set up on each desk. The camera captures the way things

look on the desktop and sends the image to the remote location, where the projector

Fig. 9.11 External

appearance (left) and
inner structure (right)
of TalkTorque-2
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takes the desktop images sent from the remote location and projects them onto the

local desk. In this way, there is a sequence of hand gestures seen on the desktop, and

video images of the upper bodies of interlocutors can be seen, so it is easy to discern

who is making hand gestures.

Agora has the following features in terms of physicality of actions:

• Use of gestures: All participants can use gestures for physical objects they have

in common.

• Physical arrangement: Although they are fixed in place, the physical arrange-

ments around the desk can be reproduced.

• Orientation: Orientations toward other participants, shared physical objects, etc.,

can be reproduced, even at remote locations.

• Mutual observation: The gestures, line of sight, body orientation and shared

physical objects can be observed correctly and naturally to a certain extent.

Desktop projector

Camera to film
participants

Desktop camera

Projector for projecting 
remote participants

Screen

Fig. 9.12 Overview of Agora system

Fig. 9.13 Agora system

in use
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• Sequentiality: Because actual images are directly transmitted, time lag caused by

the system is minimized. As a result, various simultaneous, parallel interactions

can be observed in as close to actual time as possible.

The reason why these have become possible is that since the screen and camera

are arranged in three dimensions, the positional relation between torsos of the

participants, their hands on the table, physical objects, etc., as well as the positional

relationship of the participants themselves, can be reproduced, enabling people to

do natural things they normally do and make mutual observations of these things.

9.7 An Example of Awareness Support System

Up to now, this paper has introduced research about broadband lines required for

voice and video image communication. In contrast, this section will introduce an

attempt to support daily awareness using a narrower band.

There are many instances where domestic and overseas branches of a company

create project teams that straddle various branches. Digital but Physical Surrogates

is a system that is designed to members of such teams that must be in diverse

locations to sense each other’s existence and freely converse with one another

[30]. When a sensor installed in an office in a remote location detects movements by

a member, a doll in another location moves, enabling members to sense the

existence of other members (Fig. 9.14). When a member wants to engage in actual

communication, they can activate the audio and video circuits by moving their face

close to the video unit. If another member does not wish to receive the video circuit

connection, all they have to do is put their surrogate doll on its side.

Fig. 9.14 An example of a surrogate (left) and surrogates in use (right)
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9.8 Conclusion

This paper has presented an overview of mediated communication and examined

specific examples of research. As was presented here, people’s use of media is

enabling communication that transcends the limits of time and space. Further, such

communication systems are bringing major changes to people’s social lives.

Demand is leading to the creation of new systems that are even changing society

itself, which in turn is leading to further new demands. This interactive cycle is

turning at a rapid pace, and such changes are exceeding people’s predictions.

However, it is important that researchers have an attitude that attempts to under-

stand the essence of human-to-human communication. It is also important to

understand what types of communication are done when people are collocated,

and how communication changes depending on the medium through which it

occurs. The accumulation of knowledge and information about these topics will

help us to develop even better communication systems.
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Chapter 10

Robotics for Supporting Childhood

Education

Fumihide Tanaka

Abstract This chapter describes an instance of Cybernics research for supporting

human capabilities through the use of technologies. The main object here is

childhood education. With increasing demand for a higher quality of childhood

education, a new trend of using robotics technology to support childhood education

is emerging. In conjunction with a discussion of robot ethics and social acceptance

for robots, the new trend will be described.

Keywords Childhood education • Robotics • Human-robot interaction • Child-

robot interaction • Robot ethics • Social acceptance • Childcare robot • Care-

receiving robot • Learning support • Learning reinforcement • Developmental

learning • Telerobotics • Telepresence robot • Tricycle-style interface • Distant

communication • Distant education • Education support

10.1 Introduction

Early childhood education is an important global issue, with many different issues,

and solutions for these issues occurring around the world. In Japan, the importance

of early childhood education is receiving an unprecedented amount of attention,

especially against the backdrop of declining birth rates. Moreover, as Japanese

society has been gradually shifting from a high-growth stage to one of maturity, it is

conceivable that, in addition to current value cores such as GDP and profit ratios,

ethical and human considerations will gain more weight. In the context of such

societal shifts, it is estimated that early childhood education will play an increas-

ingly greater role.
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This chapter describes some new technologies that support and expand early

childhood education, recognizing it as an important social task. In the practical

context of early education aimed at very young children, it is essential that children

first become interested and enjoy the new technologies. Viewed from this perspec-

tive and as illustrated by several examples of field research presented in the

following sections, recent robot technologies are attracting more attention as

embodiments of technology. From these studies, it has become clear that robot

technology strongly attracts a child’s interest and that this can be used to good

effect for applications in educational contexts. This chapter will describe support

for early childhood education using robot technology and introduce the latest trends

in global research.

10.2 Examples of Research on Using Robots in Actual

Educational Contexts

This section introduces representative examples of research on robots in actual

educational contexts.

The field experiment carried out by Kanda et al. [1] on the introduction of the

communication robot Robovie in a primary school setting is an example of pioneer

research in this field. A robot programmed to speak English was introduced in a

primary school classroom, and the authors investigated the evolution of interactions

between children and the robot, as well as the influence this had on the children’s

learning of English. The results showed that, although interaction between children

and the robot was high in the first week but decreased in the second week, some data

indicated that there was an effect of introducing the robot on the variation of the

English language ability of some of the children.

Furthermore, in a follow-up experiment [2] carried out by the same authors over

a 2-month period, several interesting ideas were tested, such as expressing new

types of behavior and engaging in confidential discussions according to the cumu-

lative number of interactions in order to achieve long-term interaction with the

children. Additionally, the authors reported many findings regarding technical

aspects such as the use of RFID tagging, which can serve as reference for future

research.

Han et al. [3] also tested the effects of introducing an educational service robot

on English-language learning for primary school students with a robot called

IROBI, developed by the South Korean company Yujin Robotics. They carried

out a three-pronged comparative experiment using conventional learning materials

(books, audio tapes), e-learning materials via the computer screen, and IROBI.

IROBI is designed to interact with the children using, among other functions, head

expressions, conversation and the content-playing on an LCD in its chest area. The

experiment has been carried out once (approx. 40 min) with 90 primary school
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students divided into three groups. The authors reported that IROBI proved most

effective for all three items considered: concentration, interest and learning

achievement.

Currently in South Korea, robot development (for example, the teacher robot

EngKey, developed by KIST, the Korea Institute of Science and Technology) is

being vigorously pursued as industry, government and academia work together to

make up for the lack of English language teachers.

In all of the above examples, the subjects of educational support were children of

primary school age and older, but experiments aimed at pre-school children have

also been carried out. While pre-schoolers’ language communication skills are less

developed than those of primary school students, these experiments and observa-

tions carried out in the middle of the development stages provide insights for

research that may be able to increase our understanding about human non-verbal

communication skills and their development.

At the University of California, San Diego (USCD), there is an ongoing project

aimed at supporting early education and furthering our understanding of human

development and learning through the introduction of a robot in actual settings of

early education such as nursery schools. Movellan et al. [4] have developed a robot

called RUBI by inputting the knowledge gained from observations of actual

education settings, beginning with observational studies conducted in nursery

schools as described below. This research has indicated the potential robots such

as RUBI have for promoting children’s learning of yet-unknown languages [5].

Tanaka et al. [6] introduced a small human-like robot for approximately half a

year in the above-mentioned nursery school at UCSD and conducted an observa-

tional study looking at the development of socialization between toddlers 2 years

old and younger. It was shown using both quantitative and qualitative analytical

methods that after several months of being with the children, the robot, which

initially was treated as a foreign presence, had gradually come to be treated as a

peer classmate. Moreover, based on these observations, the authors identified

various conditions necessary for robots to attract a child’s interest. Through the

introduction of these conditions, advancements have been made in the development

of robots, leading to more attractive (from the children’s perspective) early educa-

tional support. As a concrete example of support, the same robot was made part of

the morning dance routine in the nursery school (Fig. 10.1), making the daily

activity program more fun and effective.

10.3 The Relevance of Robot Ethics

The topic of this chapter is deeply connected with the argument of so-called robot

ethics. In a report by Sharkey [7] in the journal Science, the author called for special
attention to be paid to the various ethical issues latently present in a series of

childcare support robots. At that time, some of the robots developed to support

childcare by the Japanese company NEC and the South Korean company Yujin

10 Robotics for Supporting Childhood Education 187



Robotics (mentioned in the previous section) have started to be commercialized.

Sharkey argued against such tendencies by stressing the need for caution as there

are still many unknowns regarding the influence of continued interaction between

robots and children on the latter’s development. Additionally, the report also

pointed out that these convenient technologies exert a secondary influence on the

ambient environment, as there may be instances of completely relegating childcare

to robots, of encouraging parents to neglect childcare duties, or of weakening

the parent-child attachment that is indispensable for the child’s emotional

development.

The debate about such arguments continues in various media (for example, see

an article at the special issue of Interaction Studies [8]). While these arguments

have been criticized for being too extreme, robot developers nonetheless need to

recognize that robot-children interactions involve not only physical impacts, but

also effects on mental aspects, which are much harder to identify.

10.4 The Social Acceptance of Robot Technologies

In recent years, issues relating to how robot technologies are received by society

and individuals (their social acceptance) have been gaining prominence in the field

of Human-Robot Interaction (HRI). This theme is somewhat related to that of robot

ethics mentioned in the previous section. Questions regarding robot ethics and their

social acceptance have already been discussed in science-fiction literature for some

time, but they have rarely been touched upon in the technically oriented academic

field of robot engineering. Nevertheless, once we start to manipulate robots that

interact with humans, and take into consideration the field research carried out in

actual society, we must recognize that we cannot look lightly upon these issues.

Fig. 10.1 Dance

interaction between

children and a robot (PNAS/

National Academy of

Sciences, Copyright 2007)
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More information regarding the research on social acceptance and cultural aspects

in the HRI field is provided in the reference list [9].

Social acceptance is also an extremely important topic for this chapter, namely,

robot technology applications in early childhood education. In the practical context

of early education, interactions are not limited to researchers and developers, but

also include interactions with ordinary people, such as teachers, parents, other

children and so forth. As there are many different value systems among different

people, occasionally there will be situations where great efforts will be required to

gain the understanding of certain people. Nonetheless, as explained on the essential

concepts of Cybernics, it is not enough for technologies to be developed; they also

need to be accepted by people. Thus, one important requirement for the present

research is to develop socially acceptable robot technologies.

10.5 Educational Support Using Care-Receiving Robots

In this section, we introduce the robot technology being developed by the authors

for supporting early childhood education. We also describe how our awareness of

aspects such as robot ethics and social acceptance, which were mentioned in the

previous section, has contributed to the development of this technology.

As mentioned in Sect. 10.2, many of the early educational support robots were

designed as substitutes for humans or parents, for the purpose of teaching or caring

for children (“childcare robots”). Tanaka et al. [8, 10, 11], taking the opposite

approach, have proposed the idea (Fig. 10.2) of making children teach or care for

robots, thereby linking into the education of children. Because the robots discussed

here receive care from children, they are called “care-receiving robots” (CRRs).

In the following paragraphs we will expand on this concept.

First, the teachers or parents decide on the topic (e.g., how to greet others). Then,

the teachers or parents guide the children on how to teach this topic to robots. For

example, upon introducing a robot that cannot greet others in the classroom, they

instruct the children to “teach the proper way of greeting” to the robot. Thereupon,

Fig. 10.2 Overview of

educational support using

a care-receiving robot
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the children actively teach the robot the proper way of greeting and, consequently

become familiarized themselves with how to greet others. The goal of this process

is to increase the children’s mastery of a particular topic as a result of giving

instructions (learning by teaching).

This approach is based on the knowledge gained from the observational study

conducted in the American nursery school mentioned in Sect. 10.2. During the

observational study in the USCD affiliated nursery school, Tanaka et al. [6]

discovered that the small human-like robot introduced in the classroom induced

much more care-taking behaviors in the children than the other toys. The authors

also found that these behaviors went on for longer periods of time when compared

with other types of interactions occurring between the children and the robot. These

findings suggested the possibility of this robot possessing characteristics that

induced care-taking behaviors in the children, and the idea of care-receiving robots

was born as an attempt to provide educational support by capitalizing on these

characteristics.

Furthermore, the care-receiving robot induces the same kind of natural desire to

care for others as that felt by children towards the dolls they are used to playing

with, so we think that the ethical issues usually posed by childcare robots

(as discussed in Sect. 10.3) are less prominent in this case. Today, the pros and

cons of childcare robots are discussed at public symposiums mostly in Western

countries where social acceptance of these technologies might be difficult. How-

ever, we think that this idea of the care-receiving robot proposed here will be more

easily accepted by larger segments of society.

Continuing in this vein, Tanaka et al. [11] conducted verification experiments on

care-receiving robots (CRR) in an actual setting. The verification process consisted

of two stages: (1) ascertaining the feasibility of care-receiving robots, and (2) inves-

tigating the facilitating effects of “learning by teaching.” The field experiment was

carried out in Tsukuba City, in an actual learning setting at an English conversation

classroom with children aged three to six. In this experiment, the CRR was a small

human-like commercial robot called Nao, made by Aldebaran Robotics, that was

remotely controlled from a separate room.

In the first experiment to ascertain feasibility, two types of CRR were introduced

for comparison during lessons in which a total of 18 children participated. In the

context of teacher-led lessons, the first Nao was remotely controlled to always act

incorrectly (error rate 100 % condition) in the learning task, while the second Nao

was remotely controlled to always act correctly (error rate 0 % condition). Basic

vocabulary learning (English words for colors and shapes) similar to that used

during normal lessons was selected as an example learning task. Using posters and

cards, we prepared a scenario equivalent to that of a normal lesson. After complet-

ing the experiment, we analyzed the behavior based on video recordings. We

observed a conspicuously high number of care-giving behaviors by the children

towards the Nao operating under the “error rate 100 % condition,” thus confirming

the implementation potential (feasibility) of the CRR concept in this context.

In the following experiment to confirm the accelerative effects of “learning by

teaching”, we created a scenario whereby each of the 17 children joined the teacher
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and Nao in a three-person lesson for learning English verbs (approx. 30 min long).

Since the purpose of this experiment was to test the learning effects in children, we

first carried out a pre-test in an interview format, and then held a lesson during

which participants identified four categories of previously unknown English words.

The word cards used during this lesson were equivalent to those normally used in

the classroom. An English verb was on each word card and a picture that showed

the context in which that verb is used. The lesson was carried out as a game in

which the teacher asked the child and Nao questions using the word cards. When-

ever the teacher asked Nao (which was implemented as a CRR) for the meaning of a

verb, Nao would invariably express a wrong behavior, so the teacher would then

spoon-feed the correct behavior (direct teaching). For example, when using the

word “brush”, the teacher would make Nao pick up the toothbrush placed on

the floor, then indicate the action of moving the brush from side to side in front

of the mouth.

The teacher taught the participants in this experiment using the CRR for two

randomly selected words out of the four word categories identified during the

pre-test, while for the remaining two words the teacher used only the usual cards.

After the lesson period, the participants in this experiment were free to play for

10 min alone with Nao (“free time”). After the “free time,” a post-test was carried

out using the same format as in the pre-test to investigate how many questions the

children answered correctly by comparing them with the questions which could not

be answered correctly at first. Additionally, another post-test using the same

method was carried out 1 month after the experiment to investigate whether the

participants in the experiment still remembered the words learned during the lesson.

The results of the experiment showed that the ratio of correct answers in the

vocabulary post-test using the CRR was significantly higher than when the CRR

was not used, confirming the accelerative effects of “learning by teaching” through

the introduction of the CRR. Another interesting finding was that the ratio of post-

test correct answers 1 month after the experiment was higher than the ratio of post-

test correct answers on the day the experiment was carried out. According to

interviews with the children’s parents during the post-test 1 month later, after the

experiment, many of the children, upon finding at home objects similar to those

used during the experiment, were observed rehearsing the corresponding move-

ments and confirming the proper way with their parents, even if Nao was not present

on those occasions. These episodes hold great significance for the CRR concept.

In brief, the essence of educational support using the CRR is to promote spontane-

ous learning for children by building on their natural desire to care for others, and

these episodes indicate that it was precisely this phenomenon that was occurring.

Next, we carried out a detailed analysis of the teaching behavior displayed

during the experiment by participants towards the CRR. We discovered that,

besides the “direct teaching” method described above, children employed many

methods of teaching, such as exemplifying the corresponding movement (gestur-

ing) and offering verbal instructions about how to perform the movements (verbal

teaching). We believe these results provide useful guidelines for designing a more

effective CRR.
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On the other hand, as a matter of critical self-examination, the CRR used during

this experiment did not posses the capacity for developmental learning (even if

taught, it quickly forgot and committed the same mistakes), so some of the children

were clearly disappointed in this respect. The ideal CRR should possess the

function of developmental learning. However, it is not yet clear what learning

dynamics will be the most effective for children to teach the CRR, so we are

carrying out further experiments with various learning dynamics.

10.6 Educational Environment Expansion by Telerobotics

In the previous sections we have outlined several examples of educational support

using robot technologies. In this section we describe attempts to expand the

educational environment using robot technologies and to connect this to educa-

tional support.

Currently, telerobotics is one of the most popular research topics in the field of

robotics. In the past, one of humankind’s dreams was to create an alter ego robot

that could be remotely controlled to travel to distant lands and communicate with

various people, and we have finally begun to glimpse the possibility of realizing

such a dream in the not-too-distant future.

There is a long history of telerobotics in the field of robotics and originally the

research proceeded in contexts such as work support where objects constituted

the target searched for. However, in recent years, research targeting humans has

made rapid progress in facilitating remote communication. The perspective of

remotely controlling an alter ego robot has been broadened from the telexistence

research pioneered by Tachi [12] to android research [13] in recent years. These

technologies are developed to a very high degree, but at the same time they are

extremely expensive. By contrast, there has recently been a trend led by Western

venture companies (e.g. Willow Garage, VGO Communications, Inc., InTouch

Health) to achieve remote communication using simple and cheap technologies,

by having the mobile function performed by Skype on personal computers (some-

times referred to as telepresence technology). In the West, a change is occurring as

this kind of technology is introduced in companies across Silicon Valley, in

executive meetings, and in communication between doctors and patients in hospi-

tals, among other venues.

As mentioned in the beginning section of this chapter, early education represents

an important task in different societies, requiring us to never remain content with

the status quo, but rather to continue making improvements. Experiments to

improve education using telecommunication technologies are already being carried

out in many areas. Furthermore, in the case of remote communication technology,

the usage of Skype, etc., is starting to reach the practical stage.

In this context, experiments are being implemented to connect distant class-

rooms by using remotely controlled robots, with the goal of expanding various

educational environments. Materials and methods have been improved in many
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classrooms, but this technology extends the concept of space across classrooms,

thus holding the potential to trigger a great breakthrough. The latest trends

concerning such technologies will be introduced in this section.

In the case of the robot EngKey from KIST (introduced in Sect. 10.2), experi-

ments have been initiated to hold English lessons by teachers residing in the

Philippines or other English-speaking countries who remotely control the robot in

the actual classrooms in South Korea in order to make up for the lack of English

language teachers there. In present day South Korea, such national projects to

support education proceed apace, while large-scale plans are being developed

to introduce these technologies in many more classrooms in the future.

All of the remotely controlled robots that have been described so far are designed

for adult operators; by contrast, the authors of this study are developing technolo-

gies with which the children themselves can remotely control the robots. In the

following paragraphs we will describe our approach.

Tanaka et al. [14] have developed a tricycle-style interface (Fig. 10.3) that can be

manipulated with ease even by children. Experiments using this interface have been

initiated to achieve communication between children who are located in distant

classrooms. In this context, we used the Internet to connect an English conversation

classroom for children located in Tsukuba City with an international school located

in Yokohama, then carried out a distant communication trial between Japanese

children from Tsukuba and English native-speaker children from Yokohama.

A sensor (called a rotary encoder) that records the number of rotations has been

installed on the rear wheels of the tricycle-style interface. By transferring data with

the number of rotations for each wheel (left and right), the robot deployed in a

distant place can be synchronized with back-and-forth and left-right movements.

Additionally, a tablet PC is installed on top of the saddle, which allows us to

observe the local conditions by communicating via Skype with the robot located

at a distance. Conversely, the image of the operator is sent in real time to the robot,

so the face of the operator is projected on the robot’s side. Furthermore, a simple

data glove containing flex sensors is installed inside a child-size cotton glove in

the dominant hand of the operator; hand opening/closing data is sent to the remote

Fig. 10.3 Tricycle-style operating interface (left) and remotely controlled robot (right)
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robot, allowing the user to control the opening/closing movements of the robot

hand. This system allows children located at a distance to deliver and receive

various objects.

Using this remotely controlled robot system, we had children at remote locations

play a lesson game of creating words in English. We prepared a task which

consisted of creating words by arranging alphabet letters made of a spongy material

with magnets attached on a whiteboard, while using the robot from a distant

location. As a result, even normally shy Japanese children who find it difficult to

talk directly with non-Japanese people could communicate using this system.

Notably, in situations which revealed the robot’s physical limits (e.g., not being

able to grasp sponge letters due to an insufficient degree of freedom in arm

movement), we observed instances of assistance (e.g., when the children on the

robot side saw the robot struggling, they promptly tried to help), which, in turn,

triggered mutual communication. The robot discussed in this section is remotely-

controlled, so it is completely different from the human-like robots described in

previous sections. Nevertheless, we find it fascinating that in this case as well, we

could observe how a certain kind of robot “weakness” could exert a positive effect

on human interactions.

10.7 Conclusions

In this chapter we have described the latest trends in robot technologies that support

early childhood education. The discussion focused on two global trends: (1) directly

supporting educational activities (lesson contents etc.) with robot technologies, and

(2) expanding the educational environment by using robot technologies. At the

same time, we stressed that besides technological development, considerations

of ethics and social acceptance are also important, and introduced examples of

research that support this view.

An interesting common factor that stood out from each of the examples

described in Sects. 5 and 6 was the revelation that robot performance deficiencies

can function as a “plus” in the context of human interaction. In the case of the CRR,

we described an instance where a robot which was deliberately giving the wrong

answers, was ultimately able to improve the learning abilities of human partici-

pants. In the case of the remote robot interface, we described an instance where the

intended communication at a distance was induced on the basis of physical limits in

the robot’s performance.

We believe these observations can provide guidelines for new designs in the

field of robotics. In brief, most robot development has been carried out within a

value system that aims for higher performance in one way or another. However, we

found that using a robot whose performance has been deliberately downgraded can

also help to achieve a good HRI. Subsequently, this kind of robot “weakness” has

become a new topic of design policy research.
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The educational support described in this chapter provides examples and

contains many elements of Cybernics and its new discoveries in human-support

technologies. Here, the discussion on educational support focused on healthy

people in an educational context, but even here, “human support” and “expansion”

appeared as keywords. Furthermore, our attention was also drawn to issues of ethics

and safety when new technologies are introduced into society. We want the reader

to consider the overall landscape of the field of Cybernics by comparing these

findings with different examples described in other chapters.
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Chapter 11

Subjectivity-Kansei Computing

Takehisa Onisawa

Abstract The chapter first discusses subjective Kansei information, with features

such as subjectivity, ambiguity, vagueness and situation dependence, with respect to

the interaction between a human and a computer agent. Next, soft computing

techniques including fuzzy theory, neural network models, and evolutionary

computation are introduced to deal with subjective Kansei information. Finally,

this chapter presents some study examples of Subjectivity-Kansei computing using

soft computing techniques.

Keywords Kansei information • Cooperative agent • Human–agent interaction

• Soft computing

11.1 Introduction

What is Kansei [1–5]? This technical term has a Japanese origin and no similar term

is found in the English language. Daring to explain Kansei in English, Kansei is a

human feeling that includes emotion, affectivity, impression, preference, subjec-

tivity, and so on, and which is difficult to explain logically. In human face-to-face

communication, not only verbal information, but also non-verbal information, such

as voice pitch, facial expressions, and gestures, is used to ensure smooth commu-

nication. Kansei information is also used in human face-to-face communication.

Changing the topic to human–system or human–agent interaction, interaction

between a human and an agent can take many forms, for example, interaction in

system fault diagnosis or medical diagnosis, interaction in route guidance, or giving

advice to a human as a decision support system. The form of interactive design is

also found in human–computer agent interaction. Through the interaction between
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a human and a system or computer agent, many different kinds of information are

exchanged, e.g., numerical information, verbal information such as characters and

symbolic characters, image information, intelligent information, and subjective

Kansei information. In this chapter, we focus mainly on subjective Kansei infor-

mation. Although hitherto subjective Kansei information has been ignored or

eliminated from conventional information processing as noise because this kind

of information cannot be dealt with objectively and logically, the importance of

Kansei to the engineering field has recently been recognized because understanding

human feelings and how these are affected is required for the construction of

human-friendly systems and human–agent communication. In other words, it is

necessary to analyze how a human feels about the design of an object or how a

human is affected by, for example, musical works.

Before the main subject is discussed, we attempt to answer the following

question: How is Subjectivity-Kansei related to Cybernics? The web page for

Cybernics gives the following definition [6]:

This project aims to create a new research field Cybernics. This is a new domain of frontier

science that centers on cybernetics, mechatronics, and informatics, and integrates together

human and robot. . . . It is a complex interdisciplinary area in which robotics, brain science

and neuroscience, information technology, ergonomics, KANSEI engineering, physiology,

social science and even ethics are deeply intertwined.

These statements can be interpreted as follows. In the interaction between a

human and a system or computer agent, when a human gives and receives items of

information to and from a system or a computer agent, aspects of the human’s

evaluation, decisions, feelings, subjectivity and Kansei are included in the

exchanged information and also in Cybernics. Thus, Subjectivity-Kansei is related

to Cybernics and the concept of Subjectivity-Kansei is indeed integral to the field of

Cybernics.

This chapter describes features of the information exchanged in the interaction

between a human and a computer agent and explains some of the approaches

to Subjectivity-Kansei information processing. Finally, some examples of

Subjectivity-Kansei computing are presented.

11.2 Features of the Information Exchanged

in Human–Computer Agent Interaction

When humans embark on creative activity such as music composition or the design

of some object, e.g., a glass, they often require advice from other persons if they are

unable to complete the task without assistance. This involves interaction between

the person and the advisers. In Fig. 11.1, a human adviser is replaced by a computer

agent as an adviser in the design of a glass. In this scenario, the role of the human is

to request advice and evaluate the response, because even if a human cannot design

a glass himself/herself, he/she does have an idea of the design image and can
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evaluate whether design candidates are good. In this case, the design image of a

glass is usually expressed by a sketch or in linguistic terms such as a small short
glass, or a slightly translucent glass. Attached to such linguistic terms is the usual

fuzziness that is dependent on individual human subjectivity, and thus, the mean-

ings of the terms are dealt with as a type of Kansei information. The computer agent

understands the meanings of the linguistic terms, ascertains the human’s own

interpretation through interaction, and presents design candidates that are tailored

to the human’s own taste. In this section, features of information such as subjec-

tivity, ambiguity, vagueness, and situation dependence in the interaction are

discussed [7–9].

11.2.1 Subjectivity

Objectivity is based on the standpoint that it is reasonable for all, and this is an

important concept in conventional natural science. On the other hand, subjectivity

is based on the standpoint that it is reasonable only for certain individuals or groups

and does not consider whether it is reasonable for others. For example, a 175-cm-

tall person recognizes a 185-cm-tall person as tall, whereas a 200-cm-tall person

recognizes a 185-cm-tall person as short. Thus, should a 175-cm-tall person

recognize a 180-cm-tall person as tall? This is a matter of subjective degree, and

the answer is dependent on the actual individual doing the estimation. Furthermore,

the estimation is not clear-cut in the sense that the boundary between tall and not
tall is not clearly defined and incorporates an aspect of degree. Fuzzy sets [10] were
proposed based on these concepts. Figure 11.2 shows an example of a fuzzy set for

the label tall as defined by a 175-cm-tall person. Of course, a 200-cm-tall person

may define a completely different fuzzy set for the label tall. It is necessary to

consider human subjectivity in the interaction between a human and a computer

Fig. 11.1 Interaction between human and computer agent
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agent since human subjectivity is included in information given and received during

the interaction. Even in Kansei information processing, human subjectivity must be

considered, since Kansei information is related to human subjectivity itself. There-

fore, a system or a computer agent needs to be able to understand human subjec-

tivity in the interaction between a human and a system or computer agent.

11.2.2 Ambiguity

The concept of objectivity is associated with that of uniqueness. On the other hand,

the concept of subjectivity is associated with that of a diverse sense of values, which

means, for example, that the interpretation of information is dependent on the

person receiving the information or the situation in which the person is. A diverse

sense of values that depends on subjectivity yields ambiguity, but it should

be tolerated in the interaction between a human and a system or computer agent

as shown in Fig. 11.1. Permitting a diverse sense of values implies permission of

ambiguity. Only one sense of values yields uniqueness, and we can have only one

objectively correct solution in a problem. On the other hand, a diverse sense of

values allows various interpretations or different solutions of a problem. That is, we

do not always have only one objectively correct solution or there is a possibility that

we can have various types of solutions of a problem discussed in the interaction

between a human and a computer agent if the solutions satisfy the human. Since

human subjectivity, evaluation, and interpretation play central roles in the interac-

tion between a human and a computer agent, ambiguity arising from a diverse sense

of values must be permitted in the interaction. Therefore, a computer agent needs to

understand human ambiguity, i.e., the diverse sense of values in the interaction

between a human and a computer agent.

Fig. 11.2 Fuzzy set tall
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11.2.3 Vagueness

Since an objective system is designed to have a clear causal relation or a clear

input–output relation, the system surely has a regular effect for a cause or a regular

output for an input according to the relation. This idea leads to the concept of

universality. On the other hand, a human does not necessarily have a regular

input–output relation and may have several input–output relations incorporating

his/her own peculiarities. Humans also seem to have incoherent input–output

relations or inconsistent input–output relations depending on the circumstances.

This vagueness arises from human subjectivity and ambiguity, i.e., a diverse sense

of evaluation. Furthermore, this may be related to situation dependence, which is

discussed in the next subsection. Therefore, a human sometimes arrives at a

different decision or evaluation from the one he/she would have made on a previous

day. It is important to permit this vagueness in the interaction between a human and

a computer agent since human subjectivity, evaluation, and interpretation play

central roles in the interaction.

11.2.4 Situation Dependence

It is assumed that an objective system has a regular input–output relation under

some fixed condition. Therefore, the system has an output corresponding to an input

and an input–output relation under the condition. This is the basic idea of conven-

tional natural science. However, the information processing model of the interac-

tion between a human and a computer agent as shown in Fig. 11.1 is not covered by

this framework, since the framework does not permit subjectivity, ambiguity, or

vagueness, and human subjectivity, evaluation and interpretation are dependent on

the situation in which the human is. Not only the input, but also the situation in

which the human is has an influence on the human’s decision and/or evaluation.

This means that the interaction between a human and a computer agent is surely

situation-dependent.

11.3 Approaches to Information Processing

in Human–Computer Agent Interaction

In the interaction between a human and a computer agent as shown in Fig. 11.1, the

computer agent learns the human evaluation of the design candidates presented by

the agent and the meaning of the evaluation through interaction with the human.

The agent is then able to present acceptable solutions or design candidates in the

sense that these solutions/design candidates are tailored to the human’s own taste.

In a conventional learning approach, certain evaluation functions are prepared and a
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solution is obtained in which the values of the evaluation functions are optimal.

It is, however, difficult to define evaluation functions for humans, since information

related to a human has features such as subjectivity, ambiguity, vagueness, and

situation dependence, as mentioned in Sect. 11.2. Therefore, the computer agent in

Fig. 11.1 needs to deal with these features of human information.

Soft computing [11, 12] techniques are considered one of the suitable approaches

to information processing in the interaction between a human and a computer agent

owing to the fact that the mechanisms of soft computing can handle the diverse

features of human information. The idea of soft computing was proposed to deal

with real-world information. In other words, soft computing tolerates inaccuracy of

information by sacrificing information accuracy, since it is difficult to deal with

real-world information in a way that seeks absolute correctness and strictness of

information. Soft computing is also considered to be an all-encompassing technol-

ogy for fuzzy theory, evolutionary computation including genetic algorithms, learn-

ing theory, and so on.

Nevertheless, soft computing has another side. As mentioned above, it is an

all-encompassing technology including fuzzy theory, neural networks, evolutionary

computation, and so on. Each methodology has its own advantages and disadvan-

tages. For example, fuzzy theory is appropriate for knowledge representation in the

form of words; that is, knowledge represented by fuzzy sets is understood easily.

Fuzzy theory, however, is not appropriate for learning or optimization. On the other

hand, a neural network model and evolutionary computation are appropriate for

learning and optimization, but are not appropriate for knowledge representation.

The idea behind soft computing is to replace the disadvantages of one methodology

with the advantages of others.

11.3.1 Fuzzy Theory

There are many facets of vagueness, including incompleteness, randomness,

imprecision, fuzziness, and actual vagueness. Fuzzy theory [13–15] deals with

fuzziness, while probability theory deals with randomness, which is different

from fuzziness. Randomness means uncertainty concerned with event occurrence;

that is, randomness is uncertainty in forecasting whether an event will occur before

the event does. This type of uncertainty goes away once the event occurs. For

example, a weather reporter might say that the probability of rain the next day is

70 %. However, this type of uncertainty becomes clear the next day since it is then

known whether there has been any rain. On the other hand, fuzziness in fuzzy

theory is concerned with human subjectivity or the meaning of a linguistic term,

e.g., a tall man or low temperature. What is the exact definition of a tall height or
low temperature? These definitions differ from person to person.

Fuzzy theory includes fuzzy sets theory, fuzzy logic, and fuzzy measures and

integrals. These concepts are introduced next.
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Fuzzy Sets Theory A fuzzy set A is usually defined by a membership function hA
as in Eq. 11.1.

hA xð Þ : X ! 0, 1½ �, ð11:1Þ

where X denotes the whole set and x ∈ X. For example, let X be the whole set of

real numbers [0, 10], and let us consider a set of small numbers A, a set of medium

numbers B, and a set of large numbers C in X. Figure 11.3 shows examples of these

sets. In conventional set theory, an ordinary set eA, called a crisp set in this chapter to
distinguish it from a fuzzy set and an ordinary set, is defined by a characteristic

function χeA as in Eq. 11.2.

χeA xð Þ : X ! 0, 1f g, ð11:2Þ

where X is the whole set and

χeA xð Þ ¼ 1, x ∈ eA
0, x =2 eA

�
: ð11:3Þ

Figure 11.4 shows examples of set eA ¼ x
��0 � x < 4, x ∈ X

� �
, seteB ¼ x

��4 � x < 7, x ∈ X
� �

, set eC ¼ x
��7 � x � 10, x ∈ X

� �
, and X ¼ {xj0 � x

� 10, x is a real number}. It can be seen from Eqs. 11.1 and 11.2 or from Figs. 11.3

and 11.4 that a crisp set is a special case of a fuzzy set.

Set Operations Although there are many definitions of the union, intersection and

complement of fuzzy sets, these are usually defined as follows, based on Zadeh’s

definition [10].

Fig. 11.3 Examples of fuzzy sets, small numbers A, medium numbers B, and large numbers C
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Union of fuzzy sets is defined as

hA[B xð Þ ¼ hA xð Þ _ hB xð Þ, ð11:4Þ

where _ denotes the maximum.

Intersection of fuzzy sets is defined as

hA\B xð Þ ¼ hA xð Þ ^ hB xð Þ, ð11:5Þ

where ^ denotes the minimum.

Complement of a fuzzy set is defined as

hAC ¼ 1� hA xð Þ: ð11:6Þ

From these definitions it is evident that the inclusive middle law and inconsis-

tency law do not necessarily hold in fuzzy sets.

hA[AC xð Þ ¼ hA xð Þ _ 1� hA xð Þf g 6¼ 1, hA\AC xð Þ ¼ hA xð Þ ^ 1� hA xð Þf g 6¼ 0 ð11:7Þ

Figure 11.5 explains Eq. 11.7.

Extension Principle Let us consider a mapping f from set X to set Y by Eq. 11.8.

f eE� �
¼ y

��y ¼ f xð Þ, x∈eE, eE � X
n o

, ð11:8Þ

where X and Y are whole sets and eE is a crisp set. Usually, f eE� �
� Y. The concept

of the mapping is extended to the mapping of a fuzzy set by the following definition

called an extension principle.
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Fig. 11.4 Examples of crisp sets
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hf Að Þ yð Þ ¼
sup

x∈f�1 yð Þ
hA xð Þ, f�1

�
y
	 6¼ ϕ

0, f�1 yð Þ ¼ ϕ

8<: , ð11:9Þ

where A is a fuzzy set of X.

Convex Fuzzy Set, Normal Fuzzy Set and α Level Fuzzy Set There are some specific

definitions of a fuzzy set, a convex fuzzy set, a normal fuzzy set, and an α level set.

A is a convex fuzzy set , for 8a, 8b∈X, 8τ∈ 0, 1½ �, ð11:10Þ
hA τaþ 1� τð Þbð Þ � hA að Þ ^ hA bð Þ

A is a normal fuzzy set , ∃x∈X such that hA xð Þ ¼ 1, ð11:11Þ

Aα is anα level set , Aα ¼ x
��hA xð Þ � α, α∈ 0; 1½ �� �

: ð11:12Þ

Figure 11.6 shows examples of these fuzzy sets.
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Fuzzy Logic Fuzzy logic is based on fuzzy set theory, like binary logic is based on

ordinary set theory. Therefore, fuzzy logic is an extension of binary logic in the

same way that fuzzy sets theory is an extension of ordinary set theory.

Proposition In logic, a proposition is defined as follows. (1) A proposition is a

statement. (2) A proposition has some meaning as a statement. (3) It is possible to

evaluate the truth value of a statement. For example, Tokyo is the capital of Japan is
a proposition of which the truth value is true. On the other hand, a triangle is a
circle is not a proposition because this statement has no meaning and it is impos-

sible to evaluate its truth value.

Prediction The following are examples of a prediction, where (x) is a variable:

(i) (x) is the capital of Japan, (ii) (x) is in the USA, and (iii) (x) is larger than 8.
Although the truth value of a prediction cannot be determined, if some value is

substituted for (x) in a prediction, the prediction becomes a proposition and its truth

value can be determined. For example, if (x) in prediction (i) has the value Tokyo,
its truth value is true. On the other hand, if (x) in prediction (i) has the value

Tsukuba, its truth value is false. The domain of (x), called the universe of discourse,
must be defined beforehand.

Fuzzy Proposition A fuzzy proposition in fuzzy logic is expressed by a fuzzy

statement, the meaning of which is expressed by a fuzzy set. An example of a

fuzzy proposition is: 4 is a small number, where the meaning of a small number is
expressed by, e.g., A in Fig. 11.3. It should be noted that the meaning of a small
number is dependent on the universe of discourse. The truth value of a fuzzy

proposition is expressed by a value in [0, 1] or a fuzzy set on [0, 1].

Fuzzy Prediction A fuzzy prediction is expressed in the form: (x) is A, where (x) is
a variable and A is a fuzzy set in the universe of discourse. The following are

examples of a fuzzy prediction: (a) (x) is a small number, and (b) (x) is young.
Henceforth, a fuzzy proposition is written in the form, x is A, where x is not (x),

but some noun, and A is a fuzzy set.

Modifier Let us consider the following fuzzy proposition with modifier m: x is mA.
There are many types of modifiers, such as very, more or less, or not. When these

modifiers are added to a fuzzy proposition, for example, x is a small number, the
fuzzy proposition can be rewritten as follows: x is a very small number, x is a more
or less small number, or x is a not small number. When a modifier is added to a

fuzzy proposition, the meaning of the fuzzy statement is changed from hA(x) to
hmA(x), where hA(x) and hmA(x) are the membership functions of fuzzy sets A and

mA, respectively. Examples of the change in meaning of a fuzzy statement by

means of a modifier are shown in Eq. 11.13.
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x is A ) x is very A : hA xð Þ ) hA xð Þf g2
x is A ) x is more or less A : hA xð Þ ) hA xð Þf g1=2
x is A ) x is not A : hA xð Þ ) 1� hA

�
x
	
:

ð11:13Þ

Figure 11.7 illustrates these examples. Definitions of the change in meaning of a

fuzzy statement by means of a modifier are not necessarily restricted to those in

Eq. 11.13. For example, regarding modifier very, another definition can be consid-

ered as follows.

x is A ) x is very A : hA xð Þ ) hA x� cð Þ, ð11:14Þ

where c is the transformation value as shown in Fig. 11.8.

Composite Fuzzy Proposition Let us consider two simple fuzzy propositions, x is A
and x is B. Using these propositions, the following three types of propositions are

obtained.

x is A OR x is B, A,B � X
x is A AND x is B, A,B � X
If x is A Then y is B, A � X,B � Y,

ð11:15Þ

where OR, AND, and If-Then are logical connectives. These propositions are called
composite fuzzy propositions. Moreover, the third proposition is called an impli-

cation, which is applied to fuzzy inference. The first and second propositions are

rewritten simply as x is A OR B, and x is A AND B, respectively. As for the first and
second propositions, although other types of composite fuzzy propositions shown in

Eq. 11.16 can be considered, further discussion on these types of propositions are

omitted in this chapter.
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x is A OR y is B, A � X,B � Y
x is A AND y is B, A � X,B � Y:

ð11:16Þ

Fuzzy Truth Value Let Nv(P(a)) be the truth value of proposition, P : a is A. The
truth value in two-valued logic is either true or false; that is, Nv(P(a)) ∈ {0, 1}.

On the other hand, the truth value in fuzzy logic is expressed by a numerical value in

[0, 1]; that is,Nv(P(a)) ∈ [0, 1]. Usually, the truth value in fuzzy logic is defined by

Nv(P(a)) ¼ hA(a) based on the following idea, where hA(x) is the membership

function of fuzzy set A. Nv(P(a)) ! 1 means that the truth value of P is more

likely to be true in the sense of two-valued logic, while Nv(P(a)) ! 0 means that

the truth value of P is more likely to be false in the sense of two-valued logic.

Let us consider the truth value of composite fuzzy propositions. And let us

consider the two fuzzy propositions P1 : a is A and P2 : a is B, where A and B are

fuzzy sets with their membership functions expressed by hA(x) and hB(x), respec-
tively. The truth value of P ¼ P1 OR P2 is defined as

Nv
�
P að Þ	 ¼ NV

�
P1

�
a
		 _ Nv

�
P2

�
a
		

¼ hA að Þ _ hB
�
a
	
:

ð11:17Þ

The truth value of P ¼ P1 AND P2 is defined by

Nv
�
P að Þ	 ¼ NV

�
P1

�
a
		 ^ Nv

�
P2

�
a
		

¼ hA að Þ ^ hB
�
a
	
:

ð11:18Þ
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The truth value of the fuzzy proposition with modifier m, P : a is mA, is
defined as

Nv P að Þð Þ ¼ hmA að Þ: ð11:19Þ

The definition of the truth value of the fuzzy implication,P ¼ If a is A Then b is B,
is not unique because there is some freedom in the truth value, with the exception of

0 and 1, when non-two-valued logic is introduced. Some of these are shown in

Eq. 11.20, where Nv(P(a,b)) is the truth value of the fuzzy implication.

Nv
�
P a; bð Þ	 ¼ 1� hA

�
a
	þ hB

�
b
	� � ^ 1

Nv
�
P a; bð Þ	 ¼ hA

�
a
	 ^ hB

�
b
	

Nv
�
P a; bð Þ	 ¼ hA

�
a
	 ^ hB

�
b
	� � _ 1� hA

�
a
	� �

:

ð11:20Þ

Fuzzy Set as Truth Value Let the numerical truth value of fuzzy proposition,

P : a is A, be 0.8, i.e., Nv(P(a)) ¼ 0.8. The numerical truth value has some of

following problems. Is it possible for a human to estimate the truth value of the

fuzzy proposition as exactly 0.8? Or could 0.79 or 0.81 be accepted, instead of 0.8,

as the truth value? Regarding the first question, it may be impossible to estimate

exactly one numerical value as the truth value of a proposition. About 0.8 or a

linguistic term such as more or less true seems to be natural for a human as the

evaluation of the truth value. This is also the answer to the second question.

Therefore, a fuzzy set on [0, 1], e.g., about 0.8, is introduced as the truth value of

a fuzzy proposition. Figure 11.9 shows an example of a fuzzy set expressing the

truth value, about 0.8. Alternatively, the idea of a linguistic truth value is also

introduced as the truth value of a fuzzy proposition. Figure 11.10 shows the

linguistic truth values expressed by normal and convex fuzzy sets on [0, 1],

where completely true means true in two-valued logic and completely false
means false in two-valued logic.

Fig. 11.9 Truth

value about 0.8
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Truth Qualification Let us consider a fuzzy proposition and a fuzzy proposition

with a linguistic truth value τ, P : a is A and P0 : a is A is τ, respectively. The
meaning of proposition P is qualified by the linguistic truth value τ. Given propo-

sition, a is A, and linguistic truth value τ, truth qualification means obtaining

statement a is A0, such that the following two statements are equivalent in the

sense of their meaning, that is, expressed by Eqs. 11.21 and 11.22.

a is A is τ � a is A
0
: ð11:21Þ

hA0 xð Þ ¼ hτ hA xð Þð Þ: ð11:22Þ

where hA(x), hA0(x), and hτ(v) are membership functions of fuzzy sets A, A0 and τ,
respectively, and v ∈ [0,1]. Equation 11.23 gives some examples of truth

qualification.

a is A is true � a is A
a is A is very true � a is very A
a is A is false � a is not A:

ð11:23Þ

Converse of Truth Qualification Given propositions, a is A and a is A0, the converse
of truth qualification means obtaining a linguistic truth value τ expressed by

Eq. 11.24.

hτ vð Þ ¼ Sup
x∈h�1

A vð Þ
hA0 xð Þ: ð11:24Þ

Equation 11.25 gives examples of the converse of truth qualification.

when hA0 xð Þ ¼ hA
�
x
	
, τ ¼ true

when h
A
0 xð Þ ¼ hA xð Þf g2, τ ¼ very true

when h
A
0 xð Þ ¼ 1� hA

�
x
	
, τ ¼ flase:

ð11:25Þ
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Fuzzy Inference In two-valued logic, inference is performed based on the truth

value table shown in Table 11.1, where symbols /A/, /B/, and /A ! B/ denote the

truth values of propositions, a is A, b is B, and If a is A Then b is B, respectively,
where sets A and B are ordinary sets. It must be noted that inference using

information /A ! B/¼F is illogical. Therefore, the following four cases are con-

sidered for inference, based on Table 11.1.

1. Given /A/¼T, what is the value of /B/? In this case, /B/¼T is inferred by

Table 11.1. That is, it is possible to infer /B/.
2. Given /A/¼F, what is the value of /B/? In this case it is not clear whether /B/¼T

or /B/¼F. Therefore, it is impossible to infer /B/.
3. Given /B/¼T, what is the value of /A/? In this case it is not clear whether /A/¼T

or /A/¼F; that is, it is impossible to infer /A/.
4. Given /B/¼F, what is the value of /A/? From Table 11.1, /A/¼F is inferred.

In two-valued logic the first type of inference is called modus ponens and the

fourth type of inference is called modus tollens, expressed by Eq. 11.26.

A A ! B

B
, modus ponens

BC A ! B

AC
, modus tollens:

ð11:26Þ

Inference in two-valued logic is not applicable to the inference that a human

usually does because if fact A is not the same as A in the implication A ! B, it is
impossible to perform inference in two-valued logic, whereas a human usually

performs the inference even if fact A0 is a little different from A in the implication

A ! B. Reasoning in fuzzy logic, called fuzzy inference, is expressed by Eq. 11.27.

A
0

A ! B

B0 , fuzzy modus ponens

B
0� 	C

A ! B

A
0� 	C , fuzzy modus tollens:

ð11:27Þ

Fuzzy modus ponens means that given implication A ! B and fact A0, similar to

the if-part in implication A ! B, which means that A0 is a little different from A in

Table 11.1 Truth value table

for inference in two-valued

logic

/A/ /B/ /A ! B/

T T T

T F F

F T T

F F T

T true, F false
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the implication A ! B, fuzzy modus ponens infers some proposition B0 similar to

B in the implication A ! B, which means that B0 is a little different from B. Fuzzy
modus tollens means that given implication A ! B and a fact, i.e., the negation of

B0 similar to the then-part in implication A ! B, which means that B0 is a little

different from B in the implication A ! B, fuzzy modus tollens infers negation of

some proposition A0 similar to A in implication A ! B, which means that A0 is a
little different from A in the implication A ! B. Next, we explain fuzzy modus

ponens, which is expressed as Eq. 11.28.

hB0 yð Þ ¼ sup
x

hA0 xð Þ ^ hA!B x; yð Þ� �
, ð11:28Þ

where hA ! B(x,y) shows the membership function of fuzzy implication with many

definitions as mentioned above. For example,

hA!B x; yð Þ	 ¼ 1� hA
�
x
	þ hB

�
y
	� � ^ 1

hA!B x; yð Þ	 ¼ hA
�
x
	 ^ hB

�
y
	

hA!B x; yð Þ	 ¼ hA
�
x
	 ^ hB

�
y
	� � _ 1� hA

�
x
	� �

:

ð11:29Þ

Simplified Inference Method The inference method is explained using a simple

example. Let us assume that we have the knowledge expressed by Eq. 11.30, which

is expressed using fuzzy sets as illustrated in Fig. 11.11. The expression of

knowledge is applicable to the expression of a fuzzy system’s input–output relation

as shown in Fig. 11.12. Furthermore, let us assume that information on x1 and x2 is
given as x1 ¼ x10 and x2 ¼ x20. This means that the fuzzy system in Fig. 11.12 has

inputs x1 ¼ x10 and x2 ¼ x20.
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If x1 is A11 and x2 is A21 Then y is B1

If x1 is A12 and x2 is A22 Then y is B2:
ð11:30Þ

The inference procedures are illustrated in Fig. 11.13. The satisfaction degree

α11, of x10 for fuzzy set A11 is obtained as shown in Fig. 11.13. The satisfaction

degree α21, of x20 for fuzzy set A21 is obtained in the same way. The satisfac-

tion degree of the if-part for the first knowledge item is obtained by the min

operation, α11 ^ α21. In this example α11 is obtained. Fuzzy set B
0
1 corresponding

to fuzzy set B1 in the then-part of the first knowledge item is obtained by

α11 ^ hB1
yð Þ, where hB1

yð Þ is the membership function of fuzzy set B1. In the

same way, fuzzy set B
0
2 corresponding to fuzzy set B2 in the then-part of the second

knowledge item is obtained. The result of fuzzy inference B0, is obtained by
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hB0
1
yð Þ _ hB0

2
yð Þ, where hB0

1
yð Þ and hB0

2
yð Þ are membership functions of the fuzzy sets

B
0
1 and B

0
2, respectively. The representative value y0 is obtained by Eq. 11.31. This

operation is called defuzzification.

y0 ¼

ð
hB0 yð Þydyð
hB0 yð Þdy

: ð11:31Þ

Figure 11.14 illustrates the situation where the information on x1 and x2 is

expressed by fuzzy sets A1 and A2, respectively. The satisfaction degree of fuzzy

set A1 for A11 and that of fuzzy set A2 for A21 are obtained by the max-min operation

expressed in Eq. 11.32.

α11 ¼ sup
x

hA11
xð Þ ^ hA1

xð Þf g α21 ¼ sup
x

hA21
xð Þ ^ hA2

xð Þf g: ð11:32Þ

In the same way, the satisfaction degree of fuzzy set A1 for A12 and that of fuzzy

set A2 for A22 are obtained. B
0
1, B

0
2, and inference result B0 are obtained in the same

way as shown in Fig. 11.13.

Fuzzy inference is applicable to various fields of engineering, one of which is the

system control field, i.e., fuzzy logic control. There are many complex systems

whose behavior is difficult to express using differential equations. However, engi-

neers typically do have some knowledge of these complex systems, and it is

possible for them to express knowledge of the system behavior using certain

linguistic rules in the form of if-then statements. As such, a fuzzy inference method

can be applied to subsequent system modeling, system simulation, and system

control.

Fuzzy Measures and Integrals What are measures? From a mathematical point

of view, measures are numerical values given in order to measure something. For

example, the length of a stick is expressed by a numerical value measured by a ruler

or the weight of a person is expressed by a numerical value measured by a weighing
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device. Additivity is a basic property of measures. Letm(A),m(B), andm(A [ B) be
the length of stick A, the length of stick B, and the length of the combined sticks

A and B, respectively. Then, m(A [ B) ¼ m(A) + m(B) is well known.
Equation 11.33 gives a mathematical definition of measures.

Let X and 2X be a universal finite set and a power set of X, respectively. And let

A � X and B � X be crisp sets. A set function ρ : 2X ! [0,1] satisfying the

following properties is called a measure.

1ð Þ ρ�ϕ	 ¼ 0

2ð Þ ρ�X	 ¼ 1

3ð Þ A \ B ¼ ϕ ) ρ
�
A [ B

	 ¼ ρ
�
A
	þ ρ

�
B
	
,

ð11:33Þ

where ϕ is the empty set. The third property is essential to measures. The proba-

bility measure is one of the measures in mathematics.

When a human evaluates something, does the human always use measures

satisfying additivity? If not, what does a relaxation of the property of additivity

lead to?

Let us consider the situation in which a camera with a telephoto lens is sold by a

vendor. Let $(A), $(B), and $(A [ B) be the price of the camera, the price of the

telephoto lens, and the price of the camera with the telephoto lens, respectively.

In an ordinary camera shop a camera with a telephoto lens is sold at a price

$(A [ B) ¼ $(A) + $(B), satisfying additivity. On the other hand, in a discount

house a camera with a telephoto lens is sold at a price $(A [ B) < $(A) + $(B).
Customers have a feeling of profitability when buying a camera with a telephoto

lens at this price. No one would buy a camera with a telephoto lens at a price

$(A [ B) > $(A) + $(B). It has been found that additivity plays an important role

in pricing.

Fuzzy Measures Fuzzy measures are defined by Eq. 11.34.

Let X and 2X be a universal finite set and a power set of X, respectively. And let

A � X and B � X be crisp sets. A set function g : 2X ! [0,1] satisfying the

following properties is called a fuzzy measure.

1ð Þ g�ϕ	 ¼ 0

2ð Þ g�X	 ¼ 1

3ð Þ A � B ) g
�
A
	 � g

�
B
	
,

ð11:34Þ

where ϕ is the empty set. The third property, monotonicity, is essential to fuzzy

measures. Because of the monotonicity of fuzzy measures, and A [ B � A, B and

A \ B � A, B, the following equation holds.

g A [ Bð Þ � g
�
A
	 _ g

�
B
	

g A \ Bð Þ � g
�
A
	 ^ g

�
B
	
:

ð11:35Þ
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Furthermore, under the condition A \ B ¼ ϕ, one of the following three formu-

lae holds.

g A [ Bð Þ > g
�
A
	þ g

�
B
	

: super additivity

g A [ Bð Þ ¼ g
�
A
	þ g

�
B
	

: additivity

g A [ Bð Þ < g
�
A
	þ g

�
B
	

: sub additivity:

ð11:36Þ

From Eq. 11.36 it can be seen that fuzzy measures are an extension of conven-

tional measures, i.e., Lebesgue measures, in the sense that fuzzy measures include

additivity as a special case. Monotonicity is the relaxation of additivity.

Fuzzy Integrals Lebesgue integrals for Lebesgue measures, i.e., ordinary mea-

sures, are defined as follows. Let function h : X ! [0,1] be defined by Eq. 11.37,

where X is a universal set.

h xð Þ ¼
Xn
i¼1

αiχAi
xð Þ, A ¼ [n

i¼1
Ai, Ai \ Aj ¼ ϕ, i 6¼ j

χAi
xð Þ ¼ 1 : x∈Ai

0 : x=2Ai

(
, 0 � α1 � α2 � . . . � αn:

ð11:37Þ

Figure 11.15 shows an example of function h, with n ¼ 4. Lebesgue integrals of

this simple function h are defined by the following formula:ð
A

h xð Þdρ xð Þ ¼
Xn
i¼1

αiρ Aið Þ ð11:38Þ

where ρ(Ai) is the Lebesgue measure of Ai(i ¼ 1, 2, . . ., n). Lebesgue integrals

denote the total sum of the area of this simple function as shown in Fig. 11.16.
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Fig. 11.15 Example

of function h
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Two types of fuzzy integrals are introduced in this chapter. The first is Sugeno

integrals and the other is Choquet integrals. Sugeno integrals of function

h : X ! [0,1] using fuzzy measure g are defined by Eq. 11.39.ð
h xð Þ∘g 	ð Þ ¼ max

A�X
min
x∈A

h xð Þ ^ g Að Þf g

 �

: ð11:39Þ

If elements of universal set X ¼ {x1,x2, . . .,xn} are rearranged so that h(x1) �
h(x2) � . . . � h(xn), fuzzy integrals can be expressed by Eq. 11.40.ð

h xð Þ∘g 	ð Þ ¼ _n
i¼1

h xið Þ ^ g Xið Þf g, ð11:40Þ

where Xi ¼ {x1,x2, . . .,xi}. The integral value is obtained as shown in Fig. 11.17.

As mentioned before, fuzzy measures are an extension of Lebesgue measures in the

sense that they include additivity as a special case. Unfortunately, however, Sugeno

integrals are not equal to Lebesgue integrals when the fuzzy measure satisfies

additivity. Thus, Choquet integrals have been defined as another version of fuzzy

integrals. Let function h : X ! [0,1] be a simple function defined by

r (A1) r (A2) r (A3) r (A4)

a 1

a 2

a 3

a 4

hFig. 11.16 Example

of Lebesgue integrals

integral value
g

i -1

h

i+1i

Fig. 11.17 Sugeno

integrals
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h xð Þ ¼
Xn
i¼1

αi � αi�1ð ÞχXi
xð Þ,

χXi
xð Þ ¼ 1 : x∈Xi

0 : x=2Xi

(
, X1 � X2 � . . . � Xn

0 ¼ α0 � α1 � α2 � . . . � αn:

ð11:41Þ

Choquet integrals of function h using fuzzy measure g for the fuzzy integrals are
defined by the following formula.

cð Þ
ð
h xð Þdg ¼

Xn
i¼1

αi � αi�1ð Þg Xið Þ: ð11:42Þ

The total sum of the area of a simple function using Choquet integrals is shown

in Fig. 11.18.

Choquet integrals are equal to Lebesgue integrals when the fuzzy measure

satisfies additivity. This means that Choquet integrals as fuzzy integrals are an

extension of Lebesgue integrals.

Applications Fuzzy measures and integrals are applied to a human evaluation

model. Let us consider the situation in which a human evaluates some object

using evaluation attributes as shown in Fig. 11.19. For example, let us consider

the evaluation of rooms in apartment houses for the purpose of renting a room.

g(X1) g(X2) g(X3) g(X4)
A1 A2 A3 A4

X1

X1 = A1 ∪ A2 ∪ A3 ∪ A4

X2 = A2 ∪ A3 ∪ A3 X3 = A3 ∪ A4

X2

X3
X4

X4 = A4

a1

a0 a0

a2

a3

a4

h

a1

a2

a3

a4

h

Fig. 11.18 Choquet integrals
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The following attributes are considered when renting a room: the rent, room size,

distance from a station, year built, and so on. In this example, h(x) denotes the

evaluation value of each attribute for a given room, fuzzy measures show the degree

of importance of attribute sets in the evaluation of rooms, and the fuzzy integral

value denotes the evaluation value of a given room. The evaluation is performed in

order to decide whether a given room should be rented.

Two types of problems are considered in applications of fuzzy measures and

integrals. The first problem is the usual evaluation problem under the condition that

fuzzy measures and evaluation of each attribute are given and that evaluation of

each object is unknown. In the above example of evaluating rooms for the purpose

of renting a room, this problem corresponds to the evaluation of a given room to

decide whether to rent it. The fuzzy measures and integrals model is used for the

evaluation of rooms during the room search. The second problem is the analysis of

the human evaluation structure under the condition that evaluation of each attribute

and evaluation of each object are given and that fuzzy measures are unknown. In the

above example that considers the evaluation of rooms for rent, this problem

corresponds to the analysis of the structure of a human’s evaluation of the rooms.

When a human evaluates rooms for rent, the analysis is performed based on those

attributes to which the human has attached the greatest importance.

11.3.2 Neural Network Model

An artificial neural network model is an electrical analogy of the biological neural

network connected by many biological nerve cells, called neurons [16–18].

A neuron has dendrites, an axon, and a synapse as shown in Fig. 11.20. A neuron

receives signals from the synapses of neighboring neurons through dendrites,

processes the received electrical pulses at the cell body, and transmits signals

through an axon to a synapse as shown in Fig. 11.20. The electrical model of a

typical biological neuron consists of a linear activator followed by a non-linear

inhibiting function. Each synapse of a neuron has transmission efficiency and

g : importance degrees of evaluation attribute sets
    for evaluation object

x1

x2

h(x1)

h(xn)

h(x2)

Fuzzy Measures
and Integrals

ModelEvaluation
Attributes

Evaluation

of Object

(c)∫h(x)dg

∫ h(x)°g(•)
xn

Fig. 11.19 Evaluation model using fuzzy measures and integrals
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outputs an exciting signal when the sum of the weighted input excitation exceeds

some threshold value. Figure 11.21 depicts a model of a simplified neuron that is

considered to be a multi input, single output system, while Fig. 11.22 shows part of

the linear activation function yielding the sum of the weighted input signals and part

of the non-linear inhibiting function comparing the sum with the threshold value.

There are many types of artificial neural network models, including the multi-

layered and mutually coupled neural network models. Figure 11.23 illustrates

examples of these neural networks. A multi-layered neural network has three

different layers: an input layer, an output layer and a middle layer, where the

dendrites

axon

synapse

Fig. 11.20 Neuron

dendrites

neuron
synapseINPUTS

OUTPUTS

Fig. 11.21 Simplified

neuron model

input 1

input k

weight 1

weight k

bias

1.0

0

u

y

y
u

+
+

Fig. 11.22 Linear and non-linear parts of neuron model
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number of middle layers is either one or more than two and neurons in a layer

are connected with neurons in another layer. On the other hand, in a mutually

coupled neural network each neuron is connected with all other neurons.

For a learning problem in an artificial network model, the weights in the network

undergo an adaptation cycle required to update the weights of the network until a

state of equilibrium is reached, following which the weights no longer change.

There are many kinds of learning methods for a neural network model, such as the

Hebbian learning method, the competitive learning method, and the error back

propagation learning method. A feed forward connection type neural network

model is applied to pattern recognition, function approximation, and so on, while

the mutually coupled neural networks model is applied to associative memory

modeling optimization problems, and so on.

For more details refer to [16–18].

11.3.3 Evolutionary Computation

Evolutionary computation is a kind of searching algorithm based on biological

evolution [18–20]. In this section, we focus specifically on the genetic algorithm

(GA), which is one of the algorithms used to search for multi objective optimal

solutions. GA was proposed by John Holland at the end of the 1960s based on

Darwin’s theory of evolution, i.e., the principle of Darwinism. Darwinism is based

on the idea of natural selection and survival of the fittest, that is, only life adapting

to its environment survives and evolves. As a result of the advancement in com-

puting in the mid 1980s, many studies on GA have been carried out and GA has

been applied to numerous fields.

A GA can find an optimal solution from many points of view in a wide solution

space, making it appropriate for multi objective optimal solution problems.

Furthermore, a GA also has a distinctive advantage in that if solutions are expressed

and evaluated by some method, the GA can find an optimal solution without

input 1

input

input

input

input

input

input

input 2

input n

Input Layer Hidden Layer Output Layer

output m

output 2

output 1

output
output

output

output

output

output

Fig. 11.23 Examples of neural network model
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knowing the solving problem method or procedures. In terms of the expression of a

solution, two expression methods are used. The first is the phenotype, i.e., the

expression of a solution candidate in a real problem, while the other is the genotype

expressing candidates of a solution as an individual in the GA. For example, let us

consider the traveling salesman problem. A salesman starts at house 1, visits six

other houses once each, and returns to house 1 in the shortest possible time, as

shown in Fig. 11.24. The phenotype of a solution candidate expression is, e.g., 1-3-

5-6-2-4-1. On the other hand, the genotype of the solution candidate expression is

the expression in binary code. For example, the phenotype 1-3-5-6-2-4-1 is encoded

as binary code, i.e., a chromosome, as shown in Fig. 11.25. As for the evaluation of

a solution candidate, a fitness function is used, which is defined beforehand based

on the objective of the given problem. In the traveling salesman problem, the fitness

function is the time taken for traveling, e.g., 120 min for traveling 1-3-5-6-2-4-1.

Figure 11.26 depicts a flowchart of a GA. (1) In the first step, initial chromo-

somes are generated at random. In this step solution candidates of a real-world

problem are encoded from a phenotype to a genotype, i.e., chromosomes, in the

GA. (2) Each chromosome is evaluated as a solution candidate using a fitness

function based on the given problem. In the traveling salesman problem, the time

taken is calculated for each chromosome as its fitness value. (3) If an individual

with a certain fitness value appears or if the GA operations have been repeated a

fixed number of times, the GA procedures are stopped. Otherwise, the following

GA operations are repeated. (4) Selection: the higher the fitness value individuals

have, the more individuals will survive. The lower the fitness value individuals

have, the more individuals will die. In this step various strategies are applied, such

as roulette wheel selection, expected value selection, ranking selection, or tourna-

ment selection. This step is the implementation of the idea of natural selection.

(5) Crossover: parts of chromosomes are replaced as shown in Fig. 11.27. There are

many different crossover operations, such as one point crossover, many points

crossover, and uniform crossover. (6) Mutation: parts of a chromosome are changed

at random, as shown in Fig. 11.28. (7) Chromosomes for the next generation are

generated using existing chromosomes and the abovementioned GA operations

House1 House4 House2

House6House5House3

5min 25min

35min

15min 10min

30min

Fig. 11.24 Travelling

salesman problem

phenotype

(1-)3-5-6-2-4(-1) 0 0 0 0 0 0 01 11 1 11 1 1

genotypeFig. 11.25 Phenotype

and genotype expressions
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according to their fitness values. In this step various strategies, such as an elitist

strategy, are applied. (8) Newly generated chromosomes are evaluated by the

fitness function again, and procedures (3) through (8) are repeated.

In the above description of a GA, the question arises whether fitness functions can

be defined for all problems. Let us consider the situation in which various pictures

are to be evaluated from the viewpoint of a bright and lively picture. Can an

objective fitness function be defined for the evaluation of brightness and liveliness?

In real-world problems with complex problem structures or requiring evaluation of

artworks related to human Kansei, it is usually difficult to define objective fitness

functions. In such cases, however, humans can still evaluate solution candidates

of the given problem, for example, evaluating pictures from the viewpoint of

0

0 0 0 0

0

00 0

00 0

1 1 1

1 1 1 11

11 1

1 1

1

1 1

c r o s s o v e r  po i n tFig. 11.27 Crossover

0 0 0 0 0 0 01 1 1 1 1 1 1
Fig. 11.28 Mutation
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Replacing part of
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Appearance of individual with some
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in
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Initial
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Evaluation
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Fig. 11.26 Flowchart of GA
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brightness and liveliness. In order to deal with these problems, the concept of

Interactive Genetic Algorithm (IGA) was proposed by Dawkins [21, 22]. In IGA,

the human evaluation process is used instead of objective functions. Figure 11.29

gives a flowchart for an IGA.

For more details including IGA, refer to [18–22].

11.3.4 Case-Based Reasoning

Although case-based reasoning (CBR) [23, 24] is not necessarily included in soft

computing technology, in this article, CBR is explained as one of the methods for

Subjective-Kansei computing. CBR is a reasoning method based on experiential

rules; that is, similar problems have similar solutions. Figure 11.30 presents an

outline of CBR. (1) A given problem is analyzed and its features are extracted.

(2) Cases that best fit the problem features are extracted from the case database.

(3) These cases are applied to the given problem. If an extracted case has some

features that do not fit the problem features, the case is modified. (4) If a case is

evaluated to be a solution of the given problem, the case is saved as a success case.

Cases that are evaluated not to be a solution are saved as failure cases so that the

same failure is not repeated.

Appearance of individual with some
fitness value or
repeating over some fixed time

Fitness Function :
Evolution by human is used
instead of evaluation by fitness function

END
Human

Subjective
Evaluation

Crossover

Mutation

Selection

Initial
Chromosomes

Chromosomes
next generation

Generating part of
chromosome newly

Replacing part of
chromosomes

Fig. 11.29 Flowchart of IGA
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CBR procedures can be explained by using the example of cooking miso soup.

Let us assume that a user knows how to cook miso soup with tofu and cabbage and

this is called Cook A’s method. Now, this user tries to cook miso soup with tofu and

wakame (a kind of seaweed), which is called Cook B’s method. The process of

cooking following Cook B’s method is as follows. (1) The user recalls that Cook

A’s method is similar to that of Cook B. (2) This user modifies the cooking method

of Cook A to correspond to that of Cook B; that is, one of the ingredients, cabbage,

is changed to wakame. The cooking method is altered from cutting the cabbage and

putting it into the miso soup to dunking wakame in water, cutting it, and then

placing it in the miso soup. (3) The user applies the modified method to Cook B’s

method. (4) The user completes the cooking and eats miso soup with tofu and

wakame.

CBR has been applied in medical diagnosis, fault diagnosis, trials, and so on. For

more details, refer to [23, 24].

11.4 Application Examples

11.4.1 Caricature Drawing Using Words

Facial caricature drawings are usually created through image processing on a

computer [25, 26]. However, this study has been carried out using words and a

computer [27–29]. We introduce this study as an example of fuzzy theory

applications.

A montage is usually constructed from a witness’ testimony, and a facial sketch

of a suspect is also drawn based on the information supplied by the witness. In this

case, information from the witness is expressed using linguistic expressions. That

is, impressions of a suspect’s face and facial features are expressed in linguistic

terms. A facial sketch artist interprets the meanings of the linguistic terms

expressed by the eyewitness and draws the facial sketch. If the drawn sketch does

Problem Analysis Application Evaluation Solution

Failure Case Success Case

Save

Cases DB

Success

Failure

Case
Retrivel

Fig. 11.30 Outline of CBR
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not match the witness’ memory of the suspect’s face and/or its facial features, the

witness points out using words those parts of the sketch that need to be retouched,

and the artist modifies the facial sketch based on the witness’ comments. At the

same time, the artist gains a better understanding of the meanings of the linguistic

terms expressed by the eyewitness. In other words, the sketch artist draws the facial

sketch of a suspect by learning from the eyewitness. Facial caricature drawing using

words mimics the process of a facial sketch drawing based on the information of an

eyewitness. Figure 11.31 shows the process of facial caricature drawing using

words. The meanings of the input linguistic terms expressing impressions of the

model’s face, and its facial features are expressed by fuzzy sets. If the drawn facial

caricature does not match the image of the model’s face, the caricature is retouched

according to words. The interaction between a human and a caricature drawing

agent is performed in the feedback procedures shown in Fig. 11.31. The feedback

denotes the evaluation of the drawn caricature as to whether images of the model’s

face are reflected in the caricature. Furthermore, the feedback procedures include a

process of learning the meanings of linguistic terms expressing impressions and

features of a model’s face. When a model face caricature is drawn by several

caricature artists, various types of caricatures are drawn, reflecting the different

impressions and facial features of the model’s face. This study considers subjec-

tivity in facial caricature drawing. Figure 11.32 shows examples of facial caricature

drawings.

Input
Retouching
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Input
Retouching

Drawing

Caricature

InputInput

Hairstyle

Face Form

Impressions 

Features

Input

User’s
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Fig. 11.31 Process of drawing facial caricatures
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11.4.2 Music Composition Support

IGA has been applied to studies on music composition support or design support.

This section mainly introduces a study on music composition support [30, 31].

Figure 11.33 shows the procedures for music composition. A user typically has

his/her own mental image of a composed musical work. The music composition

agent composes various musical works and presents these to the user. The human

user listens to these musical works and evaluates them according to whether the

presented musical works match his/her own image of the composed musical work.

That is, the results of the GA operations are evaluated not by fitness functions, but

by the human user himself/herself. The agent composes musical works again based

on the user’s evaluation. The procedures for music composition, presentation and

evaluation are repeated until the user is satisfied with the presented musical work.

Chromosomes expressing information on musical works are evolved according to

the user’s evaluation and finally contribute to a musical work matching the user’s

own image. The user’s subjectivity and Kansei are reflected in the composed

musical work. The music composition procedures of a human composer are similar

to those of the interactive music composition agent, except that the human music

composer is both the agent and user. A composer composes musical works, plays

them, evaluates them and modifies them. These procedures are repeated until the

Fig. 11.32 Facial

caricature examples
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composer is satisfied with the composed musical work. This study was extended to

include operetta song generation based on impressions of a story scene using evolu-

tionary computation, a neural network model, and Kansei information processing

with the semantic differential method and co-occurrence of adjectives [32].

Figure 11.34 shows the operetta songs generated by this study, which reflect

impressions of the story scenes represented by pictures (D), (B), (A), and (C) in

this order. The procedures for clothes design and those for logotype design are

similar to the ones shown in Fig. 11.33. Figure 11.35 shows examples of clothes

design and logotype design obtained by these studies [33, 34].

11.4.3 Poker Game Partner Agent

A poker game is a type of game with imperfect information and bluffing, including

slow play, as a strategy. Therefore, situation estimation and decision-making are

usually difficult under the uncertainty of the poker game. This study considers

the situation in which a human player makes a decision in cooperation with an

Interactive
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to user’s evaluation
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Fig. 11.33 Music composition procedures
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Fig. 11.34 Examples of composed operetta songs

Fig. 11.35 Examples of clothes design and logotype design
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agent [35–37]. As such, the agent is not merely a poker playing agent, but a partner

agent that interacts with the human partner player on game strategy in a poker

game. The partner agent presents not only linguistic expressions of game strategy or

other advice, but also facial expressions according to the game situation so that the

human partner player feels a sense of affinity with the agent. Figure 11.36 shows the

structure of a partner agent. Fuzzy inference and CBR are applied to the decision

making module and a neural network model is applied to generate the facial

expressions of the partner agent. Figure 11.37 shows the interface of the agent.

11.5 Conclusions

Kansei is a Japanese term, and is difficult to translate in the Western world.

However, the concept of human machine symbiosis [38] or affecting computing

[39] is found in the Western world. Although these concepts are not necessarily

associated with Kansei directly, they are related to Kansei in some sense.

This chapter described the concept of Subjectivity-Kansei computing for human

subjective Kansei information processing in the interaction between a human and a

computer agent. First, the features of human information such as subjectivity,

ambiguity, vagueness, and situation dependence were introduced. These features
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are quite opposite to the features of natural science, such as objectivity, uniqueness,

universality, and reproducibility. Therefore, it is difficult to deal with Kansei

information using a conventional approach requiring strictness or exactness of

information. Next, other approaches for dealing with Kansei information were

introduced, i.e., soft computing techniques comprising an all-encompassing tech-

nology including fuzzy theory, neural network models, and evolutionary computa-

tion. The techniques were designed to handle the features of human information and

tolerate inaccuracy of information, albeit by sacrificing information accuracy.

Finally, we introduced various study examples of Subjectivity-Kansei computing.

The first considered sketch drawing using words and the application of fuzzy

theory. The second was music composition support through the application of

evolutionary computation, i.e., IGA. Finally, a poker game partner agent was

introduced that incorporated fuzzy theory, neural networks, and CBR.

We sincerely hope that this chapter will contribute to ensuring that the impor-

tance of Subjectivity-Kansei computing in the interaction between a human and a

computer agent gains the acknowledgement it deserves.

Fig. 11.37 Interface of agent
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Chapter 12

Human–Machine Coagency

for Collaborative Control

Toshiyuki Inagaki

Abstract This chapter discusses some of the issues that are at the center of

designing human–machine coagency where humans and smart machines collabo-

rate and cooperate sensibly in a situation-adaptive manner. The first is the issue of

authority and responsibility. It is argued that the machine may be given authority to

improve safety and to alleviate possible damage to the human–machine system,

even in a framework of human-centered automation. The second is the issue of the

human operator’s overtrust in and overreliance on automation, where it is argued

that possibilities and types of overtrust and overreliance may vary depending on the

characteristics of the automated system. The importance of the design of a

human–machine interface and human–machine interactions is included in the

discussion.
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12.1 Introduction

Many complex industrial processes are semi-autonomous, where computers control

the processes based on directives given by human operators. The configuration of

such human–machine systems is called human supervisory control [1]. Why are

these processes semi-autonomous, rather than being fully automated? The most

obvious reason is that we cannot foresee in the design phase all possible events that

may occur during the expected lifetime of the processes. Thus, although designers

have tried to replace human operators with machines for higher efficiency or
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reliability, their attempts have not been entirely successful [2]. Actually, human

operators have to be on-site to perform the task of “completing the system design,”

that is, adapting the system for situations that the designers did not anticipate [3].

It then becomes an important design decision to determine what humans should

do and what machines should do. One design strategy is to allocate to machines

every function that can be automated, and to allocate to operators the leftover

functions for which no automation technologies are available. Another strategy is to

find an allocation that ensures economic efficiency. Such design strategies are

typical examples of technology-centered automation [4]. This may remind readers

of Charlie Chaplin’sModern Times, which portrays a comic yet unpleasant world in

which seemingly intelligent machines demand that humans obey or adapt to the

machines.

Human-centered automation is what is needed to realize an environment in

which humans and machines can work cooperatively in a more sound and

comfortable manner [5]. However, in spite of the popularity of the term, it is still

not clear what human-centered automation really means. In fact, there are several

different meanings of human-centered automation, as pointed out by Sheridan [6].

He discusses the possible and even probable contradictions that may be found in the

“definitions” of human-centered automation [6].

Human–machine systems are not yet free from problems, such as (a) loss of

situation awareness, in which operators fail to grasp the process state exactly [7];

(b) automation-induced surprises, in which operators fail to understand what the

computers are doing and why [8, 9], and finally (c) complacency, in which operators
monitor processes less often than is required (or is optimal) [10, 11]. These prob-

lems tell us that human–machine interaction is not well designed even in modern

processes created with highly advanced technologies.

This chapter discusses some of the issues that are at the center of designing

human–machine coagency where humans and smart machines collaborate and

cooperate sensibly in a situation-adaptive manner. One of the main topics in this

chapter is the issue of authority and responsibility. It is argued that the machine may

be given authority to improve safety and to alleviate possible damage to the

human–machine system, even in a framework of human-centered automation.

The second is the issue of the human operator’s overtrust in and overreliance on

automation, where it is argued that the possibilities and types of overtrust and

overreliance may vary depending on the characteristics of the automated system.

The importance of the design of a human–machine interface and human–machine

interactions is included in the discussion.

12.2 Human Supervisory Control

The classical definition of human supervisory control of complex systems emerged

in the 1960s during research on teleoperated lunar vehicles and manipulators [12].

A problem to consider in 1967 was the long delay between the ordering of a remote
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manipulator and the feedback from it. Instead, a supervisory control structure was

proposed, where a remote computer would communicate with the manipulator,

orchestrating intermediate events between orders (short-range goals) by remote

closed-loop control. Back “on earth”, the local computer handled the “supervisory

loop”, and the loop was closed by the operator. The local computer could also

mimic predicted behavior of the manipulator feedback providing direct “quasi-

feedback” [12].

There are many modern technical systems that are controlled by machine

intelligence (or computers) under human supervision. Nuclear power plants,

glass-cockpit aircraft, and computerized manufacturing systems are typical exam-

ples of such systems. These systems are neatly represented by a human supervisory

control model [1].

The human supervisory control model distinguishes four units, as depicted in

Fig. 12.1: (a) the human supervisor, (b) the human-interactive computer (HIC),

(c) one or more task-interactive computers (TICs), and (d) the technical process to

be controlled. The human supervisor decides what to do and issues commands to a

HIC that has the capability to communicate with the human supervisor. The HIC

understands high-level language to interpret directives given by the human super-

visor, provides him/her with system state information in an integrated form, and

issues decision aids or alert messages when appropriate. Upon receiving a super-

visor’s directive, the HIC issues the necessary commands to at least one TIC. The

TIC then performs feedback control using its actuators and sensors.

Deciding what to do is one of the tasks that the human supervisor must perform.

Sheridan [1] distinguished five phases of the human’s supervisory control effort:

(i) Planning what needs to be done over some period of time and matching these

requirements with available resources;

(ii) Teaching the computer what it needs to know to perform its assigned function

for that time period;

(iii) Monitoring the automatic action to check that everything is proceeding as

planned;

Fig. 12.1 Human supervisory control model
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(iv) Intervening in the automatic action when necessary (such as in the case of an

emergency situation or after completion of a planned task); and finally

(v) Learning from experience.

As can be imagined from (i) to (v), it may not be comfortable for the human

operator to perform the assigned roles and tasks in human supervisory control.

For instance, monitoring the automation and the controlled process, both of which

are usually highly reliable, is often monotonous and wearisome. If something goes

wrong, however, the human operator jumps into a highly stressful situation. He/she

is requested to intervene in the process without any delay to prevent an anomaly

from propagating into the process and/or the environment. At the same time, the

human operator is not supposed to shut down a normal process based on a false

alarm, which makes an intervention task very difficult and stressful.

12.3 Collaboration Failures Between Humans

and Machines

Let us take, as an example, a highly automated aircraft. It is recognized that aviation

automation has contributed to the improvement of aircraft safety. Nevertheless,

aircraft incidents and accidents still occur. We realize that sometimes automation

can result in incidents or accidents that were not possible in the “old days”. Given

below are a couple of examples.

(a) The automation (TIC) is strong enough to counteract effects caused by an

anomaly occurring in the aircraft. However, the automation is sometimes silent
[13]; it does not explicitly tell pilots how hard it is to control the aircraft. Pilots

may thus often fail to recognize what is happening. An example of this is an

in-flight upset incident in 1985, when a Boeing 747 aircraft dived 32,000 ft near

San Francisco. The rightmost (#4) engine failed while flying at 41,000 ft on

autopilot, and the aircraft began to suffer an undesirable yaw movement. The

autopilot attempted to compensate the yaw movement by lowering the left

wing; the rudder could not be used at the time. The pilots were busy focusing

their attention on the decreasing airspeed. After some unsuccessful attempts to

increase the airspeed, the captain finally decided to disconnect the autopilot so

that he could fly the aircraft manually. Upon autopilot disconnection, the

aircraft rolled to the right, nosed over, and dived steeply until the captain

regained control of the aircraft at 9,500 ft. For further details of this incident,

refer to ([5], p. 308), amongst others.

(b) The automation (HIC) may surprise pilots by doing what the pilots did not

explicitly order. Suppose a pilot directed the HIC to do task A. The HIC may

think that task B must be done simultaneously, and may perform both tasks

without conveying its decision clearly to the pilot. The pilot would then be

confused about the aircraft’s behavior. They may say, “what is the autopilot
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doing, and why is it doing that?” The crash of an Airbus A330 aircraft at

Toulouse in 1994 is such an example. The accident occurred in a test flight to

investigate the performance of the autopilot during an engine-out go-around.

The pilot commanded the autopilot on at 6 s after takeoff. The goal of the

autopilot was to climb to the 2,000 ft altitude that had already been set. The

autopilot calculated at which point it had to activate the altitude acquisition

transition mode (ALTSTAR) to achieve a smooth level-off. The calculation was

done while both engines (the A330 is a two-engine aircraft) were operating

perfectly and the aircraft was climbing very fast, at a vertical speed of 6,000 ft/

min. Eight seconds after takeoff, the left engine was reduced to idle, to simulate

an engine failure. At the same time, the autopilot activated the ALTSTARmode,

but the pilots did not realize the mode change. Under the simulated engine

failure condition, the aircraft could climb at only 2,000 ft/min. To achieve the

already calculated climb rate (6,000 ft/min), the autopilot continued pitching

the aircraft up. Although the pilots realized that something was wrong, they

could not understand what the autopilot was doing or why. Since there was no

pitch limit in the ALTSTAR mode, the pitch angle reached 31.6�. At that stage,
the captain disconnected the autopilot. It was, however, too late to regain control

of the aircraft. For further details of this incident, see [14], amongst others.

12.4 Function Allocation

Suppose we need to design a human–machine system with specific missions or

goals.We first have to identify functions that are needed to accomplish the goals.We

then get to the stage of function allocation. Function allocation refers to the design
decisions that determine which functions are to be performed by humans and which

by machines. Various strategies for function allocation have already been proposed.

12.4.1 Traditional Strategies for Function Allocation

Rouse [15] classified traditional function allocation strategies into three types. The

first category is termed comparison allocation. Strategies of this type compare

the relative capabilities of humans versus machines for each function, and

allocate the function to the most capable agent (either the human or the machine).

The most famous MABA-MABA (what “men are better at” and what “machines are

better at”) list is possibly the one edited by Fitts [16], and reproduced in Table 12.1.

The second type is called leftover allocation. Strategies of this type allocate to

machines any function that can be automated. Human operators are assigned the

leftover functions for which no automation technologies are available.

The third type is economic allocation. Strategies of this type try to find an

allocation that ensures economic efficiency. Even if some technology is available
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to automate a function, if the cost of automating the function is higher than that of

hiring a human operator, the function is assigned to the operator.

Note here that the traditional strategies just described consider “who does what.”

Such design decisions yield function allocations that are static. In other words, once
a function has been allocated to an agent, the agent is responsible for the function at

all times.

12.4.2 Static Function Allocations Are Not Always
Appropriate

Suppose design decisions are made using either the leftover or the economic

allocation strategies. These strategies do not reflect any human characteristics or

viewpoints, and the resulting function allocation may be puzzling for operators. An

operator may ask, “Am I meant to be responsible for this function, or is the

automation?” Also, there is no guarantee that the allocations provide the operators

with job satisfaction.

The comparison allocation may be better for the operators than either the

economic or leftover allocation. However, the comparison allocation is not free

from criticism either. Price [18] and Sharit [19] claimed that the list by Fitts is

overly generalized and non-quantitative. Sheridan [6] pointed out that, “in order to

make use of the Fitts MABA-MABA list, one needs data that are context dependent,

but these data are mostly unavailable” (p. 59). He argued, referring to the ideas of

Jordan [66], that “the idea of comparing the human with the machine should be

thrown out but the facts about what people do best and what machines do best

should be retained,” and “the main point of retaining the Fitts list is that people and

machines are complementary” (p. 59). A complementary strategy can be seen in

KOMPASS [20].

Table 12.1 The fitts list

Humans appear to surpass present-day machines with respect to the following:

1. Ability to detect small amounts of visual or acoustic energy

2. Ability to perceive patterns of light or sound

3. Ability to improvise and use flexible procedures

4. Ability to store very large amounts of information for long periods and to recall relevant facts at

the appropriate time

5. Ability to reason inductively

6. Ability to exercise judgment

Present-day (in the 1950s) machines appear to surpass humans with respect to the following:

1. Ability to respond quickly to control signals and to apply great forces smoothly and precisely

2. Ability to perform repetitive, routine tasks

3. Ability to store information briefly and then to erase it completely

4. Ability to reason deductively, including computational ability

5. Ability to handle highly complex operations, i.e., to do many different things at once

Taken from Fitts [16], Hancock and Scallen [17], and Price [18]
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Even though operators are allocated only those functions in which people

surpass machines, this superiority may not hold at all times and for every occasion.

Operators may get tired after long hours of operation, or they may find it difficult to

perform the functions under the given time constraints. This implies that “who does

what” decisions are not sufficient; instead “who does what and when” consider-

ations are needed for the success of function allocation, which means that function

allocation must be dynamic.

12.4.3 Adaptive Function Allocation

Suppose that a human and a machine are to perform their assigned functions for

some period of time. The operating environment may change as time goes by, or

performance of the human may degrade gradually as a result of psychological

or physiological reasons. If the total performance or safety is to be strictly

maintained, it may be wise to reallocate functions between the human and the

machine. A scheme that modifies function allocation dynamically depending on

the situation is called adaptive function allocation. The automation that operates

under an adaptive function allocation is called adaptive automation [21–27].

Adaptive function allocation makes use of selected criteria to determine

whether, how, and when functions need to be reallocated. The criteria reflect

various factors, such as changes in the operating environment, loads or demands

on operators, and performance of operators (see, e.g., [22, 27]).

Note that an active agent for a function may change from time to time in an

adaptive function allocation. In such a case, it is said that the authority (for

controlling the function) is traded from one agent to another. In other words,

trading of authority means that either the human or the computer is responsible

for a function, and an active agent changes alternately from time to time [1, 27].

Who makes the decision on trading of authority? More precisely, who decides

whether the control of a function must be handed over and to which agent? Must a

human operator decide, or may the machine (or the computer) decide? The former

type is called the human-initiated trading of authority, and the latter the machine-
initiated trading of authority. Which strategy is to be adopted is a hard problem to

solve, as will be discussed later.

12.5 Machine Support for Human Information Processing

Four stages can be distinguished in human information processing: (a) perception,

(b) situation understanding, (c) action selection, and (d) action implementation. It is

well known that humans can fail in a variety of ways at each stage of information

processing. Machines are supposed to provide humans with support at each stage.

Parasuraman et al. [28] claimed that “the four-stage model of human information
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processing has its equivalent in system functions that can be automated,” and they

described human–machine interactions by distinguishing the following four classes

of functions: (1) information acquisition, (2) information analysis, (3) decision and

action selection, and (4) action implementation.

In order to understand howmachines can perform these four classes of functions,

let us consider two examples in aviation.

Example 1 The traffic alert and collision avoidance system (TCAS) is a family of

airborne devices designed to help pilots avoid mid-air collisions [29]. Its function-

ality includes the following:

1. Information acquisition: The TCAS transmits interrogations at 1,030 MHz that

transponders on nearby aircraft respond to at 1,090 MHz. By decoding the

replies, the position and altitude of the nearby aircraft can be ascertained.

2. Information analysis: Based on the range, altitude, and bearing of a nearby

aircraft, the TCAS performs range and altitude tests to determine whether the

aircraft is a threat.

3. Decision and action selection: When the nearby aircraft is declared a threat, the

TCAS selects an avoidance maneuver (to climb or descend) that will provide

adequate vertical miss distance from the threat. If the threat aircraft is equipped

with TCAS, the avoidance maneuver will be coordinated with the threat aircraft.

4. Action implementation: The TCAS issues a resolution advisory (RA) to inform

the pilot of the appropriate avoidance maneuver. However, the TCAS does not

perform any avoidance maneuvers itself.

Example 2 The enhanced ground proximity warning system (EGPWS) is designed

to help pilots avoid a ground collision [30]. The functionality of this system is

described as follows:

1. Information acquisition: The EGPWS collects air data, radio altitude, barometric

altitude, and airplane position through various other systems, including the

Flight Management System, GPS, and the airplane air data system.

2. Information analysis: Having received the above data, the EGPWS determines a

potential terrain conflict by using its self-contained worldwide airport and terrain

databases. The EGPWS displays the terrain as dotted patterns with colors

indicating the height of the terrain relative to the current airplane altitude.

3. Decision and action selection: The EGPWS continuously computes terrain

clearance envelopes ahead of the airplane. If these envelopes conflict with data

in the terrain database, the EGPWS sets off alerts.

4. Action implementation: The EGPWS issues a caution-level alert approximately

40–60 s before a potential terrain conflict, and sets off a warning-level alert

approximately 20–30 s before a conflict. However, the EGPWS does not per-

form any conflict avoidance maneuvers itself.

It is clear from Examples 1 and 2 that it is not the machine (TCAS or EGPWS)

but the human pilot who implements a collision avoidance maneuver. Why is the

action implementation stage not fully automated in these examples? The answer

lies partly in the principles of human-centered automation.
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12.6 Human-Centered Automation

12.6.1 Principles of Human-Centered Automation

Human-centered automation is an approach to realize a work environment in which

humans and machines collaborate cooperatively (see, e.g., [4–6, 31–33]). Of the

various application domains, it is aviation for which human-centered automation

has been defined in the most detail. Aviation has a long history of automation and

has experienced both its benefits and costs (see, e.g., [5, 34]). The principles of

human-centered automation, given in Table 12.2, have resulted from studies to

resolve the costs of automation, such as the out-of-the-loop performance problem,

loss of situation awareness, complacency or overtrust, and automation surprises

(see, e.g., [4, 5, 8, 13, 35–38]).

12.6.2 Domain-Dependence of Human-Centered
Automation

Human-centered automation can be domain-dependent and thus must be

established properly for each transportation mode: e.g., “human-centered automa-

tion for automobiles” can be quite different from “human-centered automation for

aviation systems” as defined in Table 12.2. Such domain-dependence may stem

from the quality of human operators and time criticality [39].

Quality of Human Operators The quality of human operators varies depending

on whether they are professional or non-professional. Professional operators, such

as airline pilots, are trained thoroughly and continuously so that their knowledge

and skills are great enough to use smart and sometimes complicated machines

correctly. On the other hand, in cases of non-professional operators, such as private

Table 12.2 Principles of human-centered automation in aviation

The human bears the ultimate responsibility for the safety of an aviation system

Therefore:

* The human must be in command

* To command effectively, the human must be involved

* To be involved, the human must be informed

* Functions must be automated only if there is a good reason for doing so

* The human must be able to monitor the automated system

* Automated systems must, therefore, be predictable

* Automated systems must be able to monitor the human operator

* Each element of the system must have knowledge of the others’ intent

* Automation must be designed to be simple to learn and operate
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car drivers, it would not be sensible to assume that their levels of knowledge and

skills are high. Their understanding of the machine functionality could be incom-

plete, or even incorrect.

Example 3 Adaptive cruise control (ACC) systems are designed to reduce the

driver’s workload by freeing him/her from frequent acceleration and deceleration.

Sometimes, these systems may be differentiated into two classes: high-speed range

ACC and low-speed range ACC. When there is a leading vehicle to follow, both

ACC systems control the speed of their host vehicle so that the time gap to the target

vehicle may be maintained. Suppose the sensor loses sight of the target vehicle; the

high-speed range ACC remains in its active state. In the case of low-speed ACC,

the behavior differs depending on the control logic design. Two designs are

possible. One allows the ACC to stay in its active state, while the other puts it

into a standby state. It is hard to tell which design is better. Loss of mode awareness

or automation surprises can occur in both design types, but in different ways.

Inagaki and Kunioka [40] conducted an experiment with a PC-based driving

simulator where no information was displayed regarding the state of the ACC.

Subjects were requested to carry out procedures of perception, decision-making,

and action implementation based on their mental models. Even after training or

experience with the ACC systems on the simulator, loss of mode awareness and

automation surprises were observed, which reflect the overtrust in and distrust of

automation, and inertness of mental models.

Time Criticality Time criticality differs appreciably depending on the transpor-

tation mode. Consider the following examples in which an automated warning

system is available to the operator.

Example 4 When a nearby aircraft is declared a threat, the TCAS selects an

avoidance maneuver (to climb or descend) and issues an RA to inform the pilot

of the appropriate avoidance maneuver (see Example 1). The estimated time to the

closest point of approach is 15–35 s. The pilots are thus meant to respond to the RA

within 5 s.

Example 5 Nowadays, certain types of automobile are equipped with a forward
vehicle collision warning system. This system detects a vehicle in the front and

measures its speed and the distance to it using a distance radar (mostly, a laser radar

or a millimeter-wave radar) sensor mounted on the vehicle. If there is a possibility

of collision with the vehicle in front, the system sets off a collision warning. The

estimated time to collision is at most a few seconds.

As can be seen in the above examples, if the collision warning were against

another aircraft, there would be sufficient time for the pilot to grasp the situation,

validate the given warning, and initiate a collision avoidance maneuver. In the case

of the automobile, however, time criticality is extremely high, and the driver has

only a small amount of time to avoid a collision, as explained in Example 5.
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12.7 Two Questions on Human-Centered Automation

The principles of human-centered automation given in Table 12.2 seem to be

convincing. However, there are two questions that may not be easy to answer,

namely: (1) Does the statement that, “The human must be in command,” have to

hold at all times and for every occasion? (2) What should the machine do if it

detects inappropriate behavior or performance while monitoring the human? Is the

machine only allowed to give warnings? Or, is it allowed to act autonomously to

resolve the detected problem?

12.7.1 Who is in Charge and in Command?

Humans may not always be able to cope with the given situation. Consider the

following example.

Example 6 The ITARDA (Institute for Traffic Accident Research and Data

Analysis) analyzed data of automobile collisions that occurred in Japan during

the period 1993–2001. Among all the collisions of four-wheeled vehicles, they

extracted 359 head-on or rear-end collisions for which microscopic data were

available with respect to the following: vehicle speed and location at which the

driver perceived the possible danger, vehicle speed immediately before the colli-

sion, and vehicle speed at the time of the collision. They found that 13.9 % of the

drivers tried to avoid the collision by steering and braking, 42.6 % by braking alone,

and 5.6 % by steering alone. Surprisingly, 37.9 % of the drivers neither changed the

steering direction nor applied the brakes [41].

How can we design a system that assists the driver when a collision is imminent?

Consider the following two types of advanced emergency braking system (AEBS).

Example 7 (AEBS of type 1) The radar sensor monitors the vehicle in the front.

When the system determines, based on the distance and relative speeds of the

vehicles, that a collision is to be anticipated, it issues a warning to the driver and

retracts the seatbelts.

Example 8 (AEBS of type 2) When the system determines that a collision is to be

anticipated, it issues a warning to the driver and retracts the seatbelts, as in the case

of type 1. When the system determines that a collision is imminent and that

the driver is late in responding to the situation, it retracts the seatbelts firmly and

applies an automatic emergency brake.

The AEBS of type 1 enhances the driver’s situation awareness (SA). If the driver

applies the brakes quickly enough, no collision will occur. However, if the driver

fails to respond to the situation, the system provides no active help, and therefore a

collision would be inevitable. The AEBS of type 2 has two layers of assistance:

enhancement of the driver’s SA, and trading of authority from the human to the

machine, when appropriate. Trading of authority occurs in this case to support
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action implementation when the driver fails to take action at the right time. The

system applies the emergency brakes, not based on the driver’s directive, but based

on its own decision. Note that one of the principles in Table 12.2, “the human must

be in command,” is violated here. However, that does not necessarily mean that an

AEBS of type 2 should not be allowed. On the contrary, Example 6 suggests the

need for machine-initiated trading of authority in emergencies.

Professional operators may also fail to respond appropriately to the situation

encountered, as shown in the following example.

Example 9 An analysis of controlled flight into terrain incidents of commercial jet

airplanes during the period 1987–1996 found that 30 % of the accidents occurred

when the traditional ground proximity warning system (GPWS) failed to detect

terrain ahead, while 38 % were due to late warning of the GPWS or improper pilot

response [30].

Problems of “no warning” or “late warning” may be resolved by introducing the

EGPWS (see Example 2), which enhances the pilot’s understanding of the height of

the terrain relative to the aircraft altitude. The problem of “pilot’s late response”

may not be fully resolved by the EGPWS, since it is the human pilot who is

responsible for a collision avoidance maneuver. However, there is a system in

which the collision avoidance maneuver is initiated automatically. The automatic

ground collision avoidance system (Auto-GCAS) for combat aircraft is such an

example [42]. When a collision with the terrain is anticipated, the system gives a

pull-up warning. If the pilot takes aggressive collision avoidance action, the system

does not step in any further. If the pilot does not respond to the warning, the system

takes over control from the pilot and executes an automatic collision avoidance

maneuver. When no further threatening terrain is found, the system returns control

back to the pilot. Thus, the Auto-GCAS determines when to intervene and when to

return command of the aircraft back to the pilot.

Even in case of aircraft, a machine-initiated action implementation has been

playing important roles in relieving the pilot’s physical and/or mental load. One of

classical example is the mach-trim system. When an aircraft flies at a high speed, it

receives a pitch-up moment and thus the control column needs to be pushed forward

to maintain the altitude. If airspeed becomes higher than a certain value, aircraft

obtains a pitch-down moment and thus the control column must be pulled back,

which caused difficulty in old days in maneuvering aircraft. Now the mach-trim

system handles the problem without human intervention and creates positive

stability for the aircraft.

Another example may be the thrust asymmetric compensation (TAC) system on

the twin-engine Boeing 777. The TAC helps the pilot to cope with the yawing effect

when an engine fails during the takeoff role. When the TAC senses that the thrust

levels differ 10 % or more between the two engines, it initiates rudder control

automatically so as to minimize the yaw and to make it possible for the pilot to

center the control column.
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More recent examples can be found in the A350. Airbus Corporation is trying to

develop an automatic system that, upon a TCAS RA, initiates an appropriate

maneuver to steer the aircraft away from a potential mid-air threat without input

from the flight crew [43]. Airbus is also considering equipping the A350 with an

automatic system that would provide a warning to the flight crew when unsafe cabin

pressure is detected. If the crew does not cancel the warning or take positive control

of the aircraft, the system performs an automatic side-step maneuver to the right of

the designated airway to avoid conflict, and then puts the aircraft into a rapid

descent at maximum operating speed [44]. These classical and new examples

show that automatic action implementation based on the machine’s decision is of

value even in the aviation domain.

12.7.2 What if the Machine Finds that the Human’s Action
is Inappropriate?

A human’s control action or directive to the machine may be classified into three

categories: (1) a control action that needs to be carried out in a given situation; (2) a

control action that is allowable in the situation and thus may either be done or not

done; and (3) a control action that is inappropriate and thus must not be carried out

in the situation. Assuming some sensing technology (or machine intelligence,

provided by a computer), two states may be distinguished for each control action:

(a) “detected,” where the computer determines that the human is performing the

control action, and (b) “undetected,” in which the control action is not detected by

the computer.

Figure 12.2 depicts all possible combinations of a control action and its state.

Among these, case α shows the situation where the computer determines that the

human operator is (too) late in performing or ordering a control action that must

be carried out in the given situation. A typical example of case α in the automobile

domain is that, in spite of rapid deceleration by the leading vehicle, a following

driver does not apply the brakes owing to some distraction. Case β indicates a

situation where the computer determines that the human operator has misunder-

stood the given circumstances and the control action that he/she is taking or has

requested does not suit the situation. A typical example of case β is when a driver is
about to change the steering direction to enter an adjacent lane without noticing that

a faster vehicle is approaching from behind in that lane.

A question that must be asked for case α is whether the computer should be

allowed to initiate without human intervention the control action (such as applying

the brakes) that the human should have taken, or whether the computer is allowed

only to set off a warning to urge the human to perform manually the control action

that the situation requires. A question asked for case β is whether the computer

should be allowed to prohibit the control action (such as altering the steering

direction to make a lane change) that the human is trying to do, or whether the
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computer is allowed only to set off a warning to tell the human that his/her action

should be stopped immediately.

Suppose the computer always knows what control action is appropriate, besides

just detecting (or not) whether a control action has been taken. Then it would be

almost obvious that the computer should be allowed to initiate the control action

that the human failed to perform in case α, and to prohibit the human’s control

action that does not suit the given circumstances in case β, considering the follow-

ing facts: (1) humans do not always respect or respond to warnings, and (2) humans

need a certain amount of time to interpret the warnings and thus a time delay is

inevitable before effective actions can be taken. It is, however, too optimistic to

assume that the computer never makes an error in judging whether the human’s

response to the situation is inappropriate. Inagaki and Sheridan [45] have analyzed

in a probability theoretic manner the efficacy of the computer’s support in both

cases α and β, under a realistic setting that the computer’s judgment may be wrong.

They have proven that the computer should be allowed to act autonomously in

certain situations via machine-initiated trading of authority based on its decision.

There are some studies that have analyzed the efficacy of the computer’s support

for cases α and β by conducting cognitive experiments [46–48]. The question posed

in these studies was, “What type of support should be given to a car driver when it is

determined, via some sensing and monitoring technologies, that the driver’s situa-

tion awareness may not be appropriate to a given traffic condition?” For cases α and

β in Fig. 12.2, two types of driver support were compared: (a) warning-type support

in which an auditory warning is given to the driver to enhance SA, and (b) action-

type support in which an autonomous safety control action is executed to avoid a

collision. Although both types of driver support were effective, the investigators

also observed some problems.

Fig. 12.2 Control actions in a given situation
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The warning-type driver support is fully compatible with human-centered auto-

mation, because the driver always retains final authority over the automation. Most

drivers who participated in the experiments in [46–48] accepted the warning-type

support for both cases α and β. However, the warning-type of driver support

sometimes failed to prevent a collision when the driver did not respect the warning.

A driver’s typical and ‘reasonable’ disregard for a correct warning occurs when the

warning is based on an object that is invisible to the driver. This fact suggests a

limitation of a purely human-centered automation design in which the human

remains the final authority at all times and for every occasion.

The machine-initiated action taken for case α may be straightforward, viz.,

merely implement the control action that the human failed to perform in a timely

manner. For case β, machine-initiated control actions are classified into two groups:

(a) hard protection, in which the human is not given authority to override the

computer’s corrective control action initiated based on its judgment that “the

human’s action does not suit the situation”; and (b) soft protection, in which

the human is given authority to override the computer’s corrective control action,

even though the computer has determined that “the human’s action does not suit the

situation”.

It is reported in [46, 48] that action-type support with hard protection character-

istics sometimes failed to receive acceptance from drivers, although it was suc-

cessful in collision prevention. The most prominent reason for this lack of

acceptance is as a result of the hard protection characteristic in cases when there

is a conflict of intention between the human and the computer. The soft protection

type action support may also fail to prevent a collision from occurring, especially

when the driver misinterprets why protective action has been triggered and for

which object. It may not be sensible to blame the drivers even though they

‘interpret’ a given situation incorrectly, because they might have to interpret the

situation based on limited information collected within a limited time period. An

issue that arises is how to design a human–machine interface and interaction for

cases when something is invisible to the driver, yet visible to the machine.

12.8 Overtrust and Overreliance

If machines are capable of correcting and preventing ‘erroneous or inappropriate’

behavior of the human operator, as discussed in Sect. 12.7, the human operator

will trust and rely on the machines. Problems may occur if the human operator

places too great a trust in or reliance on the machine without learning or knowing

its limitations. This section presents a theoretical framework for describing and

analyzing the human operator’s overtrust in and overreliance on smart machines,

and illustrates the framework with examples of assistance systems for car

drivers [49].
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12.8.1 Overtrust

Overtrust in an advanced driver assistance system (ADAS) is an incorrect diagnos-

tic decision to conclude that the assistance system is trustworthy, when it actually is

not. This section gives two axes for discussing overtrust in the assistance system.

The first axis is the dimension of trust and the second the chance of observations.

Dimension of Trust The first axis describes in what way the driver can overrate

trust. Lee and Moray [50] distinguished four dimensions of trust: (a) foundation,

representing the fundamental assumption of natural and social order;

(b) performance, resting on the expectation of consistent, stable, and desirable

performance or behavior; (c) process, depending on an understanding of the

underlying qualities or characteristics that govern behavior; and (d) purpose, resting

on the underlying motives or intents. Three types of overtrust can be distinguished

depending on which of the dimensions, (b) through (d), is overrated; the first

dimension, (a), is usually met in the case of an ADAS.

Overrating dimension (b) can be explained by the following thought pattern of a

driver: “The assistance system has been responding perfectly to all the events that I

have encountered so far. Whatever event may occur, the system will take care of it

appropriately.” Improper evaluation of dimension (c) is seen in the case where a

driver who has been using an assistance system without having read the user manual

is thinking, “It would be quite alright even if I do not know the details of how the

system functions.” Overestimation of dimension (d) is illustrated by the case where

a driver believes that “I do not understand why my assistance system is doing such a

thing. However, it must be doing what it thinks is necessary and appropriate.”

Chance of Observations The second axis for investigating overtrust describes

how often the driver can see the assistance system functions. The chance of

observations affects the ease with which a mental model of the assistance system

is constructed. The possibility of a driver’s overtrust can differ depending on

whether the assistance system is for use in normal driving or in an emergency.

Consider the ACC as an example of an assistance system to reduce driver

workload in normal driving. Based on the large number of opportunities to observe

the ACC functioning repeatedly in daily use, it would be easy for the driver to

construct a mental model of the ACC. If the driver has been satisfied by the

‘intelligent’ behavior of the ACC, it would be natural for him/her to place trust in

the assistance system. However, the trust can sometimes be overtrust. Suppose the

driver encounters a new traffic condition that is seemingly similar to a previous one,

but is slightly different. By expecting that the ACC should be able to cope with the

situation without any intervention by the driver, the driver could be overestimating

the functionality of the ACC.

Next, consider the AEBS as an example of an assistance system activated only in

an emergency to ensure the driver’s safety. It would be rare for an ordinary driver to

see the AEBS working, and he/she may not be able to construct a complete mental

model of the system owing to the limited number of chances to experience the
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AEBS working. Drivers may have been told (by the car dealer, for instance) that the

AEBS would be activated automatically in an emergency. However, they may not

be fully convinced because of the lack of opportunities to observe for themselves

that the AEBS works correctly and consistently when necessary.

12.8.2 Overreliance

Overreliance on an ADAS is an incorrect action selection decision determining to

rely on the assistance system by placing overtrust in it. Regarding overreliance on

automated warning systems, there are relevant studies in the aviation domain (see,

e.g., [36, 51–53]). Suppose that the automated warning system almost always alerts

the human when an undesirable event occurs. Although it is possible for a given

alert to be false, the human can be confident that there is no undesirable event as

long as no alert is given. (A similar situation can occur in the automobile domain

when the driver is provided with a communication-based alert from the road

infrastructure to let the driver know of an approach or existence of cars on a

crossroad behind some buildings). Meyer [52] used the term ‘reliance’ to express

this response by the human. If the human assumed that the automated warning

system would always give alerts when an undesirable event occurred, the human’s

thinking would constitute overtrust in the warning system, and the resulting reliance

on the warning system would be overreliance. The definition of overreliance on the

ADAS, given at the beginning of this section, is a generalization of that of

overreliance on warning systems in previous studies in the sense that the goal of

the assistance system is not only to set off warnings but also to execute control

actions.

Two axes are provided for overreliance on assistance systems. The first axis

represents the benefits expected and the second the time allowance for human
intervention.

Benefits Expected The first axis describes whether the driver can derive some

benefit by relying on the assistance system. Suppose the driver assigns the ACC all

the tasks for longitudinal control of the vehicle. This may enable the driver to find

time to relax his/her muscles after stressful maneuvering, or to allocate cognitive

resources to finding the correct route to the destination in complicated traffic

conditions. In this way, relying on the assistance system sometimes yields extra

benefit to the driver, when the system is used in normal driving.

The discussion can be quite different in the case of the AEBS. The AEBS is

activated only in an emergency, and the time duration for the AEBS to fulfill

its function is very short, say only a few seconds. It is thus not feasible for the

driver to allocate the time and resources, saved by relying on the AEBS, to

something else to derive extra benefit from only a few seconds. A similar argument

may apply to other assistance systems designed for emergencies.
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Time Allowance for Human Intervention The second axis, time allowance for

human intervention, describes whether the driver can intervene in the assistance

system’s control if the driver determines that the system performance differs from

what he/she expected. In the case of the ACC, it is not difficult for the driver to

intervene to override the ACC if its performance is not satisfactory. However, in the

case of the AEBS, it would be unrealistic to assume that the driver could intervene

in the control by the AEBS if he/she decides that the AEBS’s performance is not

satisfactory, because the whole process of monitoring and evaluating the AEBS’s

performance as well as the decision and implementation of intervention must be

done within a few seconds.

12.8.3 From Collision Damage Mitigation to Collision
Avoidance

Based on the framework given in Sects. 12.8.1 and 12.8.2, the design guidelines for

the AEBS were revised in 2011 by a task force of the Advanced Safety Vehicle

(ASV) project, Ministry of Land, Infrastructure and Transport (MLIT), Japan.

If the host vehicle is approaching the leading vehicle relatively quickly, most

AEBSs first tighten the seatbelt and add a warning to urge the driver to apply the

brakes. If the AEBS determines that the driver is too late in braking, it applies the

brake automatically based on its decision. However, in Japan the AEBS has been

implemented as a collision damage mitigation system, instead of a collision avoid-
ance system. Behind the design decision to ‘downgrade’ the AEBS, there has been

concern among the regulatory authorities that “if an ADAS were to perform every

safety control action automatically, the driver would become overly reliant on the

assistance system, without paying attention to the traffic situations himself or

herself.”

Although the above ‘concern’ seems to be reasonable, there have been some

discussions in the ASV project that more precise investigations are necessary so as

not to lose opportunities for drivers (especially elderly drivers) to benefit from an

assistance system that would back them up or even override them when appropriate.

The MLIT set up a task force in December 2009 in the ASV project to investigate

future directions for driver assistance in the light of (1) driver’s overtrust in and

overreliance on the ADAS, and (2) authority and responsibility between the driver

and the automation.

The following argument was made by the ASV task force: “Since the AEBS is

activated only in cases of emergency, it would be very rare for an ordinary driver to

see how the system works (i.e., chance-of-observation axis). It is thus hard for the

driver to construct a precise mental model of the AEBS, and may be hard for

him/her to engender a sense of trust in the system (i.e., dimension-of-trust axis).

However, it is known that people may place inappropriate trust (i.e., overtrust)

without having any concrete evidence proving that the object is trustworthy.
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Now, let us assume that the driver places overtrust in the assistance system. We

have to ask whether the driver may rely on the system excessively (i.e.,

overreliance). In case of AEBS, even if the driver noticed that the system’s behavior

was not what was expected, no time may be left for the driver to intervene and

correct it (i.e., time allowance for human intervention). In spite of that, does the

driver rely on the AEBS and allocate his/her resource to something else at the risk

of his/her life (i.e., benefits expected)? The answer would be negative.”

The ASV task force approved the above argument and decided that the AEBS

should be developed as a collision avoidance system, instead of a collision damage

mitigation system. The task force investigated design requirements for such a

collision avoidance AEBS so that it would not interfere with the driver’s own

actions (by ensuring that it applied the automatic brakes at the latest time possible),

but would still effectively avoid a collision with an obstacle ahead. Human factor

viewpoints played major roles in determining the design requirements for the

timing of the AEBS to initiate automatic emergency braking and its deceleration

rate. In fact, these were determined by analyzing drivers’ braking behavior in

normal and critical traffic conditions. Moreover, a couple of conventional require-

ments for the AEBS were abolished from the human factors viewpoints (e.g., to

reduce mode confusion or automation surprise). Based on the conclusions of the

ASV task force, the MLIT has been revising the design guidelines for the AEBS.

The new guidelines will be announced to the public in 2012.

12.9 Combination of Agents with Limited Capabilities

Suppose we are trying to design an ADAS that makes the invisible visible by

providing information or images of objects or events that the driver cannot see

directly, gives an alert when the driver is late in responding to the situation, and

provides control inputs to the host vehicle when necessary. It is not an easy task to

implement an ADAS that can cooperate well with the human driver. Coagency

between the driver and an ADAS would fail quite easily if the interface and

interaction were not appropriate. Let us consider an ensemble of a human driver

and an ADAS, where each of the agents has limited ability. Figure 12.3 illustrates

the combinations of limited capabilities of the driver and the ADAS [54].

Region 1 depicts the situation where both agents can see the objects. However,

an automation surprise can occur if what the driver sees is different from what the

ADAS sees and if the driver fails to notice this. Figure 12.4 illustrates a situation

where the driver was astonished by the ACC’s acceleration; the driver had expected

the ACC to slow down in response to the deceleration of the leading vehicle A that

the ACC had been following thus far. This case represents an actual experience by

the author. A probable cause of the acceleration by the ACC could be that the ACC

detected vehicle B and switched the target vehicle from A to B. In the author’s host

vehicle, the instrument panel displayed an indication implying that the ACC was
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following ‘a target vehicle.’ It did not explain which was the target vehicle or that

the target vehicle had indeed changed.

Even when what the driver sees is exactly the same as what the ADAS sees,

problems may occur if the way of thinking differs between the two agents. A typical

case is illustrated in Fig. 12.5, where one agent tries to avoid a collision into an

object by braking, while the other agent avoids this by changing the steering

direction.

Region 2 depicts the situation where the ADAS cannot see the object that the

driver sees. A typical case is shown in Fig. 12.6. While following vehicle A with

the ACC, the driver noticed that vehicle B in the adjacent lane might be cutting in

just ahead. The driver then expected the ACC to initiate deceleration shortly.

However, the ACC did not decelerate. On the contrary, it accelerated. This case

illustrates another of the author’s actual experiences. The reason for the surprising

behavior by the ACC is that the ACC did not sense vehicle B because it was outside

the sensor range, and accelerated in response to the acceleration of vehicle

A. No human interface is currently available to visualize a sensor’s range, which

means that there are no clues to help the driver recognize the extent of what the ACC

can see.

Fig. 12.3 Combination

of agents with limited

capabilities

Fig. 12.4 What the driver

see 6¼ what the ADAS sees
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Region 3 represents the situation where the ADAS can see what the driver

cannot see. The support offered to the driver by the ADAS aims to make the

invisible visible. A typical case is depicted in Fig. 12.7, where the driver tries to

find the right moment to enter a through street. It is hard for the driver to check

whether cars are approaching from the right because the building on the corner

blocks the driver’s view to the right. The ADAS provides the driver with an alert

message, “A car coming from right!” based on the information obtained through

vehicle-to-vehicle or vehicle-to-infrastructure communication. If the human inter-

face is poorly designed, it may not be easy for the driver to understand whether the

alert was aimed at vehicle A or B in Fig. 12.8. If the alert is given too early and the

driver has experienced a false alert before, he/she may suspect that the given alert is

yet another false alert (Fig. 12.9).

Fig. 12.5 Conflict

of intentions

Fig. 12.6 Failure to

recognize limit of capability
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The difficulties in the above cases stem from the fact that the driver cannot see

the car (or cars) that the alert is attempting to highlight. No concrete evidence is

available for the driver to validate the alert. All that the driver can do is either

believe in the alert (i.e., wait at the intersection for a while) or ignore the alert (i.e.,

turn into the through road). This is an issue of trust; the driver’s attitude toward the
alert may be judged in hindsight as appropriate trust, overtrust, or distrust.

Fig. 12.7 Proximity

warning through vehicle-

to-vehicle communication

Fig. 12.8 Ambiguity

caused by an imprecise

interface

Fig. 12.9 Warning may

be disregarded without

any validation
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12.10 Viewpoints for Designing Human–Machine

Coagency

Let us discuss how we should design the functionality to assist human operators

appropriately and in a context-dependent manner. Discussions should consider two

aspects: enhancement of situation awareness, and design of authority.

12.10.1 Enhancement of Situation Awareness

Human interface design is a central issue for enhancing situation awareness,

avoiding automation surprises, and establishing appropriate trust in automation.

The implemented human interface must enable the human to: (1) recognize the

intention of the automation, (2) understand why the automation thinks what it does,

(3) share the situation awareness with the automation, and (4) show the limits of the

functional abilities of the automation.

Enhancement of situation awareness corresponds well with the human-centered

automation concept, in which the human locus of control is claimed. However, as

noted earlier, non-professional operators may not be able to cope with the given

situation. Even professional operators may not respond to the situation appropri-

ately; recall the mid-air crash on July 1, 2002, in which two TCAS-equipped

aircraft collided over southern Germany [55, 56]. When a conflict developed

between the two TCAS-equipped aircraft, the TCAS software determined which

aircraft should climb and which should descend. One of the aircraft descended

according to the TCAS resolution advisory. The other aircraft also descended,

despite its TCAS instructing the pilot to climb, thus causing the mid-air collision.

As described by Example 1 in Section 12.5, the TCAS is not given any authority to

force a pilot to follow its resolution advisory.

12.10.2 Design of Authority

Human-computer interactions can be described in terms of the level of automation
(LOA). Table 12.3 gives an expanded version, in which a new LOA appears

between levels 6 and 7 in the original list by Sheridan [1]. The added level, called

level 6.5, was first introduced in [57] to avoid automation surprises induced by

automatic actions, when the actions are indispensable in ensuring system safety in

emergencies.

The following example illustrates how important it is to choose an appropriate

LOA to ensure comfort and safety of semi-autonomous human–machine systems.
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Example 10 Suppose a man is driving a car in which the lane keeping assistance

(LKA) is operational. LKA is a system that recognizes the lane through image

processing technology and provides the driver with assisted steering torque to

keep the car in the center of the lane. Suppose the computer determines, by

monitoring moment-to-moment steering torque, that the driver has not been

actively involved in the steering task for a while. The computer decides it is

appropriate to return the steering task to the driver. How should the computer

return the steering task to the driver, and what should the computer say to the

driver in this situation? (Fig. 12.10).

There are several alternatives for the computer’s message (or action) in the

above situation. The simplest alternative would be for the computer to mention

to the driver, “You seem to be bored.” The LOA of this strategy is positioned at

level 4. However, the driver may not respond at all, either if he disagrees with the

comment, or if he failed to catch the message due to drowsiness.

Table 12.3 Scales of levels of automation (expanded version)

1. The computer offers no assistance; the human must do it all

2. The computer offers a complete set of action alternatives, and

3. narrows the selection down to a few, or

4. suggests one, and

5. executes that suggestion if the human approves, or

6. allows the human a restricted time to veto before automatic execution, or

6.5 executes automatically after telling the human what it is going to do, or

7. executes automatically, and then necessarily informs the human

8. informs the human after execution only if he/she asks

9. informs the human after execution if it, the computer, decides to

10. The computer decides everything and acts autonomously, ignoring the human

He is not 
actively 

involved with 
steering.

Fig. 12.10 What should the computer say to the minimally involved driver?
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The second alternative would be for the computer to make a more explicit

suggestion, by saying, “Shall I let you drive yourself?” The LOA of this strategy

is set at level 5. If the driver does not reply, the computer cannot do anything

further, and the lane-keeping task will still be performed by the automation.

The third alternative would be for the computer to give a stronger message, such

as, “I will hand over control to you in a few seconds.” The LOA of this strategy is

positioned at level 6. In this case, the driver is given the right to invoke a veto. If the

driver is too slow in responding to the message within the allowed time, the

computer puts the LKA into its standby state. Then the driver has to take over

control even if he/she does not wish to do so.

The fourth alternative would be for the computer to give the following message

after it has deactivated the LKA: “I have just handed over control to you.” The LOA

of this strategy is set at level 7. In this case, the driver may be upset if he/she was not

ready to take over control from the automation.

The most extreme case would be for the computer to hand over control to the

driver silently. The LOA of this strategy is set at eight or higher. In other words,

the computer says nothing to the driver, even though it has already put the LKA into

its standby state. Suppose the car approaches a lane boundary some time later. The

driver may expect the LKA to steer the wheel appropriately, because he is under the

impression that the automation is still in its active mode. The driver would be very

surprised to see that the lane boundary continues approaching contrary to

expectations.

As the above example illustrates, if the LOA is not chosen appropriately, some

undesirable event may occur. In designing human–machine systems, it is important

to predict how the design will affect humans and change their behavior [67].

There are three approaches that are useful in selecting an appropriate LOA, each

of which is illustrated with an example below.

Selection of an Appropriate LOA via Theoretical Analysis Suppose an engine

fails during the takeoff roll of an aircraft. The pilot must decide whether to continue

the climb-out (Go) or to abort the takeoff (No-Go). The standard decision rule for

an engine failure is stated as follows: (a) reject the takeoff, if the aircraft speed is

below V1; and (b) continue the takeoff, if V1 has already been reached. The critical

speed V1 is called the takeoff decision speed at which the pilot must apply the first

retarding means in the case of a No-Go. Inagaki [59] has proven mathematically,

based on the following assumptions, that decision authority must be traded between

human and automation in a situation-adaptive manner to ensure takeoff safety.

1. An alert is given to the human pilot when a sensor detects an “engine failure.”

However, the sensor can give a false alert.

2. The pilot’s understanding of the given situation may not be correct. Let C denote

that an alert is correct, and F that an alert is false. Let “c” denote the pilot’s

judgment that the alert is correct, and “f” that the alert is false. In addition to the

conventional hit (“c”|C), miss (“f”|C), false alarm (“c”|F), and correct rejection

(“f”|F), we introduce (“h”|C) and (“h”|F), where “h” denotes “hesitation”, that is,

the pilot hesitates in deciding whether the alert is correct or false.
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3. Two policies are distinguished for cases of “h”: (i) trustful policy (TP), in which

the given alert is trusted and the engine is assumed failed; and (ii) distrustful

policy (DP), in which the given alert is distrusted and the engine is assumed to be

working.

4. An incorrect or late decision can cause cost, Z, which varies depending on the

situation. Three types of conditional expected loss are distinguished. (i) An

inappropriate liftoff is made based on an incorrect Go decision, where an

emergency landing is required after reducing the weight of the aircraft to its

maximum landing weight by dumping fuel. (ii) An unnecessary abort of the

takeoff is made owing to an incorrect No-Go decision. (iii) An overrun accident

is caused by an inappropriate RTO (rejected takeoff) action in excess of V1.

The conditional expected loss, E[Z | engine failure alert], was evaluated for each

case in which a Go/No-Go decision and its associated action is made by an

Automated System (AS), a human with TP, and a human with DP, respectively.

The four phases are distinguished based on the time point at which the engine

failure alert is issued.

Phase 1. An engine failure alert is set off at a speed way below V1. Then LDP � LTP

� LAS, which means that the human pilot must be in authority even if there is

the possibility of delay or an error in his/her decision.

Phase 2. An engine failure alert is issued before, but close to V1. An RTO can be

initiated before V1 if the human responds without any hesitation. We have LDP

� LTP. There is no fixed order relation between LAS and LTP, or between LAS

and LDP.

Phase 3. An engine failure alert is issued almost at V1, where no human pilot can

initiate RTO by V1, but the automated system can. We have LDP � LTP, but no

fixed order relation exists between LAS and LTP, or between LAS and LDP.

Phase 4. An engine failure alert is given almost at V1, where neither a human pilot

nor the automated system can initiate RTO by V1. Then we have LAS � LDP �
LTP, which implies that the automation should have authority for decision and

control [58, 59].

Selection of an Appropriate LOA via Cognitive Experiments Another impor-

tant result in Inagaki [59] is that for a human pilot to be in authority at all times and

for every occasion, design of the human interface needs to be changed so that more

direct information, such as “Go” or “Abort” messages, can be given explicitly to the

human pilot. With the human interface, we have LAS ¼ LDP ¼ LTP in Phase 4.

A flight simulator for a two-engine aircraft has been implemented, and a

cognitive experiment with a factorial design, mapping onto (Control mode) �
(Phase) � (Human interface design) was conducted. For the control mode, a

manual (M) control mode and a situation-adaptive autonomy (SAA) mode were

distinguished. In the M-mode, humans have full authority for decision and control.

In the SAA-mode, on the other hand, the computer can choose an appropriate LOA

for decision and control, and may take over control to continue the takeoff if it

decides that it is not possible for humans to initiate the RTO before V1 is reached.
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Experimental results show that even though the human interface, with the ability to

give “Go” and “Abort” messages, was effective in allowing a correct decision to be

made, some overrun accidents did occur under M-mode. Under SAA-mode, on the

other hand, no overrun accidents occurred [60].

Selection of an Appropriate LOA via Computer Simulations Suppose a human

is driving with the ACC and LKA operational on the host vehicle. While observing

that the automation behaves correctly and appropriately, it is natural for the driver to

trust the automation. Sometimes he/she may place excessive trust in the automation.

In such cases, the driver may fail to focus his/her attention on the driving environ-

ment, andmay pay attention inappropriately to some non-driving tasks (such as using

a mobile phone, manipulation of the on-board audio system, and so on). Suppose the

ACC recognizes that the deceleration rate of the target vehicle is much greater than

the maximum deceleration rate with which the ACC can cope using the ordinary

automatic brake. Which of the following design alternatives are appropriate?

Scheme 1. An engine failure alert is set off at a speed way below V1. Then LDP �
LTP � LAS, which means that the human pilot must be in authority even if there

is the possibility of delay or an error in his/her decision.

Scheme 2. An engine failure alert is issued before, but close to V1. An RTO can

be initiated before V1 if the human responds without any hesitation. We have

LDP � LTP. There is no fixed order relation between LAS and LTP, or between

LAS and LDP.

Scheme 3. An engine failure alert is issued almost at V1, where no human pilot can

initiate RTO by V1, but the automated system can. We have LDP � LTP, but no

fixed order relation exists between LAS and LTP, or between LAS and LDP.

Based on discrete-event models for dynamic transition of driver’s psychological

states and driving environments, Monte Carlo runs were performed to analyze the

complacency effect and compare the efficacy of schemes 1–3. It was observed that

when the driving is peaceful and the ACC continues to operate successfully in its

longitudinal control, the driver is more likely to rely on the ACC, and his/her

vigilance deteriorates. If the target vehicle decelerates rapidly in such cases, the

driver needs time to recognize what is happening and thus may not be able to

cope with the situation in a timely manner, even if an emergency-braking alert

has been given. The number of collisions under LOA-4 was significantly higher than

that under either LOA-6 or LOA-6.5. A higher LOA ismore effective in ensuring car

safety under time criticality, especially when the driver has been inattentive [61].

12.11 Concluding Remarks

This chapter discussed the issue of authority and responsibility as well as overtrust

in and overreliance on the ADAS. It is not easy to obtain a clear answer for any of

these issues. The arguments in this paper suggested that the phrase ‘human-centered

automation’ may be misleading. Sheridan [6] distinguished 10 different meanings
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of human-centered automation, while Hollnagel and Woods [38] stated that

“human-centeredness is an attractive but ill-defined concept” (p. 128). Human-

centered automation has been developed to resolve various costs incurred by

careless introduction of automation (viz., technology-centered automation). How-

ever, the term ‘human-centeredness’ can conjure an image of a ‘humans versus

machines’ structure that tries to claim that the final authority is given only to the

human and requires that the machine holds a subordinate position to the human.

An important viewpoint is that “humans and machines are ‘equal’ partners”, and

this seeks human–machine coagency “by shifting the focus from human and

machine as two separate units to the joint cognitive system as a single unit” ([38],

p. 67). If we seek human–machine cooperation toward common goals under the

recognition that the human and machine have their own limitations, it would not be

wise to assume strictly that “the human must be in command”. Therefore, should

not the term ‘function-centeredness’ [62] replace the phrase ‘human-centeredness’

in order to express human–machine coagency in the form of function congruence
[63], where functions are distributed among agents by taking into account “the

dynamics of the situation, specifically the fact that capabilities and needs may vary

over time and depend on the situation” ([63], p. 44), or in the form of situation-

adaptive autonomy where the human and the machine trade authority dynamically

depending on the situation [64, 65]?
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Chapter 13

Electroneurophysiology and Brain

Functional Imaging for Brain-Machine-

Interface

Akira Matsushita, Satoshi Ayuzawa, and Akira Matsumura

Abstract Engineering is indispensable for the development of clinical devices.

The devices are also utilized for basic neuroscience, brain-machine-interface (BMI)

research, neuromodulation and so on. This paper will outline the relations of

clinical electroneurophysiology and BMI for cybernics research from clinical

standpoints. First, we have a run-through of neurophysiology. Thereafter, this

paper will introduce the techniques of visualization of brain functions and

neuromodulation.

Keywords Neurophysiology • Functional magnetic resonance imaging • Diffusion

tensor imaging • Deep brain stimulation • Brain machine interface

13.1 Introduction

In the field of clinical electroneurophysiology, linkage to engineering is indispens-

able for the development of testing/measuring devices, analysis of data and other

purposes. In recent years, BMI research, neuromodulation (using electrical devices)

and so on has been actively performed, with BMI becoming increasingly more

necessary and important in clinical electroneurophysiology.

This chapter will outline the relations of clinical electroneurophysiology with

BMI and cybernics research from clinical standpoints and provide the base and

materials to stimulate progress in cybernics research.
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13.2 Nerve Systems

The neuroanatomy is briefly presented, describing the nerve cells (neurons) and

their physiology, which constitute the basic knowledge needed for understanding

nervous activity.

13.2.1 Nerve Cells (Neurons)

Like many other cells, a nerve cell is covered by a lipid bilayer membrane and

possesses a single nucleus. It is morphologically characterized by numerous pro-

cesses such as axons and dendrites. From the functional point of view, a nerve cell

uses these processes to actively exchange information with other nerve cells.

13.2.2 Membrane Potential

The balance between outside and inside a nerve cell is maintained by a potential

difference (“membrane potential”) of about �60 to �100 mV (also called “static

potential”). The area inside the nerve cell is electrically negative. This membrane

potential is formed by the ion concentration gradient across the cell membrane. The

ion concentration gradient is formed and regulated by the ions channel perforating

the cell membrane. At rest, sodium ions inside the cell are actively discharged

(active transport) and the intracellular sodium ion level becomes extremely lower

resulting in an electrically negative environment inside the cell, as mentioned

above, and a positive extracellular environment.

If electrical stimulation of the cell membrane causes an elevation of the

membrane potential (a phenomenon called “depolarization”) beyond the threshold

level, other ion channels are opened, allowing a rapid inflow of sodium ions. As a

result, the area inside the cell becomes electrically positive (“nerve cell

excitation”).

This change in electrical activity can be recorded by microelectrodes inserted

into nerve cells. This technique yields records for individual cells (“single unit

records”). Furthermore, if nerve cells are electrically stimulated from outside, it is

possible to elevate the membrane potential, inducing nerve excitation or making the

nerves more likely to become excited. These are the most basic mechanisms for

electrical stimulation of nerves.
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13.2.3 Axon, Dendrites and Synapse

A nerve cell has numerous processes which are used to exchange information with

other nerve cells, muscles, and sensory receptors. The representative process is

called the “axon.” The end of this process is called “axon terminal” by which a

nerve cell binds to another nerve cell (via a synapse) to exchange information.

At the synapse, the opposite cell membrane is stimulated by secretion of a neuro-

transmitter (rather than by electroconduction through chains of depolarization), that

induces its depolarization. Thus, the synapse of nerve cells involves pharmacolog-

ical aspects in addition to electrical aspects.

13.2.4 Myelin Sheath and Saltatory Conduction

The axon ranges in length from less than 1 mm to over 1 m. At the axon, the change

in membrane potential arising from depolarization is relayed and information is

conducted. The conduction velocity for this action potential is known to be usually

about 10 m/s. Nerve conduction velocity is reported to be about 60 m/s for median

nerves, which belong to the myelinated nerves (composed of a bundle of axons

possessing myelin sheath).

13.3 Neuroanatomy and Nervous System Function

Next, the nervous system function will be discussed from an anatomical viewpoint.

13.3.1 Brain and Spinal Cord

The nervous system can be roughly divided into central nervous system and

peripheral nervous system. The central nervous system is constituted by the brain

and spinal cord. and is involved in transmission of information. The nerves which

transmit the information to the muscles or from sensory organs belong to the

peripheral nervous system.

Subsequent discussions will focus on the central nervous system. When brain/

spinal cord cross-sections are macroscopically observed, we find that the brain and

spinal cord contain white matter and grey matter.
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13.3.2 White Matter

White matter is primarily made of nerve fibers (bundles of nerve cell axons)

(Fig. 13.1).

13.3.2.1 Motor Systems

Motor nerves begin in the motor area of the frontal cerebral cortex. The motor nerve

fibers running from both right and left directions cross directions at the medulla

oblongata and then begin to descend along the spinal cord. These nerve cells are

called “primary motor neurons.” Each primary motor neuron synapses at the

anterior horn of the spinal cord with another neuron and the signal is loaded onto

the peripheral nerves that lead to the muscles. The neurons that lead into the spinal

cord and are involved in motor function are found not only in the cerebrum but also

in other sites of the brain such as the vestibular nucleus, superior colliculus and

reticular formation. In the spinal cord there are also neurons responsible for reflexes

involved in the regulation of motor function.

13.3.2.2 Sensory Nerves

The signal is transmitted from sensory organs (visual, auditory, gustatory, olfac-

tory, vestibular and somatic senses that containing tactile, thermal, pain and

position senses) to the central nervous system via sensory nerves. The nerve fibers

constituting the peripheral nerves can be classified according to their distribution

and thickness and have varying nerve conduction velocities (Table 13.1). It is

essential to understand these features well.

Fig. 13.1 There are many

fibers in brain. This image

shows the fibers which pass

through corpus callosum or

cerebral peduncles
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13.3.2.3 Visualization of the White Matter

There are nerve fibers leading to various directions within the white matter. With

the conventional MRI techniques, the white matter was visible only as tissue with

an approximately uniform composition. This was because nerve fibers are relatively

uniform in terms of their nature as a tissue component. Thus, exact studies on white

matter used to rely mainly on sacrificed animals and autopsied humans. Neverthe-

less, thanks to recent advances in diffusion weighted MRI [1], noninvasive evalu-

ation of the white matter has recently begun to be extensively conducted in clinical

practice such as pre-surgical assessment (Fig. 13.2), and diagnosis of the neurolog-

ical disorders [2].

13.3.2.4 Standardization of Brain on the Basis of White

Matter Structure

The methods currently available for morphological standardization of the brain

usually use brain surface morphology (approximately synonymous to grey matter

morphology) as an indicator [3]. However, white matter is not completely homo-

geneous and is rich in variations if the direction of the constituent nerve fiber

arrangement is taken into account. Therefore, attempts to perform a more precise

morphological standardization of the brain by combining information on grey

matter and white matter structure are some of the most recently highlighted topics.

As examples of these attempts, we may cite TBSS [4] and white matter atlas [5]

technology. Calculation using these techniques, however, is time-consuming and

thus their use has been confined to some particular studies. In clinical practice,

balance between speed and accuracy depending on the need of individual cases is

important, and a simple model is desirable to obtain stable data. We have been

developing a simple and the structure oriented technique to determine locations by

focusing on the inhomogeneity and morphology of the white matter. The technique

Table 13.1 Diameter and conduction velocity of various peripheral nerves

Axon from skin Aα Aβ Aδ C

Axon from muscle I II III IV

Diameter of the axon

(μm)

13–20 6–12 1–5 0.2–1.5

Conduction velocity

(m/sec)

80–120 35–75 5–30 0.5–2

Sensory receptor Skeletal muscle

proprioceptor

Cutaneous

mechanoceptor

Pain sense,

thermal sense

Thermal

sense,

pain sense
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and software is called ‘GAMA – Generalized Automatic Multi-focal Analyzer of

water diffusion.’ GAMA (Figs. 13.3 and 13.4) works on Volume-One software [6]

as a plug-in now.

13.3.3 Grey Matter

Grey matter is primarily made of the body of neurons. The grey matter on the brain

surface is called the “cortex.” The cortex of the cerebrum is called “cerebral cortex”

and is known to be associated with various functions depending on the area

stimulated. This is called “functional cortical mapping.”

Fig. 13.2 Diffusion tensor image shows two bundles of motor nerves which are displaced

laterally by tumor. The lateral bundle is from the motor area of hand, another is from foot area
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Fig. 13.3 The 3D image and measuring results of corpus callosum on GAMA

Fig. 13.4 GAMA automatically detects corpus callosum and cerebral peduncles, and reorieent

them for measurement from series of diffusion tensor images
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13.3.3.1 Motor Area

The motor area is a representative example of functional mapping. This primary

motor area is located in the gyrus in front of the central sulcus (Fig. 13.5). The

primary motor area is known to be composed of multiple regions controlling

different sites of the body (face, hand, foot, etc.). BMI, based on images of hand/

foot movements, often utilizes these differences among regions of the motor area.

13.3.3.2 Sensory Area

Like the motor area, the somatosensory area is known to have different regions with

different functions (Fig. 13.6).

13.3.3.3 Eloquent Area

In clinical neurology, the brain areas that have evidently been differentiated and

whose damage can significantly disturb activities of daily living (e.g., motor area,

speech area, visual area and sensory area) are called eloquent areas. Whether these

Fig. 13.5 The functional MRI shows the activation area during right finger tapping task on left

primary motor area, supplementary motor area, and right cerebellum.
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areas have been damaged or not is closely associated with the functional prognosis

of patients. Also in BMI, such functional differentiation is important.

13.3.3.4 Visualization of Brain Function

Functional MRI is a technology which has contributed greatly to visualization of

brain functions. It is known that activation areas of the brain show increased

metabolism associated with nerve cell activity, leading to an increase in regional

cerebral blood flow. As a result of such blood flow increase, oxygen is supplied in

amounts greater than the need for oxygen increased by enhanced metabolism,

resulting in a paradoxical elevation of the local level of oxygenated hemoglobin

[7]. MRI and NIRS catch changes in the signal corresponding to the changes in the

percentage and quantity of oxygenated hemoglobin and reduced hemoglobin and

thus specify the activation areas of the brain (Fig. 13.7). Both techniques can be

applied noninvasively and the numbers of studies on these techniques have

increased dramatically.

Clinically, MRI and NIRS are often used to confirm functional mapping before

brain surgery. Although the form of the motor area can vary among individuals,

detecting the motor area has been clarified almost completely thanks to the relative

position of the area depending on the gyrus/sulcus morphology. However, in the

presence of a tumor, deformation due to compression of the gyrus/sulcus serving as

Fig. 13.6 The functional MRI shows the somatosensory area of right arm
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a landmark is likely to make functional mapping difficult. In such cases, fMRI is

useful in estimating functional mapping of the brain and contributes to improving

the accuracy of a surgical plan, shortening of the operation time and so on

(Figs. 13.8 and 13.9).

Similar to the white matter described in the section on visualization of the white

matter, grey matter is not homogeneous in structure. A change in a structure can

lead to a change in tissue water diffusion as mentioned above. We have been

studying a method to estimate intracranial pressure, with the compression-caused

structural variation serving as an indicator. This approach may perhaps contribute

to diagnose diseases involving intracranial pressure such as hydrocephalus and

subdural hematoma [8, 9].

13.3.4 Other Nervous System Functions

There are too many nervous system functions to describe here. Some interesting

functions are picked up.

Fig. 13.7 Time-intensity curve on primary motor area during the repetition task of finger tap
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13.3.4.1 Lateral Inhabitation

When signals are transmitted from one neuron to another, the cell occasionally

receives input of the suppression system from a neighboring neuron. This is called

“lateral inhabitation” and is considered to represent contrast enhancement during

information transmission. With this system, the neuron receiving positive input

from another neuron that has received intense input, releases intense output, while

the surrounding neurons release less potent output due to suppression. In this way,

the stimulated site is emphasized during the transmission of signals, resulting in

signal amplification. An example of this mechanism is seen in neural ganglions

where this mechanism contributes to enhance the contrast of visual input [10].

Fig. 13.8 Moterspeech area (Broca’s area) and visual cortices are activated in the functional MRI.

We can see the distance between tumor and eloquent area
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13.3.4.2 Pain Relief

At the posterior horn of the spinal cord, the pain sense input from C fibers and the

sensory input fromAα or Aβ fibers involve another input mediated by the intercalate

neuron during transmission of the information to the secondary neurons in

the afferent pathway. This intercalated neuron mediates the information in an

excitatory manner in case of tactile sense and in a suppressive manner in that of

pain sense; besides, this neuron transmits the signal in a suppressive manner to

secondary neurons in the afferent pathway. For this reason, the input of pain sense is

transmitted in a suppressive manner if the pain sense is accompanied by tactile sense

(e.g., rubbing) as compared to the case where only the pain sense is transmitted.

Furthermore, the presence of a nervous system involved in the transmission of

pain sense in a suppressive manner has been confirmed in the spinal cord, distal to

the brain. Also a morphine-like substance called “endogenous opioid” that is known

to suppress pain has been detected within the brain.

Pain is a sense the most important and most dreadful. The clarification of pain

would lead the voyage of discovery of brain [11].

13.4 Neuroelectrical Measurements

Here, methods available to measure neuroelectrical activity are outlined based on

the preceding descriptions of neurophysiology and anatomy.

Fig. 13.9 Tumor and cortical electorodes for cortical mapping of motor area. Broken line shows
central sulcus just posterior of motor area. It is similar to fMRI acquired pre-operatively
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13.4.1 Single Unit Recording

This electrical activity can be recorded by micro-electrodes inserted into nerve

cells. This method is called “single unit recording” because it yields records from

each individual cell.

13.4.2 Electroencephalography (EEG)

EEG is a record of changes in brain potential based on the above-mentioned nerve

cell activity. EEG can be divided into scalp EEG (taking records from the scalp),

electrocorticogram (taking records with electrodes directly placed on the brain

surface after craniotomy) and deep EEG (taking records with electrodes inserted

into deep brain tissue such as the hippocampus). The records taken with the macro-

electrodes used for these EEG techniques differ from the above-mentioned records

from single nerve cells taken with microelectrodes (single unit recording) but they

represent changes in the electrical field and potential arising from the combined

electrical activities of multiple nerve cells (local field potential). That is, the latter

records reflect both the changes in the local areas around the electrodes and those in

areas distant from the electrodes. They may also reflect the activity/change of

elements other than that of nerve tissue (e.g., glia).

Changes in electrical potentials in the brain can be divided into changes in direct

current potential, slow potential changes and changes in alternating current poten-

tial. Generally, EEG measures alternating current components and classifies the

waves into δ wave (�4 Hz), θ wave (4–8 Hz), α wave (8–13 Hz), β wave

(13–20 Hz) and γ wave (20 Hz-). If these electrical activities are subjected to

A/D conversion, yielding digital data, it will be possible to incorporate various

analyses into BMI for clinical use. At present, the motor output type BMI is often

used in combination with β range desynchronization and γ range synchronization,

but even the slower waves and direct current potentials can contain clinically

significant information.

13.4.2.1 Scalp EEG

Scalp EEG is usually used for diagnosis in clinical cases. This technique of EEG

uses about 20 electrodes arranged according to the internationally standardized

method. Attempts have also been made to use a larger number of electrodes for

more detailed analysis or research purposes. When healthy individuals remain still

with the eyes closed, quite rhythmic α activity accompanied by gradual increase/

decrease in amplitude is visible predominantly in the occipital region. The origin of

such rhythmic wave has been estimated to be located in the thalamus-cerebral

cortex circuit, although its origin has not been definitely identified. If the
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individuals open the eyes or make mental activity, α activity is suppressed, and β
activity or more rapid activity becomes predominant. This is accompanied by

disappearance of the synchronized activity seen during α activity (desynchro-

nization). In the frontal lobe, similar desynchronization is noted associated with

motion of the extremities. The range activity seen at rest is called μ activity. It is

known that during motion, the activities of μ and β ranges are suppressed. During

sleep, slow waves of θ and δ ranges increase, probably reflecting decrease in

cerebral cortex activity and increase in deep brain waves. Characteristic patterns

corresponding to the depth and phase of sleep are visible.

If loaded with stimuli of certain frequencies (light, sound, etc.), brain activity is

driven by the given frequency (photo-driving, steady-state response). For this

reason, brain activity may also be viewed as a group of non-linear vibrators.

Based on this view, attempts have been made to control nervous activity using

stochastic resonance, etc.

13.4.2.2 Electrocorticogram (ECoG)

Although scalp EEG is noninvasive, there is some distance between the scalp and

brain tissue. Besides, bone and skin are interposed between the scalp electrodes and

brain tissue. For these reasons, scalp EEG records attenuated potentials from wide

electrical fields. If the electrodes are placed directly on brain surface, changes in

narrower fields can be recorded. Clinically, brain surface electrodes (subdural

electrodes) or deep electrodes are kept inserted to identify the focus of abnormal

epileptic activity before surgical treatment of epilepsy (Fig. 13.10). It is also

possible to stimulate the brain surface from outside via these electrodes, as utilized

in functional mapping that will be described later. ECoG also has similar

Fig. 13.10 Cortical mapping using multiple electrodes
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advantages when it is used for BMI, enabling observation of synchronization

identical to active brain areas (primarily the γ range) in addition to desynchro-

nization associated with brain activity. Because the γ range has high frequency and
low amplitude, sufficient observation is often impossible with scalp EEG.

13.4.2.3 Magnetoencephalography (MEG)

Magnetoencephalography measures changes in magnetism with a high sensitivity

sensor (SQUIDS element) as an indicator of brain activity, instead of measuring

electrical potentials. This technique can yield more information than scalp EEG

because it involves less attenuation and is also capable of catching changes in the

horizontal direction and so on. Because this technique requires a large-sized device,

it is not used directly for BMI at present, but it is expected to contribute greatly to

advancing brain function research.

13.5 Brain-Machine-Interfaces (BMI)

In this section, several clinical applications of BMI will be introduced.

13.5.1 EEG and BMI

As described above, brain nerve activity recordings can be divided into unit

recording and field potential recording. From the standpoint of decoding multiple

unit records, multiple electrodes of fro type have been developed. The use of this

type of electrode allows acquisition of detailed records, but it involves shortcom-

ings such as cell destruction by electrode insertion, inability to maintain the

electrodes inserted for long periods of time, inability to take extensive records

and so on. Subdural electrodes are invasive but do not injure the nerve cell itself and

can yield more information than scalp EEG. There is also the idea that more global

information can be obtained from field potentials. Thus, research and development

in this field are now being advanced from standpoints tailored to the objectives.

13.5.2 Evoked Potential

This technique records EEG corresponding to various sensory stimuli (or electrical

stimuli to sensory nerves). Although the records obtained with this technique are

very small changes in potential, averaging of summated potentials with a stimulus

serving as the trigger enables identification of the evoked potential appearing
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certain time after application of the stimulus. Clinically, this technique is primarily

used to check for disorders in transmission through each sensory pathway from the

periphery to the center. The evoked potentials measured with this technique include

somatosensory evoked potentials, acoustic evoked potentials, visual evoked poten-

tials, and so on. Because summation takes some time, information cannot be

obtained on a real-time basis with this technique.

13.5.2.1 Event Related Potential (ERP)

This pertains to changes in potentials arising from cognitive/mental activity loading

such as prediction, attention and so on. This kind of potential has a longer latency

than the sensory evoked potentials mentioned above. They occasionally assume the

form of slow potential change. A positive wave of about 300 ms (P300) is a

representative pattern. With BMI, it is possible to discern only the stimulus to

which the individual pays attention among the multiple stimuli presented. This

technique has been clinically applied to selection of letters, direction (forward,

backward, right, left), and so on.

13.5.2.2 Electrical Stimulation of Brain and Brain Function Mapping

If the brain surface is electrically stimulated, it is possible to excite or suppress

nervous function. In this way, it is possible to estimate the brain function played by

the stimulated site. This is called “brain function mapping.” Clinically, this tech-

nique is used to determine the extent of planned brain resection and intraoperative

monitoring. Brain function mapping is carried out either using chronic subdural

electrodes or during surgery. Mapping of the speech area of the brain requires the

patient’s response and is therefore carried out with chronic subdural electrodes or

during surgery while keeping the patient awake.

If the motor area is stimulated, the corresponding motion (e.g., hand motion in

response to stimulation of the hand motor area) is induced; that is, a positive sign is

noted. Regarding speech function, stimulation of motor speech center (Broca’s

area) results in a negative sign (ceased speech).

13.5.3 Functional Neurosurgery and Neuromodulation

Functional neurosurgery is intended to adjust and control the nervous function of

patients with functional diseases (e.g., motor disorder, intractable pain, epilepsy

and so on) using surgical methods. Historically, certain therapeutic efficacy has

been obtained by partial resection/destruction of nervous tissue. Recently, electrical

stimulation has begun to replace such past methods. According to the most recent

technique, electrodes and other devices for stimulation are implanted surgically for
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use in electrical stimulation. As compared to surgical resection/destruction, this

technique is advantageous in reversibility (stimulation can be discontinued) and

adjustability (the conditions and extent of stimulation can be adjusted).

Although this technique is being used in clinical practice, the mechanism for the

action of electrical stimulation involves many open questions and this technique has

been advanced mainly in an empirical manner. Electrical stimulation is sometimes

applied to the same site under varying conditions (e.g., varying frequencies) to

achieve different clinical efficacy.

In recent years, attempts have also been made to treat spasm and pain through

serial infusion of drugs into the spinal canal from an implanted device. These

treatment attempts are collectively called “neuromodulation.” This kind of method

may also be called BMI of the direct manipulation type.

13.5.3.1 Deep Brain Stimulation (DBS)

Electrodes are inserted into deep areas of the brain (e.g., into the thalamus and basal

ganglia) to stimulate these areas. To enable electrode insertion into the right place,

a special technique called “stereotactic brain operation” is applied (Fig. 13.11).

The site corresponding to the diseases or symptoms is selected for stimulation. The

electrical stimulus generator is usually implanted subcutaneously into the

precordia, and the conditions for stimulation can be adjusted and changed from

above the skin using a specific programmer [12].

Representative diseases (brain sites to be stimulated) indicated for DBS are

Parkinson’s disease (hypothalamic nucleus, thalamus, and pallidum), dystonia

(pallidum), and intractable pain (thalamus). Now DBS for treatment of epilepsy is

under clinical trial in Europe and USA. With this technique, the appearance of

Fig. 13.11 DBS electrodes and generators
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attack waves is perceived by the sensor to begin stimulation (an on-demand type

stimulator).

In addition, attempts have also been made recently to apply DBS to treatment of

cluster headache (hypothalamus), obesity (hypothalamus) and some psychiatric

diseases such as depression and obsessive/compulsive disorder. In Japan, however,

surgical treatment of psychiatric diseases is currently prohibited.

13.5.3.2 Motor Cortex Stimulation

This is aimed at treating intractable pain (neuropathic pain). It has not been fully

explained as yet why stimulation of the motor area alleviates this kind of pain.

In recent years studies on the effects of motor area stimulation on paralyzed motor

function have been carried out. Stimulation is either made from outside the dura

mater or with inserted subdural electrodes.

13.5.3.3 Spinal Cord Stimulation

This is used to treat intractable pain. It is more correct to say that this technique

alleviates the pain through superimposing another stimulus at the painful site, rather

than causing disappearance of pain. The technique of spinal cord stimulation has

been developed on the basis of the gate control theory for pain, i.e., based on the

idea that the pain suppression system is activated by stimulation of the dorsal

column. However, it has recently been shown that the efficacy of spinal cord

stimulation cannot be fully explained by this theory alone.

Spinal cord stimulation is used not only for pain relief but also for treatment of

consciousness disturbance. More recently, it was reported that this technique was

effective against dysbasia associated with Parkinson’s disease and that it induced

walking in patients with motor paralysis secondary to spinal cord injury. Because

this technique involves epidural insertion of electrodes, it enables less invasive

treatment.

13.5.3.4 Vagal Nerve Stimulation

The vagus nerve is stimulated in an ascending manner at the left neck. This is used

for treatment of intractable epilepsy. In the USA and some other countries, this

technique has been approved to treat depression.

13.5.3.5 Transcranial Direct Current Stimulation (tDCS)

Attempts have been to attach electrodes onto the scalp and apply direct current. This

technique has been reported to activate the nervous activity below the anode.
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For treatment, this technique is used as a means of suppression or excitation.

Improvement in function of paralyzed extremities has been reported.

13.5.3.6 Transcranial Magnetic Stimulation (TMS)

Lately, a technique that involves stimulation of the cerebral cortex with pulsed

magnetism of 1 Tesla class (via the skull) instead of electrical stimulation has

become widely used. Now, this technique is clinically utilized to measure the

velocity of nerve conduction to the periphery (through stimulation of the motor

area) and to evaluate excitation of the cerebral cortex. Studies regarding control of

nervous activity with this technique, by which suppressive stimulation and excit-

atory stimulation can be applied as needed, are now under way. The effects of this

technique on depression, Parkinson’s disease, motor paralysis, intractable pain, etc.

are now under evaluation.

13.5.3.7 Other Neuromodulation

In addition to the techniques listed above, many other techniques of

neuromodulation are now under research and development, including FES (func-

tional electrical stimulation) aimed at stimulating motion by direct stimulation of

muscles, and so on.

13.6 Perspectives from the Standpoint of Engineering

There is much room for improvement of the current devices (such as electrodes and

stimulators) in terms of size reduction of the generator, improvement of stimulation

conditions, automated adjustment of stimulation conditions, and so on. For exam-

ple, it is desirable to develop a safer and more reliable technique for inserting the

device at an optimum position of the living body in close cooperation with

researchers in the field of engineering.

In recent years, research on neuromodulation has been conducted through light

stimulation, rather than electrical stimulation with electrodes. Electrical stimulation

with electrodes is poor in selectivity, since it stimulates every tissue and cell in the

vicinity of the electrodes. To resolve this problem, research on a technique for

selective nerve stimulation with light is under way; according to such technique,

rhodopsin protein, showing frequency-specific reaction with a particular ion chan-

nel, is implanted by genetic engineering and light is applied to this protein. If this

technique is fully advanced, it will enable achievement of selective effects through

application of light of an appropriate wavelength after insertion of an optical fiber

instead of deep electrodes.
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With the current method of electrical stimulation for treatment, the nerves are

forced to become suppressed or excited by electrical stimulation, and the symptoms

tend to relapse after discontinuation of stimulation. However, in patients with some

diseases, relapse of symptoms does not occur after discontinuation of stimulation,

suggesting that flexibility of some nature remains in such cases. Consequently, a

desirable direction of research from now on may be the development of techniques

of neuromodulation that provide “support” to the healing potential inherent in the

living body, guiding it to achieve “healing” eventually.
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Chapter 14

Roboethical Arguments and Applied Ethics:

Being a Good Citizen

Takeshi Kimura

Abstract This chapter is designed to draw students’ attention to roboethical

arguments as a part of Science, Technology, and Society (STS). They need to be

aware of the political implications of various kinds of robot technology. Their good

intentions in developing their technology do not automatically mean that it will turn

out to be beneficial as it was designed to be. A young student in robot technology

needs to learn to be a good citizen and to develop accountability.

Keywords Roboethics • Politics and robot technology • Accountability

• Responsibility • Good citizen

14.1 Introduction

This chapter intends to encourage young graduate students in Robotics Engineering

to broaden their perspectives and to pay more attention to social, cultural, and

ethical issues as part of STS (Science, Technology, and Society). Most robotics

engineers are very conscientious in their work and are eager to contribute to the

betterment of human society. In the secluded space of the laboratory, where young

engineers are allowed to focus on discussing, formulating, and developing their

ideas, they do not feel the social pressures that exist beyond the walls of the

laboratory. Rather, they feel they are being supported by a society that encourages

them to test their ideas. Yet in designing and producing next-generation robotics

technology, good intentions do not guarantee that the products will be automati-

cally accepted as ethically sound by society unless these engineers consider care-

fully the ethical, cultural, and psychological implications for society of the robot

technology. Needless to say, what would be regarded as ethically sound depends on
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the culture and history of a particular society, though there are certain areas of

robotic technology that would be universally acceptable.

In this chapter, I will draw young students’ attention to several socially and

culturally related issues. In a social setting, robotic engineers face social restric-

tions, restraints, and pressure. It is the engineers’ social responsibility to respond to

these. Engineers need to be aware of roboethical issues if they wish to design and

construct next-generation robotics and become experts in their field of research.

Young robotic students have been mostly educated and trained in science, engi-

neering, and technology. After such studies, some students go on to work in

industry while others continue to study and undertake research in an academic

setting. To be successful in their respective areas of future work, both kinds of

students need to learn to understand the perspectives of manufacturers, users, and

policymakers and respond to these accordingly.

14.2 Roboethics and Progressing Robot Technology

When Gianmarco Veruggio coined the term “roboethics” in 2002, he made a list of

areas within robotic technology that call for roboethical concerns: humanoids,

artificial bodies, industrial robotics, adaptive robot servants, distributed robotic

systems, outdoor robotics, surgical robotics, biomechatronics, health care and

quality of life, military robotics, educational robot kits, robot toys, entertainment

robotics, and robotic art. Since then, roboethical arguments have gradually gained

currency among intellectuals. In 2006, Veruggio wrote as follows:

Like Nuclear Physics, Chemistry or Bioengineering, in a few years, Robotics could also be

placed under scrutiny from an ethical standpoint by the public and Public Institutions

(Governments, Ethics Committees, Supranational Institutions). Feeling the responsibilities

involved in their practices, an increasing number of roboticists from all over the world, in

cross-cultural collaboration with scholars of Humanities, have started deep discussions

aimed to lay down the Roboethics, the ethics that should inspire the design, manufacturing

and use of robots [1].

Around the same time, Peter M. Asaro argued that there are at least three issues

with regard to roboethics: the ethical system that is built into robots; the ethics of

robotic engineers who design and use robots; and the ethics of how ordinary

individuals respond to robots. According to Asaro, the best approach is to consider

all three issues simultaneously. Then, he emphasized that “what we should want

from a robot ethics is primarily something that will prevent robots, and other

autonomous technologies, from doing harm, and only secondarily something that

resolves the ambiguous moral status of robot agents, human moral dilemmas, or

moral theories [2].” What interests Asaro is mainly the issue of safety. Asaro was

arguing on a theoretical basis, with little reference to actual developments in robot

technology, but there has in fact been considerable progress in this area.

In 2007, Japan’s Ministry of Economy, Trade and Industry compiled the Guide-

line for Securing Safety for the Next Generation Robot Technology, whose
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publication signaled that robot technologies had reached the stage where they

would soon be introduced into the public sphere. And as we know, in the city of

Tsukuba, with the participation of AIST, the New Energy and Industrial Technol-

ogy Development Organization’s Project for Practical Applications of Service

Robot began in 2009, whose primary goal is to “establish safety verification

technology [3].” In 2010, the Robot Safety Center opened and is now carrying

out a 5-year-project. So now the question emerges, who and which institution is

responsible for securing safety in designing and manufacturing robots? Graduate

students in robotic engineering will need to face this question sometime in the

future since one of the main goals of engineering research is to contribute to society

through technological innovation; this means that their own robotic technology will

be introduced into society.

In the academic sphere, robotics scholars have become aware of the ethical

implications with regard to robot technology; they have observed the rapid devel-

opment of roboethical concerns. In 2007, Chiba University in Japan announced its

Robot Ethics Charter. In 2009, a collection of essays entitled Ethics and Robotics,
edited by Rafael Capurro and Michael Nagenborg, was published in Germany

[4]. In 2011, Robotics & Automation magazine published a special edition—

“Robo Ethics: Defining Responsibility to Protect Humankind [5].” In Japan, the

term roboethics is also gaining academic currency. A philosophy scholar, Kanji

Ishihara of the University of Tokyo, and a robotic engineer, Atsuo Takanishi

of Waseda University, are working together on the issue of roboethics. These

developments mean that the ethical examination of these next-generation robot

technology will soon be part of real life.

Once in a class room, I asked a group of non-engineering students whether or not

in the light of coming Japan’s aging society, they would like to have an autonomous

robot take care of their elderly parents in the future if such robot technology became

available. Interestingly enough, most of them said no. Only one or two responded

that only if such a robot could be sufficiently safe would it be worthwhile consid-

ering. Their replies made me aware that there are some significant differences

between robot engineers (and industry and government) and ordinary people in

terms of expectations. On the other hand, the popularity of such robots as ASIMO

and HRP-4 Mimu indicates that ordinary individuals really enjoy watching and

observing such advanced robot technology almost as entertainment. Robot toys

such as AIBO and Pleo have been popular among both children and grown-ups. Yet

most students do not realize that advanced robotics technology is already used in

these and many other products. The DaVinci robotic surgical system is being

employed in many hospitals around the world.

These social developments are new both to ordinary people and to robotics

scholars. However, as experts in the field, robotics scholars are required to address

the implications of introducing and incorporating robot technology into daily life.

Young graduate students are still young enough to be flexible in their thinking and

are able to develop an ethical sense related to their own engineering research.
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14.3 Political Dimensions to Technology

For a scholar in the humanities, one impressive feature about researchers in robotics

engineering is that regardless of whether or not they are able to achieve their research

goals, those engineers are very conscious about the fact that they wish to make a

positive contribution to society through technology. Their attitude should be

admired, yet the whole matter is rather complex. Historically, technology has always

played major roles in changing human society in many different ways, and human

society has gained a lots from technological developments and innovations.

At the same time, by placing technology in a social context, it can be said that

technology has a political dimension or that technology embodies social relations.

Langdon Winner argues that technology or artifacts may have political dimensions

in two ways: technological arrangements as a form of order; and inherently political

technology [6]. With the first of these ways, employing a certain technology can

enhance the power and authority of a particular group of people. The political

consequences of the employed technology indicate that this transcends the simple

categories of what was or was not the intention behind developing the technology.

The second of the two ways is to employ a type of technology that is inherently

political. The atomic bomb is an example of this, and it assumes an authoritarian and

centralized political system. On the other hand, solar energy is more democratic; it

assumes a decentralized social and political system. With the first of Winner’s two

ways, it could be said that there is a sort of technological determinism whereby

technology can determine the political shape of a society. For example, auto engines

using fossil fuels have changed how people produce, work, transport, and even

reside. Television has changed how people spend their leisure time at home. It has

completely changed global society. Now the next-generation robotic technology is

advancing into society, and it can be expected to contribute to social change. But

there are questions as to how it will change society. In what form will it make a

contribution to society? Will it bring about a positive change?What kind of positive

changes will robot technology bring into social life?Military robots certainly belong

to Winner’s second category of inherently political technology, which assumes a

strong, centralized political authority. Most Japanese robotics researchers refuse to

be involved in any enterprise that contributes to the military employment of robot

technology. Yet at the same time, as socially responsible individuals, young robotics

engineers need to arrive at their own opinions in this regard.

It is clear that modern technologies have created problems for society and

exerted some negative impacts: certain kinds of technology have inflicted harm

on people’s lives. Many critics have traced the cause of this kind of negative impact

and the harm inflicted upon human societies by modern technology back to a

modern philosophical view of the relationship between mind and matter. This

view is a sort of materialistic view of a creature, as exemplified by Descartes.

There is a well-known drawing of a goose whose inner structure is made up of

machinery that embodies this notion of a material and physical body devoid of any

life-giving essence. This viewpoint embraces a strong dualistic division between
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the material structure and mental dimension. The body is a mechanical entity

without any mental capacity. Thus, “robot” is used to refer to a human who lacks

mental activity but functions like a machine. There is of course a strong negative

connotation in the usage of this term, and young robotics engineers need to know

that some negative implications are evoked by the term “robot.”

A question arises concerning the relationship between this inherent view of

robotics and materialism. As long as robot technology is employed as a means of

production in a factory, this question does not tend to surface. However, the next-

generation robotics will aim at incorporating robot technology into human life and

society. In one area, it will aim at creating a fusion of the human body with robot

technology. In another area, it will aim at a fusion of the human mind with robot

technology. Brain-Machine Interface (BMI) technology is already being developed.

Needless to say, technology using BMI will be very beneficial for some physically

and socially challenged individuals. I admit that there is a strongly positive dimen-

sion to the possibilities with BMI. Yet at the same time, it is necessary to ask

whether introducing robot technology into society might promote the dualistic view

of mind and matter noted above. Are robotics engineers promoting the dualistic

materialism of human beings and human society? Are robotics engineers helping

dualistic materialism prevail in society by introducing the next-generation robot

technology? Since a robot will be a part of society, there is also an issue about the

relationship of robotics to that society. Young robotics students need to ask whether

their robot technology might contribute to further materialization and technologi-

calization of a society. They need to know that some people are opposed to such

materialization and technologicalization, and they need to know that as engineers

their work will not always be welcomed. Asking these questions about dualistic

materialism will make robotics students become aware of the social significance of

their profession. They will be designing new robot technology in a laboratory, but

they will not be separate from society. They are carrying out their work in a society,

and they have to learn to respond in a responsible manner to criticisms of

their work.

It is very necessary then for young robotics students to share publicly their views

regarding future society if they intend to contribute to the betterment of society

using their new robot technology. In doing so, they need to be aware that society

does not operate in the same way as a laboratory. In the laboratory, students and

professors together form a group of engineers, sharing basic interests and concerns,

exchanging their ideas and views, and discussing how they might pursue their

dreams. It is a kind of social club, in which young robotics students acquire

professional skills and knowledge but also develop a sort of social and professional

personality that allows them to be initiated into a professional circle. This circle is

shared by professors, advisers, close collaborators and friends, who are the ones

who will make a value judgment. After a short period spent observing the progress

of robot technology in Japan, I as an outsider to the field have to say that I have seen

some very innovative robot technologies, which have won admiration and praise

from the fellow professionals of the engineers however, I was unable to see any

valuable social importance of these technologies in terms of a permanent
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contribution to society. It may seem odd, but a highly praised robot technology could

lack any enduring social values that makes it survive beyond the life span of its

inventor. Once the robotics engineer retires from an institutional position, I wonder

if his or her robot technology will fall into oblivion—become just a piece of history,

not a social reality. Therefore, it is necessary for young robotics students to consider

if what they are trying to create will survive beyond their time of professional

practice. In other words, does robot technology have any social usefulness in a

practical sense? It is one thing that young robotics engineers are interested in

designing and constructing new technology, but it is another thing whether their

prospective technology will really be socially useful and acceptable. Many young

robotics engineers working in next-generation robotics need to learn to articulate

their view of the practical relationship between society and their technology.

From the above discussion, it is now clear that graduate students in robotic

engineering need to develop communicative skills. The graduate program in engi-

neering, whose function and structure is similar to that of other graduate programs

in natural sciences, social sciences, and humanities, is a path that many young

students take to become professionals. Yet the very same path imposes a limitation

on young students in terms of their personality traits, communication ability, and

knowledge. On many occasions, it is found that young students who study in a

certain area of research eventually face difficulties in communicating and

discussing other intellectual topics and issues beyond their specialist fields. Many

would call this compartmentalization.

If young students in robotic engineering are to learn to communicate their

views and ideas to people outside an academic setting, they need to develop skills

in talking to such people and answering their concerns, which may be rudimentary

and lacking in sophistication, but the safety concerns of those individuals have to

be addressed. In addition, robotics engineers need practice in dealing with the

strict regulations imposed by the government, which sees and treats robotic

technology in a social context and as part of the social environment. Engineering

students are not so familiar with these two areas of social interactions. However,

the next-generation robotics technology that they intend to develop will be

directly related to the lives of ordinary individuals as well as to various legal

aspects, whose articulation and ratification is the government’s responsibility.

Robotics students need to learn to talk and negotiate with these two different

sectors if they wish their technology to become eventually accepted by and

incorporated into society.

14.4 What a Text of Engineering Ethics Teaches

Young graduate students in robot technology also need to know what and how

young graduate students in other areas of research are thinking in terms of the

relationship between robot technology and society. A better intellectual relationship

with other young students in humanities and the social sciences will help robotics
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engineers develop their communication skills. Thus, they should be encouraged to

engage in good social occasions that involve intellectual conversations with stu-

dents from other disciplines.

It may be useful for young students in robotics technology to know what a

graduate student in ethics thinks about technological ethics. If a young graduate

student in ethics were to examine a textbook on engineering ethics from an ethical

perspective, he would notice that it is full of concrete examples of problematic cases

caused by technology [7]. Becoming suspicious about the intent of engineering

ethics, he would argue that engineering ethics is more oriented toward educating

students in engineering than about considering ethical principles, even though any

ethical judgment of each concrete case of an engineering problem assumes some

general ethical principles. The ethics student would list three types of ethical

knowledge from the perspective of inquiring into the relationship between general

ethical principles and a particular judgment: deductivism, principlism, and particu-

larism. He would find some problems with deductivism. Deductivism begins with a

general ethical principle and then proceeds to apply it to a concrete case to make a

judgment. It implies that a general ethical principle can be systematized. But the

ethics student would be quite suspicious about the possibility of a general ethical

principle being independently systematized from concrete cases because it would

implies that the general ethical principle does not have any context. A scholar like

J. Dancy denies any roles of a general ethical principle, whatever it may be. The

ethics student refers to this as particularism. He himself tries to avoid both

deductivisim and particularism, but he supports principlism. Principlism admits the

impossibility of the systematization of ethical principles, yet it claims the applica-

bility of general principles. Referring to Tom L. Beauchamp, Dancy lists six criteria

with which an ethical principle can maximize the totality of ethical judgments:

logical coherence, support by arguments, intuitive understanding, compatibility

with rational confidence other than a moral base, comprehensiveness, and simplicity.

It would be useful for a young robotics student to hear this kind of argument by

the ethics student so as to understand how the other is thinking and discussing in

terms of applied ethics just as it would be useful for the ethics student to learn what

graduate students in engineering are studying under the name of technology ethics.

However, for engineers, the most important matter is of course dealing with

technological problems and solving them safely in a practical setting. Therefore,

it is reasonable enough for them to learn about many concrete cases of technolog-

ical accidents and problems. Yet it is also important for robotics students to know

that by narrowly focusing on concrete cases, they also miss the chance to broaden

their thinking and understand the perspectives of ordinary individuals and students

working in other research areas. Of course, it is very important that these engineers

are able to solve practical technological problems and not just be able to talk about

them with humanities students. But at the same time, it would be useful for robotics

students to acquire some basic principles and ideas in ethics (though there is no

particularly definitive ethical code that they would be recommended to refer to).

Within a secluded academic setting, young robotics engineers do not feel any

social restrictions and social pressures. Rather, they enjoy having the privilege of
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being able to think and conduct their experiments freely. However, a question is to

what extent young robotics engineers are expected to pay attention to these social,

cultural, and ethical concerns. While they devote their time and energy to designing

and constructing the projects of their respective laboratories, they are allowed to

focus just on what they are doing there. Yet it is precisely at this time when they are

given the freedom to think that they need to start to familiarize themselves with these

social, cultural, and ethical concerns before going out into society, knowing that

during high school and undergraduate studies they were more concerned with taking

courses in the natural sciences and engineering, not so much in studying the human-

ities and social sciences. Also, young robotics engineers need to know that through-

out their long careers, they will work on a variety of themes, each of which will have

different social, cultural, and ethical connotations, to which they will be expected to

react with responsibility. They will need to learn to become responsible robotics

engineers, that is, to become not only good researchers but also good citizens.

14.5 Good Citizens, Accountability and Responsibility

Becoming a good engineer is not at odds with becoming a good citizen. To become

good citizens, robotics engineers need to learn to be aware of accountability.

Whether or not they will actually be required to account for their inventions or

their actions to the society beyond their laboratory walls is an issue, but they always

have to consider their accountability in their designing and manufacturing efforts.

The reason is that academic research is supported mainly by society. When I once

attended an academic meeting in robot technology, it struck me as odd that similar

technology was being tried, developed, and designed separately at several different

universities and research institutes. There are of course so many detailed techno-

logical differences even in the design and construction of similar kinds of technol-

ogy. Let’s me add quickly that in an academic meeting in the humanities, there are

many presentations on similar topics and on same philosophers. Therefore, in this

regard, I am not arguing that robotics researchers should not freely choose their own

area of study. I am arguing that robotics researchers need to learn to develop

accountability in choosing and designing a specific type of robot technology

because their research and work are supported by society. When I discovered that

it sometimes costs over 1 million dollars to design a new type of robot technology

whose technology is remarkably innovative, but whose practicality is extremely

limited and—more critically—has not yet been applied in any practical situation is,

I wondered which is more useless, the humanities or basic engineering research. I

acknowledge that a long series of successive technological development is neces-

sary so that practical robot technology will actually materialize and that the basis of

technological research, out of which a few innovations do emerge, needs to be

broad. Nevertheless, considering the high expectation that robot technology could

contribute to the well-being of individuals and to the betterment of social condi-

tions, robotic engineers need to present their ideas and plans not only to their
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respective professional circles but also to society at large. Young graduate students

in robotic technology need to learn not only to focus on what they want to do, but

also learn to design and develop the sort of robot technology that ordinary people

want to see applied in their ordinary lives. In this regard, robotics students need to

be more conscious about how general and universal their particular type of robot

technology may be. In other words, they need to assess how many people would be

able to gain any benefit from using their technology. They need to learn to respond

to the wishes and demands of ordinary citizens by designing and creating what

those people want the robotic engineers to design and create their robot technology

for the sake of providing benefits to society in general.

Furthermore, young graduate students in robot technology need to understand their

responsibilities regarding designing and constructing robots and introducing them

into society because the presence of a robot in the home or in a social setting may

affect human relationships. This is somewhat different from the point argued byHans

Jonas in his seminal work The Imperative of Responsibility: In Search of an Ethics for
the Technological Age [8]; however, if there is even a slight chance that introducing
some kind of robot technology into human society might have an injurious effect on

human psychology, that would be against the expectations of most young graduate

students in robot technology. My argument is that young robotics students learn to

think about the extent to which they feel responsibility in designing and developing

their technology. Inmost cases, robotics students only seewhat they are designing and

creating directly in front of them. They largely feel responsibility for what they are

designing and constructing. But they also need to learn to feel responsibility for what

they assume would not happen. In other words, they have to learn to imagine what

negative impacts their robot technology may introduce or to give consideration to the

worst-case scenario that their robot technology could engender.

Related to the above issue, young graduate students in robotic technology need

to develop a critical perspective with regard to robot technology itself. For example,

they need to be able to answer possible questions concerning the military employ-

ment of robot technology [9]. Technological advancement is remarkable. Yet,

advances in robot technology often result in the ability to kill human beings, even

though they may be enemies. In Japan, most robotics scholars assume that robot

technology is employed only for the sake of promoting social well-being and

represents a peaceful use of technology. However, around the globe, the military

employment of robot technology is very common. Young graduate students in

robotics engineering need to develop their own perspectives on this issue.

14.6 Conclusion

Advances in robot technology stir excitement and expectation. Crowds of people

gathering to watch a humanoid robot such as ASIMO and Mimu run, dance, sing,

and do other performances has become a familiar scene in Japan. Robot technology

clearly fascinates people. Yet most ordinary people are not aware of the ethical and

14 Roboethical Arguments and Applied Ethics: Being a Good Citizen 297



cultural implications of incorporating and introducing the next generation of robot

technology into human society. It is the responsibility of robotics engineers to

explain what is at stake in bringing about robot-human interactions.

Graduate students in robotic engineering are still young and flexible enough to

learn to communicate their ideas and views about the near future, when various

kinds of robot technology will become more incorporated into human society.

These students need to be aware of many social, ethical, and even political

implications of introducing certain types of robot into an aging society such as

Japan. It is also their professional responsibility to understand many ethical and

political implications of their own robot technology. It is expected that young

robotics researchers through their technology will make a contribution toward the

betterment of society in the future.
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Chapter 15

Safety and Ethical Issues in the Development

of Human Assistive Robots

Koji Hasebe, Hiroaki Kawamoto, Kiyotaka Kamibayashi,

and Akira Matsushita

Abstract Recent advances in robot technology have led to the practical use of

various human assistive robots. With the increase in such robots, there comes a

demand to establish a social system that ensures the safety of the users and protects

trial subjects. In this chapter we give an overview of the safety and ethical issues in

the development of human assistive robots. We first describe the recent standard-

ization activities for the safety of human assistive robots. We next discuss an ethical

issue in the development of robots and introduce our proposed stepwise develop-

ment process for protection of trial subjects.

Keywords Human assistive robots • Safety • Standardization • Clinical trial

• Ethical review • Guideline

15.1 Introduction

The development of the robotics technology in recent years has brought numerous

inventions for human-assistive robots, such as electric powered wheelchairs, myo-

electric prosthesis, and wearable robots. In particular, there are high expectations of
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the human-assistive robots for the support of nursing care and other welfare, as they

provide a direct means to improve the quality of life for the elderly and physically

disabled and alleviate the workload of the caretakers.

What needs to be considered first in making such human assistive technologies

more widespread are the reduction in price and the improvement of usability.

To achieve these goals, it is important to overcome both the technical challenges,

specifically, the improvement of physical and physiological assistance technologies

and communication network technologies that link devices at distant locations, as

well as to make these up-to-date technologies safe and reliable, so that users can

utilize them without anxiety. Human assistive technology is a field that has seen

dramatic development in recent years. Together with the rapid increase in product

commercialization, these technologies have already been used in various situations.

There are, however, suggestions that technological advances are given priority over

the establishment of a social infrastructure for the safe usage and that their prepa-

ration has not matched the speed of development. Unlike industrial robots, human

assistive robots are expected to be used by and in the presence of large groups of

people, or in the absence of specialists. Introducing legislation that makes it

mandatory for companies to ensure safety, and clarifying where the responsibility

lies in the case of an accident is therefore necessary for the technology to be fully

adopted. In addition, standardization is also required in order to allow customers to

objectively evaluate the safety of the purchased device. For industrial robots, there

already exist standard safety requirements. However, as discussed in the following

section, safety requirements for service robots that are intended for humans are still

at the stage of forming a standard. Related to this standardization, legislation that

assigns negligence liability for device safety between manufacturers and users

should also be introduced. Most recent human-assistive devices also possess data

transmission function. Data security is thus also an important issue for the safe and

reliable usage of devices. In the case of human-assistive devices, the important

challenge is not only the confidentiality of personal information, which has recently

become a social problem, such as information leakages from PCs, but also the

security of control programs against hacking in order to prevent malfunctions.

In addition to securing safety of the users, one must have specific consideration

for the safety of the environment in which the devices are being developed in the

field of human-assistive technology. Analogous to pharmaceutical products and

medical devices, an increasing number of clinical trials (i.e., human trials) are now

being done in the field of development for human-assistive devices. Unlike the field

of drug development, where safety protocols for subjects and ethical guidelines are

established, there is still a lack of understanding about ethical guidelines in the field

of engineering, which includes human-assistive technology.

Based on the above discussed problems, this chapter mainly consists of two

sections. In the first half (Sects. 15.2), Sect. 15.2.1 describes the background for

standardization, followed by discussions on the current situation, challenges and

trends regarding standardization on security in Sect. 15.2.2. Problems regarding

data security are reported in Sect. 15.2.3. Section 15.2.4 discusses legislative issues,
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such as the Product Liability Act. In the latter half (Sect. 15.3), problems

concerning ethical guidelines during development are discussed. The ethical review

process for phased robot development proposed by the authors is also presented.

15.2 Current Situation and Challenges Regarding

the Standardization of Safety for Human-Assistive

Robots

15.2.1 Background

Traditionally, the control of machine tools has been done by humans or by simple

relays. Based on a large amount of experience from accidents regarding machine

safety, a so-called fault tolerance or fault avoidance techniques, such as dual circuit

system, which increases redundancy, have been established. Concurrently, methods

of identifying the hazard sources such as FTA (Fault Tree Analysis) [1], HAZOP

(Hazard and Operability Study) [2], or FMEA (Failure Modes and Effect Analysis)

were also established. Based on such techniques and methods, the International

Organization for Standardization (ISO) and the International Electrotechnical

Commission (IEC) have conjointly formulated the ISO/IEC Guide 51 [3], the

guideline for safety aspects as the international standard for machine safety,

which was then refined as ISO 12100 [4] and established as the standard. Following

such movement, the safety of industrial robots is also being standardized as ISO

10218 [5] mentioned earlier.

As a result of rapid development of engineering and information processing

technology, modern robots are now being controlled by complex algorithms

programmed on microcomputers and thus, their safety can no longer be ensured

by only controlling the physical stability of the machinery (such as damaged or

defect components). In addition to physical safety aspects, methods ensuring safety

for control software must be thoroughly considered. For human-assistive devices

introduced thus far, the distance between the human and the machine are extremely

close. A minor bug in the control software could lead to a serious accident and

methods to ensure their safety is thus strongly needed. In the case of robots, simply

shutting down the system is often insufficient to remove the risk caused by

malfunction or failure of the machine.

Under such circumstances, standards and guidelines that mention safety of

software as one method to ensure safety of the devices are being published by

various industries. Among them, the IEC 61508 (Functional Safety of Electrical/

Electronic/Programmable Electronic Safety-related Systems) [6], which summa-

rizes the functional safety requirements for a safety-related system that uses a

computer is drawing increasing attention. In this standard, the notion of “functional

safety” is defined as “safety that is ensured by controlling the hazard source

using safety-related system”. That is, the safety provided by mechanism that
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ensures safety (called “safety-related system”) even when the system is in a

dangerous condition (for example an air-bag system for cars during crush). The

IEC 61508 is a collection of best-practices when building a safety-critical system

and provides a general standard for a computer-based safety-related system. The

number of industries such as medical devices, railways, and industrial machines

have published their standard based on the IEC 61508. For automobile industry, the

standard was formulated in 2011 as the ISO 26262 [7]. Having these as background,

this standard is also drawing attention from the field of robotics.

There will be a number of difficulties if the field-specific standard for robots was

formulated by simply refining the IEC 61508. The first problem arises from the

wide variety of forms in robots. Unlike aircraft or automobiles, where field-specific

standards are already set, robots vary greatly in their form, nature, and usage

depending on their purposes and thus it seems difficult to form a unifying standard

that is applicable to the safety of all kinds of robots. Second, IEC 61508 is a

standard that is originally intended for large-scale systems such as chemical plants,

and thus it is difficult to directly expand its content to robots. In fact, IEC 61508 is a

huge standard comprised of eight parts (Part 0–7) that encompass the entire life-

cycle of a system, starting from the safety analysis, design, development, installa-

tion of devices, repair, and dismantling. Formation of field-specific standard based

on such a large-scale standard would involve a huge amount of discussion and

interpretation of individual standards. Lastly, the problem of ensuring software

safety still remains. Design and development of software are defined as parts of the

life-cycle of the whole system in IEC 61508, and their requirements are listed in

Part 3 of the standard. For example, the V-model is recommended for the software

development process and methods/techniques expected to be used at each stage of

development, for instance, specification formation, architecture design, module

design, coding, and tests, are defined according to the degree of safety requirement

and the Safety Integrity Level (SIL) of each stage. However, the details of how

these methods/techniques should be implemented are not specified in the standard,

and thus the degree of implementation is often a subject of debate across the

industry where there is still no clear agreement. In the field of robotics, it is often

the case that developers independently develop control software according to the

device. Formulation of methods/techniques for ensuring safety in one standard

framework would thus involve large amount of work. For the above-mentioned

reasons, a field-specific standard based on the IEC 61508 has not been formulated,

despite intense attention from the field of robotics.

15.2.2 Trends in Standardization in Recent Years

As illustrated in the previous section, standardization of safety regarding human-

assistive technology is far from complete. There are, however, noteworthy devel-

opments. A few representative examples, mainly from Japan, are introduced in the

following section.
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In 2008, the Japanese Ministry of Economy, Trade and Industry formulated and

published a safety guideline for next-generation robots. This is aimed at robots that

share the operating range and existence range with humans (so called “next-

generation robots” in the guideline) and has indicated the basic thought on the

future safety on such robots. As mentioned before, the form of service robots

including human-assistive devices spans a wide range. This guideline does not

aim to categorize the variety of robots, but extracts the common features of all

robots. It also presents the basic principle for reducing risk resulting from manu-

facturers, supervisors, sellers and users of the robot.

The New Energy and Industrial Technology Development Organization

(NEDO) have announced the “Project for Practical Applications of Service

Robot”, a 5-year project starting from 2009, as a part of “Project for Open

Innovation Promotion by Utilizing Basic Robotic Technology” promoted by the

Ministry of Economy, Trade and Industry and “the Pioneering Project for Accel-

erating Social Returns” promoted by the Cabinet Office. This project is intended to

establish evaluation methods and standards for ensuring safety in service robots,

which is expected to provide one solution to the labor shortfall due to the declining

birthrate and ageing population. By proposing the established standard as an

international standard for safety, the project aims to expand domestically produced

robots to international markets in the future. Four types of robots will be developed

in this project. They are: mobile operation robots that mainly rely on human

maneuver (wheelchair-to-bed transfer system using detach-and-attachable type

bed); mobile operation robots with mainly autonomous control (security robots);

wearable robots (for elderly people and those with physical disabilities in the lower

limbs); and vehicle robots. Research will be carried into developing risk standards,

assessment methods, risk reduction methods, and safety validation methods for

each type of robot. These safety standards are expected to require both static and

dynamic safety tests for every 16 test items regarding mechanical, electrical and

functional safety. Furthermore, there are plans to propose the developed methods

and protocols for test and evaluation as international standards. This project also

considers the possibility of forming a centralized “robot safety base” inside the

Tsukuba area in Ibaraki Prefecture.

As mentioned earlier, the only international safety standard for robots that exist

thus far is the ISO 12018 formulated by the ISO and thus has often been referred to

when discussing safety assurance of robots. ISO 10218 in actuality is a standard for

industrial robots and is not necessarily adequate for human-assistive devices and

service robots. For example, the standard includes placing a safety fence between

human and the robot as one of the requirements. In the recent years, there has been

an effort at the ISO/TC184/SC2 [8] (Subcommittee for the Technical Committee

184) to formulate new international safety standards for service robots (called the

“robots in personal care” in the committee).

Lastly, we would like to point out other important issues outside the formulation

of standards. For the standards to be prevailed, a consensus must be formed across

industries and people that are related to the field. Moreover, it is also important that

the certification system is appropriately formed and that the standards for approval

15 Safety and Ethical Issues in the Development of Human Assistive Robots 303



and evaluation are clear. It is often pointed out in the discussion about the slow

adoption rate of the IEC 61508 in Japan, that there is no institute that could certify

the IEC 61508 in Japan and one must apply through a limited certification organi-

zation in order to receive certification. Due to this limited availability of organiza-

tion, there is often the problem that the certification standard for software is unclear,

hampering the spread of certification. Considering the above discussed issues, the

development of certification organizations is as necessary as the formulation of

the standards for the recognition of safety standards for human-assistive technology.

15.2.3 Problems Concerning Information Security
for Human-Assistive Robots and their Standardization

As discussed in previous sections, human-assistive devices have developed to

perform complex behavior according to the diverse environments and needs of the

users, controlled by programs that run on embedded microcomputers. In addition,

with the advance of information transmission technology, a growing number of

devices now transfer personal information. For example, some heart pacemakers

implanted in patient bodies now have functions to record and transmit their physi-

ological information, so that doctors can access them. Moreover, recent research on

artificial hearts has come upwith a system that can transfer information such as pulse

to doctors at a remote location. Such a function is expected to develop further, and

data transmission technology is also essential for commercialization of watch-over

technology and next-generation living environments.

On the other hand, as seen in the leaks of personal information via personal

computers that have become a social problem in recent years, the problem of

information security must be thoroughly considered. Roughly speaking, current

information security technology utilizes encoding techniques such as RSA or DES

and protocol suites that include encryption such as IPSec. These technological

elements are developed to a high standard, but the techniques to combine these

methods to ensure information security is yet to be improved.

The issue of information security is particularly important in human-assistive

devices not only from the personal information point of view but also from

protecting the control software from malicious hacker attacks. Further development

in information security is thus essential in order to improve convenience in human-

assistive devices. Several efforts are being made to establish such technologies as

the research into security verification method using the formal method to which

industries recently pay attention. This is a method for describing program specifi-

cations using mathematical language and mathematically proving their safety.

Research into this method and introduction to industries started in the 1970s, but

they are still not in full use. Further advances in this field, which would allow them

to be utilized by human-assistive technology, are expected.

304 K. Hasebe et al.



Standardization is important not only from the technical aspect, but also from the

security aspect discussed in the previous section. The existing standards on data

security are, for example, ISO/IEC 15408 (common criteria) [9] for IT-devices and

IEC 62304 [10] for information security on control software for medical devices.

However, there is clearly a need of mentioning information security discussed thus

far in the safety standard for robots that is currently being formulated, as it

integrates human-assistive technology and information transfer technology.

15.2.4 Legal Issues Regarding Human-Assistive Robot

Thus far, we have mainly discussed standardization for safety assurance as the

essential social basis for human-assistive technology and its problems. There are,

however, other problems of social basis that needs to be concerned.

Human-assistive devices are designed for situations in living environments such

as nursing care and households. Cases where users are injured are expected to

happen. Civil Code defines “negligence” as tort cases, but there are also laws such

as the Product Liability Act, which assigns liability for damages caused by product

defects. With the Product Liability Act, the manufacturers could be held responsi-

ble for damage caused by accidents with the product if the victim can prove that the

accident was caused by a defect of the product. Devices developed by physiolog-

ical, motion, and life-support technologies are also subject to the Product Liability

Act. For next-generation robots and next-generation living-environments,

high-level intelligent control and adaptive control systems that could, to a certain

extent, perform autonomous judgment and decision making are required when

necessary. This introduces a new risk of causing damage due to a misjudgment of

the software in addition to the mechanical defect. As discussed before, it is

impossible to manufacture a device that guarantees “absolute safety” and thus the

risk of damage caused by mechanical systems must be considered.

In such cases where responsibility and authority are defined by certain regula-

tion, both the manufacturer and the user must share the understanding of possible

risk. That could cause to expand the use of new human-assistive devices. The role

of legislation is to increase the predictability of such risk. On the other hand, great

difficulties are expected for cases and events that do not fit with the new legislation.

One way of enforcing rules as a social norm is to use legal binding force. In other

words, to stipulate it as a national law, whose implementation is guaranteed by the

court. However, legal stipulation is a double-edged sword as there is a risk of

misconception that “only what is defined by the law is allowed.” In addition, its

enactment and revision take a long time.

This is where guidelines published by the industries play an important role. There

is no legal binding force to guidelines, but in the real economic society, companies

feel a certain sense of binding and obey the guideline. Clear protocol and evidence

are needed for compulsory execution of laws, whereas guidelines do not involve

forcible exercises. The guidelines are “voluntarily” met without having the need of
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clear evidences. To make one follow rules, we must consider what is to be legally

defined and what is to be left for the voluntary framework according to the circum-

stances, and make sure the rules are not biased towards any interested parties.

Further to such legal issues, social insurance for medical benefit and adminis-

trative policy enforcement as public services are also important. From the point of

infrastructure for social basis the demand for introducing devices that support,

enhance and augment human function is high. In the same way as a public utility

whose main function is nursing care and welfare, human-assistive devices may

contribute to the improvement of public welfare and form a new social production

base. However, in order to be widely accepted by society, it is vital to have

co-operation from companies such as medical device manufacturers who would

take the responsibilities for production, distribution and clinical trials. Efforts to

reduce the financial load for the users must also be made. For example, for

embedded devices such as heart pacemakers, patients and the family often consider

whether the product could be subsidized to be most important and not the technical

advantage.

15.3 Ethical Problems Regarding the Development

of Human-Assistive Robot

15.3.1 Background

The previous section discussed the social and legislative problems regarding the

safety of devices following recent years of technological development in robotics.

Ethical problems also remain, in particular, what is often suggested by the devel-

opers is the ethical question raised during clinical trials under the developing

situation described hereafter.

Clinical trials are vital for developing human-assistive robots. Increasing

number of ethical reviews are thus being done for clinical trials in the field of

engineering. However, it is only recent that ethical reviews are carried out for the

field outside of medicine and thus, number of engineers are finding it difficult to

form the experimental protocol or to have the understanding of the ethical review

per se. These difficulties are not simply due to engineers’ lack of experience for

clinical trials. For example, as Yamauchi et al. [11] suggested, this could be largely

due to a few fundamental differences in the nature of the research and development

methods of the medical and engineering fields.

One characteristic of the development process of human-assistive robots is that

clinical trials are carried out from the early stage of development and the device is

developed through number of try-and-error process. Moreover, this development

process does not define a clear architecture at the beginning, nor does it get

accomplished by refining the configuration. Instead, it is done by repeating the

short cycle of experiments verifying technical solutions for the requirements
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specification and adaptation to the newly found improvements/changes. In other

words, experiments carried out in the process of robot development are strongly

exploratory. On the other hand, research and development in medicine (especially

in the field of drug development, which is a typical example) has the characteristic

that the nature of their clinical trials gradually shifts from exploratory to verifica-

tion, and the specifications for developed products such as new drugs are system-

atically defined. The principle of such gradational and gradual phased development

process is the protection of human subjects and scientific experimental design, and

the process is being summarized as various guidelines used today.

The gap between the characteristics of the development process in the field of

robotics and that of medicine is the main reason why engineers are finding it

difficult to understand the ethical review standards. Consequently, directly applying

the guidelines formulated for drug development to the clinical trials of robot

development would be considerably difficult. The difference in procedures is also

an element that is hampering the mutual understanding of the engineers and the

ethical committee.

15.3.2 Attempts to Formulate the Guideline
for Clinical Trials

In order to solve the above-mentioned problems, we are currently preparing to

formulate guidelines for clinical trials targeted at developers of human-assistive

robots. As a first step, we have proposed a protocol for clinical trials in development

of human-assistive robots that incorporates the idea of stepwise procedure

established in the medical field [12, 13]. The basic idea of the proposed protocol

is to segment the series of clinical trials into multiple phases and to suggest a

stepwise method for experiments. With this segmentation, we aim to clarify the

requirements for individual experiments in robot development from both the ethical

and scientific points of view. In addition, this guideline is also expected to aid the

ethical committee in understanding the purpose of the experiments carried out by

the engineers and to be the “common language” for the ethical review process. In

this section we introduce the phases for clinical trials and discuss the issues on

formulating them into the guideline.

15.3.3 Outline of the Clinical Trial Processes
in Drug Developments

What is accepted as the standard guideline for clinical trials in drug development is

the 1998 Agreement by the International Conference on Harmonization (ICH).

Guidelines from individual countries are also based on this Agreement. The
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guideline requires clinical trials to be done in a stepwise manner. The purpose for

such a stepwise procedure is to first limit the possible side-effects to a small number

of subjects and gradually widen the clinical trial to patients after giving full

consideration to the subjects’ safety. At the same time, by gradually sliding the

purpose of the trial from the exploratory stage to objective verification for the effect

it allows one to design and analyze clinical trials. These ideas are based on the

Nuremberg Code [14], the Belmont Report [15], the Declaration of Helsinki [16],

and the Code of Federal Regulations Title 45 [17]. Specifically, the series of clinical

trials carried out during the drug development are separated into the following four

phases.

Phase I: Based on results from the non-clinical study, test drugs are administered to

human subjects for the first time. The main purpose of this phase is to confirm

the safety of the tested drug on humans. Subjects in this phase are, in principle,

healthy male volunteers.

Phase II: Trials on patients are first done in this phase. The safety and effectiveness

of the test drug are evaluated. Exploratory trials to set the aim for the future

clinical trials are carried out. The subjects will be patients with the target disease.

Trials are first done on adult male subjects with light symptoms and gradually

expanded to a larger number of patients. In addition, double-blind comparative

studies are required to the extent possible in the latter stage of this phase in

verifying the effectiveness of the tested drug.

Phase III: This phase confirms the therapeutic efficacy of drugs to the intended

indication(s). Both comparative clinical trial and open clinical trial are carried

out on large number of subjects from the patient group with intended indication

(s). Based on the data obtained from this phase, a new drug application is finally

being done.

Phase IV: Follow-up trials done after the manufacturing approval is granted to the

drug and made commercially available (Post Marketing Surveillance Trials).

The objective of this phase is to control if the drugs are adequately used and

prevent side-effects by monitoring the data from large number of patients.

15.3.4 Clinical Trial Process for Human-Assistive Robot
Development

15.3.4.1 Aim and Approach

The clinical trial process for human-assistive robot development introduced here is

defined by incorporating the characteristics of the development process in engi-

neering (especially in the field of robotics) into the stepwise clinical trials as seen in

drug development process. We thus categorized the series of clinical trials into

different phases depending on their purpose and the subjects that are involved,

analogous to the “general guideline for clinical trials.”
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The purpose of stating such processes for clinical trials is to allow engineers to

see at which stage within the whole process of the experiment they are about to

perform is positioned. As mentioned earlier, exploratory experiments and changes

in designs are done throughout the development, from the early stage of designing

to the later stages of development. What is often criticized by the ethical committee

as the “uncertainty about the endpoint” in clinical trials done in the engineering

field stems from such characteristics of the development in engineering. In that

sense, the proposed process could aid engineers to design and analyze scientific

clinical trials and to clarify the endpoints according to each step, while gradually

shifting from the exploratory pilot stage to the validation stage at which the

usefulness of the developed device is verified, especially for the experiments at

the validation stage. In addition, as seen in the previous sections, it is important to

fully understand each stage of the trials from the point of view of the safety of the

subjects. Laying down such ideas into the protocol would aid the engineers in

understanding the problems in experimental protocol that were often suggested by

the ethical committee. On the other hand, to find technical solutions at the early

stage of development, researchers often become subjects of their own experiment.

Strictly limiting such activity from the ethical point of view has a danger of strongly

hampering the speed of development. We therefore named such clinical trials at the

very early stage as Phase 0 and regard the safety of subjects (i.e., the researchers

themselves) as the issue in work safety rather than the subject of ethical review, as

suggested by Yamauchi et al. [11].

15.3.4.2 Outline of Phases

Having the key factors mentioned in the previous section, the proposed process is

described according to the time-line. Table 15.1 shows the main objective, subject

of clinical trial, possibility to change the design, and the necessity of the ethical

review for each phase. The devices considered hereafter are mostly assistive

devices for patients with diseases such as the rehabilitation assistant robots and

power-assist devices. It does not contain the development of devices for healthy

people or a specific disease.

Phase 0: Pilot exploratory experiments are done, and basic design that satisfies the

requirement specification is made in this phase. The design is made through a

rapid cycle of verification by simple clinical trials (i.e., trying out the prototype

device) and modification based on the improved results. The objective of this

phase is to build the first prototype, which will be used in clinical trials in

the following phases. As discussed earlier, the subjects in this phase are the

researchers themselves (or the member of collaboration group from the same lab

unit). Ethical reviews for individual trials carried out in this phase are thus

unnecessary. The safety of a series of experiments is specified instead. In other

words, the safety of the prototype is confirmed by the hazard analysis that is done

prior to the trial. In addition, further safety measures, such as prohibition of
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carrying out the trial alone, or installation of an emergency shutdown system, are

encouraged during the trial. The trial environment is also taken into consider-

ation from a safety perspective. These items are expected to be confirmed using a

checklist at the beginning of each trial.

Phase I: Based on the trial results from Phase 0, trials on humans other than

researchers are carried out first in this phase. A limited amount of device

improvements through trial-and-error are allowed, but the main objective of

this phase is to confirm safety of the device when used. In principle, subjects are

healthy adult volunteers. The main purpose of the trials carried out in this phase

is to assess and confirm the comprehensive safety of the human-assistive robots.

Considering the characteristics of such robots, this is done from the following

three points of view.

(a) The hazards intrinsic to the device

(b) The hazards due to users, such as improper use of the device

(c) The hazards caused by contact between the device and the user

Furthermore, based on expected usage of the device, the trials for, e.g., motion

angle, velocity, torque are tested from a fully safe range and gradually increased

to the limit where their safety is secured. Hazards identified in these trials are

reflected in the design and the process is repeated until its safety reaches a final

acceptable level.

The transition from Phase 0 to Phase I implies that the development has left

the try-and-error stage and entered the stage where objective experiments

involving third-person as subjects are carried out. As described earlier, the

uncertainty of endpoint that is often criticized by the ethical committee stems

from the ambiguous border between the exploratory stage at Phase 0 and the

verification stage from Phase I. It is important for the engineers to be aware of

such stepwise implementation of the experiments and to formulate hypotheses

and define endpoints required at each phase objective.

Table 15.1 Outline of each phase

Main objective Subjects of clinical trial

Change

in design

Ethical

review

Phase 0 Formation of the first

prototype

Developer Allowed Not needed

Phase I Verification of the safety and

performance of the device

Healthy subjects Allowed Needed

Phase II Data acquisition for further

verifying experiments

Patients with target disease Allowed Needed

Phase III Efficacy and safety validation

of the device and formu-

lation of the final design

Patients with target disease

(with larger subject

group than Phase II)

Not allowed Needed

Phase IV Post-marketing

surveillance trial

Customer/consumer Not allowed Not needed
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Phase II: Trials with patients (or expected primary user of the device) are carried

out first at this phase. In the first half of Phase II, various clinical trials are

carried out assuming realistic usage of the device. For a rehabilitation assistant

robot, for example, one could test the training sequences and operating times

using the most recent prototypes. Effectiveness of prototype usage for various

target disease groups could also be investigated at this phase. Specifically, trial

subjects are patients with minor and stable symptoms at the earlier stage of this

phase, and their number is gradually increased, including patients with more

serious symptoms. Similarly to Phase I, changes in design can be made if the

trials reveal possible improvements. However, the margin of design change is

limited to that where the safety of device can be clearly guaranteed from hazard

analysis and experimental results. The verification of the design formulated thus

far starts from the latter half of Phase II. Prototypes used in the verification trials

are therefore limited to those with designs formulated until the earlier half of

Phase II. Trial subjects are also limited to patient groups where positive effects

from device usage have been confirmed during the earlier stages. The number of

subjects, on the other hand, will be increased from the earlier half of Phase II to

the scale where statistical analysis on efficacy and reproducibility could be

carried out. Changes in design during the experiment will not be allowed from

the latter half of Phase II.

Phase III and Phase IV: Validation trials are carried out in Phase III to decide the

final design and specification of the device for commercialization. In order to

make the validation more concrete, the trials will be on a large-scale with a large

subject group and will be carried out in multiple facilities. In the following Phase

IV, information regarding the safety of the manufactured robots and defect cases

under appropriate usage will be collected. Investigation on safety based on the

reports from the users and additional trials, if necessary, will be carried out by

the manufacturers.

15.3.5 Problems in Formulating the Guideline

In order to develop the process reviewed in previous section into a full guideline for

clinical trials, it must be refined by considering the detailed development process.

In this section, we introduce our discussion on safety analysis methods as an

example of guideline formulation.

As introduced in the previous section, from the point of subject safety, all hazard

sources of the prototype must be analyzed prior to the clinical trial and full safety

measures must be taken. Hazard analysis methods that are widely known and used

are, for example, FMEA, HAZOP, and FTA. These methods has the advantage that

they complement each other, but carrying out a detail analysis using any of these

methods is very expensive, both time and work-wise. Initial stages of development,
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for example, Phase 0, involves a large amount of experiments using simple pro-

totypes. It is thus unrealistic to carry out the full hazard analysis using these

methods above for all the experiments. We thus propose a method in which the

experimenter carries out a simple analysis by considering a pre-defined list of

possible injuries which occur in clinical trials of robot development as the top

incidents in the FTA (we will use ICD-10 [18] endorsed by the WHO as one of the

reference).

Specifically, we first create a list of possible injuries such as “bone fracture” and

“incised wound” in the guideline. Developers will select the relevant items from the

list considering the experimental paradigm and the form and characteristics of

the prototype used in the trial. Furthermore, the developer would name the possible

causes of the selected items based on the FTA (e.g., “cutting burr from the

prototype” for “incised wounds”). Through this process, hazard sources that need

to be controlled are identified. This is the detailed proposal for the “safety analysis

using checklist” done in Phase 0.

For the safety analysis for the overall development process, we are considering a

method that associates the process of design refinement and the progress of clinical

trial phases. In other words, a relatively simple safety analysis will be carried out at

the early phase of development. Using the results from the safety analysis carried

out in the preceding phases, the analysis will be refined as this phase progresses.

Details of this regulation that encompass the entire development process are

currently being specified by checking the consistency with the Guide 51, i.e., the

standards for the basic concept of safety design, and IEC 61508, i.e., standards on

functional safety.

Further issues remain other than the safety analysis mentioned before, such as

re-examination protocols for ethical reviews following inevitable design changes,

and detailed definition of each phase. These are currently being discussed by

considering more concrete development processes.

15.4 Conclusions

This chapter presents an overview of issues in achieving widespread applications of

human-assistive robots from the points of view of social infrastructure and ethics.

First, the current situation and challenges concerning the standardization of the

safety aspects of robots are described. Guidelines are currently being formulated,

but method to bridge the gap between the safety measures stemming from the

difference in human-assistive robots and other devices remains open.

Ethical problems related to the development of human-assistive robots and the

clinical trial process proposed by the authors are introduced in the latter half.

Proposed approach is based on the stepwise clinical trials adopted in drug devel-

opment as the standard process, and segments the series of clinical trials carried out

during the development of a human-assistive robot into multiple phases. By
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defining these phases, we aim to assist engineers in positioning their series of

experiments onto different stages and to comprehend the appropriate hypothesis

and endpoints when formulating an individual experiment protocol. This trial

process will be refined in further detail. Our final goal is to formulate the guideline

for clinical trials during the development of human-assistive robots.
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Chapter 16

Standards and Statutes: ‘Soft’ Law

and ‘Hard’ Law

Masao Yanaga

Abstract Standards have been widely applied successfully in various areas,

especially with regard with information technology. After a brief look at the process

for setting standards, we will review the intellectual property and competition law

issues as they regard these standards. There is also an overview of the important

role of standards in establishing damages. Finally, the reasons why standards as a

sort of ‘soft law’ are often preferred to statutes are discussed.

Keywords Standards • Hard law • Soft law • Intellectual property • Competition

policy • Civil liability

16.1 What is a Standard?

A standard can be defined as any set of technical specifications that either provide or

are intended to provide a common design for a product or process.

Setting the anticompetitive effect of standardization aside, standardization

significantly increases consumer benefits in many markets. This is particularly the

case with so-called network markets1 where the value of a product to a particular

consumer is a function of how many other consumers use the same (or a compat-

ible) product (e.g. telephone network, computer operating system) since standards

control interoperability in a network market.

Even in non-network markets, standard setting might have beneficial effects.

In this sort of market, standards often govern the quality or safety of a product.
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In addition, standards can facilitate competitive markets for replacement parts or

service, for example, in durable-goods industries. Moreover, medical doctors and

many other professionals must meet minimum licensing standards set in order to

protect and advance both the private interests of patients (clients, consumers) and

the interests of society at large.

There might be another classification of standards: mandatory (regulative)

standards and voluntary (coordinative) standards. “Regulative standards – often

in the form of maximum or minimum requirements and limits – aim at preventing

negative externalities through internalization, i.e. imposing the externalities on

those who have induced them”. “Coordinative standards, such as protocol and

interface specifications, on the other hand, frequently aim at promoting interoper-

ability and compatibility of technology in order to reduce transaction costs and to

generate positive externalities” [1] (Table 16.1).

16.2 Standard-Setting Organizations

A standard may arise from the operation of the market (de facto standards).

“Market” or “de facto” standards are common in “network industries” where

consumers benefit by adopting products or processes adopted by others. In this

case, there exists no standard setting organization.

On the other hand, there are a lot of codified standards. Technical specifications

for standards are typically formally adopted by a standard-setting organization,

either private or governmental/public.

16.2.1 International Organization for Standardization (ISO)

The ISO (International Organization for Standardization) is the world’s largest

developer and publisher of International Standards. The ISO is a network of the

national standards institutes of countries, one member per country, which is a

Table 16.1 Coordinative standards and regulative standards ([2], p. 246)

Coordinative standards Regulative standards

Aim Interoperability, compatibility Prevention of negative

externalities

Mode of

generation

Negotiation of agreement among ‘interested’ actors/

emergence in markets

Hierarchical political

governance

Normative

character

Convention, voluntary Legal rule, mandatory

Area of

validity

Industries, markets (techno-economic units) States (political units)

Economic

effects

Reduction of transaction costs/positive externalities Internalization of negative

externalities
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non-governmental organization that forms a bridge between the public and private

sectors. Many of its member institutes are part of the governmental structure of their

countries, or are mandated by their governments while other members have

their roots exclusively in the private sector, having been set up by national partner-

ships of industry associations.

16.2.2 Japanese Industrial Standards Committee (JISC)

Japanese Industrial Standards (JIS), which are set by the competent Ministries

(i.e. the Ministry of Economy, Trade and Industry; the Ministry of Education,

Culture, Sports, Science and Technology; the Ministry of Environment; the Minis-

try of Internal Affairs and Communications; the Ministry of Agriculture, Forestry

and Fisheries; the Ministry of Land, Infrastructure and Transport; and the Ministry

of Health, Labor and Welfare), are national standards (Article 11, Industrial Stan-

dardization Act), in the same manner as the ANS (American National Standards) of

the ANSI in the US or the BS (British Standards) of the BSI in the UK.

The Japanese Industrial Standards Committee (JISC) is a consultative body for

the competent ministries. It consists of many national committees and plays a

central role in standardization activities in Japan The JISC is the official Japanese

representative to both the International Electrotechnical Commission (IEC) and

the ISO.

The JIS are established or revised on the basis of a consensus among producers,

consumers, regulators and related parties. The JIS, which cover industrial and

mineral products, have been influenced by the standards established by various

industrial associations for their specific needs, or the standards established by many

companies called for by the company standards (e.g. operation manuals, products

specifications etc.). In other words, the need for common practices in companies

belonging to the same industrial sector leads to the establishment of industrial

association standards, and the same need in terms of wider applications has

promoted the establishment of JIS.

16.3 Standard Setting Process

16.3.1 Input Legitimacy and Output Legitimacy/Substance
and Process

In most cases, specifications and standards are developed by and for the interested

parties themselves as a consensus-driven activity. Accordingly, the legitimacy of

the standards or specifications rests heavily on the wide participation/involvement

of stakeholders. In addition, in networked society, for example, it is difficult to
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ignore technology standards—whether they are the informal de facto ones or the

more formal de jure ones emanating from formal standards-setting organizations.

One consequence of this pivotal role of standards is that the perceived legitimacy of

the standardization process as well as the substance of the standards themselves

requires care and attention.

Werle and Iversen [1] have pointed out a tendency to think of the legitimacy-

deficit in terms of ‘input legitimacy’ criteria, while they have observed at the same

time a tendency for standards-setting organizations to orient efforts towards achiev-

ing ‘output legitimacy’, by developing standards which are regarded by diverse

groups of legitimizing stakeholders as ‘good standards’. The input legitimacy
focuses on the ‘production’ of a standard (i.e. the standardization process) while

the output legitimacy addresses the ‘product’ (i.e. the standards themselves).

According to Werle and Iversen [1], high input legitimacy is characterized by a

due process, that is, ensuring stakeholder representations, hopefully maintained by

a highly-respected standards-setting organization. They define output legitimacy,

on the other hand, as being a situation in which “all ‘interests’ are considered (but

not directly represented) in the standardization process; external tracking and

monitoring of standardization by stakeholder and advocacy groups; and decision-

making in an open inclusive discourse (arguing) to the benefit of all standards

addressees”, in addition to its perception as a ‘good standard’ by interested parties.

16.3.2 An Example: Japanese Industrial Standards (JIS)

To establish a JIS standard, the Japanese Industrial Standards Committee (JISC)

must duly follow the procedure stipulated by the competent ministerial ordinance,

deliberate on the proposed industrial standard, and report the results to the compe-

tent minister(s) (Fig. 16.1). In addition, when the competent minister officially

acknowledges that the proposed industrial standard which JISC reported to have to

be established complies with opinions of all persons who have a vested interest in it,

would not unfairly discriminate against persons who are under the same type of

conditions, and is otherwise suitable, it must be established as an industrial standard

under Article 13 of the Industrial Standardization Act. Furthermore, according to

the official procedure provided by the ordinances of the competent ministry, the

proposed industrial standard must be deliberated on by JISC (including working

groups if applicable) which shall be composed of committee members and special

members, who determine whether or not the standard complies with opinions of

committee members, users, consumers, and all others who have a vested interest in

it. In this case, it is also stipulated that when there are minority opinions in the

decision, and when committee members or special members so request it, then

the opinions must be described in reports of the standard (Enforcement Regulation

for Industrial Standardization Act, Article 2 quater).
Opportunities are guaranteed for reporting opinions, etc., to persons with a

vested interest. First, when there is a plan to create a JIS draft, public notice must
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be given at least 3 weeks prior to the event, and if there are persons with a vested

interest in the proposed JIS (such as manufacturers, sellers, and consumers of

products, that are covered by the JIS proposal in question, as well as persons,

companies. etc., possessing rights such as patents for technologies related to the

proposed JIS), they may, regardless of their nationality, present their opinions

(usually in written form) to the committee that is drafting the proposed JIS.

In addition, the JIS action plan is publicly released at least once every 6 months.

If there are any parties with a vested interested in proposals for setting or revising a

JIS standard, regardless of their nationality they may express their opinions at

subcommittees and expert committees of the JISC that are deliberating on the JIS

proposal in question.

Furthermore, before establishing or revising a JIS standard, there must public

announcements for providing opportunities for submitting opinions based on Arti-

cle 4, Section 1 of the WTO/TBT Agreement, as well as for gathering information

about patents, etc. related to the JIS patent policy. There is a 60-day period for

soliciting opinions.

Fig. 16.1 Flow of setting JIS
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In addition to the above, finding a need for industrial standardization, the

competent minister may hold public hearings to solicit the opinions of persons or

parties having a vested interest. Therefore, the JISC, or persons/parties with a

vested interest in industrial standards, can request the Minister to hold a public

hearing to reflect the opinions of all persons with a vested interest, or to determine

whether or not the application of said standard would unjustly affect persons

who are subject to similar conditions. Upon such a request, the Minister will

examine the facts clearly presented at the public hearing, and if it is determined

that the industrial standard must be revised, then the standard shall be discussed at

the JISC, and the revision must be properly deliberated upon, as per Article

18 of the Industrial Standardization Act.

16.4 Antitrust and Standardization

16.4.1 Antitrust Issues

While standardization may increase some benefits to consumers, it might be

undesirable to the extent that standardization of a single product reduces consumer

choice. In addition, standard-setting organizations (SSOs) may be able to impede

competition, effectively acting as a cartel with the power to reduce output by

excluding certain kinds of products. This is partly because an SSO sometimes

wields economic power because it consists of the largest companies in the industry,

and partly because some SSOs may wield direct legal control over a market, either

directly (e.g. in cases where the legislatures delegate to professional associations

the power to control entry into the profession) or indirectly (in cases where an SSO

adopts standards that are incorporated into or referred to in statutes enacted by

legislatures).

Accordingly, we find two main types of antitrust issues in the context of

standards setting: procedural issues, which address the method by which the

standard was set, and substantive issues, which concern the content of the standard

adopted.

16.4.2 Japanese Antimonopoly Act and Standardization

The Japanese Antimonopoly Act (AMA) stipulates that no company or individual

may engage in private monopolization or unreasonable restraint of trade (Article 3).

‘Private monopolization’ is defined as “business activities, by which any individual,

organization or company, or any combination thereof, excludes or controls the

business activities of other individual or companies, thereby causing, contrary

to the public interest, a substantial restraint of competition in any particular field
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of trade” (Article 2, paragraph 5). In addition, it is forbidden to enter into an

international agreement or an international contract that contains matters that may

be considered unreasonable restraint of trade or unfair trade practices (Article 6).

Moreover, no trade association may engage in activities that (1) substantially

restrain competition in any particular field of trade, (2) enter into an international

agreement or an international contract as described in Article 6, (3) limit the present

or future number of participants in any particular field of business, (4) unjustly

restrict the functions or activities of the constituent members (i.e., members of the

trade association), and (5) induce or coerce individuals or businesses to engage in

unfair trade practices (Article 8).

The Japanese Fair Trade Commission created and published Guidelines on
Standardization and Patent Pool Arrangements. According to the Guidelines,
while standardization of specifications by competitors is not assumed to be illegal

per se under the AMA, it might result in violation of the AMA in cases where the

standardization activity restricts competition in related markets or threatens to

impede fair competition with restrictions as follows:

1. Restricting prices of new products with specifications: Competitors in the

activity jointly fix prices, quota outputs, limit marketing activities etc. of their

new products with specifications (unreasonable restraint of trade, etc.).

2. Restricting development of alternative specifications: Competitors in the activity

mutually restrict, without due cause, the development alternative specifications

or adopt alternative specifications to produce and distribute products with them

(unreasonable restraint of trade, dealing on restrictive terms etc.).

3. Unreasonably extending the scope of specifications: Competitors in the activity

jointly extend the scope of specifications when doing so is not necessary to

ensure compatibility among their products, but only to mutually restrict compe-

tition in developing new products (unreasonable restraint of trade, etc.).

4. Unreasonably excluding technical proposals from competitors: Competitors

deliberately, without due cause, prevent technical proposals by a specific com-

petitor from being adopted in the development or improvement of the technol-

ogies for specifications (private monopolization, discriminatory treatment in a

concerted activity, etc.).

5. Excluding competitors from the activities: Competitors deliberately exclude

specific competitors from the activity in cases where the competitors are largely

not involved in developing and distributing the products with the specifications

and do not participate in the activity, and are at risk of being excluded from the

market (private monopolization, etc.).

In addition, the Guidelines point out that refusing to grant a license might be

considered a breach of rules in the AMA if a patent holder has taken part in the

standardization activities and is endeavoring to have their patented technologies

adopted by the specifications while the patent holder is free to refuse to grant a

license under the AMA as long as the patent holder is not involved in the activities.

Once specifications are standardized, and if it becomes difficult for companies to

develop and produce the products with the specifications, then the activities of
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patent holders are deemed to constitute private monopolization when they substan-

tially restrict competition in related markets. Alternatively, they may constitute

unfair trade practices when they threaten to impede fair competition. This will also

apply to cases where a patent holder has not been formally involved in developing

the specifications by, for example, colluding with a participant in the activity.

If several companies involved in the standard-setting activity jointly conduct such

an act, the act is regarded as unreasonable restraint of trade in cases where

competition is substantially inhibited and as unfair trade practice (concerted refusal

to deal) in cases where competition is not substantially inhibited. Both of these

cases are deemed to be a violation of the AMA.

16.5 Intellectual Properties (IP) and Standardization

16.5.1 Intellectual Properties (IP)

Intellectual properties are creations of the mind, such as musical, literary and

artistic works, discoveries and inventions, names, symbols and designs, for which

a set of exclusive rights are usually recognized and provided by law (in most cases,

statutes). Common types of intellectual property rights include copyrights, trade-

marks, patents, industrial design rights and trade secrets.2

16.5.2 Lock-In/Hold-Up Problems and SSOs

16.5.2.1 Lock-In/Hold-Up Problems

After a standard has been adopted and becomes established, there are occasionally

cases in which someone claims an intellectual property right (whether patent or

copyright) over the existing standard. However, an asymmetry exists between the

low ex ante cost of choosing an alternative proposed standard and the higher ex post
cost of abandoning an existing standard in favor of a new standard.

16.5.2.2 Intellectual Property Rights and Standard-Setting

Organizations (SSOs)

Many SSOs have policies that address the interplay between the standards they

adopt and the IP rights of participants (Table 16.2). The prospect for ex post

2 For details of the situation in Japan, see e.g. Asahi Koma Law Offices, Intellectual Property

Rights in Japan, http://www.ictregulationtoolkit.org/en/document.1481.pdf
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“hold-up” is one of the key rationales for requiring patent holders to disclose their

patents ex ante and to specify ex ante the royalty rates that they intend to seek for

the use of their patents.

Specifically, many SSOs have policies that prevent the SSO from adopting

standards on which some individual or party has (or claims to have) a patent3 and

that call for the SSO to withdraw previously approved standards if it is subsequently

discovered that there is a patent that reads on the standard. Many SSOs, however,

explicitly disclaim any effort to interpret the patent (or IP) or to determine whether

or not a patent reads on a proposed standard.

Secondly, the rules of an SSO usually impose obligations on the SSO partici-

pants to search, disclose and license the IP (mainly, patent(s)) that they have.

Among these rules, search and disclosure rules obviously impose burdens on the

SSO participants. Search rules might be troublesome because of limited knowledge

that participants’ representatives to the SSO may have on the patent portfolios of

the participants. This implies that the scope of the obligation (if any) to search for

potentially relevant patents is extremely important. It is not easy to find an appro-

priate level of disclosure because overdisclosure can be as problematic as

underdisclosure. A “core dump” type of disclosure is not very helpful.

Thirdly, participating IP holders whose IPs (usually, patents) have been identi-

fied as being relevant to the proposed standard are requested in the SSO’s policy to

agree to license whichever IPs are “necessary” to make products that comply with

the standard to anyone seeking a license. Participating IP holders must commonly

agree to license their patents either royalty-free or on RAND (reasonable and

non-discriminatory) terms.

Table 16.2 Patent policy adopted by selected SSOs

Duty to search
Disclose/
Declare

License

Waiver 
Royalty-

free
RAND

Reciprocity
allowed

ISO/IEC
Good faith and on
a best effort Review the standards

ITU-T/
ITU-R
ANSI

IEEE
Reasonable and
good faith

Regardless of the
declination, all
standards are subject to
periodic review

JISC

Review the standards
W3C

Receive a
disclosure request/
have actual
knowledge

Decline to grant a
license after
standardization

3Most SSOs, however, make exceptions as long as the patent holder declares that they are willing

to license their patent.
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16.5.2.3 ISO/IEC (International Electrotechnical Commission)/ ITU

(International Telecommunication Union)

Any party participating in the work of ITU, ISO or IEC should, from the outset,

inform the Director of ITU-TSB, the Director of ITU-BR, or the offices of the CEO

of ISO or IEC, about any known patent or pending patent application, either their

own or of another organization. In addition, the patent holder is requested to declare
that they are willing to negotiate licenses with other parties on a nondiscriminatory

basis on reasonable terms and conditions free of charge or on a non-discriminatory

basis with reasonable terms and conditions. Moreover, in cases where the patent

holder is not willing to comply with the above provisions, the Recommendation/

Deliverable shall not include provisions that depend on the patent.

16.5.2.4 JIS

When a competent ministry proposes establishing JIS in accordance with Article

11 of the Industrial Standardization Act and requests an entity (contractor) to

undertake the drafting of a specific JIS, the contractor shall conduct a patent search

for the technology relevant to the draft JIS. If the contractor finds that the draft JIS

contains patented technology, they shall then coordinate as necessary with all

patent rights holders so that all such rights holders may be able to submit a

declaration concerning the treatment of patent rights and licensing in connection

with draft Japanese Industrial Standards.4 However, it is not necessary to extend the

patent search beyond such patent rights as are known to the developers of the draft

JIS. The same requirement applies in cases where an interested party (applicant)

proposes to establish JIS in accordance with Article 12 of the Industrial

Standardization Act.

Moreover, the department in charge of the draft JIS must, in conjunction with the

announcement of the public comment period, collect information on the existence

and names of patent rights holders, etc., related to the draft JIS. In cases where

patent rights related to the draft JIS under deliberation are found to include rights of

patent holders who have not yet submitted a declaration, the department in charge

of the draft JIS shall request those patent holders to submit a declaration. If such a

declaration is not submitted, or the patent rights holders have declared that they are

unwilling to grant licenses to the patent rights free of charge or on RAND terms,

then the department in charge of the draft JIS shall work with contractors and/or

applicants to make the necessary amendments to the draft JIS. The JISC may not

issue a report until the procedures stipulated above have been satisfactorily

completed.

4 This does not apply in cases where the draft JIS is identical to ISO/IEC standards or where the

draft JIS requires minor editorial changes, but remains identical in technical content.
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Furthermore, in cases where a JIS-containing technology covered by patent

rights is to be established, the JIS shall include a statement in the Foreword about

the relevant patent rights and the conditions for granting licenses.

Above all, in cases where those who have submitted a declaration on the use of

patent rights under RAND do not, in fact, grant a license under those conditions,

which could hinder the good use of the JIS related to the patent rights, then the

department in charge of the JIS shall endeavor to ensure appropriate use by making

the necessary request to the patent holder(s). Unless appropriate actions are taken,

the competent department has to investigate the potential impact on the public

interest of revising or repealing the JIS. Based on the results of a study, the

competent department must amend the JIS so that it does not include technology

covered by the patent rights in question, or withdraw the JIS.

The same rules apply in cases where it is found after the publication of a JIS that

the JIS involves patent holders other than those who submitted a declaration on the

license to use the patent.

On the other hand, those who would like to be granted a license to implement the

patent and meet certain requirements may apply for arbitration for implementing

patent inventions, etc., under the Patent Act.

16.6 Civil Liability and Standards

16.6.1 Incomplete Performance

Obligors are liable for the failure to meet the purpose and meaning of their

obligations (Civil Code, Article 415). A delivery of defective goods falls within

this category. Regulations, quality standards, etc., play an important role in deter-

mining whether or not any act of an obligor is consistent with the purpose of the

obligation, especially in case of the obligation to deliver goods, when determining

whether or not the goods have the required quality.

16.6.2 Seller’s Liability for Hidden Defects

If the object of a sale has any hidden defects, the buyer may claim damages.

In addition, the buyer is entitled to rescind the contract, provided that he is unable

to achieve the purpose of the contract with such a defect (Civil Code, Article 570).

In this context, the defect is considered latent in cases where such a defect is what

an ordinary buyer is unable to find with ordinary care. This seller’s liability is strict

liability and the seller is liable unless he proves that the buyer knew or should have

known the defect with due care.

In sales contracts, the product will be deemed as defective unless the pre-set

implicit or explicit rules, product standards, etc. are complied with.
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16.6.3 Product Liability

Manufacturers, etc., are liable for damages when another’s life, body or property is

injured by a defect in the delivered product which they manufactured, processed,

imported, licensed to put their name on, etc. (Product Liability Act, Article 3).

In this context, ‘defect’ is defined as “lack of safety which the product should

ordinarily provide, taking into account the nature of the product, the ordinarily

foreseeable manner of use of the product, the time when the manufacturer, etc.,

delivered the product, and other circumstances concerning the product” (Article 2,

Paragraph 2).

In addition, a “defect” can be found in cases where the product lacks safety either

because there are problems with the design itself (design defect), or because the

product was not manufactured according to the design, specifications, etc. (defect in

production); and where there are risks involved because the defect cannot be

removed from the product, and appropriate information has not been provided

about such risks (lack of direction or information) in, for example, the user’s manual.

When inadequate quality control, inspections, etc., lead to non-compliance with

safety standards set by national or public organizations, or corporate/industry

voluntary standards, a product has a defect due to inadequate safety. If, as a result

of a design that does not meet such safety standards, the product does not meet the

safety standards that consumers (users) normally expect, then it has a design defect.

16.6.4 Negligence

A person who intentionally or negligently violates another’s rights shall be liable

for the losses caused by the act. This provision is abstract enough for the courts to

give sufficient discretion in their interpretation. It is said that four elements of tort

can be derived from this provision: fault, unlawfulness, victim’s loss and causal

relationship between the tortious act and the loss (Civil Code, Article 709). It is the

widely accepted that negligence is a breach of duty rather than a state of mind.

In other words, one is considered negligent if one fails to take appropriate measures

to prevent a loss that was foreseen or should have been foreseen. A breach of duty to

foresee and prevent a loss constitutes negligence. In this respect, the required

standard of care is that of the reasonable person, taking into account the profession

of the defendant and the knowledge, competence and experience required for

a similar class of people as the defendant. If one has satisfied the standards of the

ordinary members of his/her profession, then that person is not deemed as

negligent.

When determining whether or not a liability in torts arises, the failure to follow

social norms within certain social groups constitutes a violation of duty of care, and

there are quite a few cases where negligence has been acknowledged due to the lack
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of following such norms. However, the reverse case is not always true. In other

words, merely following the example set by experts, the industry, etc. can some-

times be interpreted as not doing everything possible to fulfill one’s duty of care.

For example, on 16 February 1961, the Japanese Supreme Court ruled that a

doctor who had given blood transfusions in accordance with the norms that had

existed among his peers, had violated his duty of care (Supreme Court Reports on

Civil Matters (Saiko saibansho minji hanrei shu), volume 15, no. 2, page 244). That

is, a court approves a social norm that maximizes a social group’s profit, but if the

social norm is disjunct from the public interests, it may give the social group in

question incentive to create a model that effectively externalizes losses (e.g. the

substandard duty of care in medical practice existing among some doctors).

For example, ordinary customs, ways of thinking, etc., in Hoshino’s “partial

society” (a society comprised of persons having certain skills, professions, status,

etc.) may be mutually suitable for the members of that society, and settling conflicts

among those members in the light of the customs and ways of thinking may be

appropriate or natural ([3], pp. 568–569). However, that is not the case for one party

in an incident or conflict that becomes a problem, where he/she is a third party or

ordinary person who does not belong to the partial society. That is, the matter

should be settled by the common understanding of the wider society including the

two parties. According to Hoshino, the customs, ways of thinking, etc. of the partial

society should not be the standard for resolving conflicts, although they might be

taken into consideration as a mitigating factor ([3], pp. 568–569).

16.7 Soft Law and Hard Law

16.7.1 Soft Law

Hard law is binding legal instruments and laws (typically, statutes and ordinances

formulated by a government) in contrast with soft law. Soft law is a set of rules that

people find binding in the real economy and society though they are not the

mandatory rules formulated by the State and, accordingly, are not necessarily

enforced by the State. Soft law is rules of conduct which in principle have no

legally binding force but which nevertheless may have practical effects. Soft law

may be formulated or created either domestically or internationally not only by

private bodies, businesses and the market, but also by public bodies and the

government.

Traditionally, soft law is common in international (public) law where there are

no sovereign governing bodies. Soft law is expressed in, for example, conference

declarations, UN resolutions and declarations, and the nonbinding guidelines of

international organizations. However, legally non-binding standards such as soft

law have been widely applied to technical, professional and international matters

(Table 16.3).
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16.7.2 Rationales for Soft Law Instruments

A variety of rationales have been given for utilizing soft law instruments over hard

law ones.5

1. Lower “contracting” costs. Creating an agreement usually entails negotiation or

“contracting”, i.e., learning about the issue, bargaining, and so forth. When the

issue is complex or contentious, soft law might be more appropriate because

non-binding norms lower the stakes for the parties involved in the negotiations.

Soft law might help agreements to be reached quickly and avoid ratification or

other cumbersome domestic procedures.

2. Lower sovereignty costs: While binding agreements might deprive the States

involved of the authority to make decisions in the area and lead to the diminution

of the States’ sovereignty, soft law instruments can promote cooperation among

the States while preserving sovereignty.

3. Coping with diversity and flexibility: Soft law allows States to adapt their

commitments to their particular situations. It can accommodate diverse legal

systems, and can cope better with uncertainty and fast-changing environments.

4. Wide participation: Soft law instruments often allow a variety of interested

parties to participate in the process of making. Increased openness allows for

more active participation of non-state actors, promotes transparency, enhances

agenda setting, and facilitates the diffusion of knowledge.

5. Incrementalism: Soft law may represent a first step on the path to legally binding

agreements or hard law. Soft law can also be used as a precursor to hard-law

instruments. Soft-law instruments can establish norms and customs as well.

16.7.2.1 Accounting Standards, etc.

Even in cases where non-governmental bodies (i.e. private parties) develop or

formulate standards, the legal system sometimes makes such rules a prerequisite.

The standard-setting body develops norms while expecting or anticipating that the

government will enforce the norms that they themselves set. A typical example of

such models is accounting standards. In the relation with financial reports required

under the Financial Instruments and Exchange Act, Article 1, Paragraph 1 of the

Financial Statements Regulation stipulates that the technical terms, formats, and

methods of preparing financial statements that “are not provided in these regula-

tions shall follow the standards of business accounting that are generally accepted

as fair and proper”. Paragraph 3 stipulates that “accounting standards, developed by

5 For example, Ruggie pointed out that States may turn to soft law for several reasons: to chart

possible future directions for, and fill gaps in, the international legal order when they are not yet

able or willing to take firmer measures; in cases where they conclude that legally binding

mechanisms are not the best tool to address a particular issue; or in some instances, to avoid

having more binding measures gain political momentum [5].
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an organization engaged in the survey, research and development of business

accounting standards and meets all of the conditions” prescribed in Paragraph

3, “developed and promulgated under due process, and found that they are likely

to be accepted as fair and proper and designated by the Commissioner of the

Financial Services Agency” “shall be deemed as business accounting standards

that are generally accepted as fair and proper”. In addition, Article 431 of the

Companies Act states that “accounting in joint stock companies shall follow

the business accounting practices that are generally accepted as fair and proper”.

The Accounting Standards Board of Japan promulgates various accounting

rules, and the Board expects that the rules they are setting will be ultimately

enforced as “business accounting standards that are generally accepted as fair and

proper” or “business accounting practices that are generally accepted as fair and

proper”. Of course, this does not mean that there is a guarantee that whatever the

Accounting Standards Board may formulate will automatically be accepted and

enforced by the State. The government does not simply give private parties carte
blanche for formulating rules and automatically implement and enforce the rules;

however, the legal system does encourage private parties to formulate norms, and

the private parties make a concerted effort to respond to such encouragement.

In addition, in regard to auditing standards, the fundamental “Auditing Stan-

dards”, etc., are formulated by the Business Accounting Deliberation Council, a

consultative body for the Financial Services Agency (FSA), while more concrete

and detailed norms are formulated as committee reports (practical guides) by the

Japanese Institute of Certified Public Accountants in order to converge with

the International Auditing Standards on a timely basis.

16.7.2.2 Lex mercatoria

Without making enforcement by the State a precondition, the norms, order, etc.,

that have been voluntarily formed by non-governmental bodies have ex-post sig-
nificance in courts and other venues where the State is involved with settling

disputes. For example, there are controversies over whether business practices

and trade practices are incorporated in agreements between the contracting parties

Table 16.3 Soft law and hard law (Adapted from Fujita [4])

Enforced

by the state Not enforced by the state

Formulated by the state Hard law Provisions in several statutes (e.g. labor legislation)

that appeal to the parties involved to respect good

practice and provide no sanctions

Formulated by

non-state actors

Accounting

standards

Social norm/business ethics/corporate social

responsibility

Lex mercatoria
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and whether the courts should determine that some business practices, etc. bind the

parties as customary law. Often, the role of lex mercatoria becomes a topic of

discussion and debate.

Lex mercatoria is a “set of special legal rules, which is non-governmental private

law, for international transactions that are not based on traditional sources of law”.

In Japan, the applicable law for international transactions is determined by the Act

on General Rules for the Application of Laws (rules of private international law),

but even when Japanese law is applicable, at least part of lex mercatoria is also

applied, through interpretation of the intentions of the parties concerned, and/or

through interpretation and recognition/approval of international business customs

(laws). In other words, judicial precedent, through deliberation from the perspec-

tives of reasonableness and fairness, acknowledges lex mercatoria as a business

custom.

For example, one court6 ruled that in Japan, the basing of letters of credit on the

Uniform Customs and Practice for Documentary Credits (UCP) is “recognized as a

business practice. In addition, the settling of commercial bill accounts based on

letters of credit, so long as branches of the issuing bank, etc., are not established

around the world, will inevitably have to utilize the services of another bank, and if

we accept that, then banks, etc. should not make a half-hearted attempt at letters of

credit transactions. In order to facilitate letters of credit transactions, it is reasonable

to have the risks involved with using another bank’s services borne not by the

issuing bank, but by the applicant of the letter of credit. The provision of Article 12

(a) of the UCP should be construed as fair and reasonable. . . The legal relationship
based on the contract in the present case should be judged by the UCP”.

16.7.2.3 Provisions in Several Statutes

In recent labor legislation, there has been an increasing number of cases involving

the obligation to make efforts, in which parties involved in most of the cases have

used wording such as “must make an effort” or “should make an effort” about the

user, who is the addressee of such regulations. Noncompliance with the require-

ments to make efforts is not deemed as a violation of the law and does not result in

making some acts void so long as the parties involved voluntarily and willfully

fulfill their obligations in principle.

In Japan, for example, the Equal Employment Opportunity Act that was pro-

mulgated in 1985, stipulates only that “an effort must be made” for equal oppor-

tunity to be given for the recruitment, employment, deployment, promotion of

employees, and equality in treatment . Furthermore, not undertaking fulfillment

6 Tokyo District Court, Judgement on May 29, 1987 (Kin-yu Homu Jijou, No. 1186, p. 84).
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of effort is evaluated neither as a judicial violation, nor as something that may result

in liability for damages. As with many other regulations for effort, these regulations

for fulfillment of effort are derived through a gradual escalation of sanctions and

granting of economic incentives.

In other words, the specifics of fulfillment of effort are indicated with guidelines,

etc., with concerned parties encouraged to follow them, and government authorities

providing advice, instruction, recommendations, and so on, and economic incen-

tives are provided through such means as monetary benefits. Furthermore, in the

relation with fulfillment of effort in Japan, there are examples of public disclosure

of the names of companies that do not follow advice, etc. In addition, that are also

quite a few economic incentives in place in the form of benefits, etc., that should

help promote the enforcement of policies in question.

16.7.3 International Standards as Soft Law

In addition to those discussed in Sect. 16.7.2, in international transactions, etc.,

similar to the UCP, international organizations and/or private groups establish

regulations and prescribe their conformity in the agreement, or international orga-

nizations and/or private groups formulate standard agreement formats or standard

covenants, and use those formats to promote the standardization of models.

Furthermore, there are many international organizations and/or private groups that

establish model acts and guidelines and expect relevant parties to voluntary follow

them. At the same time, there are quite a few of such organizations and groups that

create standards such as ISO 9000s (Quality Management) and international

accounting standards and expect relevant parties to voluntarily follow those.

This is partly because of the problem of national sovereignty. It is not easy to set

rules that could be enforced internationally. Furthermore, it appears that behind the

scenes, it takes a long time to formulate and sign agreements. At the same time, in

Japan, there are many cases where models are established in the form of standards,

rather than statutes. In the same way, it is considered appropriate to set specialized

standards in accordance with advancements in scientific knowledge and technology.

16.8 Legal Status of Standards

In Japan, a number of statutes contain technical regulations providing binding

legislative rules for the protection of human life, health, and the environment, for

example, and for electronic appliances under the Electrical Appliance and Material

Safety Act. These technical regulations should respect JIS where appropriate, under

the Industrial Standardization Law. In fact, thousands of JIS items are quoted by the

technical regulations in Japan.
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However, this does not mean that all standards are incorporated into law or can

be referred to explicitly. Regardless, as can be seen in Sect. 16.6, standards, through

interpretations of laws or contracts, can influence the success or failure of civil

liability. Not only that, but as seen in Sect. 16.7.2, accounting standards, for

example, with general provisions included in Companies Act or the Financial

Instruments and Exchange Act as a medium, can be understood as being legally

binding on parties who make financial statements, and failure to follow accounting

standards can sometimes lead to misrepresentation. Furthermore, not only can

misrepresentation result in liability, it can also lead to official disciplinary action

and be grounds for criminal charges.

Therefore, without incorporation into law and/or explicit reference in the law,

there may be issues from the perspective of the legality principle, such as legal

binding in standards that are not formulated under democratic control can be

approved, and in the law, there may be constitutional issues involved with making

dynamic reference7 to such standards, or problems from the standpoint of legality

principles.

This is because the Constitution of Japan stipulates that “the Diet shall be the

highest organ of the state power, and shall be the sole law-making organ of

the State” (Article 41) and the Constitution does not have any provision for

delegating legislative functions to any private bodies. In addition, the legality

principle presupposes that only the Diet, which has democratic legitimacy, shall

provide for penalties in the form of statutes, with a few limited exceptions.

7 Reference is not made to the standards at a certain point in time. Rather, when standards are

changed, the statutory requirements (regardless of whatever procedures may be involved) are

automatically changed in accordance with the revised standards. This is sometimes called incor-

poration by reference, which is in contrast with static reference.
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