
Chapter 8
Choices and conjoint analysis: critical aspects
and recent developments

Rossella Berni and Riccardo Rivello

8.1 Introduction

In the literature, a large number of researchers and practitioners are dealing with
preference measurements which are considered as one of the most general methods
in order to study and improve the consumer’s behaviour intended as the consumer’s
decision about improving his/her utility in changing a service or a product. Nev-
ertheless, a wide range of preference measurements’ methods is defined according
to the specific aim of the research, or of the application, and the basic theoretical
elements involved therein.

In particular, the preference theory must be evaluated according to the nature
and definition of preference, namely revealed or stated preferences and, in case of
stated preferences, we may distinguish between Contingent Valuation (CV), Con-
joint Analysis (CA) and Choice Modelling (CM), Hanley et al. (2001), Netzer et al.
(2008). Nevertheless, by considering CA and CM, since the fundamental elements
of distinctions are positively overlapped or interchanged, the classification is not so
clearly definable; this can be observed when these methods are generally defined as
multi-attribute methods.

However, the preference measurements about a product or a service are usually
related to a new product/service and the main distinction between CA and CM is
the monetary evaluation, namely the Willingness to Pay (WTP), which is the quan-
titative expression of the respondents about their willingness to accept a change in
the product/service concerned or in a single attribute.
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Furthermore, even though some steps and methods of these two techniques could
be viewed as very similar, e.g. the experimental design, the basic elements of the ex-
periments theory are defined and applied in both contexts taking into account, at the
same time, that there exists many theoretical differentiations. Thus, the related sta-
tistical models were separately developed in the last decades, McFadden (1974),
McFadden and Train (2000), Lenk et al. (1996), Greene and Hensher (2003); but,
the recent developments in this field were mainly directed at improving common
features, such as the heterogeneity of respondents and the complexity of the alter-
natives (profiles).

In this chapter, we focus on stated preferences (SP) and, namely, on CA and
CM, carrying out a brief and critical review in order to clarify the distinctions, as
well as to point out the common issues. In addition, we deal with the possibility of
reaching the best profile in CA through the theory of statistical methods in the en-
gineering field by considering the current situation and the user’s preferences. Our
proposal is discussed by showing an empirical example. In this context, we point
out the presence in the literature of similar attempts, where the common issue is re-
lated to the statistical method applied, the Response Surface Methodology (RSM),
Danaher (1997), Jiao et al. (2007), or to the general aim of creating a link be-
tween the needs of the manufacturer (design product/service stage) and the con-
sumer/user’s preferences, Michalek et al. (2005), Du et al. (2006).

This chapter is organized as follows: a literature review on CA and CM is pre-
sented in the second section, by pointing out the methods and recent developments
related to CE and CA, respectively; in the third section, our proposal of applying
RSM in a CA context is discussed in detail. Section four presents the data and re-
sults about the empirical example, while the concluding remarks are outlined in the
final section.

8.2 Literature review

Many developments and improvements in consumer/user’s preferences by consid-
ering the experimental design and the statistical modelling were achieved in the last
two decades. Nevertheless, we mainly pay attention to the period 2000–2008, when
methods and related applications gave an in-depth consideration to specific issues.
Undoubtedly, a further and clear distinction must be made when we refer to pref-
erence measurements or, more in general, to the preference theory. Hence, we deal
with Stated Preferences (SP), where we define as SP the preference of a respondent
related to a hypothetical scenario shown as an alternative in a choice-set (CM) or
presented as one of the suggested profiles (CA). However, in the literature, some
recent developments are also reported in the Revealed Preference case, which is de-
fined as the preference of the respondent about a real situation, such as in Scarpa
et al. (2003).

Another more subtle differentiation is when we refer to CV, CA, CM. Contingent
Valuation (CV) is defined as a method in which the respondent is asked to give
his/her preference on a product by considering only its total price (mono-attribute
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method); on the other hand, when we refer to CM and CA, the respondent is asked to
express his/her preference or choice about a product or a service by also evaluating
the monetary impact of several attributes, and, therefore, the Willingness to Pay
(WTP) may be estimated for each single aspect (multi-attribute valuation methods -
MAVs).

In our context, we mainly consider the two CA and CM methods, by pointing
out the further distinction within CM between Contingent Ranking (CR) and Choice
Experiments (CE). The CE situation is related to a set of alternatives, called choice-
set, which is selected from an experimental design; the respondent is asked to give
his/her preference within each choice-set. The CR situation is applied when the
respondent is asked not to give his/her preference, but he/she must rank or order
the alternatives of the choice-set (obviously, in this case, each choice-set is com-
prised of more than two alternatives). The further distinction between the three types
of response variables is a straightforward matter. In CA, rating (metric scale) and
ranking (ordinal scale) are the preferred response variables, owing to the different
framework of profiles. In the CM situation, choice (binary or not) and ranking are
surely the conditioning response variables. Our expression “conditioning” means
the corresponding statistical models involved in the analysis. Undoubtedly, CE is
the preferred method in the literature and, consequently, the related theory has been
largely developed in the last few years, by considering the experimental design with
its optimality criteria and statistical models and first of all the class of Random
Utility Models (RUM) and its variations, see Train (1998), McFadden and Train
(2000), Boxall and Adamowicz (2002), Hynes et al. (2008), Wen and Koppelman
(2001).

It is not irrelevant to point out that when a methodology is comprised of sev-
eral theoretical steps, as CM and CA, these elements (mainly experimental designs
and statistical models) are closely connected (Yu et al. (2009), Toubia and Hauser
(2007)), and the properties of one design affect the corresponding model. When
these properties do not exist in the design, this must be taken into account in the
model. This is the case of an improvement in the design optimality specifically de-
fined for a Mixed Multinomial Logit (MMNL), Sandor and Wedel (2002); on the
other hand, when considering the respondents’ heterogeneity, a specific design ma-
trix for each respondent is planned (Sandor and Wedel (2005)), by including the
heterogeneity evaluation directly in the design step instead of the model step.

However, as was said hereinabove, a different evolution has characterized the ex-
perimental CA and CM designs, even though some features are in common, such as
specific methods, algorithms and models, in order to select alternatives, by consider-
ing the planning step (De Bruyn et al. (2008) or Toubia et al. (2007)) or the analysis
of collected data, such as in Netzer and Srinivasan (2007), where a dynamic evalua-
tion of the questionnaire through an Adaptive Self Explication method is performed
in a Multi-Attribute context.

In Table 8.1, differentiations are summarized between CA and CM, namely CE
and CR, by considering these first issues and the time developments.

As is shown in the summary (Table 8.1), where some specific features such
as status-quo are not yet included, the preference theory is more articulated when
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Table 8.1 MAV methods- A summary of recent developments

Steps Conjoint Analysis-CA Choice Experiments-CE Contingent Ranking-CR

Preference profile alternative-choice alternative-order
Dep.var. rate; rank choice rank
Exp. design factorial; frac. factorial D-optimal; Local Bay. opti-

mal; optimality ad-hoc
D-optimal

Stat. models linear model; Hyerar-
chical Bayesian

Random Utility Model
(RUM): Nested Logit (NL),
Generalized NL

RUM: Rank Ordered
Logit-Asc, Kernel logit

finite-mixture model RUM: Mixed-MNL; Latent
Class Model (LCM)

RUM: Rank Ordered
Logit-LC

considering all the steps within the three methods. Furthermore, having previously
outlined the differentiations related to the type of preference and to the dependent
variable, we may now observe that the experimental design step could be varied
within these methods. Undoubtedly, CA is an easier task at this point: the theory
and applications in the literature present above all developments and studies about
the complexity and selection of profiles in the model step, (De Bruyn et al. (2008),
Netzer and Srinivasan (2007)), i.e. some problems of complexity, such as prefer-
ence uncertainty and conflicts solved through the evaluation of judgement time and
response error in a rating task (Fischer et al. (2000)). The design of experiments is
involved in order to create an orthogonal design (sometimes optimal) where all the
created profiles, according to the set of attributes considered, are eventually reduced
by applying a fractional factorial design of high Resolution.

The complexity of statistical models developed in the recent years, like finite-
mixture models and hierarchical Bayes models, such as in Gilbride and Allenby
(2004) and Lenk et al. (1996), in order to take account of the respondents’ hetero-
geneity or the complexity of alternatives, or in Bradlow et al. (2004) for imputing
missing levels of profiles, has not yet received in the literature an adequate response
when considering the properties of the experimental design. Instead, a different situ-
ation is presented in the CM sector, namely in the CE method, where optimality cri-
teria, above all D-optimality, ad-hoc algorithms and specified information matrices
for the experimental design involved were entirely defined in 1990s (Zwerina et al.
(1996)). Recent developments are related to the construction of optimal or near op-
timal designs with two-level attributes for binary choices in the presence of the first
order interactions, Street and Burgess (2004), or when optimal designs are defined
with mixed-level attributes, Burgess and Street (2005). Furthermore, a new opti-
mum criterium is suggested, the M-optimality (Toubia and Hauser (2007)), where
attempts in order to focus the planning by considering the manager’s need were
introduced; in fact, M-optimality means optimality manager. Note that a common
feature of recent years is to create a link among designs and models together with
the need of a guiding thread between manufacturers and consumers. In addition, it
is not so irrelevant to quote the paper of Sandor and Wedel (2002) which reflects the
strict connection between experimental designs and statistical models, because they
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suggest an experimental design with ad-hoc properties for a Mixed Multinomial
Logit. This model, belonging to the class of Random Utility models, is certainly
the most widely applied and developed model in recent years for the CE situation.
Its success is easily explained when considering the theoretical results of McFad-
den and Train (2000), Train (1998) and the possibility, by adding additional random
parameters, to study respondents’ heterogeneity and the correlation structures due
to repeated choices. The last developments of this model include its relationship
with the latent class model, in order to create a finite number of respondent groups
(Greene and Hensher (2003), Hynes et al. (2008), Boxall and Adamowicz (2002),
Scarpa and Thiene (2005)). Furthermore, a distinct class (anyhow, close enough) is
that of Generalized Nested Logit (GNL) models, Wen and Koppelman (2001). This
class of models, which generalizes the Nested Logit (NL) model, impose an a-priori
tree structure with nests and nodes. The relationship between the NL and the Multi-
nomial Logit model (MNL) is very strong because an NL model can be viewed as
the product of a series of MNL models, each MNL for each node. The main issue of
the GNL model could be its flexibility due to the nesting structure; undoubtedly, this
can also be viewed as a limit because an a-priori tree-structure must be imposed.

Finally, before entering into details related to Conjoint Analysis and Choice Ex-
periments (Sects. 8.2.1 and 8.2.2), we briefly outline some features about Contingent
Ranking. In this situation, the ordinal response variable conditions the respondent’s
interview (repeated and ordered choices) and, therefore, the statistical models to be
apply. The repeated and ordered choices, called also panel, create a correlation be-
tween choices which can not be adequately treated through the Rank Ordered Logit
(ROL) also when including the Alternative Specific Constant (ROL-ASC). An im-
provement may be obtained through the Kernel Logit (KL) model, which allows to
take care of heteroschedasticity and correlations; in general, in this case, an Alter-
native Specific Constant (ASC) is introduced in order to discriminate, during the
model estimation, for the status-quo (Herriges and Phaneuf (2002)). A recent study
(Van Dijk et al. (2007)) introduces the concept of latent segments (Latent Class)
jointly with a Rank Ordered Logit model (ROL-LC), in order to treat the hetero-
geneity of respondents due to their difficulty at ranking.

8.2.1 Choice Experiment: theory and advances

As shown hereinabove (Table 8.1), the CE theory considers the experiments and
statistical models as main theoretical elements; nevertheless, further issues should
be evaluated in order to completely discuss this methodology, such as the estimation
methods and simulation algorithms to solve the model’s expression, Bhat (2001). In
this brief section, we mainly focus on the model step, by evaluating the solutions
suggested in the literature in order to solve the effective problems when this method
is applied.

The role of the experimental design is not irrelevant when we consider its prop-
erties; broadly speaking, the search of a D-optimal design implies the maximization
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of the determinant of information matrix and, therefore, this directly influences the
variances of parameter estimates and, obviously, the volume of the ellipsoid, confi-
dence region for the parameters, which is strictly connected to the precision of the
design. This implies a larger efficiency in the estimates. In the specific literature
about CE, the consideration of a D-optimal design, from the fractional factorials to
more complex designs (Zwerina et al. (1996), Yu et al. (2009)) built through spe-
cific algorithms of trial-point selections, has been replaced in recent years by using
Bayesian optimal designs (Kessels et al. (2004)). However, the experimental plan-
ning through D-optimal designs can not be considered as a limited tool because it
guarantees optimal properties jointly with a notable manageability in comparison
with the implementation of Bayesian designs.

By considering the experimental planning for a choice or conjoint experiment,
some features are general common rules for a valid experimental planning, indepen-
dently of the application field. Therefore, the attributes must be accurately defined
in their number and in the number of levels. Surely, an experimental design formed
by attributes with the same number of levels is more easy to treat; at the same time,
a great attention must be paid to the distance among levels. Undoubtedly, the inclu-
sion of a large number of attributes with distant levels increases the complexity of
the design and the decision of the user/consumer becomes more difficult and im-
plies a response error; Swait and Adamowicz (2001) face this problem from the
point of view of the choice capability and its difficulty through a heteroschedastic
Multinomial Logit Model.

In Scott (2002) a problem of dominant preferences is focused in the health care
system, by considering the consumer’s decision task and its complexity when evalu-
ating the defined levels and the presence of a lexicographic preference- i.e. when the
consumer always prefers the same alternative, independently of the other alternative
settings. In addition, a relationship between a general alternative and the status-quo
or current situation, is created according to these general criteria. If alternatives are
very distant, a problem of a dominant alternative could be found; on the contrary,
when alternatives have close level values, the presence of the status-quo alternative
could be much more appealing and the respondent tends to prefer the current situ-
ation without changing. Nevertheless, the inclusion of status-quo alternative cannot
be disregarded in Choice Modelling (CM) for the interpretation and estimation of
economical concepts, first of all the Willingness To Pay (WTP) for a relative change
in each single attribute. Furthermore, the complexity of choice and the planning is-
sues outlined previously must be evaluated together with the number of choice-sets
given to a single respondent and with the kind of response variable adopted, ranking
or binary-choice variable. Undoubtedly, in the CR field, the complexity is increased
by the ranking task; on the other hand, for example, in CE environmental situation,
a choice-set is usually comprised of two alternatives and the status-quo alternative.
In the literature, several studies attempted to improve these issues by starting from
the planning phase or by considering improvements in the model step; in DeShazo
and Fermo (2002) the sources of variability are studied in order to identify the im-
pact of complexity on the consistency of choice, by introducing measures of com-
plexity and studying the effect of complexity as in the variance-components field.
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In fact, the authors analyze the problem by defining an heteroschedastic logit model
according to the five complexity measures defined; thus, the dependent variable is
the variability due to the characteristics of the choice-set. In a previous study, on
the same subject, (Dellaert et al., 1999), the consistency is evaluated by consid-
ering the specific attribute of cost. Recent developments about the complexity of
choice and related problems, such as discontinuity, where discontinuity could be
defined as a “break point” in the likelihood function due to extreme situations of
the consumer/user’s behaviour, are studied in Gilbride and Allenby (2004), where
discontinuity points are evaluated in the estimation step by introducing the con-
cept of consideration-set and screening-rules for consumers. Thus, threshold values
are defined by discriminating according to specific rules of consumer’s utility. In
Campbell et al. (2008) the impact of discontinuous preferences, from the point of
view of respondents, is evaluated on the WTP estimates; the respondents with dis-
continuous preferences are identified during the decision process through a multi-
nomial error component logit model which includes the constant term, namely the
ASC, in order to consider the status-quo situation. These authors deal with the corre-
lation between the utility of changing alternatives and the status-quo aspect together
with the heterogeneity due to the different type of the respondent’s preference. A
very interesting remark is the consideration of different scale parameters according
to the number of respondents’ discontinuities; this allows to treat differently the sets
of respondents owing to their preferences.

Furthermore, recent developments about the WTP estimates are in Garrod et al.
(2002), Strazzera et al. (2003), Scarpa et al. (2007), Sonnier et al. (2007); in Scarpa
et al. (2007) this theoretical problem is faced by defining a parallel Willingness To
Pay (WTP) space where parameter estimates are evaluated by considering a more
specific economic definition of the WTP, in order to improve its interpretation; in
Sonnier et al. (2007) a Bayesian approach for the WTP estimates is introduced.
Willingness To Pay estimates and zero values, according to the typology of response
motivations, are studied in Strazzera et al. (2003).

In order to deal with the above features, the general class of Random Utility Mod-
els (RUM) is defined. In general, every alternative is indicated by j ( j = 1, ...,J),
while i denotes the consumer/user (i = 1, ..., I); thus, the following expression is
characterized by a stochastic utility index Ui j, which may be expressed, for each
unit i, as:

Ui j = Vi j + εi j (8.1)

where Vi j is the deterministic part of utility, while εi j is the random component, in-
dependent and Gumbel distributed. The class of RUM, which aims to achieve the
utility maximization, enlarges the characteristics of Logit and Nested Logit (NL)
models where the Independence of Irrelevant Alternatives (IIA) is hypothesized.
The relaxation of this assumption is undoubtedly a very substantial improvement
because the IIA means that the choosing probability in one choice-set is independent
of the presence of other attribute values or any other alternative; on the other hand,
we may say that IIA derives from the hypothesis of independence and homoschedas-
ticity of the error terms. In addition, this can also be interpreted by considering the
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cross-elasticity term. In fact, IIA implies an equal proportional substitution between
alternatives.

Furthermore, these models cannot take account of a different behaviour of the
consumer; i.e. each respondent, with different baseline characteristics, is treated
in a similar way (the same estimate values of attributes) according only to their
judgement, exclusively.

In the literature, a first contribution to improving these issues is in Train (1998),
where a Random Parameter Logit (RPL) model is introduced. At present, this
model is more precisely called Mixed Multinomial Logit (MMNL). In fact, this
RUM model allows to evaluate the respondents’ heterogeneity or, better, the con-
sumer/user’s variability is estimated by considering the attributes as random vari-
ables and not fixed variables, i.e. as random variables across respondents; in addi-
tion, just because more choice-sets are supplied to the respondents, the repeated
choices (during time) imply a correlation which is confounded with the con-
sumer/user’s variability (unobserved utility).

In this case, an appropriate example is in Train (1998) where, in a fishing case, the
unobserved utility of the consumer is identified in the difference for each fisherman,
when he must choose the fishing site. Further, according to repeated choices, this
unobserved utility is confounded with the correlation due to several sites and trips;
so, a correlation over trips and over sites for each fisherman’s decision must be taken
into account.

A general formulation for a single decision, according to McFadden and Train
(2000), for a MMNL is:

PrC(i | x;λλλ ) =
∫
ℜI

LC(i;x,α)G(dα;λλλ ) (8.2)

LC(i;x,α) =
exp(xiα)

∑ j∈C exp(x jα)

where C = (1, ..., j, ..J) is the general choice-set; x is the vector of attributes (x =
x1, ...,x j, ...xJ), and xi is the observed value of the decision i; α is the vector (Ix1) of
random parameters which expresses the respondents’ heterogeneity. The term LC(·)
is the general expression for a Multinomial Logit (MNL), where the G(·) is the
mixing component. It is very important to note that the random parameter α varies
in the mixing term, where the differential over the integration is performed over
α, because is G(dα;λλλ ), where λλλ is the vector of parameters related to the mixing
distribution.

By considering expression (8.2), we may further assume that an individual i be-
longs to the s group or segment, (s = 1, ...,S), i.e. we assume a finite number of
groups identified through the consumer baseline characteristics; from a theoretical
point of view it is like assuming that the mixing term G(·) is defined on a finite
support. Therefore, the probability for the unit i of belonging to the set s is included
in [0,1] and ∑s Pris = 1.
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The deterministic term of the utility function may be expressed through a func-
tion of attributes and the characteristics of the s group; thus, the utility function
defined by (8.1) may be now formulated as:

Ui j|s = Vi j|s + εi j|s (8.3)

Vi j|s = αsxi j (8.4)

Note that formula (8.3) expresses the deterministic term conditional to the belonging
to the group s and the specific choice is weighted through the utility characteristics
of the set s.

Therefore, for each segment s, the probability to choose the alternative j� for the
unit i belonging to s is:

Pri|s( j�) =
exp(μsαsx j�)

∑ j∈C exp(μsαsx j)
(8.5)

where αs is the specific utility parameter for the segment s and μs is the specific
scale factor, usually re-scaled to one, and here generically assumed. Note that if
x j� is an alternative-specific value, as defined in Sect. 8.2.1, then α includes the
alternative specific variable, in this case evaluated as a random effect.

Furthermore, we have the following relation:

Pri( j�) =∑
s

PrisPri|s( j�) (8.6)

Formula (8.6) expresses the global likelihood for a generic individual i who
prefers j� as the sum of products of two terms: the probability of the unit i of be-
longing to the group s is multiplied by the probability of the unit i belonging to s to
choose the alternative j�.

Formula (8.6) may be explicitly written as:

Pri( j�) =∑
s

exp(βγszi)
∑s exp(βγszi)

exp(μμμsαsx j�)
∑ j∈C exp(μμμsαsx j)

(8.7)

where zi is the vector of baseline individual characteristics, γs is the vector of pa-
rameters for the group s, while β is the scale factor, usually re-scaled to one as in
(8.2) when considering LC.

The last formula (8.7) could be interpreted as the model expression for a La-
tent Class Model (LCM) and it is also called as finite-mixture model (Boxall and
Adamowicz (2002)), in comparison with the MMNL, formula (8.2), where the mix-
ing term is assumed as distributed according to a continuous distribution (normal
or log-normal, for example); by referring to formulas (8.2) and (8.7), in this case,
the probability to choose the j� alternative of the choice-set C is multiplied by the
probability to choose given that i belongs to the group s.

It is not so irrelevant to remark that the scale factors μμμs should be posed equal
to one in order to avoid imposing parameter values. This formula (8.7) expresses
a flexible range of situations: if S = 1 there are not differences between baseline
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characteristics of the consumers; otherwise, if S = I a group is defined for each unit,
assuming the extreme situation of a total differentiation between individuals.

8.2.2 Conjoint Analysis: theory and advances

Conjoint Analysis (CA), (Netzer et al., 2008), can be defined, in our opinion, as the
historical MAV method, where the term conjoint means the measurement of relative
attribute values jointly. The first studies were made in 1970s where the basic funda-
mental theory of CA was posed (Johnson, 1974; Green and Rao, 1971; Green and
Srinivasan, 1978). In Johnson (1974) trade-offs among alternatives were evaluated
by considering a pair of attributes at-a-time and the respondent (consumer) must
rank his/her preference as to these two attributes. The empirical example reported,
(Johnson, 1974), is about the car-market, and the author assumes the independence
of attributes and his analysis does not include the interaction first order terms. A not
irrelevant point is a first introduction of the individual’s characteristics, through a
suggested weighting.

In Green and Srinivasan (1978), a further improvement was introduced, by con-
sidering a full profile (and not paired) evaluation where the global consumer/user’s
utility is then decomposed in order to estimate each single attribute’s utility. Rat-
ing and ranking are the response variables preferred and the suggested statistical
analysis usually applies the linear regression model. In the paired comparisons case,
logit and probit are applied. Then, further studies have developed these issues, by
pointing out model definition and estimation, (Green, et al., 1981; Green, 1984),
where a hybrid utility estimation model for CA is suggested. Here, a self-explicated
model, based on a procedure of measuring preference functions, is used with a con-
joint model, with the inclusion of interaction (I order) terms. This model, which also
takes account of differences (through clusters) of respondents, by evaluating their
similarities in the self-explicated model, may be considered a basic model of CA.
An enlargement of this model has different parameters for each attribute within each
cluster. However, the correlation due to the evaluation of the same attributes in the
two model steps is not completely assessed. A further note relates to the burden of
respondent in this context; the respondent, in CA and more precisely for participat-
ing to a hybrid CA model, is asked to perform a heavy task, because he/she must
participate two times to a judgement procedure.

Undoubtedly, the first attempts of respondents’ segmentation are found in CA
method. Currim (1981) and Moore (1980) applied strategies in order to satisfy the
need of an intermediate level of consumer’s aggregation through cluster analysis,
individual a-priori information and preferences.

In fact, the multivariate statistical analysis played a relevant role in CA during
1980s, and the first half of 1990s (Punj and Stewart, 1983; Hagerty, 1985), above
all the cluster analysis.

After dealing with this historical picture of fundamental CA elements, and, in
general, with the evolution of MAV methods, we point out the different configu-
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rations of CA and the following developments in order to gain the respondent’s
coherency and reliability.

Starting from Green and Srinivasan (1990), CA had many differentiations ac-
cording to a decompositional or compositional or mixed approach. All of these
methods are related to an easy-to-treat multi-attribute situation; the self-explicated
technique, just cited, requires the respondent to have a two-step evaluation; the
Adaptive Conjoint Analysis (ACA) also applies the mixed approach and a paired
comparison is performed through a computer-assisted interview. It is important to
note that the attempts are directed towards a mitigation of the respondent’s task, es-
pecially when the number of attributes and/or levels is high (Netzer and Srinivasan,
2007). In this respect, some studies are in common with Choice Modelling (CM)
methods, such as De Bruyn et al. (2008).

A dynamic evaluation of CA was implemented in Bradlow et al. (2004); a con-
sumer’s learning phase is suggested through partial conjoint profiles in order to
avoid the missing levels problem, which may exist when the experimental plan-
ning is conducted by a fractional factorial design, which is a reduced design of the
corresponding full factorial design. Surely, optimal designs and specific algorithms
are further solutions in order to overcome this problem.

In Bradlow et al. (2004), as in Lenk et al. (1996), the respondent’s heterogeneity
is taken into account through the application of a hierarchical Bayes model. Further-
more, in Lenk et al. (1996), the reduction of the number of profiles supplied to each
respondent is studied in order to improve the estimation accuracy.

Therefore, three issues are variously combined in order to solve the CA prob-
lems: the reduction of the consumer’s task; the complexity of data collection (the
experimental planning step); the respondents’ heterogeneity. Even though some fea-
tures are strictly connected with CM methods, as was said previously, the respon-
dent’s stimulus, also introduced in Green and Srinivasan (1990), was also studied
in recent years. Conjoint Analysis often appears in mixed techniques, such as in
Barone et al. (2007) and in Schütte and Eklund (2005), where a Kansei Engineering
(KE) is applied; KE is a multidisciplinary approach where the consumer is stimu-
lated through real perceptions of existing products in order to give a weight to the
technical and performance characteristics.

The link between consumer’s preferences and the engineering field is largely
used in recent years. The Response Surface Methodology (RSM) is also applied in
the Customer Satisfaction (CS) field, see, for example Danaher (1997), but the strict
relation between CA and the quality measures is in Kazemzadeh et al. (2008), Du
et al. (2006) and Jiao and Tseng (2004). In Jiao and Tseng (2004), an Adaptive CA
is applied jointly with the RSM. Two issues must be outlined: the concept of mass
customization, i.e. the product design performed to attract the consumer’s attention
(through cost and customization value), and the consideration of a cost variable.
A remark is the evaluation of RSM in a discrete context. An approach similar to
Jiao and Tseng (2004) is in Du et al. (2006), where a more in-depth analysis is
performed by considering the unit costs. Indexes about quality performance, costs
and satisfaction are defined and applied in Kazemzadeh et al. (2008).
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8.3 Our proposal: conjoint analysis and response surface
methodology

The aim of the present study is the proposal of a modified Conjoint Analysis (CA) in
order to establish an optimal solution for the product/service from the point of view
of the user/consumer. The subsequent procedure is performed through the Response
Surface Methodology (RSM) theory, by considering the quantitative judgement of
each respondent for each profile with respect to the assessed score about the status-
quo, and taking into account the individual information. The final result is achieved
by carrying out an optimization procedure on the estimated models, and defining
an objective function in order to reach the optimal solution for the revised (or new)
service/product. Furthermore, it is relevant to point out the modifying structured
data, through a new questionnaire, in order to collect information about the baseline
variables of the respondent, the quantitative data about the current situation (status-
quo) of the product/service, and the proper CA analysis by means of the planning
of an experimental design. Therefore, two remarks must be made: the former is the
consideration of the status-quo as the current situation for a revised product, other-
wise the status-quo may be interpreted as the center of design or, alternatively, the
full profile which identifies the medium situation; the latter is that the search of the
best profile for the respondent is performed on a surface delimited by the range of
attributes and centered on the status-quo.

8.3.1 The outlined theory

In this and in the following sections we briefly explain the RSM theory and the
general optimization measures applied, according to a robust design approach (for
details see Khuri and Cornell, 1987). Note that we focus our attention on the sta-
tistical models and optimization in the RSM; the fundamental elements of the ex-
perimental design (Box et al., 1978) are, however, indirectly introduced through the
experimental planning related to CA.

In this case, the concept of a robust design approach is used for optimizing the
service/product as more insensitive as possible with respect to the respondents het-
erogeneity or in order to adjust the service/product by considering those respondents
characteristics which are relevant for the product/service studied. In general, we may
define the set of experimental variables, which influence the measurement process:
x = [x1, ..,xk, ..,xK ] and the set of noise variables: z = [z1, ..,zs, ..,zS]. In this con-
text, the set x are the judgements, expressed through votes in a metric scale [0,100],
on the attributes involved in the experimental planning; while the set z is related to
the baseline individual variables, which are relevant for the service or product stud-
ied and that may change according to the specific situation. The response variable
Y is defined as a quantitative variable of the process; in this case, the judgements
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expressed, on each full profile of the plan, by the respondents in the same metric
scale. Note that, in general, if J are the profiles and I the respondents, the observa-
tions are IxJ. The general RSM model can be written as:

Yi j(x,z) = β0 +x
′
β+x

′
Bx+z

′
δ+z

′
ΔΔΔz+x

′
ΛΛΛz+ei j i = 1, .., I; j = 1, ..,J (8.8)

where x and z are the vectors of judgements attributes as described above; β, B, δ,
ΔΔΔ, and ΛΛΛ are vectors and matrices of the model parameters, ei j is the random error
which is assumed Normally distributed with zero mean and variance equal to σ . ΛΛΛ
is a [K ×S] matrix which plays an important role since it contains the parameters of
the interaction effects between the x and z sets.

In general, a noise variable may be defined as a categorical or quantitative vari-
able which is also controllable and measurable. In the technological context, a noise
effect which has these characteristics is introduced in the experimental design to re-
duce the pure experimental error and to set the variables controlling the process vari-
ability in order to find the experimental run which is the most insensitive to noise,
through the first order interaction effect. In this situation, the set z is comprised of
measurable categorical or quantitative variables which measure the baseline respon-
dents characteristics. Therefore, the best profile is reached through the estimation
of (8.8) conditional to the heterogeneity of respondents, taking into account judge-
ments and individual data through the interaction terms. Furthermore, the response
variable is comprised of the individual scores for each hypothetical profile and this
information is used to gain an optimal solution on the surface around the status-quo
(the attribute judgements x) and conditionally to z. In addition, it is not irrelevant to
observe that the individual characteristics are an external source of variability with
respect to an ideal design of service or product. In order to perform this procedure,
it is necessary to effect a combined interview, with three steps: (1) gathering infor-
mation about baseline variables; (2) quantitative judgements about each attribute in
the status-quo when the service/product is revised, or, when the service/product is
new, the judgements about each attribute in the medium profile: x0 = (0, ..,0); (3)
the quantitative judgement on each full profile for each respondent. Note that the
set x is the same by considering either the attributes involved in the experimental
design (profiles) and the attributes in the status-quo.

Therefore, the prospective evaluation of the new or revised product/service is ob-
tained by computing the optimal hypothetical solution through the status-quo. Note
that, as explained hereinafter (Sect. 8.3.2), the estimated surface is subsequently
optimized in order to gain the best preference on the basis of the attributes and judg-
ments involved. Nevertheless, if the service/product studied is new, the status-quo is
the centered scenario (always hypothetical); if the service/product studied is under
revision, then the status-quo represents the real and current scenario in comparison
with the other hypothetical scenarios supplied in the CA step, as usually happens in
a Choice Experiments context (Sect. 8.2.1).

A further issue about the baseline variables must be outlined. In general, there
are some aspects we wish to examine and which may have an influence on the
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expressed judgement of the respondent. We refer to those aspects related to social
and demographic characteristics such as gender, age, educational level, income, job
status. As described in Sect. 8.2, the heterogeneity of respondents plays a central
role in MAV methods and this is confirmed by recent developments in the literature.
In fact, there are sensible reasons to believe that such features affect the final results.
In this proposal, we suggest and compare two analyses which differently include the
individual information. In the first analysis, baseline variables are included in the
model (8.8) as explained before; if a baseline variable is categorical, as the gender,
this must be considered both in the estimation of the model and in the optimization
step, carrying out an optimal surface for each level of the categorical variable.

This proposal is compared with the consideration of building a-priori strata ac-
cording to the baseline level variables. In this case, the response surface model (8.8)
does not include the set of variables z which are used to build the strata. The com-
parison is not trivial, just because in the first case we may estimate the interaction
effects which may add useful information to obtain the full optimal solution; in the
second case, where the problem of a categorical baseline variable is not relevant,
the stratification allows to carry out the optimization process within every a-priori
stratum.

8.3.2 The searching of the best profile through optimization

As was said in the previous section, our aim is the optimization of the the model
(8.8) according to the status-quo situation. The expressed rate for each conjoint pro-
file is considered as the response or dependent variable (formulated on a continuous
scale); for example, a vote expressed according to the metric scale [0,100] may lead
to a valid evaluation of the response as a continuous variable. Therefore, in general,
the optimal target score may be defined as the maximum value of the metric scale;
in the above example, this is equal to 100.

Two optimization measures are defined for the optimization process, with only
one dependent variable; both measures allows to consider the optimization within
a specific delimited surface defined by the range of attribute scores. The first mea-
sure is formulated by considering the quadratic deviation of the estimated surface
model Ŷ from the maximum score τ. Therefore, the formula to be minimized is the
following:

F1 = (Ŷ (x,z)− τ)2 (8.9)

The second optimization measure is defined by considering the approaching of
E(Ŷ ) to the maximum score; thus, we carry out the minimization of the model vari-
ance of Ŷ jointly with the approaching to the ideal maximum score.

The formula is:

minF2 = V (Ŷ )(x,z) = E(Ŷ −E(Ŷ ))2 (8.10)
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according to the following decomposition of the Mean Square Error (MSE):

MSE = E(Ŷ −E(Ŷ ))2 +(τ−E(Ŷ ))2 (8.11)

B(τ) = (τ−E(Ŷ ))2 (8.12)

where (8.12) explains the adjustment of the expected score value to the target score.
A further issue is about the computation of E(Ŷ ) which is calculated by considering
the expected value of the estimated surface model.

The optimization procedure, carried out through the Statistical Analysis System
(SAS) and the procedure NLP, is preferably computed using non-coded data, just
because we are not in a technological context (for further details, see Berni and
Gonnelli, 2006). Note that, as regards optimization, the final result expresses the
optimal score for each attribute involved in the model according to the respondents’
preferences. Furthermore, the final optimal score for an attribute may be explained
as the importance/utility of that variable in order to reach the best profile when con-
sidering the judgement of the respondent about the current situation (status-quo).
A further consideration may concern the inclusion of a categorical baseline infor-
mation in the optimization process by including the proportion of units belonging
to each level of the baseline variable, or belonging to level combinations for several
baseline variables (strata), as in Robinson et al. (2006) where this case is studied in a
technological field; nevertheless, the optimization must be always performed taking
account of different surfaces according to these different strata.

8.4 Case study

The main aim is the evaluation of an interdisciplinary degree course of the Univer-
sity of Florence. As regards the data collection, a “questionnaire” is planned and
submitted to a sample of students of the II-nd and III-rd year. The questionnaire
is articulated on three parts according to the three different sets of information:(i)
baseline variables; (ii) judgements about status-quo; (iii) the specific planned ex-
perimental design for the basic CA.

Every judgement is expressed on the metric scale [0,100]. The first set of vari-
ables is related to the social and demographical data for each student: gender, age,
exam average, enrolment status, job status. In the second part, the current situation is
analyzed according to the specific five attributes: contents of the basic subjects (cb);
practice/laboratory (pl); intermediate exam (ie); exam modalities (me); professional
subjects for the future job (prof), see Table 8.2.

The third part contains the conjoint study planning through a fractional factorial
design 25−1

V . Note that the profiles are 16 and the students are 46; therefore, the
total number of observations is 736. Furthermore, in the following application, we
consider as noise categorical variable the job status of the student (job), identified
also by case (i) working, and case (ii) non-working.
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Table 8.2 Attributes and levels

Attributes −1 1

cb basic subjects with lower theoretical deep-
ening

basic subjects with higher theoretical
deepening

pl practice and laboratory as compulsory
part of typical courses

practice and laboratory only as two dis-
tinct courses

ie one intermediate exam no intermediate exam
me oral test with practice written and oral test
prof a general degree course in order to con-

tinue studies
a more specifical degree course, in order
to seek a job

8.4.1 Optimization results

The general response surface model (8.8) is applied by considering judgements of
the full profiles and judgements on the attributes in the current situation. Parame-
ter estimates with standard error and p-values are displayed in Table 8.3. Note that
all the variables are significant, except “prof”, which has a non significant p-value.
However, this main effect must be inserted given that it is relevant when consider-
ing the interaction effects of “prof” with the other variables, and, above all, with
the “ie” variable. In addition, a highly significant p-value results for the interaction
effect of “prof” with the noise variable “job”. The same observation can be made
considering “ie” and “cb”. The optimization procedure is performed applying the
two measures (8.9) and (8.10) defined above. The optimization results are described
also by considering diagnostic results such as: the objective function value (of), the
infinity norm of the gradient (‖x‖∞), the determinant of the Hessian matrix (|H|).
We have also checked the max-step, i.e. a specified limit for the step length of the
line search algorithm, during the first r iterations. Two surfaces are optimized, ac-
cording to the two levels of the job variable: working and non-working. The results
are shown in Tables 8.4 and 8.5, related to the results about the measures (8.9) and
(8.10), respectively. We must point out that, in this case, even though convergency
is always reached and diagnostic results are quite satisfactory, the starting diagnos-
tic results are not perfect. The reason of this problem may be leaded to the kind of
data, so different with respect to technological data, where the experimental trials
are usually conducted with high accuracy.

In this respect, we must remark that a non controllable variability due to the re-
spondent is implicitly inserted in our data. In fact, in this context, the optimization
measure (8.10) is more precise with respect to measure (8.9) just because the com-
putation of E(Ŷ ) takes care of non orthogonal data and of moments values. This is
also confirmed when selecting the best fitted models; in this context, by including
or not a model term may be very relevant for the following optimization procedure.
By considering the optimization measure (8.10), the best solution considers “cb”
and “ie” (Table 8.5) as relevant attributes for the non-working students. The scores
are very high for case (ii): 84.98 and 99.90, respectively. The attribute “ie” is in-
cluded in the final solution also for the working students. The scores for the opti-
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Table 8.3 Model estimates; job status as noise variable

Parameter Estimate Stand. Error t-value p-value

Intercept −281.20 47.863 −5.87 0.0001
cb 2.33 0.751 3.10 0.0020
pl −1.54 0.705 −2.18 0.0293
me 3.05 0.843 3.62 0.0003
ie 4.04 0.667 6.05 0.0001
prof 0.36 1.069 0.34 0.7375
job −44.53 24.862 −1.79 0.0737
cb*pl −0.01 0.004 −2.23 0.0262
cb*ie 0.02 0.005 4.43 0.0001
cb*me −0.05 0.011 −4.17 0.0001
cb*prof 0.01 0.008 1.30 0.1958
cb*job −2.69 0.359 −7.49 0.0001
pl*ie −0.03 0.004 −5.76 0.0001
pl*me 0.067 0.012 5.41 0.0001
pl*prof −0.01 0.006 −2.99 0.0029
me2 0.02 0.007 3.76 0.0002
me*ie −0.08 0.011 −7.02 0.0001
me*prof −0.02 0.011 −1.91 0.0565
me*job 0.24 0.154 1.54 0.1232
ie2 0.01 0.004 1.31 0.1909
ie*prof 0.02 0.005 3.76 0.0002
ie*job −1.04 0.218 −4.79 0.0001
prof*job 3.52 0.430 8.18 0.0001

Table 8.4 Optimization through measure (8.9). Case (i) working; case (ii) non-working

Results measure (8.9); case (i) measure (8.9); case (ii)

Best score:cb cb = 26.76 cb = 7.01
Best score:pl pl = 0.00 pl = 2.00
Best score:me me = 0.00 me = 4.00
Best score:ie ie = 34.50 ie = 46.09
Best score:prof prof = 0.00 prof = 59.47
o.f. 5.0e-27 2.0e-28
‖x‖∞ 8.6e-13 1.3e-13
|H| < 10e-8 < 10e-8

Table 8.5 Optimization through measure (8.10). Case (i) working; case (ii) non-working

Results measure(8.10); case (i) measure (8.10); case (ii)

Best score:cb cb = 42.04 cb = 84.98
Best score:pl pl = 0.00 pl = 0.00
Best score:me me = 0.00 me = 0.06
Best score:ie ie = 56.85 ie = 99.90
Best score:prof prof = 0.00 prof = 22.10
o.f. 3.2e-27 3.2e-25
‖x‖∞ 7.5e-13 1.0e-11
|H| <10e-8 < 10e-8
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mization measure (8.9) show very low values for all variables involved, except “ie”
and “prof” in case (ii), Table 8.4. This may be viewed as a higher interest of non-
working students versus professional learning. As regards case (i), (Tables 8.4 and
8.5), “cb” and “ie” are the only relevant attributes; however, in table 8.4, scores are
low for both variables, 26.76 and 34.50 respectively; while, by considering mea-
sure (8.10), “ie” and “cb” achieve higher scores (42.04 and 56.85, respectively).
These solutions allow us to hypothesize a larger consideration of the professional
elements by the non-working student in comparison with the one who works. The
optimal solution obtained through measure (8.10) highlights the importance of “cb”,
“ie”, “prof”, by confirming the results obtained applying the (8.9) and the previous
considerations about the relevance of computing E(Ŷ ).

Furthermore, we compare these results with those obtained by using the baseline
variables, in particular the job status of the student, for setting a-priori strata.

Two response surface models are estimated within each level of the job variable
(estimates are not shown); “prof”, “cb” and “pl” are significant attributes for the
working students. The estimated surface model related to the non-working students
allows us to confirm a large interest towards “cb” and “prof”. Furthermore, “prof” is
a common relevant attribute within each stratum; “pl” is relevant when considering
the working students, while “cb” is more relevant for the students without a job,
which express a great interest towards the basic courses in conjunction with more
professional tools.

By considering the optimization results, (Tables 8.6 and 8.7), the diagnostic mea-
sures are always good, even though the results obtained through measure (8.10) have
a high objective function value; however, the values of |H| are very good. Optimiza-
tion measures (8.9) and (8.10) highlight “pl” and “prof” as the attributes with the
highest scores for the working students. Within non-working students, “prof” and
“cb” result as relevant attributes, confirming the propensity of the non-working stu-
dent towards studying.

Table 8.6 Optimization through measure (8.9); a-priori strata; case (i) working; case (ii)
non-working

Results measure (8.9); case (i) measure (8.9); case (ii)

Best score:cb cb = 0.13 cb = 65.77
Best score:pl pl = 73.57 pl = 0.00
Best score:me me = 0.00 me = 0.00
Best score:ie ie = 0.00 ie = 0.00
Best score:prof prof = 84.21 prof = 50.99
o.f. 8.1e-28 1.5e4
‖x‖∞ 1.3e-13 2.1e-14
|H| <10e-8 8.4e-1
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Table 8.7 Optimization through measure (8.10); a-priori strata; case (i) working; case (ii)
non-working

Results measure (8.10); case (i) measure (8.10); case (ii)

Best score:cb cb = 0.00 cb = 65.77
Best score:pl pl = 56.49 pl = 0.00
Best score:me me = 0.00 me = 0.00
Best score:ie ie = 0.00 ie = 0.00
Best score:prof prof = 100.00 prof = 51.00
o.f. 2.7e4 3.4e2
‖x‖∞ 2.1e-9 3.6e-15
|H| <10e-8 1.9e-2

8.5 Concluding remarks

By concluding, the main feature of this empirical example is the application of RSM
jointly with CA in order to establish the best profile according to the judgements, ex-
pressed in metric scale, on the full profiles and on the status-quo. With this approach
it is possible to take into account both a new service/product and a revised one. In
addition, baseline variables of respondents, evaluated as noise variables, are intro-
duced in the optimization procedure, by also considering their categorical nature.
Note that in this case (Sect. 8.4.1) an only one surface is estimated and two optimal
solutions are evaluated in the optimization step. The empirical results confirm the
relevance of our proposal, also when comparing these results with the optimization
within a-priori strata and the working situation.
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