Chapter 6

The Optimal Transportation
Problem

Let X, Y be separable metric spaces such that any Borel probability measure
in X,Y is tight (5.1.9), i.e. Radon spaces, according to Definition 5.1.4, and let
¢: X xY — [0,4+00] be a Borel cost function. Given p € Z(X), v € Z(Y) the
optimal transport problem, in Monge’s formulation, is given by

inf {/X clx, t(x)) dp(z) + typp = V} . (6.0.1)

This problem can be ill posed because sometimes there is no transport map t such
that txp = v (this happens for instance when y is a Dirac mass and v is not a
Dirac mass). Kantorovich’s formulation

min {/XXY c(x,y)dy(z,y) : v e T (1, u)} (6.0.2)

circumvents this problem (as pu x v € I'(u, v)). The existence of an optimal trans-
port plan, when ¢ is Ls.c., is provided by (5.1.15) and by the tightness of T'(u, v/)
(this property is equivalent to the tightness of p, v, a property always guaranteed
in Radon spaces).

The problem (6.0.2) is truly a weak formulation of (6.0.1) in the following
sense: if ¢ is bounded and continuous, and if g has no atom, then the “min” in
(6.0.2) is equal to the “inf” in (6.0.1), see [81], [9]. This result can also be extended
to unbounded cost functions, under the assumption (6.1.8), see [128].

In some special situations one can directly show the existence of optimal
transport maps without any assumption on the cost function (besides positivity
and lower semicontinuity).
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Theorem 6.0.1 (Birkhoff theorem). Let C' be the convex set of all doubly stochastic
N x N matrices, i.e. those matrices M whose entries M;; satisfy

1 I
;Mijzﬁ Vj=1,...,N, ;Mljzﬁ Vi=1,...,N.

Then, the extreme points of C' are permutation matrices, i.e. those matrices of the

form

1
M;; = Néw(j) for some permutation o of {1,...,N}.

In particular, if u (resp. v) can be represented as the sum of N Dirac masses in
distinct points x; (resp. distinct points y;) with weight 1/N, then the minimum in
(6.0.2) is always provided by a transport map.

Proof. For a proof the first statement see, for instance, the simple argument at
the end of the introduction of [146].

The convex set I'(p1, ) can be canonically identified with C, writing p;; = p({z;} %
{yj})7 and transport maps correspond to permutation matrices. Since the energy
functional is linear on I'(u, v), the minimum is surely attained on a extreme point
of T'(u, v) and therefore on a transport map. O

Another special occasion occurs when X =Y = R. In this case we can use
the distribution function

Fu(t) == p((=o0,t))  teR

to characterize optimal transport maps and to give a simple formula for the min-
imum value in (6.0.2). We need to define also an inverse of F),, by the formula
(notice that a priori F), need not be continuous or strictly increasing)

F.'(s) :=sup{z € R: F,(z) < s} s €[0,1].

Theorem 6.0.2 (Optimal transportation in R). Let u, v € Z,(R) and let ¢(x,y) =
h(z —y), with h > 0 convex and with p growth.

(i) If u has no atom, i.e. F,, is continuous, then F,; ' oF,, is an optimal transport
map. It is the unique optimal transport map if h is strictly convewz.

(ii) We have

min {/}R2 c(z,y)dy: v eT(u, V)} = /01 c (Fljl(s),Fgl(s)) ds. (6.0.3)

Proof. For the proof of the first statement see for instance [146], [82].

(ii) In this proof we use the following two elementary properties of the distri-
bution function when v has no atom: first, Fjup = X(OJ)XI (this fact can be
checked in an elementary way on intervals and we omit the argument), second
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F, Lo F,(z) = « for p-a.e. x. The second property simply follows by the observa-
tion that the (maximal) open intervals in which F), is constant correspond, by the
very definition of F),, to intervals where p has no mass. Using statement (i) we
have then

/RC(.Z‘,FV_l o F(x)) du(z) = /Rc(FH_1 o Fy(z),F, ' o Fy(z)) du(z)

in the case when p has no atom. The general case can be achieved through a simple
approximation. O

6.1 Optimality conditions

In this section we discuss the optimality conditions in the variational problem
(6.0.2), assuming always that ¢: X x Y — [0, +oc] is a proper l.s.c. function.

Theorem 6.1.1 (Duality formula). The minimum of the Kantorovich problem
(6.0.2) is equal to

up { [ e@ant)+ [ v du<y>} (6.1.1)

where the supremum runs among all pairs (p,v) € CP(X) x CP(Y) such that
p(x) +9(y) < clz,y).

Proof. This identity is well-known if ¢ is bounded and continuous, see for instance
[104, 129, 146]. A possible strategy is to show first that the support of any optimal
plan is a c-monotone set, according to Definition 6.1.3 below, and than use this
fact to build a maximizing pair (we will give this construction in Theorem 6.1.4
below, under more general assumptions on ¢).

In the general case it suffices to approximate ¢ from below by an increasing
sequence of bounded continuous functions ¢, defined for instance by (compare
with (5.1.4))

ch(zyy) == inf  {e(@',y') Ah+ hdx(z,2") + hdy (y,y')}
(', y)eEXXY

noticing that a simple compactness argument gives

min{/X Ychdqf:’yeF(M,u)} 1 min{/X ch7:'y€F(u,y)}

and that any pair (¢, ) such that ¢ + 1 < ¢, is admissible in (6.1.1). O
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We recall briefly the definitions of c-transform, c-concavity and ¢-monotoni-
city, referring to the papers [68], [82] and to the book [129] for a more detailed
analysis.

Definition 6.1.2 (c-transform, c-concavity). (1) For u: X — R, the c-transform
u€:Y — R is defined by

“(y) := inf —
u®(y) = inf c(z,y) - u(z)
with the convention that the sum is +00 whenever c(z,y) = +oo and u(x) = +oo.
Analogously, for v:Y — R, the c-transform v¢: X — R is defined by

V(@) = inf ela,9) = ()

with the same convention when an indetermination of the sum is present.

(2) We say that u: X — R is c-concave if u = v° for some v; equivalently, u is
c-concave if there is some family {(yi,t;)}ier CY X R such that

u(z) =infe(z,y,) +t: Ve X. (6.1.2)

An analogous definition can be given for functions v:Y — R.

It is not hard to show that u“¢ > w and that equality holds if and only if u
is c-concave. Analogously, v°¢ > v and equality holds if and only if v is c-concave.
Let us also introduce the concept of c-monotonicity.

Definition 6.1.3 (c-monotonicity). We say that ' C X x Y is c-monotone if

n n

Z C(l‘i, ya(i)) > Z c(xi, yz)

i=1 i=1
whenever (x1,y1), ..., (Tn,yn) €T and o is a permutation of {1,...,n}.

With these definitions we can prove the following result concerning necessary
and sufficient optimality conditions and the existence of maximizing pairs (¢, )
in (6.1.1). The proof is taken from [16], see also [146], [82], [129] for similar results.
Notice also that conditions (6.1.3) and (6.1.4) do not apply to the cost functions
considered in [79, 80, 101], in a infinite-dimensional framework.

Theorem 6.1.4 (Necessary and sufficient optimality conditions).

(Necessity) If v € T'(u, v) is optimal and fXXY cdy < 400, then ~y is concentrated
on a c-monotone Borel subset of X xY. Moreover, if ¢ is continuous, then supp -~y
18 c-monotone.

(Sufficiency) Assume that ¢ is real-valued, v € T'(u,v) is concentrated on a c-
monotone Borel subset of X XY, and

i ({w € X: /Yc(x,y) dv(y) < +oo}> >0, (6.1.3)
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v ({y eEY: /X c(x,y) du(z) < +oo}) > 0. (6.1.4)

Then ~ is optimal, fXXY cdy < 400 and there exists a mazimizing pair (¢,1) in
(6.1.1) with ¢ c-concave and p = ¢°.

Proof. Let (pn, 1) be a maximizing sequence in (6.1.1) and let ¢,, = ¢— @, — ¥y,

Since
/ cnd’y:/ cd’yf/ cpnduf/wndZ/HO
XxY X XY X Y

and ¢, > 0 we can find a subsequence ¢, ) and a Borel set I" on which ~ is
concentrated and c is finite, such that ¢, ) — 0 on I'. If {(x,y;) }1<i<p C T and
o is a permutation of {1,...,p} we get

P P
Z (i, Yo(i) = Z On) (i) + Vo) Yo(s))
=1

i=1

p
= Z‘Pn(k) xz) + wn(k) yz ZC xz,yz — Cn(k) (xzayz)
=1

=1

for any k. Letting £ — oo the c-monotonicity of I' follows.

Now we show the converse implication, assuming that (6.1.3) and (6.1.4)
hold. We denote by I' a Borel and c-monotone set on which ~ is concentrated;
without loss of generality we can assume that I' = Ui['y with T’y compact and
¢|r, continuous. We choose continuous functions ¢; such that ¢; 1 ¢ and split the
proof in several steps.

Step 1. There exists a c-concave Borel function ¢ : X — [—00,+00) such that
p(x) > —oo for p-a.e. z € X and

(@) < (@) +c(a’,y) —clz,y) Vo' € X, (z,y) €T. (6.1.5)

To this aim, we use the explicit construction given in the generalized Rockafellar
theorem in [134], setting

o(z) :=inf{c(x, yp) — c(xp,yp) + c(xp,yp—l) - C(xpflaypfl)
4+ 4 C(l’lyyO) — C(xOvyO)}

where (z9,yo) € T'1 is fixed and the infimum runs among all integers p and collec-
tions {(z,vi) h<i<p CT.
It can be easily checked that

= lim lim lim ¢p .,

p—00 M—00 [—00
where

ep.mi(z) =nt{c;(z,yp) — c(xp, yp) + ci(@p, Yp—1) — c(Tp=1, Yp—-1)
+ e+ Cl(xla yo) - C(an yO)}
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and the infimum is made among all collections {(z;,¥:)}1<i<p C I'm. As all func-
tions ¢p m,; are upper semicontinuous we obtain that ¢ is a Borel function.

Arguing as in [134] it is straightforward to check that ¢(x¢) = 0 and that
(6.1.5) holds. Choosing 2’ = x¢ we obtain that ¢ > —oco on mx (T") (here we use
the assumption that ¢ is real-valued). But since = is concentrated on I' the Borel
set mx (I') has full measure with respect to u = mx 47, hence ¢ € R p-a.e.

Step 2. Now we show that ¥ := ¢ is v-measurable, real-valued r-a.e. and that
p+1P=c onl. (6.1.6)

It suffices to study ¥ on 7y (T'): indeed, as 7 is concentrated on T, the Borel set
7y (T') has full measure with respect to v = myxy. For y € 7y (I') we notice that
(6.1.5) gives

P(y) =clz,y) —pl@) eR Ve ely:={z: (v,y) €T}

In order to show that ¢ is v-measurable we use the disintegration v = v, x v of
~ with respect to y and notice that the probability measure v, is concentrated on
I'y for v-a.e. y, therefore

V) = [ clo) - pl@)dyle)  forvacy.

Since y +— 7, is a Borel measure-valued map we obtain that 1 is v-measurable.

Step 3. We show that o+ and ¥ are integrable with respect to u and v respectively
(here we use (6.1.3) and (6.1.4)). By (6.1.3) we can choose z in such a way that
Jy c(z,y) dv(y) is finite and ¢(z) € R, so that by integrating on Y the inequality
Pt < e(w,+) + ¢~ (x) we obtain that ¥+ € L'(Y,v). The argument for ¢* uses
(6.1.4) and is similar.

Step 4. Conclusion. The semi-integrability of ¢ and v gives the null-Lagrangian
identity

/ (<P+w)d’r:/ sodm/wduel&u{foo} vy € T, v),
XxY X Y

so that choosing 4 = v we obtain from (6.1.6) that fXXycdql < 400 and @ €
LY (X, p), ¥ € LY(Y,v). Moreover, for any 5 € T'(u, v) we get

/XxYCd:y /Xxy((erw)d:y:/XSOdﬂwL/Ywdy

/Xxy(<p+w)d7Z/F(Wrw)d'v:/chdv-

This chain of inequalities gives that + is optimal and, at the same time, that (¢, )
is optimal in (6.1.1). O

Y
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We say that a Borel function ¢ € L'(X, i) is a mazimal Kantorovich potential
if (¢, ¢°) is a maximizing pair in (6.1.1). In many applications it is useful to write
the optimality conditions using a maximal Kantorovich potential, instead of the
cyclical monotonicity.

Theorem 6.1.5. Let € P(X), v e P(Y), assume that (6.1.3) and (6.1.4) hold,
that c is real-valued and that the sup in (6.1.1) is finite. Then there exists a mazx-
imizing pair (o, ¢°) in (6.1.1) and if v € T'(p, v) is optimal then

w(x) + ¢°(y) = c(z,y) y-a.e. in X X Y. (6.1.7)

Moreover, if there exists a Borel potential ¢ € L'(X,p) such that (6.1.7) holds,
then ~ is optimal.

Proof. The existence of a maximizing pair is a direct consequence of the sufficiency

part of the previous theorem, choosing an optimal v and (by the necessity part of
the statement) a c-monotone set on which ~ is concentrated.

If ~v is optimal then

/ (cfcp*soc)dvz/ cd’r*/@du*/ﬁdvz(l
XXY XXY X Y

As the integrand is nonnegative, it must vanish «-a.e. The converse implication is
analogous. O

Remark 6.1.6. The assumptions (6.1.3), (6.1.4) are implied by

/ c(x,y)dp x v(z,y) < +o0. (6.1.8)
XxY

In turn, (6.1.8) is implied by the condition

c(z,y) < a(x) +b(y) with a€ L' (n), be L' (v).

6.2 Optimal transport maps and their regularity

In this section we go back to the original Monge problem (6.0.1), finding natural
conditions on ¢ and p ensuring the existence of optimal transport maps. The first
results in this direction, in Euclidean spaces and with the quadratic cost function
|z —y|?, have been estabilished in [35, 36, 100]; the case of a Riemannian manifold
is considered in [112].
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Definition 6.2.1 (Gaussian measures and Gaussian null sets). Let X be a separable
Banach space with dual X', and let p € P(X). We say that p is a nondegenerate
Gaussian (probability) measure in X if for any L € X' the image measure Ly €
P(R) has a Gaussian distribution, i.e. there existm =m(L) € R and o = o(L) >
0 such that

1
V2mo?

We say that B € B(X) is a Gaussian null set if u(B) =0 for any nondegenerate
Gaussian measure i in X .

b
p{reX: a<Lz)<b})— / e~ It=mI*/20" 4y (a,b) C R.

We refer to [32] for the general theory of Gaussian measures. Here we use
Gaussian measures only to define the o-ideal of Gaussian null sets. Starting from
Definition 6.2.1 and recalling (5.2.4), it is easy to check that if p is a (nonde-
generate) Gaussian measure in X and Y is another (separable) Banach space,
then

7y is a (nondegenerate) Gaussian measure in Y (6.2.1)
for every continuous (surjective) linear map m: X — Y. o

One can also check that in the case X = R? nondegenerate Gaussian measures
are absolutely continuous with respect to %, with density given by

1

(A7 (@—m),(z—m))
(2m)ddet A

1
e 2

for some m € R? and some positive definite symmetric matrix A. Therefore Gaus-
sian null sets coincide with .#“-negligible sets. See also [59] for the equivalence
between Gaussian null sets and null sets in the sense of Aronszajn, a concept that
involves only the Lebesgue measure on the real line.

Definition 6.2.2 (Regular measures). We say that u € P(X) is regular if (B) =0
for any Gaussian null set B. We denote by &7 (X) the class of regular measures.

By definition of Gaussian null sets, all Gaussian measures are regular. By
the above remarks on Gaussian null sets, in the finite dimensional case X = R¢
the class 27 (X)) reduces to the standard family of measures absolutely continuous
with respect to £

We recall the following classical infinite-dimensional version of Rademacher’s
theorem (see for instance Theorem 5.11.1 in [32]).

Theorem 6.2.3 (Differentiability of Lipschitz functions). Let X be a separable Hil-
bert space and let ¢ : X — R be a locally Lipschitz function. Then the set of points
where ¢ is not Gateaux differentiable is a Gaussian null set.
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Theorem 6.2.4 (Optimal transport maps in RY). Assume that u, v € P(R?),
c(z,y) = h(z —y) with h : R — [0, 4+00) strictly convex, and the minimum in
(6.0.2) finite.

If u, v satisfy (6.1.3), (6.1.4), and p € 2" (RY), then the Kantorovich problem
(6.0.2) has a unique solution p and this solution is induced by an optimal trans-
port, i.e. there exists a Borel map r : R — R? such that the representation
(5.2.13) holds. We have also

r(x) =z — (0h)~! (@ap(x)) for p-a.e. z, (6.2.2)

for any c-concave and mazimal Kantorovich potential ¢ (recall that V stands for
the approzimate differential).

Proof. By the necessity part in Theorem 6.1.4 we have the existence of an opti-
mal plan, concentrated on a c-monotone subset of R? x R%. By the sufficiency part
we obtain the existence of a c-concave maximal Kantorovich potential ¢. Theo-
rem 6.1.5 gives that for u-a.e. x there exists y such that ¢(z) + ¢°(y) = c(z,y).
We have to show that y is unique and given by (6.2.2). To this aim, for any R > 0
we define
— : c d
vr(x) = Zeg;f(o) c(x, z) — ¢°(2) x € R%.

Notice that all functions ¢g are locally Lipschitz in R? for R large enough (as
soon as there is some z with |z| < R and ¢°(z) > —o0) and therefore differentiable
Z%-a.e. Moreover, the above mentioned existence of y for p-a.e. z implies that
the decreasing family of sets {¢ < pgr} has a p-negligible intersection, i.e. p-a.e.
x belongs to {¢ = ¢r} for R large enough.

It follows that for p-a.e. x the following two conditions are satisfied: z is
a point of density 1 of {¢ = ¢gr} for some R (recall Remark 5.5.2 and g is
differentiable at x. By the very definition of approximate differential, ¢ is approx-
imately differentiable at  and Vi(z) = Vg (z). If p(z) + ¢°(y) = h(z —1y), since
' — h(z' —y) —(a') attains its minimum (equal to ¢°(y)) at z, by differentiation
of both sides we get

Vo(z) € Oh(z —y).

This immediately gives that y is unique and given by (6.2.2). O

In the following remark we point out some extensions of the previous exis-
tence result and we recall some cases when the approximate differential in (6.2.2)
is indeed a classical differential.

Remark 6.2.5. a) Classical differential. As the proof shows, the approximate dif-
ferential is actually a classical differential if ¥ has a bounded support. Under a
technical condition on the level sets of h at infinity (this condition includes the
model case h(z) = |z|?, p > 1) the differential is still classical even when v has an
unbounded support, see [82].
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b) More general initial measures. It has been shown in [82] that for h € Cllo’g (R%)
and v with bounded support the same properties hold if u satisfies the more general

condition
w(B) =0 whenever B € B(R?) and #%7!(B) < +o0. (6.2.3)

The proof is based on a refinement of Rademacher theorem, valid for convex or
semi-convex functions, see for instance [4].

c) The case when £ is not strictly convex. Here the difficulty arises from the fact
that (0h)~! is not single-valued in general, so the first variation argument of the
previous proofs does not produce anymore a unique y, for given x. This problem,
even when h(z) = ||z|| for some norm ||- || in R?, is not yet completely understood,
see the discussions in [14]. Only the case when || - || is the Euclidean norm (or,
more generally, a C? and uniformly convex norm) has been settled (see [142], [74],
[43], [143], [9], [16]). See also [14] for an existence result in the case when the norm
I - || is crystalline (i.e. its unit sphere is contained in finitely many hyperplanes).

6.2.1 Approximate differentiability of the optimal transport map

In many applications it is useful to know that the optimal transport map is dif-
ferentiable, at least in the approximate sense. The following theorem answers to
this question and shows, adapting to a non-smooth setting an argument in [120],
that the differential of the optimal transport map is diagonalizable and has non-
negative eigenvalues. Notice that our assumption on the cost includes the model
case c¢(z,y) = |z — y|P, p > 1. In the proof of the theorem we will use a weak ver-
sion of the second order Taylor expansion, but still sufficient to have a maximum
principle.

Definition 6.2.6 (Approximate second order expansion). Let @ C R? be an open
set and ¢ : ) — R. We say that ¢ has an approximate second order expansion at
x e Qif

b P —a—(by—a)~ (A — ). (y )
y—z,yEE ly — x|?

=0 (6.2.4)

for some a € R, b € R? and some symmetric matriz A, with E having density 1
at .

It is immediate to check that a = ¢(x), b = V() and that A is uniquely
determined: we will denote it by VZ¢(z). Moreover, if ¢ has a minimum at 2 then
b=0and A > 0.

Theorem 6.2.7 (Approximate differentiability of the transport map). Assume that
pe 2" (RY, ve P2(RY) and let c(z,y) = h(z —y) with h : RY — [0, +00) strictly
convez with superlinear growth, h € C1(R?) N C%(R?\ {0}), and V?h is positive
definite in R?\ {0}. If the minimum in (6.0.2) is finite, then for y-a.e. v € R?
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the optimal transport map r is approzimately differentiable at x and @r(x) 1
diagonalizable with nonnegative eigenvalues.

Proof. Let ¢ be a maximal Kantorovich potential and let N = {r(z) # x}. Clearly
it suffices to show that the claimed properties are true p-a.e. on N (as outside of N
the approximate differential of r is the identity). We consider the countable family
of triplets of balls (B, B’, B") centered at a rational point of R, with B C B,

B' ¢ B” and with rational radii, the family of sets
NB,B/,B” = {.T S B : 7’(1’) S BN \ B/},
and the family of functions

r g ) = min h xr — — ° T € B~
¢B,5',B"(T) o (@—y)—¢°(y)
Notice that ¢p g/ g7 = ¢ p-a.e. on Ng g pr, as the minimum of y — h(z —y) —
©°(y) is achieved at y = r(z) € B" \ B’ for p-a.e. x.
Let C = C(B,B’, B"”) be the Lipschitz constant Lip(Vh, B — (B" \ B’)) of
Vh in the set B — (B” \ B’); it follows that all maps

C C / !
v h(z—y) = ¢"(y) = Slef’,  yeB\B,

are concave in B, and therefore ¢ g p» — C|z|?/2 is concave in B as well. By
Alexandrov’s differentiability theorem (see 5.5.4) we obtain that ¢ g/ g are twice
differentiable and have a classical second order Taylor expansion for Z%-a.e. z € B.
Clearly the set NV is contained in the union of all sets Np, g g, therefore, by
Remark 5.5.2, Z%a.e. x € N is a point of density 1 for one of the sets NpB.p/ B
and g, pr g~ is twice differentiable at x. By Definition 6.2.6 we obtain that ¢ is
twice differentiable in the approximate sense at x and (6.2.4) holds with a = ¢(z),
b=Vep(x)=Vepp g and A =V2p(x) = VZpp p pr/2. Since

r(x) =z — (0h) 1 (Ve(x)) = 2 — VA*(Vp(z)),

we obtain that r is approximately differentiable p-a.e. on N.

Since h has a superlinear growth at infinity, the gradient map Vh : RY — R4
is a bijection and its inverse is Vh*, where h* is the conjugate of h. Therefore Vh*
is differentiable on RY\ {Vh(0)}.

Fix now a point « where the above properties hold and set y = r(z). Since
' — h(z' —y) — ¢(2') achieves its minimum, equal to —¢°(y), at z, we get

V2h(z —y) > V().
On the other hand, the identity VA(Vh*(p)) = p gives

V20 (Vh*(p) = [V2h*(p)] .
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Using the identity above with p = V(z) # Vh(0) we obtain

[V (Fo@)] 2 Viele).
By Lemma 6.2.8 below with A := V2h*(Ve(z)) and B := —V2p(z) we obtain

that @r(x) =4 + AB is diagonalizable and it has nonnegative eigenvalues. O

Again, under more restrictive assumptions (e.g. the supports of the two mea-
sures are compact and dist (supp u,suppv) > 0) one can show that the optimal
transport map r is p-a.e. differentiable in a classical sense. As discussed in Sec-
tion 5.5, approximate differentiability is however sufficient to establish an area
formula and the rule for the computation of the density of r4(p.2?).

The following elementary lemma is also taken from [120].

Lemma 6.2.8. Let A, B be symmetric matrices with A positive definite. If —B <
A7t then i + AB is diagonalizable and has nonnegative eigenvalues.

Proof. Let C be a positive definite symmetric matrix such that C? = A. Since
i+AB=C(i+CBC)C™*

and since ¢+ C'BC' is symmetric we obtain that ¢4+ AB is diagonalizable. In order
to show that the eigenvalues are nonnegative we estimate:

((i + CBO)E, €) €% + (C¢, BCE) > [¢* — (CE, A7 0¢)

= (P - catcey =0 O
|
In the following theorem we establish, under more restrictive assumptions on
7 or h, some properties of the distributional derivative of r and the nonnegativity
of the distributional divergence of r (or, better, of a canonical extension of r to
the whole of R?: recall that = is a priori defined only p-a.e.).

Theorem 6.2.9 (Distributional derivative of 7). Let y, v € 2" (R%), with suppv
bounded, let c(x,y) = h(x —y) with h : R? — [0, +00) strictly conver and with
superlinear growth and assume that the minimum in (6.0.2) is finite. Let v be the
optimal transport map between p and v. Then

(i) If h € C*(RY) is locally uniformly convex then T has a canonical BVio. ex-
tension to RY satisfying D - r > 0.

(ii) If h € C?*(R?\ {0}) and Vh(0) = 0 we can find equi-bounded maps 7y €
BVioe(RY) satisfying D - . > 0 such that u({rx #r}) — 0 as k — oo.

Proof. (i) By the argument used in the proof of Theorem 6.2.4 we know that there
exists a c-concave potential ¢ of the form

p(z) = inf h(z—y)—v(y) (6.2.5a)

yEsupp v
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with 9 = —oo on R? \ supp v, such that
r(z) =z — (Vh) 1 (V) p-a.e. in R% (6.2.5b)

We take as an extension of r the right hand side in the previous identity (6.2.5b),
for ¢ given by (6.2.5a). Notice that, on any ball B, all functions

x> h(z—y) —(y) — Clzf* fory € suppr, (y) > —oo,

are concave for C' large enough (depending on B and suppv), so that ¢ — C|z|?
is concave in B as well. This proves that ¢ is locally Lipschitz and locally BV in
R? and therefore, since the inverse of Vh is locally Lipschitz in R? as well (by the
local uniform convexity assumption on h and the superlinear growth condition),
also r is locally BV.

Let us show that r(z) € suppv and that 2’ — @(z') — h(z’ — y) attains
its maximum at z when y = r(x) for Z%-a.e. v € R% Indeed, fix x where ¢ is
differentiable and let § € supp v be a minimizer of y — h(z—y)—1(y) (without loss
of generality we can assume that v is upper semicontinuous: being supp v compact
and ¢ (y) < +oo for every y € X, a minimizer exists). Then ¢(2")—h(2' —7) attains
its maximum at z since (6.2.5a) yields

p(a') = h(z' —g) < h(@' —g) —¥(y) — h(z' —g) = —(y) = p(z) — h(z - 7),

and a differentiation yields § = r(z).
It remains to show that D -7 > 0. Since maxgupp . h(z — -) is locally bounded
we can find a strictly positive function p € L*(R?) such that

/R max h(z —y)p(x)dr < +o0. (6.2.6)

d YESupp v

Let i = p£¢, and notice that the minimality property above shows that the
graph of 7 is (essentially, excluding points x where ¢ is not differentiable) c-
monotone: indeed for any choice of differentiability points z1,...,z, of and for
any permutation o of {1,...,n} we have

Z 0(To(iy) — Moy — 7)) < Z o(x;) — h(x; — r(xi)).

Removing from both sides } . ¢(x;) we obtain the c-monotonicity inequality.

Therefore, since by (6.2.6) the cost associated to r is finite, Theorem 6.1.4
gives that r is an optimal map between fi and 4.

This optimality property of the extended map r shows that it suffices to
prove that D-r > 0 only when supp v is made by finitely many points: the general
case can be achieved by approximation, using the fact that optimality relative to
is stable in the limit and yields L”(f1) convergence of the maps (see Lemma 5.4.1)
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and then, up to subsequences, .Z%-a.e. convergence, due to the fact that p > 0 Z%-
a.e. Under the assumption that supp v is finite the function r takes only finitely
many values {y1,...,ym} and the distributional divergence is given by

D-r={(rt—r  n)xsA",
where r* are the approximate one sided limits on the approximate jump set S of
r and n is the approximate normal to the jump set. For a given Borel choice of
n, let us consider the sets

Sij = {JJESZT‘_(JJ)Zyi, r+(x):yj} 1<4,7<m,i#j, S= USij'
i#]

Since each neighborhood of = € S;; contains points z* such that r(2%) = r* ()
is the unique minimizer of y — h(z* —y) =¥ (y) in {y1, -+ ,ym}, Si; is contained
in 8Eij, with

Eij={x e R*: h(z—y;) —¥(y:) < h(z —y;) —¥(y;)} 1<i#j<m

and the classical inner normal to E;; is parallel (with the same direction) to the
nonvanishing vector Vh(z — y;) — Vh(z — y;). Therefore it suffices to check the
inequality

(Wi — 3 Vh(w — ;) = Vhiz = 3)) = 0.

This is a direct consequence of the monotonicity of Vh:
((z —y;) — (z —wi), Vh(z — y;) — Vh(z — y:)) > 0.

(ii) Let hg > h be in C2(R?) and locally uniformly convex, with the property that
for any z € R? we have hi(z) = h(z) and (Vhy)"1(2) = (Vh)~!(2) for k large
enough (the proof of the existence of this approximation, a regularization of h near
the origin, is left to the reader) and let ¢, 1 as in the proof of (i). We define

pr(x) == _inf hy(z —y) —¢(y)
yEsupp v
so that ¢ > . Since the infimum in the problem defining ¢ is attained (by
y =r(x)) for p-a.e. x, it follows that ¢y (z) = ¢(z) for p-a.e. x for k large enough
(precisely, such that hyx(z — r(z)) = h(z — r(x)), so that u({vr # ¢}) — 0 as
k — oo. Setting B
TR I=1— (th)’l(V@k)

we know, by the c-monotonicity argument seen in the proof of statement (i), that
Ty, are optimal transport maps relative to the costs hi(z — y), that r, € suppv
p-a.e. and that D - rp > 0. Since the approximate differentials coincide at points
of density 1 of the coincidence set we have u({Vyy # Vo}) — 0 as k — oo and
therefore p({ry #r}) — 0 as h — oc. O
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6.2.2 The infinite dimensional case

In the infinite dimensional case we consider for simplicity only the case when
c(x,y) = |z —ylP/p, p > 1; when v has a bounded support we are still able to
recover, by the same argument used in the finite dimensional case, a differential
characterization of the optimal transport map.

We denote by &) (X) the intersection of &2,(X) (see (5.1.22)) with Z"(X).

Theorem 6.2.10 (Optimal transport maps in Hilbert spaces). Assume that X is a
separable Hilbert space, let p € Z)(X), v € Zy(X) and let c(x,y) = [x—y|?/p for
p € (1,400), ¢t +p~! = 1. Then the Kantorovich problem (6.0.2) has a unique
solution p and this solution is induced by an optimal transport, i.e. there exists
a Borel map v € LP(X, u; X) such that the representation (5.2.13) holds. If v has
a bounded support we have also

r(r) =z — V()72 Ve(z) for p-a.e. x, (6.2.7)

for some locally Lipschitz, c-concave and mazimal Kantorovich potential ¢ (here
Vi denotes the Gateauz differential of ).

Proof. Let us assume first that supp v is bounded. We first define a canonical
Kantorovich potential, taking into account the boundedness assumption on supp v,
as follows. Let ¢ be any maximal Kantorovich potential and define

p(x) = inf c(z,y) —¢°(y) r e X. (6.2.8)

yEsupp v

Notice that the optimality conditions on ¢ ensure that for p-a.e. x the infimum
above is attained. By construction ¢ is a locally Lipschitz function and it is still
a maximal Kantorovich potential. Indeed, ¢ = ¢ p-a.e. and since ¢ is the c-
transform of the function 1 equal to ¢¢ on supp v and equal to —oo otherwise we
have ¢ = (¢¥°)¢ > ¢ = ¢° on supp v.

As in the proof of Theorem 6.2.4 it can be shown that for u-a.e. x there is
only one y such that ¢(x) + ¢°(y) = c(z,y), and that y is given by (6.2.7); the
only difference is that we have to consider Theorem 6.2.3 instead of the classical
Rademacher theorem.

In the general case when supp v is possibly unbounded we can still prove
existence and uniqueness of an optimal transport map as follows. Let v € T',(u, v),
let v,, = xB, (y)y where B,, := B,(0) is the centered open ball of radius n, and
let pin, vy, be the marginals of ,, (in particular v, = xp, v and u,, is absolutely
continuous with respect to u, therefore still regular). By Theorem 6.1.5 we know
that supp-y is | - |P-monotone, and therefore supp-y,, is | - |P-monotone as well. By
applying Theorem 6.1.5 again and the first part of the present proof, we obtain
that ~,, is an optimal plan, induced by a unique transport map r,. The inequality

(B X Tn)ghn = Yn < Y = (8 X Pi) gt fim
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immediately gives (for instance by disintegration of both sides with respect to x)
Ty =Tm Hp-a.e. whenever n < m.

Therefore the map r such that » = r,, u,-a.e. for any n is well defined, and passing
to the limit as n — oo in the identity ~,, = (¢ X ), we obtain v = (¢ X 7)xp.
This proves that r is an optimal transport map, and that any optimal plan is
induced by an optimal transport map.

If there were two different optimal transport maps 7, 7/, then we could build
an optimal transport plan

1
= 5/ 51‘(3:) + 51”(3:) d,u(x)
X

which is not induced by any transport map. This contradiction proves the unique-
ness of r. |

Remark 6.2.11 (Essential injectivity of the transport map). Notice also that if
v is regular as well, under the assumption of Theorem 6.2.4 or Theorem 6.2.10,
then the optimal transport map r between p and v is p-essentially injective (i.e.
its restriction to a set with full g-measure is injective). This follows by the fact
that, denoting by s the optimal transport map between v and u, the uniqueness
of optimal plans gives (¢ x 7)xu = [(s X 4)xv] ™1, which leads to sor =4 p-a.e.
and to the essential injectivity of r.

In the case when p = 2 and p, v € Z5(R?) we can actually prove strict
monotonicity of the optimal transport map.

Proposition 6.2.12 (Strict monotonicity of r). Let u, v € 25(RY), and let  be

the unique optimal transport map relative to the cost c(x,y) = |x — y|?/2. Then
Vr > 0 p-a.e. and there exists a pu-negligible set N C R? such that
(r(z1) —r(zx2),z1 —x2) >0 Vi, 2o € R4\ N. (6.2.9)

Proof. Let ¢ be a c-concave maximal Kantorovich potential. The c-concavity of ¢
and its construction ensure that ¢ < 400 globally, that ¢ > —oo p-a.e. and that
¢ — |z|?/2 is concave. In particular, denoting by C the interior of the convex hull
of { € R}, we have that ¢ is finite on C' and p is concentrated on C'. We have also
that the optimal transport map r can be represented as V¢ with ¢ = |2]?/2 — ¢
convex. Recalling that, by Alexandrov’s theorem 5.5.4 convex functions are twice
differentiable .#?-a.e. in the classical sense, we can apply Lemma 5.5.3 to obtain
that Vr > 0 p-a.e. in C, due to the fact that ryp < 7.

Let now N be the p-negligible set of points € C' where either ¢ is not twice
differentiable or V?¢ has some zero eigenvalue. The monotonicity inequality then
gives (with x; = (1 — t)x + ty)

(V6ly) — Vo(a),y — ) 2 i = (V6(w) = V@), 20— 7) > 0

for any x, y € C'\ N. O
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6.2.3 The quadratic case p = 2

In the case of c(z,y) := 3| — y|* in a Hilbert space X, the theory developed in
the previous sections presents some more interesting features and stronger links
with classical convex analysis.

Here we quote the most relevant aspects.

e A function u: X — R is c-concave iff u — %\ -2 is u.s.c. and concave, i.e.

a(x) = L|x|? — u(x) is Ls.c. and convez.

For, from the representation of (6.1.2) we get
1 . 1
u(w) = Slof? =l ti + Slyil* — (2, 9s).
This means that u(x) —|z|?/2 is the infimum of a family of linear continuous

functional on X.

o If v =u is the c-transform of u then v = u*, the Legendre-Fenchel-Moreau
conjugate functional defined as

' (y) := sup (z,y) — u(z).
zeX

We simply have
~ 1 . 1 1
u(y) = —\ZU|2 —u(y) = sup —\yl2 — =]z — y\2 + u(x)
2 zeX 2 2

= sup (2,9) — (3el? — u(@)) = sup {z. ) — o).
zeX reX

o A subsetT of X? is c-monotone according to Definition 6.1.3 iff it is cyclically
monotone, i.e. for every cyclical choice of points (z¥,25) €T, k=0,..., N,
with (29, 29) = (z, 2)), we have

N
(xh — 21 aky > 0. (6.2.10)
k=1

In particular, by Rockafellar theorem, c-monotone sets are always contained
in the graph of the subdifferential

{(z,y) : y € 0p(x)}

of a convex ls.c function ¢. Conversely, any subset of such a graph is c-
monotone.

o Suppose that p, v € P2(X) and v € T'(u,v). Then the following properties
are equivalent:
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— 7y is optimal;
— supp-y s cyclically monotone;

— there exists a conver, lL.s.c. potential p € L*(X, 1) such that
(x,y) = ¢(x) + ¢*(y) ~-a.e. in X2 (6.2.11)

Equivalently, we can also state (6.2.11) by saying that y € dp(z) for
~-a.e. (z,y) € X2 In particular, if v = (¢ x 7)xu then there exists a l.s.c.
convex functional ¢ such that r(z) € dp(z) for p-a.e. z € X.

o Suppose that X = R? and p € P5(RY), v € Po(R?). Then there exists a
unique optimal transport plan and this plan is induced by a transport map r.
If v € 25 (RY) as well, then v is p-essentially injective and fulfills (6.2.9).



