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Agents and Healthcare:
Usability and Acceptance

Ulises Cortés, Roberta Annicchiarico and Cristina Urdiales

1. Introduction

Agent technology has become a leading area of research in AI and computer science
and the focus of a number of major initiatives [5]. The interest in applying Artificial
Intelligence technologies first, and now Agent Technology to Healthcare has been
a growing one. From the very seminal and inspiring work as the one of Huang et
al. [1] and [2] the use of agents in Healthcare has been continuously evolving and
covering more aspects. Intelligent Agents are normally used to observe the current
situation and knowledge base, and then support the expert’s decision-making on
an action consistent with the domain they are in, and finally perform the execution
of that action on the environment. This evolution brought the creation of steady
series of workshops where a growing community has been joining to put together
the latest advancements in the field see, for example [7, 8, 5, 6] and also major AI
journals devote special issues to this field as for example [4, 3].

This evolution shows that this community is able to deploy Multi-Agent Sys-
tems (MAS) that nowadays are acting in a diversity of applications to Healthcare.
For example, there are multiple areas in the Medical Industry that would benefit
from Agent-based systems designed to support a range of decisions from Diagnosis
Assistants, to Treatment recommending systems, to Patient History Examination
Systems, the support of Palliative Care Units, etc.

The healthcare environment in the actual world consists of vast amounts of
dynamic and unstructured information, distributed over a large number of formal
(and informal) information systems [10]. Agent Technology is having an ever-
growing impact on the delivery of medical information. It supports acquiring and
manipulating information distributed in a large number of information systems.

Authors would like to acknowledge support from the SHARE-it : Supported Human Autonomy
for Recovery and Enhancement of cognitive and motor abilities using information technologies
(FP6-IST-045088). The views expressed in this paper are not necessarily those of SHARE-it
consortium.
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Moreover is suitable for the computer untrained medical stuff. The features of
intelligent agents are aimed at distributing the task of solving problems, by allow-
ing different software components to cooperate, each one with its own expertise.
Patient management has been thus far the best experimented application of in-
telligent agents in Healthcare because of the inherently distributed nature of the
expertise needed for that problem but nowadays the range of applications cov-
ers the whole spectrum. Healthcare information systems can use agent-oriented
cooperation techniques and standardized, electronic healthcare-record-exchange
protocols to combine information about the different facets of a patient’s therapy
provided by different healthcare providers at different locations.

Healthcare systems seem to be an environment suitable for the Multiagent
Systems (MAS): they are composed by complex systems with heterogeneous com-
ponents, managing distributed data and resources, and often needs integration
with heterogeneous legacy systems (such as hospital/laboratory information sys-
tems). In addition, healthcare professionals experience a high level of mobility be-
cause they must collaborate with colleagues and access information and artifacts
distributed throughout the premises.Telemedicine systems are a special case to be
considered as they are crucially based on continuously appearing and disappearing
components, with distributed features.

Because ever more powerful intelligent agents, from now on agents, will inter-
act with people in increasingly sophisticated and important ways, greater attention
must be given to the technical and social aspects of how to make agents acceptable,
sound and safe to people. This is specially true when agents are created to deal
with humans’ health care and/or to support humans to perform their Activities of
Daily Life in an autonomous way. Those issues are rarely addressed by the Agents’
research community.

2. The papers in this collection

The set of papers in this collection was selected among the contributions to the 4th

Workshop on Agents Applied in Health Care (AAH’2006) held at the European
Conference on Artificial Intelligence (ECAI2006) [6]. Multi-Agent Systems are one
of the most exciting research areas in Artificial Intelligence. In the last ten years
there has been a growing interest in the application of agent-based systems in
health care. Moreover, a growing European community of researchers interested
in the application of intelligent agents in Healthcare emerged as a result of the
activities within the AgentCities.NET European network and the AgentLink III
Technical Forum Group on Healthcare Applications of Intelligent Agents. And
specially in R&D projects funded under the Framework Program VI (FP6).

All the contributions to this collection describe the research carried out in
some of the R&D projects funded by the European Union under the FP6, some
of them are still active. This selection gives the reader a flavor of the most actual
research in Europe in the field of Agents applied to Healthcare. This book reports
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on the results achieved in this area, discusses the benefits (and drawbacks) that
Agent-Based systems may bring to medical domains and society, and also to pro-
vide a list of the research topics that should be tackled in the near future to make
the deployment of Healthcare agent-based systems a reality.

Current topics of research include communication and co-operation between
distributed intelligent agents to manage patient care, information agents that re-
trieve medical information from the Internet, and multi-agent systems that assist
the doctors in the tasks of monitoring and diagnosis.

The papers in this volume are:

• HealthAgents: Agent-based Distributed Decision Support System for Brain Tu-
mour Diagnosis and Prognosis.
• SAPHIRE: A Multi-Agent System for Remote Healthcare Monitoring through

Computerized Clinical Guidelines.
• Applying Provenance in Distributed Organ Transplant Management.
• ASPIC: Argumentation Service Platform with Integrated Components.
• K4CARE: Knowledge-Based HomeCare eServices for an Ageing Europe.
• Supported Human Autonomy for Recovery and Enhancement of cognitive and

motor disabilities using Agent technologies.
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On the Implementation of HEALTHAGENTS:
Agent-Based Brain Tumour Diagnosis

Magı́ Lluch-Ariet, Francesc Estanyol, Mariola Mier, Carla Delgado,
Horacio González–Vélez, Tiphaine Dalmas, Montserrat Robles, Carlos
Sáez, Javier Vicente, Sabine Van Huffel, Jan Luts, Carles Arús, Ana Paula
Candiota Silveira, Margarida Julià–Sapé, Andrew Peet, Alex Gibb, Yu
Sun, Bernardo Celda, Maria Carmen Martı́nez Bisbal, Giulia Valsecchi,
David Dupplaw, Bo Hu and Paul Lewis

Abstract. This paper introduces HealthAgents, an EC-funded research project to im-
prove the classification of brain tumours through multi-agent decision support over a
secure and distributed network of local databases or Data Marts. HealthAgents will not
only develop new pattern recognition methods for distributed classification and anal-
ysis of in vivo MRS and ex vivo/in vitro HRMAS and DNA data, but also define a
method to assess the quality and usability of a new candidate local database containing
a set of new cases, based on a compatibility score. Using its Multi-Agent architecture,
HealthAgents intends to apply cutting-edge agent technology to the Biomedical field
and develop the HealthAgents network, a globally distributed information and knowl-
edge repository for brain tumour diagnosis and prognosis.

Keywords. Distributed Healthcare Systems; Brain Tumours; Oncology; Decision-
Support Systems; Agent Technology ; Medical Informatics; Computer-Based Medical
Systems.

1. Introduction

Brain tumours remain a prevalent cause of morbidity and mortality in Europe [5]. Even
though it is not the most common type of cancer, brain tumours account for a greater
proportion of tumours in younger age groups than other types of tumour. They are thus
a significant cause of cancer in young adults and children. Indeed, brain tumours are the
most common solid malignancies in children.

Special thanks from the HealthAgents Consortium to Carla Delgado and Ewen Maclean who put together the
contributions from several colleagues in the consortium in order to build this text.
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FIGURE 1. HealthAgents Conceptual model.

Nowadays the diagnosis and treatment of brain tumours is typically based on clinical
symptoms, radiological appearance and often a histopathological diagnosis of a biopsy.
However, treatment response of histologically or radiologically-similar tumours can vary
widely, particularly in children. Magnetic Resonance Spectroscopy (MRS) is a non-inva-
sive technique for determining the tissue biochemical composition (metabolomic profile)
of a tumour. Additionally, the genomic profile, determined using DNA microarrays, facil-
itates the classification of tumour grades and types not trivially distinguished by morpho-
logic appearance. Diagnosis using Magnetic Resonance Imaging (MRI) is non-invasive,
but only achieves 60-90% accuracy depending on the tumour type and grade. The current
gold standard classification of brain tumours by biopsy and histopathological analysis
involves invasive surgical procedure and incurs a significant risk.

Thus, the HealthAgents project [30], [1] entails the development of a web-based
decision support system (DSS) which employs MRS and genomic profiles. This DSS will
deploy an agent-based architecture in order to provide a distributed diagnostic tool for
brain tumours, implement data mining techniques, transfer clinical data and extract infor-
mation. The distributed nature of our approach will help the users to observe local centre
policies for sharing information whilst allowing them to benefit from the use of a dis-
tributed data warehouse (d-DWH). Moreover, it will permit the design of local classifiers
targeting a specific patient population.

This new information for classifying tumours along with clinical data should be
securely and easily accessible in order to improve the diagnosis and prognosis of tumours.
All data will be stored anonymously and securely, through a network of data marts based
on the acquired information and stored at centres throughout Europe. This network will
grant bona-fide access to an organisation in return for its contribution of clinical data to a
d-DWH/Decision Support System (d-DSS).

The HealthAgents system presents an approach that builds upon previous experi-
ences in biomedical informatics, particularly in image processing and computer-aided
diagnosis [12]; in machine learning for brain tumour classification using MRS [11]; and
in agents’ architecture [22] .

By the time this text is being written, HealthAgents is in the second of its three years
of development. Though the system is not yet finished, relevant achievements have already
been accomplished, including the construction of the first prototype of the DSS, which
is comprised of an agent-based architecture, with an associated ontology, data mining
techniques, and protocols for clinical data exchange [10].
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The following sections describe the HealthAgents project and its current state –
first, we provide some background on the underlying technologies for this project: brain
tumour diagnosis and agent technology. Also, we present some related work. Section 3
describes the HealthAgents architectural specification, section 4 describes the HealthA-
gents classifiers system, section 5 describes the Data Entry and section 6 provides the
status of the already implemented prototype of the HealthAgents system. In section 7 we
report some evaluation results; future work and conclusions are stated in sections 8 and 9
respectively.

2. Background

2.1. Brain Tumour Diagnosis

Brain tumours remain an important cause of morbidity and mortality and afflict an increas-
ing percentage of aging adults with a crude incidence rate of 8 per 100,000 inhabitants
in Europe [5]. In children over 1 year of age, brain tumours are the most common solid
malignancies that cause disease-related death.

Diagnosis using Magnetic Resonance Imaging (MRI) is non-invasive, but only a-
chieves 60-90% accuracy depending on the tumour type and grade [14]. The current gold
standard classification of a brain tumour by histopathological analysis of a biopsy, is an in-
vasive surgical procedure and incurs a risk of 2.4-3.5% morbidity and 0.2-0.8% mortality,
in addition to healthcare costs and stress to patients. For tumours that evolve slowly (e.g.
pilocytic astrocytoma in children), repeated biopsies may not be advisable or practical.
There is a need to improve brain tumour classification, and to provide non-invasive meth-
ods for brain tumour diagnosis and prognosis, to aid patient management and treatment.
Three techniques are available to address these needs:

1. Magnetic Resonance Spectroscopy (MRS) [13] is a non-invasive technique that pro-
vides biochemical information on tissue in vivo.

2. HR-MAS [20, 2] is applied to biopsies in vitro in order to improve characterisation.
Also, DNA microarray analysis of biopsies can determine tumour phenotype from
gene expression profiles and predict better survival than classical histology [24, 23].

3. MRS, coupled with conventional MRI, provides metabolite profiles of a single voxel
(SV) of tumour tissue [28, 13] (see Fig. 2). It also produces a molecular image
of particular tumour metabolites in 10 minutes using multi-voxel (MV) techniques
(Fig. 3).

2.2. Agent technology

Several modern complex distributed systems are composed of customisable building
blocks, known as agents. Surveys on agent technology enumerate four important charac-
teristics of agent technology [7]. First, agents possess an internal knowledge-based state
that can be dynamically altered. Second, they have dynamic reasoning capabilities that
determine their internal behaviour through constraints or goals. Third, they sustain a com-
munication status that enables them to interact with agents or human entities. Last, they
feature a unique identity that provides roaming and service advertising capabilities.
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FIGURE 2. Mean short echo spectra of  representative pathologies in 
a validated-DB from the INTERPRET project [15]. These were ob- 
tained by averaging spectra nonnalised to the Euclidian norm. The ver- 
tical axis is displayed in the same arbitrary units (a.u.) scale for all 
types. The horizontal axis labels p p m  values with the number of  cases 
of  each type in parentheses. The most relevant metabolites are: lipids, 
0.9 and 1.29 pprn; N-acetyl-containing compounds, 2.03 pprn; acetate, 
1.9 ppm; macromolecules and glutamate/glutamine containing com- 
pounds, 2-2.5 ppm; creatine, 3.03 ppm; choline-contalningcompounds, 
3.21 ppm; myo-inositol and glycine, 3.55 ppm; glutamate/glutamine- 
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FIGURE 3. (a) Molecular image of Cho (choline) concentration distri- 
bution from CSI spectra of a patient with a Glioblastoma (red indicates 
highest Cho levels in the tumour)including the deconvoluted spectrum. 
(b) CSI spectra from the rear cavity with a demyelisation lesion. The 
nine spectra shown, from the selected green square, present the most 
abnonnalregion bottom right (Images generated using SIView 2.0 [19]) 

Extensive research in agent systems has been conducted in Europe, as demonstrated 
by  the reach of the AgentLink membership [33]. Data mining agents present ht~nan re- 
searchers with a set of potentialhypotheses deduced from the data sources. Thus, with the 
information explosion caused by  genomics and proteomics research, there is a great need 
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for automated information-gathering agents in order to assist human researchers conduct-
ing automated or semi-automated testing of data.

Recent initiatives have introduced the use of agents and web services to genome
analysis and decision support in the biomedical sciences [21]. On the other hand, the
design of web-based support has evolved into a mature research field for the integration
of domain specific studies with computer science [35]. However, scant multi-disciplinary
research has been channelled to the distributed bioinformatics domain, where numerous
databases and analysis tools are independently administered in geographically distinct
localities, lending themselves almost ideally to the adoption of a distributed intelligent
multi-agent approach with enhanced multi-layer security and a web-based user interface.

2.3. Related work

A centralised DSS is already available from the INTERPRET project [32, 15] to facilitate
the clinical use of MRS in brain tumour diagnosis which uses a classification based on
histopathological diagnosis. A more elaborated DSS, combining MRS biochemical pro-
files from Single Voxel (SV) and metabolic spatial distribution by Chemical Shift Imaging
(CSI) MRS in vivo data, is currently being developed and implemented in the eTUMOUR
project [9]. The eTUMOUR DSS will eventually improve and facilitate the clinical appli-
cation of MRS in adults and paediatric brain tumour diagnosis, prognosis and treatment
selection using a classification based on the combination of histology results and high
resolution metabolic profiles (HR-MAS) and transcriptomic (DNA micro-arrays) ex vivo
data.

From the biological point of view and regarding to the brain tumour diagnosis do-
main, as it was pointed in [32], it soon became apparent in INTERPRET that there would
not be enough cases available for performing a PR analysis of each of the approximately
100 tumour types and tumour-like lesions of the WHO classification of brain tumours
[18]. One illustrative example can be that of craniopharingiomas, with an incidence of
1.3 cases per 1,000,000 persons per year [8]. From a practical point of view, if a clas-
sifier for this tumour type is to be developed, there are only two solutions: wait a large
number of years in order to gather sufficient number of data or gather all data from as
many craniopharyngioma cases around the world, test for compatibility among them and
develop a classifier from these distributed data. This second solution would be the ideal
environment in which an agent-based solution could be applied.

The HealthAgents d-DSS will build upon these projects and include additional MRS
data, such as childhood tumours and less common adult tumours, using new classifications
based on genetics. The development of this new d-DWH (the “d-DSS”), incorporating
concepts of networking, agent technology, and data mining, must increase the number of
accessible cases, yielding to a set of improved classifiers.
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FIGURE 4. HealthAgents (multi-layer framework)

3. Architectural specification

By focusing on brain tumour diagnosis and prognosis, the HealthAgents project is in-
tended to apply agent technology to securely connect user sites with a distributed data-
base. It will employ agent negotiation and argumentation mechanisms developed for dis-
tributed resource allocation problems.

Moreover, HealthAgents intends to build a completely distributed repository with
local databases. Grid technologies such as multi-site data partition and distributed data
sharing will permit the seamless access to different databases across sites.

We argue that a d-DSS will furnish a completely new approach to brain tumour
diagnosis. Since inferences from local predictions may well conflict with one another,
reasoned argument between intelligent agents, acting on behalf of scientists, in a multi-
agent system, will foster consensus.

The HealthAgents project intends to apply agent technology to the biomedical field
in a multi-disciplinary fashion, and also develop the first distributed repository for brain
tumour diagnosis, leading eventually to the formation of a special interest data grid.

HealthAgents proposes a multi-layer system architecture as depicted in Fig. 3. The
database-mapping layer is used to map a relational database schema to the HealthAgents
ontological schema. The programming API layer abstracts the underlying database inter-
action from the agent architecture. The business methods layer contributes to the main
control flow of an agent such as the new case classification, new classifier reception, and
data retrieval.

The security and trust layer is a crucial system component due to the sensitivity
of the data. Its functionalities are access control, data marshalling, tracking of on-going
data, and the evaluation of reputation and trust of agents. The agent layer is in charge
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of all communication and allows their abstraction from the rest of the system to allow
flexibility in the underlying framework. The semantic description layer will contain the
description of what the agent holds and what it is able to do.

Now we describe in more detail the layered, fully distributed, agent-based architec-
ture that is the basis of the network on which the HealthAgents system is developed.

All sites on the system’s data marts network are protected by firewalls and their
connection to HealthAgents will be available in a ‘de-militarised zone’ (DMZ) outside
of these firewalls, where agents are free to communicate. An anonymisation process is
executed when porting data to the DMZ. The databases behind the firewall have not nec-
essarily been anonymised, whereas databases in the DMZ are either link-anonymised or
fully anonymised, depending on local laws or norms.

Agents in the system provide access to the functionalities a node (particular ma-
chine) on the system provides. For example, data-mart agents provide access to a data-
base, and classifier agents provide access to the classification tools. Data and function-
alities available on the system are distributed, which makes the system more robust. A
cooperative network of yellow-pages agents is used to make sure agents are aware of
the available resources on the system, allowing agents to submit queries based on a de-
scription of a remote agent’s functionality. It is worth mentioning that classification is the
main functionality available on the network, and classification agents are trained using the
data source(s) from the network that meet the necessary or desired specific requirements.
The trained classifiers can then be shared amongst the agents on the network to provide
classification of new (perhaps private) cases at associated hospitals.

3.1. Agent Communication and the HealthAgents Ontology

The agents communicate using an RDF-based language called the HealthAgents Lan-
guage (HAL). The low-level constructs used in communication are defined in the HAL
ontology. Higher-level data constructs can be used by importing ontologies into the HAL
messages. Also, a domain ontology describing brain tumour related concepts (HADOM)
has been defined. An ontological mapping from HADOM to a relational database (the
HealthAgents relational model) is provided (using D2RQ [4]), in order to match the rela-
tional database structure usually used in the hospital Data Marts. This way, the multi-agent
system can fully use the flexibility of semantic web technologies while also allowing the
data sites to utilise their existing human expertise for database management. Also, by
providing the system semantic web querying mechanisms (such as RDQL or SPARQL),
we achieve great flexibility for integration of different functionalities as the network in-
creases.

3.2. Framework

An initial framework has been built that implements the HealthAgents architecture. The
whole premise of the agent framework is to provide a way for integrating new functional-
ities into the system with the minimum programming effort. The framework deliberately
abstracts all specific agent functionality away from its interface, and to some extent the
framework allows platform independence on agent’s implementation.
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The framework is based on a layer design pattern – on the bottom, there is the low-
level network interface, and at the top, applications. Incoming messages are filtered up
through the layers until they reach the top, when domain functionality is provided. This
design makes the framework independent of any agent platform – all application code is
constructed on the top of the HealthAgents framework, allowing migration to other im-
plementation platforms by re-implementation of the agent (message parsing) layer. For
the first prototype, which we describe in section 6, JADE was used for the agent layer
implementation, and the API abstraction is provided by a class that is implemented for
the JADE agent platform using basic FIPA ACL entities [3]. Abstraction of the commu-
nication language away from the agent platform used is achieved by using HAL.

The HealthAgents framework defines an API in order that any language can be used
for communication. An implementation of this API provides a parser for HAL, using
Sesame [6]. Web semantic technologies are used in order to improve agents and data
interoperability. Also, security and trust are considered crucial to the system, and within
the framework each agent incorporates a “security guard”, used to authenticate message-
level security. This provides independence of the agent platform’s security layer which
may or may not be used.

4. Classification

HealthAgents employs machine learning methods to provide the mathematical and com-
putational mechanisms to infer knowledge in a formal model from specific brain tumour
data. HealthAgents samples brain tumour data from a training set (x i, yi), where xi is
an input pattern - a metabolic profile - and y i indicates the class membership - a known
pre-diagnosed brain tumour - , with the goal of learning general models from the partic-
ular samples. Such models will minimise classification errors in future unseen data and,
eventually, suggest a more accurate brain tumour diagnosis.

After gathering the data to be used for the creation of the classifier, a preprocessing
procedure is applied in order to make the samples of data compatible and ready for use.
Once the data has been properly pre-processed, the training process takes place, where
all the parameters of the mathematical model within the pattern recognition method are
tuned.

In order to address the solution of such classification problems, HealthAgents is de-
veloping linear and non-linear classifiers for brain tumours employing Linear Discrimi-
nant Analysis (LDA), Support Vector Machines (SVM) and Least-Squares Support Vector
Machines (LS-SVM) in combination with feature selection and feature extraction method-
ologies. LDA maximises the ratio between the difference of the projected means and the
dispersion within the classes. Ideally, this function should be optimal when the distance
between means is maximum and the inside-class dispersions are minimum. SVM are clas-
sification, non-linear function estimation, and density estimation methodologies defined
in the context of statistical learning theory, kernel methods and structural risk minimi-
sation [34]. SVM defines the optimal separating hyperplane between two classes with
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the maximal margin in a high dimensional space by means of the kernel trick; LS-SVM
provide a reformulation of the SVM, where a linear system is solved [26].

After gathering the data to be used for the creation of the classifier, a pre-processing
procedure is applied in order to make the samples of data compatible and ready for use.
Once the data has been properly pre-processed, the training process takes place, where
all the parameters of the mathematical model within the pattern recognition method are
tuned. For each possible configuration of these parameters, an evaluation is launched (with
an independent test set or, if not available, techniques like cross validation or leaving-
one-out which allows efficient use of the training samples for both training and evaluation
purpouses). Finally, the last stage consists of estimating the performance. This estimation
is sometimes known in the literature as guessed performance and is generally carried
out by using resampling techniques (typically with cross validation, although others like
k-random sampling in train and/or test are often used).

The current version of the prototype already has a limited set of classifiers, but the
d-DSS of HealthAgents we plan to build will have several classifiers available in the net-
work. From the model of the system we design, clinical users will indicate which question
is pertinent and will receive a selected set of classifiers that might answer that question
according to the patient data submitted by the clinical node. Once the candidate classifiers
are selected, the d-DSS will execute all candidates and a ranking of the classifiers for the
current request will be dynamically generated, taking into account several factors like the
similarity of the patient data to the data on which the classifiers were trained, the perfor-
mance evaluation it achieved when created, and the usefulness and accuracy reported by
the users. In the next stage, classification results are sorted by the ranking criterion. The
user can then review the different results in order to compare the answers given by the
classifiers, accessing the visual representation of the output.

This ranking model is a key piece of the HealthAgents system since it is critically
based on the process of classifier selection. Thus, a way of measuring which are the more
appropriate classifiers available in the system for each patient case to be diagnosed is
needed.

Information about how well are answering the classifiers in the real environment of
the d-DSS in terms of its ratio of success as well as from the users’ expectations point of
view and the way the classifier’s answers are being used will be monitored.

In order to record the ratio of success of the classifiers, factors like the quality of
the signal (in case of classifiers based on MRS) have to be taken into account. A noisy
spectrum is more willing to be misclassified even by a robust classifier, thus, it would not
be ’fair’ to include this classification in the ratio of success of the classifiers involved in
the request of classification since the signal did not cover a minimal quality criteria.

An automated method of evaluation of the signal quality for MR spectra will also be
designed for the d-DSS we plan to build. When a spectrum will not overcome the quality
criteria defined in [28], although the classification will be carried out by the candidate
classifiers, the obtained results will not affect to the success ratio of the involved classifiers
and a notification will be sent to the user indicating the poor quality of the submited
spectrum.
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5. Data Entry

The Data Entry for the HEALTHAGENTS system is a web front-end for the management
of the HEALTHAGENTS data. HEALTHAGENTS uses a large amount of data including
some types of clinical, spectroscopist, and in vivo data. Management and use of this data
is crucial to the system, so that the information can be used as inputs for the classifiers,
and also, visualised by the clinicians using HEALTHAGENTS.

As HEALTHAGENTS is a distributed system and will be installed in different nodes,
where these nodes can have their own Data Bases, the HEALTHAGENTS Data Entry has
to be ”database independent” as much as possible. To avoid future problems between the
relationship web front-end and the Data Base, and to ensure that the HEALTHAGENTS

web front-end can be configured easily and faster to use with different databases, the
decision was taken to implement it using JSF (Java Server Faces) technology. As desired,
this technology supports the MVC (Model View Controller) design pattern, which divides
a system into three major parts:

• View layer, with all the visual elements.
• Controller, a services layer, totally independent of presentation and exposing the

business services.
• Model, a data store independent persistence layer, acting a s a bridge between the

data store and business logic.

The use of JSF enables HEALTHAGENTS to use the same front-end with different
databases, changing only the required layers, not all the system.

As mentioned before, some of the Data in HEALTHAGENTS has to be anonymised
before being stored, so the HEALTHAGENTS system provides a set of specific applications
to anonymise all required the data types. The HEALTHAGENTS data entry provides func-
tionalities to manage information of two main types of data: Magnetic Resonance (MR)
data and data from in vivo experiments. The first group includes information about Single
Voxel (SV), Multi Voxel (MV) and Magnetic Resonance Images (MRI). For in vivo data,
functionalities to manage RNA MicroArrays and HRMAS experiments are provided.

The Data Entry is more than a simple “data repository interface”, it is a complete
“data management system” that includes features to adequately manage patient data from
a hospital, for example visualising spectras in a user-friendly way, viewing MRI images,
producing reports, and extracting information for constructing classifiers.

Regarding security and data access policies, a complete security system based on
a range of user permissions (by medical centre) is implemented in the HA data entry,
making it possible, for example, to assign “edit privilegies” to one user for the data from
an specific centre, or just “download privilegies” for the data from another centre. To
ensure that no data will be lost during transfers or any possible disaster, a complete audit
system is also implemented in the HEALTHAGENTS data entry. This system records all the
actions done. If any action produces a change in the database content, the previous value
is stored as well, so it is always possible to restore the data. The Data Entry interface is
illustrated on figures 5.
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FIGURE 5. Data Entry user interface for MRS data

6. Prototype

To explore such a complex system as HealthAgents, a prototype has been created and is
expected to evolve to the initial version of the system. The main purpose of the prototype
is to emulate as much as possible the real necessities of the open and distributed HealthA-
gents environment. By now, the prototype already implements the necessary modules to
create, explore and test the main functionalities of the final system. The existing central-
ized DSS from the Interpret project was used as a proof of concept on the development
of the prototype, which enabled quick development of a specific agent framework and a
semantic layer for the creation, communication and management of the agents.

New functionalities continue to be added as enhancements to the original system.
Some agents were already added to the prototype: agents to provide database access, func-
tionality to upload raw MRS data, data anonymization functionality, data pre-processing,
classification (including a new GUI to show results) and finally, and evidence-based
search service (ebSS). The later is a service to provide search on medical networks for in-
formation pertaining to brain tumour diagnosis, prognosis, etiology, treatment, and long-
term outcome. With the fully operational integration of these services, the initial Interpret
DSS was converted into a distributed DSS based on agent technology.

The first HealthAgents prototype is designed in a way to allow users to preserve their
local centre policies for sharing information, whilst allowing them to benefit from the use
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FIGURE 6. HealthAgents Prototype showing a classification result.

of a distributed data warehouse. Moreover, it will permit the design of local classifiers
targeting specific patient populations. Modularity has been an important design feature,
so that modules can be easily reused for the final system.

7. Evaluation

It is possible to estimate the impacts that may arise with the usage of the HealthAgents
DSS by analysing the evaluation results obtained for the Interpret system. The perfor-
mance of the Interpret DSS has already been extensively evaluated previously to its use
in the HealthAgents project. Two different types of evaluation have been performed: us-
ability [25], [29] and clinical.

During the DSS evaluation [27], 139 case observations were performed with MRI
alone, followed by MRI and MRS combined. A single diagnosis was proposed in 116
out of 139 cases when MRI was used and in 111 out of 139 cases after MRS use. The
success of the diagnosis was judged by the increase in the area under the curve (AUC) in
the ROC analysis. The AUC obtained for the bilateral comparison was higher after MRS
for meningiomas (n = 20, MRI: AUC = 0.96± 0.03, MRI + DSS: AUC = 0.97± 0.03),
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high-grade gliomas (n = 57, MRI: AUC = 0.90±0.03, MRI + DSS: AUC = 0.92±0.02),
metastases (n = 23, MRI: AUC = 0.76 ± 0.07, MRI + DSS: AUC = 0.82 ± 0.06) and
primitive neuroectodermal tumour (PNET) (n = 6, MRI: AUC = 0.50 ± 0.12, MRI
+ DSS = 0.83 ± 0.12), although it reached statistical significance only for PNET. On
the other hand, when all tumours analysed were pooled together, AUC was significantly
higher (n = 834) after using the DSS (AUC = 0.92± 0.01) than with MRI alone (AUC
= 0.88± 0.02).

Other evaluations have been performed with the INTERPRET system, for example
[16], [17] in which good results have also been obtained.

HealthAgents is developing linear and non-linear classifiers for brain tumours em-
ploying Linear Discriminant Analysis (LDA), Support Vector Machines (SVMs) and
Least Squares SVMs (LS-SVMs) in combination with feature selection and feature ex-
traction methodologies. This approach has successfully been employed in [27]. During
INTERPRET A three-step approach was used to determine the best features for discrimi-
nating among the classes:

1. Comparison of each individual spectrum with a plot of the mean spectrum for each
class.

2. Correlation analysis was used to find the spectral features that differed most between
pairs of classes. The Pearson correlation coefficient was calculated, and the points
with the highest coefficients with respect to the class index were selected.

3. Discriminant analysis: for each pair of classes (which had more than 10 samples),
the spectral points with the highest correlation with the class were selected and
used as input to an LDA. The number of input features was restricted according
to the size of the training set (generally n/3, where n is the number of spectra in
the smallest group). 81 out of 91 cases (89%) were correctly classified with this
approach. Additionally, the same approach has been followed during the on-going
eTumour project [31].

With the aim of improving previous achievements, this background has been ex-
ploited in the HealthAgents project in order to design its first prototype, using the follow-
ing framework: Java 1.4.2, Java 2 Runtime Environment (Standard Edition), Java HotSpot
Client VM, Ant 1.7.0, Jade 3.4 and D2RQ 0.5. The three nodes of the Agent architec-
ture that this first prototype is using are a Server Dell SC1425 with Red Hat Enterprise
Linux for the pre-processing node, a Server Dell PowerEdge 1850 with Red Hat Enter-
prise Linux for the Classifier node and Workstation Dell Latitude D610 with Microsoft
Windows XP for the GUI Agent.

Fig 7 illustrates the communication between GUI and Classifier Agents through the
Yellow Pages Agent.

The HealthAgents Process Manager 7 tool has been built in order to monitor the
operation of the system. A set of classifiers have been developed to distinguishing be-
tween certain types of tumours. One LDA example is already able to classify among
three superclasses: class 1, containing the glioblastoma multiforme (gm) and metastasis
(me); class 2, containing meningiomas (mm); and class 3, containing a low-glial mix-
ture of astrocytomas grade II (a2), oligodendrogliomas (od) and oligoastrocytoma (oa).
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FIGURE 7. Sequence of service requests for the connection between
the GUI and the classifier agents using the Yellow Pages agent.

For creating those classifiers, single voxel data collected in the Interpret project has been
employed. A discriminative model has been used, adjusted using terms from Short Time
Echo (STE) and Long Time Echo (LTE) and the terms in the three types were matched to
single spectra points in the [0.5, · · · , 4.1] ppm range. A stepwise procedure based on the
leaving-one-out evaluation of a LDA classifier has been used to obtain the subset of points
more discriminant for the multi-class task. It has been observed that the combined model
(LTE and STE) obtained a good accuracy (> 90%) in the leaving-one-out evaluation, and
a marginal improvement compared with models based on STE or LTE alone.

8. Future Work

HealthAgents is an on-going project. Here we described the state of the system half-
way through its development, one year and a half after its conception. Its main design
has already been defined, a first version of the Framework, the Ontology, the DataMart
Schema, the Data Entry, a prototype of the d-DSS based on the INTERPRET DSS GUI,
and the eBSS have already been developed, but the project needs to implement some
additional parts of the system such us the classifier reputation model (briefly described in
section 4), and needs to improve others like the eBSS or the GUI of the d-DSS.

The commercial version of the system is expected to be delivered at the end of 2008
under Open Source licence, for its use worldwide. New data needs also to be collected for
the development of new and better classifiers, and new hospitals that might be interested
in using the system are welcome and will be invited to join the network.
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FIGURE 8. The operation of the system can be monitored with the
HealthAgents Process Manager.

9. Conclusions

In vivo MRS combined with in vitro MAS and gene expression promises to improve the
classification of brain tumours and yield novel biomarkers for prognosis. Considerable
amounts of highly complex data are required to build reliable specific tumour classifiers
and it is a challenge to collect and manage this data. HealthAgents will address this prob-
lem by building a distributed system of databases centred on the users and managed by
agents. As a result, HealthAgents proposes a unique blend of state-of-the-art technologies
to develop novel clinical tools for the diagnosis, management and understanding of brain
tumours.

We have introduced the HealthAgents project, its objectives, and scope. HealthA-
gents extends the traditional scope of machine learning classification by a distributed
agent-based approach, which gives the system the advantageous capability of re-training
itself using aggregated sources while preserving security and patient privacy.

The HealthAgents DSS furnishes a completely new approach to brain tumour di-
agnosis. Its intelligent multi-agent, distributed capabilities enable the system to provide
inferences based on a large range of databases. Compared to previous initiatives involv-
ing inferences from local predictions that are based on limited amounts of data and may
well conflict with one another, the HealthAgents system reasoned argument among its
intelligent agents is expected to produce consistent results with improved reliability and
accuracy.

Although tangible results are to be produced soon, we strongly believe that the con-
ditions are given to produce an innovative software system to help in the fight against one
of the most pernicious diseases of our time: cancer.
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[16] M. Julià-Sapé, I. Coronel, C. Majós, M. Serrallonga, A. Candiota, M. Cos, J. Acebes, and
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J. Acebes, C. Aguilera, and C. Arús. The added value of mrs in brain tumor diagnosis. poster
in ISMRM, Seattle, USA, 2006.

[18] C. W. Kleihues P. Pathology and genetics of tumours of the nervous system. International
Agency for Cancer Research (IARC), 2 edition, 2000.

[19] J. V. Manjón-Herrera, M. C. Martı́nez-Bisbal, B. Celda, L. Martı́-Bonmatı́, and M. Robles.
SIView 2.0: A new MR spectroscopy imaging tool. Eur. Radiol. (Suppl.), 14(2):300, 2004.

[20] M. C. Martı́nez-Bisbal, L. Martı́-Bonmatı́, J. Piquer, A. Revert, P. Ferrer, J. L. Llácer, M. Pi-
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Howe, M. van der Graaf, V. Lefournier, M. M. Murphy, A. Loosemore, C. Ladroue, P. Wes-
seling, J. L. Bosson, M. E. C. nas, A. W. Simonetti, W. Gajewicz, J. Calvar, A. Capdevila,
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SAPHIRE: A Multi-Agent System for Remote
Healthcare Monitoring through Computerized
Clinical Guidelines

Gokce B. Laleci, Asuman Dogac, Mehmet Olduz, Ibrahim Tasyurt,
Mustafa Yuksel and Alper Okcan

Abstract. Due to increasing percentage of graying population and patients
with chronic diseases, the world is facing serious problems for serving high
quality healthcare services to citizens at a reasonable costs. In this paper,
we are providing a Clininical Desicion Support system for remote monitor-
ing of patients at their homes, and at the hospital to decrease the load of
medical practitioners and also healthcare costs. As the expert knowledge re-
quired to build the clinical decision support system, Clinical Guidelines are
exploited. Examining the reasons of failure for adoption of clinical guidelines
by healthcare institutes, we have realized that necessary measures should be
taken in order to establish a semantic interoperability environment to be able
to communicate with various heterogenous clinical systems. In this paper
these requirements are detailed and a semantic infrastructure to enable easy
deployment and execution of clinical guidelines in heterogenous healthcare en-
viroments is presented. Due to the nature of the problem which necessitates
having many autonomous entities dealing with heterogenous distributed re-
sources, we have built the system as a Multi-Agent System. The architecture
described in this paper is realized within the scope of IST-27074 SAPHIRE
project.

1. Introduction

The World is facing problems to provide high quality healthcare services at a
reasonable cost to the citizens due to the increasing percentage of graying popu-
lation. According to a study performed by United Nations, by 2050, 22 percent of
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and in part by the Scientific and Technical Research Council of Turkey, Project No: EEEAG
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the World’s population, nearly 2 billion people, will be 60 and older. With the de-
mographic change, the prevalence of chronic conditions such as chronic respiratory
and vessel diseases increases: the percentage of elderly at 60s and older having at
least one chronic disease is more than 60 [1]. The solution to decrease both the
cost of healthcare services and also the load of medical practitioners requires a
dramatic change in the way future healthcare services are provided. The expected
necessary changes are: moving from reactive to preventive medicine, concentrating
on the long term care rather than only acute care, citizen centered care rather
than hospital centered care, including remote care delivery mechanisms where the
citizen is taking a bigger role in his/her treatment and lifestyle management. All
of these necessitate technologies for long term monitoring of the patients both in
hospital and home settings.

Enabling underlying infrastructures such as wireless medical sensor devices,
wearable medical systems integrating sensors on body-worn platforms like wrist-
worn devices or biomedical clothes are offering pervasive solutions for continuous
health status monitoring through non-invasive biomedical, biochemical and physi-
cal measurements. Remote monitoring systems typically collect these patient read-
ings and then transmit them to a remote server for storage and later examination
by healthcare professionals. Once available on the server, the readings can be used
in numerous ways by home health agencies, by clinicians, by physicians, and by
informal care providers. However remote healthcare monitoring systems will be
exploited to their full potential when the analysis is also performed automatically
through clinical decision support systems fed by expert knowledge. Clinical prac-
tice guidelines constitutes the most suitable source of information for building such
clinical decision support systems.

Clinical practice guidelines are the systematically developed statements de-
signed to assist practitioners to make decisions about appropriate medical prob-
lems. They aim to reduce inter-practice variations and cost of medical services,
improve quality of care and standardize clinical procedures [2]. In order to be able
to share clinical guidelines and manage their enforcement through computerized
systems, a number of machine processable models of Clinical Guidelines have been
proposed such as GLIF [3], ASBRU [4], ARDEN [5] and EON [6]. Based on these
machine processable guideline definitions, a number of clinical decision support
systems have been built such as GLEE [7], GLARE [8] and DeGel [9].

Despite the benefits of clinical guidelines, and also although we have such
machine processable models and clinical decision support systems for execution
them, it has been a well accepted fact that wide adoption computerized clinical
practice guidelines has yet to be achieved even within a single healthcare institute.
This is because of the difficulty of integration of clinical decision support systems
with the already existing clinical workflow systems run by healthcare institutes: for
this the clinical decision support system needs to communicate with various het-
erogeneous clinical applications run by the healthcare institute [10, 11]. Especially
in the case of long term and remote monitoring of the patients, the clinical decision
support systems need to communicate with many different information sources:
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medical devices, several electronic healthcare record systems, and the decisions
need to affect the processes held at disparate care providers such as homecare,
emergency centers, primary and secondary care, and rehabilitation centers. Hence
we definitely need robust clinical guideline execution systems that can cope with
semantic and technical integration problems with disparate healthcare information
systems.

In this paper, the SAPHIRE project will be introduced which provides a
Multi-Agent system for the monitoring of chronic diseases both at hospital and
also in home environments based on a semantic infrastructure. The system is
capable of deploying and executing clinical guidelines in a care environment in-
cluding many disparate care providers having heterogeneous information systems.
In Section 2, the challenges and requirements of deploying and executing a clinical
guideline execution infrastructure for remote monitoring of patients in a heteroge-
neous care environment will be detailed. In Section 3, the SAPHIRE Multi-Agent
System that addresses these challenges through an enabling semantic interoper-
ability environment will be introduced. Finally Section 4 will conclude the paper,
discussing the current status and future challenges.

2. The requirements for seamless execution of Clinical Guidelines
for long term healthcare monitoring

In order to guarantee successful execution of clinical decision support systems for
long term monitoring of patients based on clinical practice guidelines, the inte-
gration, more importantly interoperability, with the following external interfaces
should be assured:

• Accessing vital signs of the patient: In order to be able to monitor the patient’s
current condition, the clinical decision support systems need to access the
vital signs of the patient measured by wireless medical sensors and body-worn
platforms. Currently there are many biomedical sensors devices available, and
active research is going on for body worn platforms initial products of which
will be soon in the market. The clinical decision support systems should be
able to communicate with heterogeneous medical devices supplied by various
different vendors. We have two interoperability problems to access the vital
signs measured by these devices: the first one is the technical interoperability
problem to access the vital signs physically: there may be different protocols
implemented by different medical device vendors.

In SAPHIRE architecture we are addressing the technical level inter-
operability problem by exposing the sensor data through Web Services. The
sensor data is gathered through Bluetooth from wireless sensor devices to a
gateway computer where they are exposed as Web services. By exposing the
sensor data as Web services, a platform independent way of accessing the
vital signs measured by sensor devices is achieved.
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The second interoperability challenge that should be addressed is con-
tent level interoperability problem: After accessing the sensor data through
Web services, the content received should be processable and interpretable
by the receiving application, the clinical decision support system in our case.
However, the data coming from the wireless medical sensors are either in pro-
prietary format (for example, for electrocardiogram data, Philips XML ECG
Data Format) or when it conforms to a standard, this still does not solve
the interoperability problem since there are very many standards (again for
electrocardiogram data, the available standards include: SCP-ECG [12], US
Food and Drug Administration FDA/HL7 Annotated ECG [13], I-Med [14]
and ecgML[15]).

There is also a very important interoperability initiative for the inter-
operability of the data coming from medical devices: the IEEE 11073 Stan-
dards Family[16] which aims to enable functional and semantic ad-hoc inter-
operability. For this purpose, the IEEE 11073 proposes an Object-oriented
modeling of function and application area, the “Domain Information Model”
(DIM). Through the DIM it is possible to define and represent devices, func-
tionalities, measurement data, calibrations, alert information and so on. On
top of the DIM, it provides standardized codes for naming all information
elements in the DIM such as medical devices and device systems, units of
measurements through the “Nomenclature” and “Data Dictionary”. IEEE
11073 assumes that all device vendors to adopt this DIM to represent sensor
data to achieve interoperability. However for the time being the vendors still
using proprietary formats or different standards can not be ignored.

In our architecture we provide a translation wizard, through which the
translation of proprietary XML schemas of sensor data to the IEEE 11073 for-
mat can be easily defined graphically enabling the user to define Javascripts
taking the pieces of input XSD schema. This translation definition is used
to transform the data instances automatically to one another. In this way it
is possible to have all the sensor data in IEEE 11073 format in SAPHIRE
Gateway computer to be exposed as Web services.
• Accessing Electronic Healthcare Records of the Patient: The gathered vital

signs of the patient can only be assessed correctly when consolidated with
the Electronic Healthcare Records (EHRs) of the patient. The evaluation of
the vital signs should be “personalized” for each patient, based on their past
illnesses, active problems, family histories, allergies and adverse reactions. In
addition to this, the clinical decision support system executing clinical guide-
lines needs to know the previous medical history of the patient to follow the
correct branch for the medication or operation recommendations to be pre-
sented to the medical staff: for example the first line medication to be applied
to a patient who may be suffering from myocardial infarction varies based
on his/her medical history: it is not appropriate to recommend a B-blocker if
the patient previously suffered from bronchial spasm or asthma. To be able
assess these, the clinical guideline execution environment needs to access the
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Electronic Healthcare Records of the Patient where ever they are. However
there is a challenge to be addressed here: Patient medical records that the
clinical decision support system need to process are usually physically dis-
persed in disparate medical institutions which usually do not interoperate
with each other. First of all the Clinical Decision support system needs to
discover these records, and then needs to seamlessly access the records to
process them. One of the prominent initiatives for sharing EHRs is the Inte-
grating Healthcare Enterprise (IHE). IHE, through the Cross Enterprise Doc-
ument Sharing Integration Profile (XDS) [17], enables a number of healthcare
delivery organizations to share clinical records. This profile has received con-
siderable attention and appeared in the National eHealth System blueprints
of Canada, USA, Italy, Norway and France.

In the IHE XDS Profile, healthcare enterprises that agree to work to-
gether for clinical document sharing are called a “Clinical Affinity Domain”.
Such institutes agree on a common set of policies such as how the patients
are identified, the access is controlled, and the common set of coding terms
to represent the metadata of the documents.

In each affinity domain there are a number of “Document Reposito-
ries”; the healthcare institutes store the medical documents of the patients
to these repositories in a transparent, secure, reliable and persistent way.
There is a “Document Registry” which is responsible for storing information
about those documents so that the documents of interest for the care of a
patient may be easily found, selected and retrieved irrespective of the repos-
itory where they are actually stored. The document repositories register the
documents along with a set of metadata to the Document Registry. Whenever
a “DocumentConsumer” wishes to locate a specific document of a patient,
the “Query Document” transaction is issued along with the specified query
criteria, and as a response a list of document entries that contain metadata
found to meet the specified criteria is returned including the locations and
identifier of each corresponding document in one or more Document Reposi-
tories. Using these document identifiers and the Document Repository URI’s,
the “Retrieve Document” transaction is issued to get the document content.

The SAPHIRE multi-agent system that facilitates the execution of the
clinical decision support system uses this IHE Profile to locate and access the
records of the patients which will be detailed in Section 3.

The Electronic Healthcare Records accessed should be machine pro-
cessable so that the content can be interpreted to retrieve the necessary piece
of the EHR required by the clinical guideline definition. For this purpose
in SAPHIRE architecture, the EHR documents are represented as the HL7
Clinical Document Architecture (CDA) [18] documents. The HL7 CDA is
a document markup standard that specifies the structure and semantics of
“clinical documents” for the purpose of exchange. CDA documents are en-
coded in Extensible Markup Language (XML) and they derive their machine
processable meaning from the HL7 Reference Information Model (RIM) [19]
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and use the HL7 Version 3 Data Types. In the SAPHIRE architecture, both
the “Sections” and “Document Entries” are annotated with coded terms of
medical terminologies and ontologies such as LOINC [20], SNOMED [21] and
ICD-10 [22] so that the clinical guideline execution environment can process
the information contained in the EHR of the patient. However it should be
noted that, in the clinical guideline definition the clinical information re-
quested may have been represented through a code in a different medical
terminology from the one that has been used in the CDA document, in this
case, the “Ontology Agent” of SAPHIRE multi-agent system is contacted to
handle the mediation between different coding standards.
• Accessing the Clinical Workflow systems executed at Healthcare Institutes:

While the clinical decision support system is executing the Clinical Guide-
line Definition, it is needed to interact with several modules of the clinical
workflow executed at the healthcare institutions. For example, if the clinical
decision support system recommends to prescribe a B-Blocker to a patient,
this medication recommendation should be reflected to the underlying clini-
cal workflow, otherwise the clinical decision support system and the clinical
workflow run in parallel without any interaction with each other, the activi-
ties are not synchronized with each other.

These kind of problems hamper the use of clinical decision support sys-
tems to their full potential. For this kind of interactions like medication,
procedure or lab orders, there needs to be an interface provided by the un-
derlying hospital information system executing the clinical workflow. How-
ever most of the hospital information systems are proprietary, which makes
the deployment of clinical decision support systems to healthcare institutes
difficult. Integration with each of such hospital information system is costly;
there needs to be a mechanism that enables interoperability for accessing
these proprietary systems to avoid manual integration efforts.

In SAPHIRE, we are proposing to solve this problem by exposing the
functionalities provided by Healthcare Institutions as Web Services, and pub-
lishing these Web services to Service registries by annotating them with
ontologies reflecting their functionality. This will allow us to automatically
deploying the clinical decision support systems executing clinical guidelines
automatically. Web services have already started to be adopted by the Health-
care Industry as a solution to technical interoperability problem. The Dutch
national infrastructure for healthcare messaging is implemented by wrapping
HL7v3 messages as Web services [23].

3. The SAPHIRE Multi-Agent System

The SAPHIRE Clinical Decision Support System that is responsible for deploying
and executing Clinical Guidelines is a multi-agent system composed of a number
of collaborating agents. An overview of the subcomponents and their interaction
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FIGURE 1. The SAPHIRE Multi-Agent System 

is depicted in Figure 1. The system is implemented as a multiagent system, since 
as a result of conceptual design phase we have realized that in order to deploy and 
execute the clinical guidelines in a heterogeneous distributed environment, there 
should be a number of autonomous components that should be communicating 
with each other in a reactive manner, and some of these components should be 
instantiated and eliminated dynamically based on the demand. 

The roles of each SAPHIRE Agent can be introduced as follows: 

�9 Agent Facto~g Agent: The Agent Factory Agent is mainly responsible for 
specializing the Guideline definition to a patient, and creating the Guide- 
line Agent which will execute the clinical guideline. It discovers the real im- 
plementations of the medical services exposing hospital information system 
functionalities and sensor services and the document identifiers of the EHR 
documents of the patients, so that the guideline definition becomes ready to 
be executed. 

�9 EHR Agent: In the SAPHIRE architecture the EHR agent functions as the 
gateway to access and extract clinical data from the Electronic Healthcare 
records of the patient. EHR Agent is modelled as a separate agent, to ab- 
stract the access to EHR from other agents. Currently in the SAPHIRE 
architecture the main mechanism for sharing EHR documents is IHE XDS 
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Registry/Repository architecture. The EHR agent is capable of communicat-
ing with IHE XDS Registry/Repository to retrieve the EHR documents.
• Ontology Agent : The SAPHIRE architecture is capable of reconciliation of se-

mantic interoperability problems while accessing the resources of healthcare
institutes. In the SAPHIRE in the guideline definition, patient data refer-
ences are modelled in a reference information model based on HL7 RIM. It is
possible that the medical Web services, the sensor data, and the EHR docu-
ments use different reference information models, and clinical terminologies.
Through Ontology Agent this semantic interoperability problem is solved.
• Guideline Agent : The guideline agent is the main entity which executes the

Clinical practice guidelines. The Guideline agent processes the guideline def-
inition specialized to a patient and executes the activities specified in the
guideline definition. It can be thought as the enactment engine for the clinical
guideline. The guideline agent exploits several modular handlers to achieve
this responsibility.
• Monitoring Agent : While the guideline is executed, the current status of

the guideline execution is sent to a specific agent which we call Monitoring
Agent. Monitoring Agent provides an interface to the Clinical Practitioners
to visualize the execution of the guideline.
• Alarm Distribution Agent : While the guideline is executed, several alarms,

notifications, reminders may need to be issued to medical practitioners, and
when necessary to the patient relatives. In such cases the alarm message and
the role to whom the message should be delivered is informed to an agent,
the Alarm Distribution Agent, which is specifically designated to distribute
these messages to the necessary recipients in the most efficient and reliable
way.
For implementing the SAPHIRE Multi-Agent system we have utilized the

JADE [24] agent development platform. In the following sections the functionalities
of the SAPHIRE Agents will be detailed.

3.1. EHR Agent

As presented in section 2, accessing the Electronic Healthcare Records of the pa-
tient is an indispensable requirement for automatic remote monitoring of the pa-
tient. However the EHR’s of a patient may be stored separately in each healthcare
institute s/he has been previously hospitalized. In SAPHIRE Architecture, the
healthcare institutes that cooperate for the care of a patient are grouped as Clini-
cal Affinity domains. These clinical affinity domains may have agreed on different
platforms for sharing the EHRs of the patient that are not interoperable with
each other. This is in fact a real life situation: in U.K as the national health
infrastructure, a central architecture called SPINE [25] will be used for sharing
medical summaries of patients, while in Canada, an IHE-XDS based infrastruc-
ture is being built for the same purpose [26]. To abstract the access to the EHR
from the Clinical Guideline Execution Environment, we have created a dedicated
agent, the EHR agent for each such affinity domain. EHR agent can be thought
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as a gateway for locating and accessing EHRs of the patients. Each EHR agent
is specialized in the platform agreed in that affinity domain for sharing EHRs.
When a request for discovering and requesting an EHR document is received by
an EHR agent, the EHR agent both tries to locate the EHR document within its
affinity domain, through the methodology agreed by the clinical affinity domain
such as IHE-XDS, and also forwards the request to the EHR agents of the other
clinical affinity domains. In this way, the EHR documents will be available to
the requesting entity, although heterogeneous systems are used by different affin-
ity domains. In our architecture, we have implemented EHR agents accessing the
IHE-XDS EHR Registry/Repositories: When a specific EHR of a specific patient
is saught, an EHR Discovery message is sent to the EHR Agent. In this message,
the patient identifier is presented and the document type metadata is specified
with “LOINC Document Type Codes” such as “11450-4” for “Active Problems”.
Using this metadata, and the patient identifier, a “QueryDocument” transaction
is issued to the XDS Registry, and as a response a set of Document Identifiers
pointing to document stored in EHR Repositories is presented. These document
identifiers are used to access the document content from the Repositories by issuing
a “RetrieveDocument” transaction.

Apart from locating and retrieving EHR documents, EHR agents also serve
another important feature: retrieving a specific piece of information from the EHR
content. The EHR content standard agreed by each clinical affinity domain may be
different, however the EHR agent of that domain, is capable of processing the doc-
ument format agreed and extract the requested piece of information in the format
requested by the Clinical guideline execution environment. As presented in section
2, in our architecture, we are using HL7 CDA documents as EHR documents, and
in our implementation, we have implemented an EHR agent that is capable of
processing the CDA document, locate the requested piece of information among
the CDA Entries, and present it to the requesting entity.

In the EHR access request sent to the EHR Agent, the semantics of the
piece of information requested is also specified with coded terms. For example,
the Clinical Guideline Execution Environment is in need of discovering whether
the patient has previously experienced “asthma”. In the request sent to the EHR
agent, besides the document type code for “Past illnesses”, the coded term rep-
resenting “asthma” is also specified for example as “C0004096” in UMLS medical
terminology. In the CDA document all the entries are also annotated with coded
terms, however another code from a different terminology may have been used
for identifying the same entry in the CDA document which could be the “J45”
term from ICD-10 terminology. To solve this interoperability problem, the EHR
agent consults to the Ontology agent, and receives an answer to its translation
request. In this way although different medical terminologies may have been used,
the requested part of the EHR can be extracted from the whole EHR document.
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FIGURE 2. The SAPHIRE Ontology Agent 

3.2. Ontology Agent 

The Ontology Agent in SAPHIRE Architecture is responsible for handling the 
semantic mediation of the clinical content used in SAPHIRE Architecture. It is 
used for the following purposes as presented in Figure 2: 

�9 Mapping the parameters of Medical Web Services: In the SAPHIRE Architec- 
ture, the guideline execution environment uses a reference information model 
based on HL7 RIM subset to represent the clinical information. However, it 
is a fact that several other standards or even propriety formats may be used 
by the healthcare institutes to represent clinical information. The guideline 
execution environment needs to communicate with the hospital information 
systems to reflect the results of guideline execution. For example, the guide- 
line execution can result with a proposal of prescription of a medication to 
the patient; in this case this information may need to be stored to the hospital 
information system to affect the clinical workflow. In SAPHIRE architecture, 
these kinds of interactions are handled through the Web services exposed by 
the healthcare institutes. However it is natural that the parameters of these 
Web services are conforming to the messaging and content standards used 
within the hospital, not to the one used in the guideline execution environ- 
ment. Whenever the Guideline Agent needs to invoke a Medical Web Service, 
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it consults with the Ontology Agent and the input parameters are automati-
cally mediated to the messaging and content standards used by the hospital.
The same mechanism is used for mapping the output parameters.
• Mapping the parameters of Sensor Web Services: In the SAPHIRE Architec-

ture, the guideline execution environment represents the sensor data to be
used in guideline execution in the same reference information model based
on HL7 RIM. Currently in our architecture the sensor data will be exposed
as Web services which represent the data in IEEE 11073 DIM. Whenever a
data is received form a Sensor Web Service, the Guideline Agent consults with
the Ontology Agent to mediate the sensor data to the reference information
model used in the guideline execution environment.
• Mapping the content of the Electronic Healthcare Records of the Patient : In

the SAPHIRE architecture the Electronic Healthcare Records of the patients
are represented as HL7 CDA documents. In HL7 CDA, the document sections
and entities can be coded with coded terms from different coding schemes.
In SAPHIRE, in the guideline definition model the EHR data can also be
annotated with concepts from ontologies or coding schemes. Whenever dif-
ferent coding scheme standards are used, the Ontology Agent is consulted
for mediation. Since the Guideline Agent cooperates with the EHR Agent
whenever an EHR content is necessary, the mediation request to Ontology
Agent is sent by the EHR Agent.

The Ontology Agent is compliant with the FIPA Ontology Service Specifi-
cations [27]. According to FIPA Specification an Ontology Agent is an agent that
provides access to one or more ontology servers and which provide ontology ser-
vices to an agent community. The Ontology Agent (OA) is responsible for the one
or some of these services:

• maintain (for example, register with the DF, upload, download, and modify)
a set of public ontologies,
• translate expressions between different ontologies and/or different content

languages,
• respond to query for relationships between terms or between ontologies,

The FIPA Specification deals with a standard way to serve the ontology ser-
vices; it does not mandate any mechanism on how to map the ontologies to one
another. As well as all the other agents, the OA registers its service with the
Directory Facilitator (DF) and it also registers the list of maintained ontologies
and their translation capabilities in order to allow agents to query the DF for
the specific OA that manages a specific ontology. Being compliant with the FIPA
Ontology Service Specification necessitates the Ontology Agent to be able to ac-
cept and respond to the ontology service requests in FIPA-Ontol-Service-Ontology
ontology. An example translation request and response is presented in Figure 3.

As presented the FIPA Ontology Service Specification does not deal with
how the mapping is facilitated. In the SAPHIRE Architecture, the mapping is
facilitated through three different mediation mechanisms (Figure 2):
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An example translation request An example response to a translation request

(request

  :sender 

    (agent-identifier 

      :name client-agent@foo.com 

      :addresses (sequence iiop://foo.com/acc)) 

  :receiver (set 

    (agent-identifier 

      :name ontology-agent@foo.com 

      :addresses (sequence iiop://foo.com/acc))) 

  :protocol FIPA-Request 

  :language FIPA-SL2 

  :ontology FIPA-Ontol-Service-Ontology 

  :content 

    (action 

      (agent-identifier 

        :name ontology-agent@foo.co 

        :addresses (sequence iiop://foo.com/acc)) 

    (translate (C0262926))

      (translation-description 

        :from UMLSDocTypeOntology 

        :to LOINCDocTypeOntology)))  

  :reply-with translation-query-1123234) 

(inform 

  :sender 

    (agent-identifier 

      :name ontology-agent@foo.com 

      :addresses (sequence iiop://foo.com/acc)) 

  :receiver (set 

    (agent-identifier 

      :name client-agent@foo.com 

      :addresses (sequence iiop://foo.com/acc))) 

  :language FIPA-SL2 

  :ontology (set FIPA-Ontol-Service-Ontology) 

  :content 

    (= (iota ?i 

      (result 

        (action 

          (agent-identifier 

            :name ontology-agent@foo.com 

            :addresses (sequence iiop://foo.com/acc)) 

     (translation-description 

        :from UMLSDocTypeOntology 

        :to LOINCDocTypeOntology))) ?i)) 

      (11348-0))

  :in-reply-to translation-query-1123234) 

Figure 3. An example translation request and response

• Mapping the parameters of Medical Web Services: In one of our previous
projects, Artemis [28], we have developed an OWL Ontology Mapping Tool,
the OWLmt [29], to mediate the input and output parameters of medical Web
services between different standards. The SAPHIRE Ontology Agent handles
such mapping requests through the OWLmt tool. The OWLmt tool provides
a graphical interface to define the mapping patterns between OWL ontologies
in different structures but with an overlapping content. This mapping defi-
nition is used to automatically translate ontology instances to one another.
In SAPHIRE, the schemas of Web service messages, and the schema of the
Reference Information Model used by the clinical guideline execution envi-
ronment are lifted to metamodel level and represented as OWL ontologies.
Then through the OWLmt GUI, the mapping relationships between them is
defined graphically once, which will be used by the OWLmt Mapping engine
to mediate the Web service parameters to the reference information model
understood by the clinical guideline execution environment. For the details
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of the OWLmt tool, please refer to [29], where detailed examples of mapping
definitions from medical domain are presented.
• Mapping the terminologies used in Clinical Document Content : The SAPHIRE

Ontology Agent handles such requests through a Web service exposing the
functionalities of the UMLS Knowledge Source Server [30] . The UMLS
Metathesaurus contains information about biomedical concepts and terms
from many controlled vocabularies and classifications used in patient records,
administrative health data, bibliographic and full-text databases, and expert
system. These are referred to as the “source vocabularies” of the Metathe-
saurus. The Metathesaurus reflects and preserves the meanings, concept names,
and relationships from its source vocabularies. The UMLS Knowledge Sources
are also downloadable as databases in UMLS Site. In SAPHIRE architecture,
we have implemented a Web service that queries the local UMLS database,
for finding the synonyms of clinical terms. synonym terms in ICD10, LOINC
and SNOMED CT if there are any.
• Mapping the parameters of Sensor Web Services: As presented in Section 2

the Sensor data is exposed as Web services in IEEE 11073 DIM. However
this information in DIM, should be translated to HL7 RIM which is used
by the clinical guideline execution environment. The IEEE 11073 Standards
family names this level as “Observation Reporting Interface”, and provides
guidelines to map the IEEE 11073 DIM to the HL7 observation reporting
messages, segments, and fields. The SAPHIRE Ontology agent implements
these guidelines to handle this mediation.

3.3. Agent Factory Agent

In the SAPHIRE Architecture the agent that is responsible for leading the de-
ploying a generic clinical guideline definition to a specific patient in a healthcare
institution is the Agent Factory Agent.

In SAPHIRE, we have selected GLIF (Guide Line Interchange Format) [3] as
the computer interpretable model of clinical guidelines. However GLIF was origi-
nally developed as a standard representation model for sharing guidelines among
different healthcare institutes, rather than automatically deploying clinical guide-
lines to a healthcare institute. For example, when clinical information is needed
to be retrieved, in the original GLIF, only “EHR” or “Doctor” can be represented
as the source of clinical information. It is apparent that with this amount of in-
formation it is not possible to use it as an executable model of clinical guidelines.
This necessity as the “requirement for an implementable representation” is also
specified in GLIF’s latest specification as a future work.

Within the scope of SAPHIRE project, we have extended the original GLIF
model, and semantically annotated the external interfaces of the guideline exe-
cution environment with EHR systems, Medical sensor devices and Healthcare
Information Systems so that the required resources such as EHR documents can
be dynamically discovered in the deployment phase. We have extended the model
so that:
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Figure 4. The SAPHIRE Agent Factory GUI

• the functionality of the medical procedures to be interacted can be specified
through ontologies.
• both the type of the EHR document sought, and also the type of the piece

of information looked for in the EHR document can be specified through
ontologies or medical terminologies.
• the kind of vital signs can be specified through a coded term in reference to a

terminology identifying medical measurements such as IEEE 11073 Nomen-
clature.

The details of this extension can be found in [31, 32].
The Agent Factory Agent processes the clinical guideline definitions repre-

sented in our extended model, and based on the semantic annotations of the ex-
ternal resources, discovers the instances of the specified resources that are relevant
for our specific patient. This process can be summarized as follows:

• In SAPHIRE architecture, the medical Web services exposing functionalities
of healthcare information systems, and also the sensor Web services exposing
the sensor data retrieved from wireless medical sensor devices are published
to a UDDI registry by annotating them with their functionality semantics.
Whenever the Agent Factory encounters a reference to a medical procedure,
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Figure 5. The SAPHIRE Guideline Agent Handlers

it locates the medical procedures from UDDI service registries by their func-
tionality which has been specified in the extended GLIF model.
• Whenever the Agent Factory encounters a reference to a clinical data of

patient to be retrieved from an EHR document, it sends a message to the EHR
agent presenting the Document type, and Entry type semantics presented in
the extended GLIF model. As a response a set of document identifiers are
received pointing to relevant EHR documents.

In addition to that, in the extended GLIF model, we have also reserved
slots for storing the pointers to the discovered resources, for example, document
identifiers in EHR repositories, the WSDL and OWL-S files of Web services. As a
result of the deployment phase briefly presented, the agent factory specializes the
generic guideline definition to a patient by filling in these slots.

Whenever the clinical guideline is wished to be executed for remote mon-
itoring of a specific patient, the Agent Factory Agent instantiates a dedicated
Guideline Agent for a specific guideline patient pair. In addition to this, the Agent
Factory Agent informs the Monitoring Agent, about this instantiation, so that the
execution of the remote monitoring process can be traced by clinical practitioners.

3.4. Guideline Agent

Guideline agent is the leading agent that coordinates the execution of the clinical
guideline definition for remote monitoring of the patients. SAPHIRE Guideline
agent is capable of processing any guideline definition represented in the extended
GLIF model, and execute the guideline in cooperation with the other entities of
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SAPHIRE Multi-Agent System. As presented in Figure 5, the guideline defini-
tion is composed of a number of building blocks, for each building block we have
implemented modular handlers. The SAPHIRE Guideline Agent behavior is imple-
mented to process the extended guideline definition and instantiate these modular
handlers as follows:

• The main body of a clinical guideline is represented in the “Algorithm” build-
ing block. “Patient State steps” are not executable, can be though as labels
for current situation of the patient. The “Branch and Synchronization Steps”
coordinate the execution of serial or parallel execution of algorithm branches.
The “Decision Steps” coordinate the control flow of the guideline, by eval-
uating the expressions on patient state. In SAPHIRE, the expressions are
represented as Java Scripts using the content of the EHR documents and
vital signs received from sensors as parameters.
• The “Medically Oriented Actions” represent the medical Web services in

the extended GLIF definition. The guideline agent extracts the WSDL of
the Web service from the guideline definition specialized to a patient by the
Agent Factory Agent. The Guideline agent prepares the input parameters in
HL7 RIM, since GLIF uses this RIM for representing clinical data. While the
Web services are discovered from the UDDI registry by the Agent Factory,
the OWL-S files of the Web services are also retrieved and saved to the
specialized guideline definition. Using this OWL-S file, the Guideline agent
checks the semantics of the input/out parameters, and sends a translation
request to the Ontology Agent to translate the input messages from the HL7
RIM to the message schema specified in the OWL-S file. The same procedure
is repeated when the output is received from the Web service.
• The “Get Data Actions” can be used to represent either references to EHR

document or to vital signs of the patient to be retrieved from wireless medical
sensor devices through Sensor Web services. The Sensor Web services are also
invoked as the Medical Web service, by contacting with the Ontology Agent
to mediate the input and output parameters.

Whenever a reference to a clinical information presented in an EHR doc-
ument is encountered by the Guideline Agent in the guideline definition, the
Guideline Agent sends a request to the EHR agent, with the document identi-
fiers previously filled by the Agent Factory Agent, and also with the semantic
annotation of the clinical data to be extracted from the EHR document. As
presented, the EHR agent parses the document, consults to Ontology agent
when necessary to reconciliate the coded terms one another, and as a re-
sponse sends the requested content in HL7 RIM to the Guideline Agent. The
Guideline Agent stores all of these clinical data, sensor data to a global vari-
able pool, so that other handlers such as “Decision Step Handler” can make
use of them when necessary.
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• The “Message Actions” are used to generate alarm messages within the clini-
cal guideline execution. When the Guideline Agent encounters a “Message Ac-
tion” during clinical guideline execution; it immediately constructs an alarm
message by combining information coming through guideline definition and
agent properties. Alarm message, healthcare role id to whom the message is
to be delivered and alarm urgency parameters are retrieved from guideline
definition whereas patient and guideline ids are retrieved from agent proper-
ties. The constructed alarm messages are transmitted to “Alarm Distribution
Agent”, which actuates the delivery. The transmission is performed through
JADE [24] messaging and ontology facilities.

3.5. Alarm Distribution Agent

Alarm Distribution Agent is responsible from accurate and punctual delivery of
alarm messages to the healthcare users. It triggers the distribution of the alarms
when it receives such a request from the Guideline Agent.

Alarm Distribution Agent employs a role based delivery mechanism, in which
the real responsible healthcare users for a patient-guideline pair are determined
based to the role id indicated by the alarm message. There are four pre-determined
role ids which are administrator, doctor, nurse and patient relative. Through a web
based interface, the healthcare users can subscribe to receive alarm messages re-
lated with a specific patient guideline pair. Alarm messages are delivered to the
users through three different mediums: SMS, GoogleTalk Instant Messaging and
secure e-mail. The users can customize their preferences for receiving alarm mes-
sages in different urgencies (medium type, number of deliveries, acknowledgement
requirement, routing option etc.) through a web based user interface. User prefer-
ences are stored as JESS [33] rules. These rules are executed in delivery time and
the delivery terms are determined.

Acknowledgement facility is a confirmation mechanism in order to ensure reli-
able delivery of the alarm messages. With this option, users are required to confirm
that they have received the alarm messages. For e-mail and Instant Messaging, the
acknowledgment method is simply replying to the message; SMS acknowledgment
is realized through delivery confirmation message. In case that the message is not
acknowledged, it is re-sent to the user for a number of times determined based
on user preferences; if the message is still unacknowledged; it is routed to another
healthcare user which is specified by the healthcare user.

3.6. Monitoring Agent

Monitoring Agent presents a graphical user interface to the healthcare users for
clinical guidelines. Through the Monitoring Agent Interface, healthcare users can
start/stop and monitor the execution of clinical guidelines by interacting with the
guideline agent. In addition to these, guideline agent can consult to the healthcare
professionals’ decisions through this component.

Guideline execution is monitored on a user friendly interface which is com-
posed of three parts. The main part of the interface depicts the flowchart of the
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clinical guideline model, whereas the others are for the message sequence and leg-
end of the flowchart. Guideline execution can be traced on the flowchart model.
The status of the guideline steps (committed/ongoing/ not visited) are identified
with different colors. User can click on the steps to get detailed information about
the step. In the detailed information screen, user can view the tasks, retrieved pa-
tient data (sensor, EHR etc.) and the invoked medical services within these tasks.
In case that, the medical experts decision is needed, Monitoring Agent displays a
pop-up window for consulting. In this way, input is provided for Guideline Agent.
The communication between Monitoring Agent and Guideline Agent is realized
via JADE[24] messages. The messages are implemented in JADE ontologies in
order to structure a well defined message format for monitoring and consulting.
The communication between agents is based on a publish-subscribe mechanism in
which multiple monitoring agents can be subscribed to one single Guideline Agent.

Apart from these, an important outcome of the Monitoring Agent is the
visual model that it provides for clinical guidelines. This visual flow-chart model
can be utilized as an educative medium in training healthcare professionals.

4. Conclusion

The architecture described in this paper is realized within the scope of IST-27074
SAPHIRE project. The prototype implementation is achieved using JADE Agent
Platform.

The SAPHIRE has two pilot applications: in the hospital pilot we address
the bedside monitoring of subacute phase of the patients suffering from myocardial
infarction; in the homecare scenario we address the homecare monitoring of the
rehabilitation of the cardiovascular patients undergone a revascularization therapy.
A more detailed discussion of SAPHIRE pilot applications can be found in [34].
Through these pilot applications, the system aims to increase adherence to the
guidelines, hence provide standardization to care processes, to reduce costs of care
with optimal benefit for the patient and doctor, to reduce human error in hospital
events/complications and finally to provide a feedback system for medical staff in
training.
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EU PROVENANCE Project:
An Open Provenance Architecture for
Distributed Applications
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Simon Miles, Luc Moreau and Steven Willmott

Abstract. The concept of provenance is already well understood in the study of fine
art where it refers to the trusted, documented history of some work of art. Given that
documented history, the object attains an authority that allows scholars to understand
and appreciate its importance and context relative to other works of art. This same
concept of provenance may also be applied to data and information generated within
a computer system; particularly when the information is subject to regulatory control
over an extended period of time. Today’s distributed architectures (not only Agent tech-
nologies, but also Web Services’ and GRID architectures) suffer from limitations, such
as lack of mechanisms to trace results. Provenance enables users to trace how a par-
ticular result has been arrived at by identifying the individual and aggregated services
that produced a particular output. In this chapter we present the main results of the EU
PROVENANCE project and how these can be valuable in agent-mediated healthcare
applications. For the latter we describe the Organ Transplant Management Application
(OTMA), one of the demonstrator applications developed.

Keywords. Provenance, software agents, healthcare.

1. Introduction

The importance of understanding the process by which a result was generated is fun-
damental to many real-life applications in science, engineering, medical domain, supply
management, etc. Without such information, users cannot reproduce, analyze or validate
processes or experiments. Provenance is therefore important to enable users, scientists
and engineers to trace how a particular result came about.
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Most distributed solutions can be seen as networks of computational services at dis-
tributed locations, which operate by dynamically creating services at opportunistic mo-
ments to satisfy the need of some user. These services may belong to different stake-
holders operating under various different policies about information sharing. The results
provided by such a composition of services must, however, be trusted by the user and
yet, when the services disband, the following question arises: how are we to obtain the
verification of the processes that contributed to the final result?

This problem is especially relevant for distributed medical applications. In such ap-
plications the data (containing the healthcare history of a single patient), the workflow
(of the procedures carried out on that patient) and the logs (recording meaningful events
in those procedures) are distributed among several heterogeneous and autonomous in-
formation systems. Communication and coordination between organizations and among
members of a medical team are critical issues the distributed application should address,
in order to ease information sharing and to provide some support to distributed decision
making. One approach to model and implement distributed medical applications is the
use of agent-based techniques [10]. Modelling application components as agents with
some degree of autonomy eases the development phase as it makes it easier to reflect
the decentralized nature of the network of healthcare institutions and actors involved in
a healthcare process, and also eases the integration of systems owned and developed by
different authorities and also humans in the system, by encapsulating them in agents or
agent-mediating interfaces.

Even when using agent technologies, the distributed nature of healthcare institu-
tions sometimes makes it really hard to obtain overall views of the treatments of patients,
because documentation of the healthcare history and therapy of a patient is split into inde-
pendent healthcare institutions. However, more and more healthcare applications tend to
move towards a user-centric perspective. In order to provide better, user-centered health-
care services, the treatment of a patient requires viewing the processes and data as a
whole. Although agent-based cooperation techniques and standardized electronic health-
care record exchange techniques support the semantic interoperation between healthcare
providers, we still face the problem of the reunification of the different pieces of the ther-
apy of a single patient executed at different places. Currently there are some countries that
have no unification method for patient healthcare records; each region in the country or
even each institution inside a region may have its own medical record system, sometimes
not even fully electronic, and with no automatic healthcare record exchange mechanisms.
Therefore, it is not uncommon for doctors to depend on the patients themselves in order to
include data from previous treatments and tests. Furthermore, in medical (and other criti-
cal application) domains, there is also a need to provide ways to analyze the performance
of distributed healthcare services, and to be able to carry out audits of the system to assess
that, for a given patient, the proper decisions were made and the proper procedures were
followed.

In this chapter we present a new approach to both capture the distributed medical
treatment of a patient in different health institutions in an integrated, patient oriented way,
and to register all meaningful events related to a patient’s treatment for further analysis,
not only for audit purposes but also for medical staff to detect problems in the medical
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FIGURE 1. The Organ Transplant Management Application (OTMA)
user interface

processes (e.g., bottlenecks or lack of timely information) in the processes they are in-
volved into. Our main hypothesis is that trust in results produced by an agent-mediated
distributed healthcare system can be increased if the provenance of each of the particular
results can be known (e.g., where the patient was treated, who has been involved in each
medical treatment, who has taken decisions and which were the basis for such decisions).

The content is structured as follows: in Section 2 we define the provenance concept
and describe the the technological developments in the EU PROVENANCE Project; then
in Section 3 we briefly present the Organ Transplant Management Application (OTMA),
which we will use as example of the use of provenance in agent-mediated healthcare
applications; in Section 4 we describe the process undertaken to make the OTMA appli-
cation provenance-aware; in Section 5 we explain how the recorded provenance data can
be used to analyse relevant events related to a medical process; in Section 6 we describe
the problem on connecting medical process documentation between heathcare institu-
tions; in Section 7 we discuss the privacy issues that may arise by introducing provenance
recording in healthcare applications; finally in Section 8 we conclude by summarizing our
approach and referring to related work in the literature.

2. Provenance

A key contribution of the IST-funded EU PROVENANCE project, and a technology
which underpins the rest of the work described in this chapter, was the development of a
provenance architecture [6]. Where an application is integrated with an implementation of
the architecture, users have facilities to determine the provenance of data items produced
by that application, i.e., the causes of a data item being as it is. The provenance of an item
is extracted from the documentation of processes occurring within the application. In this
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section, we describe the nature of the provenance architecture, and the structure and use
of the process documentation.

2.1. Provenance Architecture

The provenance architecture is comprised of component interfaces, data models, protocols
and agent behaviour specifications. Following this approach, each agent independently
records documentation regarding the processes it is involved in. The documentation is
structured in a form which then allows queriers to trace back through the full, distributed
process that preceded a data item’s creation or modification.

The provenance architecture has key properties which allow for its wide applica-
bility, scalability and robustness. First, it is technology-independent, allowing it to be
deployed in Grid-based applications, Web Service deployments and multi-agent systems
in general. Second, no dependencies are required between agents within the system in
order to record process documentation: recording is performed independently and au-
tonomously, and no agent is assumed to have access to the state of any other. Third,
while conceptually being recorded during execution, documentation of a process can be
recorded asynchronously from the process itself. Both the latter two issues are important
factors in preserving the performance of large-scale systems. Finally, the application will
not be adversely affected if accurate documentation is not available, because few assump-
tions are made about the documentation. For example, documentation can be complete or
partial (for instance, when the computation has not terminated yet); it can be accurate or
inaccurate; it can present conflicting or consensual views by the agents involved; it can
describe the process at differing levels of detail and abstraction.

Aside from the architecture itself, the project produced an open source reference
implementation [1] and a methodology that aids application developers in integrating and
exploiting the provenance architecture in their systems [9]. The research was applied not
only to healthcare, but also distributed aerospace simulations and bioinformatics experi-
ments, and potential uses were explored in many other sciences [8].

2.2. Process Documentation

The provenance of a data item is represented in a computer system by a set of p-assertions
made by the actors involved in the process that created it. A p-assertion is a specific piece
of information documenting some step of the process made by an actor and pertains to the
process. We follow a simple model of process, whereby agents communicate information
via messages, the sending of one message by one agent and the receiving of that same
message by another agent being called an interaction. A process consists of a series of
exchanges of messages between agents, and processing of the data within those messages
by the agents. There are three kinds of p-assertions that capture an explicit description of
the flow of data in a process:

• An interaction p-assertion is an assertion of the contents of a message by an agent
that has sent or received that message.
• A relationship p-assertion is an assertion about an interaction, made by an agent

that describes how the actor obtained data sent in that interaction by applying some
function to input received in other interactions.
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• An actor state p-assertion is an assertion made by an agent about its internal state
in the context of a specific interaction.

Within the architecture, a long-term facility for storing the process documentation
described above is defined, called a provenance store. A provenance store is used to man-
age and provide controlled access to the representation of the provenance of a specific data
element. As part of the architecture, a recording and two querying interfaces are defined
for the provenance store. The process documentation query interface allows p-assertions
to be retrieved singly or in groups by criteria. The provenance query interface returns a
trace of all process documentation in the process producing a given data item, i.e., that
item’s provenance. It allows the results of the query to be scoped to that relevant to the
querier, e.g., within a given period of time or at a given level of abstraction.

In the case of agent-mediated healthcare systems, by recording documentation on
all the medical processes related to a given patient, one can then re-construct the treatment
history of the patient. Therefore, making an agent-mediated healthcare system provenance-
aware provides a way to have a unified view of a patient’s medical record along with its
provenance, i.e., to connect each part of the medical record with the processes in the real
world producing it and/or the individuals, teams or units responsible for each piece of
data within it.

3. OTM/EHCR: applying provenance in agent-mediated healthcare
applications

In this chapter we demonstrate the potential usage of provenance in distributed healthcare
systems by describing our experience in the domain of Organ Transplant Management.
Distributed Organ Transplant Management is an excellent case study of both provenance
and the privacy issues of provenance. Treatment of patients through the transplantation
of organs or tissue is one of the most complex distributed medical processes currently
carried out. This complexity arises not only from the difficulty of the surgery itself but
also from the fact that it is a distributed problem involving several locations (donating
hospital, potential recipient hospitals, test laboratories and organ transplant authorities), a
wide range of associated processes, rules and decision making. Depending on the country
where a transplant is being carried out, procedures and the level of electronic automa-
tion of information / decision making may vary significantly. However, it is recognized
worldwide that ICT solutions which increase the speed and accuracy of decision making
could have a very significant positive impact on patient care outcomes. In [12, 13] we pre-
sented CARREL, an Agent-Mediated Electronic Institution for the distribution of organs
and tissues for transplantation purposes. One of the aims of the CARREL system was
to help speeding up the allocation process of solid organs for transplantation to improve
graft survival rates. Several prototypes of the CARREL system have been developed us-
ing JADE [3]. Although medical practitioners positively evaluated the prototypes, system
administrators proved to be very reluctant to manage agent platforms for critical medi-
cal applications, and prototypes didn’t go through. In [14] a connection between Agent
Communication Languages and Web Service Inter-Communication was proposed. This
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FIGURE 2. Actors in the OTMA system. Actors communicate and co-
ordinate with each other through agents (circles in figure).

connection allows us to implement agent systems by means of web services which can
interact following the same FIPA protocols [5]. With this approach we developed a new
prototype, the Organ Transplant Management Application (OTMA) which uses standard
web service technology and it is able to interact with the provenance stores in order to
keep track of the distributed execution of the allocation process for audit purposes.

Management of the electronic health records distributed in different institutions
is provided by the Electronic Healthcare Record System (EHCR). Its internal architec-
ture provides the structures to build a part of or the entire patient’s healthcare record
drawn from any number of heterogeneous databases systems in order to exchange it with
other healthcare information systems. The EHCR architecture has two external interfaces:
1) a Web Service that receives and sends messages (following FIPA protocols [5] and the
ENV13606 pre-standard format [4] for the content) for remote medical applications, and
2) a Java API for local medical applications that can be used to access the EHCR store
directly.

Figure 2 summarizes the different administrative domains (solid boxes) and units
(dashed boxes) that are modeled in the OTMA system. Each of these interact with each
other through agents (circles in the figure) that exchange information and requests through
messages. In a transplant management scenario, one or more hospital units may be in-
volved: the hospital transplant unit, one or several units that provide laboratory tests
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FIGURE 3. Example of  interaction in the OTMA system. 

and the Electronic Healthcare Record (EHCR) subsystem which manages  the healthcare 
records for each institution. The diagram also shows some of  the data stores that are in- 
volved: apart from the patient records, these include stores for the transplant units and 
the Organ Transplant Authority (OTA) recipient waiting lists (WL). Hospitals that are the 
origin o f  a donation also keep records of  the donations performed, while hospitals that are 
recipients of  the donation may include such information in the recipient's patient record. 
The OTA has also its own records o f  each donation, stored case by case. 

4. Making the OTMA system provenance-aware 

Making the OTMA system provenance-aware presented three challenging issues: a) the 
provenance of  most  of  the data is not the execution of  computational services, but de- 
cisions and actions calried out by real people in the real world (this is discussed in this 
section); b) past treatments o f  a given patient in other institutions may be relevant to the 
current decisions in the current institution, so information o f  the processes undertaken in 
those previous treatments should be connected to the provenance information o f  a current 
process (this is discussed in Section 6); c) the agent with provenance information knows 
much more about the patient than any other agent in the system, so there are privacy risks 
to be mitigated (this is discussed in Section 7). 

In the case of  the OTMA system, each organizational unit is representedby an agent- 
mediated service. Staffmembers  of  each unit can connect to the unit services by means  of  
graphical user interfaces (e.g., see the one in Figure 1). The distlibtued execution of  the 
OTM services is modeled as the interaction between the agents, and recorded as interac- 
tion p-assertions and relationship p-assertions. As in the OTM scenario a decision depends 
on the human making the decision, additional actor state p-assertions are recorded, con- 
taining further information on why the particular decision was made and, if  available, the 
identities(s) o f  the team members involved in the decision. 
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FIGURE 4. Example of provenance trace for the Donation Decision. 

To illustrate how provenance is handled in the OTMA system, let us see how the 
provenance of a medical decision is recorded. Figure 3 shows a simplified view over 
a subset of the donation process. In this example a patient (who has previously given 
consent to donate his organs) enters into a given hospital in critical condition. As the 
patient's health declines and in foresight of  a potential organ donation, one of  the doctors 
requests the full health record for the patient and then orders a serology test i through the 
OTMA system. After the patient enters into a severe comma, a doctor declares a "brain 
death" condition for this patient and such relevant event is logged in the system (along 
with the report certifying the brain death). When the system detects that all requested data 
and analysis results have been obtained, the system sends a request to a doctor to make a 
decision about the patient being a potential donor. This decision is explained in a report 
that is submitted as the decision's justification and which is logged in the system. 

Figure 3 shows the OTMA agents for this small scenario and their interactions. The 
Transplant Unit User Interlace Agent passes requests (TU.1, TU.2) to the OTM Donor 
Data Collector Agent, which then gets the electronic record from the EHCR system 
(OTM.1, OTM.2). Sometimes all or parts of the record are not in the same institution 
but located in another institution (HC.1, HC.2). The Donor Data Collector Agent also 
sends the request for a serology test to the laboratory and gets back the result (OTM.4), 
along with a detailed report of  the test. Reports are also passed in the case of the Brain 
Death notification (TU.3) and the final decision report (TU.5). 

1A serology test is usually performed over blood samples to detect viruses (HIV, Hepatitis B/C, syphilis, herpes 
or Epstein-Barr virus), which, if  present in the organ, can pass to the recipient. 
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Figure 4 graphically represents the subset of the p-assertions produced by the
provenance-aware OTMA which are related to the mini-scenario described in Figure 3.
The part of the process that happens within the electronic system is represented by in-
teraction p-assertions (regular boxes) for all interactions (TU.x, OTM.x, HC.x), and rela-
tionship p-assertions (response to, caused by, based on) capturing dependencies
between data. Even though what happens in the system parallels what happens in the real
world, as we already said this is not enough to fully determine the provenance of a given
decision. To solve this, we connect the electronic process to the real world by adding actor
state p-assertions stating who logged the information in the system (is logged in) and
when (not shown in picture), which are the reports that justify a given state in the system
(justified by), who are the authors of these reports (authored by) and when the
action reported was performed or the decision taken (not shown).

5. Analyzing the distributed medical process through provenance

Storing provenance documentation instead of the, more common, standard log systems,
has the advantage that the provenance representation is stored in a way that complex
queries can be performed over it, which allows a provenance-aware system to extract
valuable information to validate some of the steps taken into a (medical) process, or even
to make an audit of the system over a period of time.

In the OTMA system, apart from periodical audits, transplant coordinators also want
to ask the following types of provenance questions, related to a given patient (donor or
recipient) or to the fate of a given organ:

• Where did the medical information used on each step of the process come from?
• When was a decision taken, and what was the basis of the decision?
• Which medical actors were asked to provide medical data for a decision?
• Which medical actor refused to provide medical data for a decision?
• Which medical actor was the source of some piece of information?
• What kind of medical record was available to actors at each step of the process?
• When was a given medical process carried out, and who was responsible for it?

All these kind of questions can be answered by querying the provenance store. A
query will give as a result (a subset of) the provenance representation graph of the process
related to the query. If we use as an example the graph in Figure 4, by following the edges
from the “Donation Decision” p-assertion we can trace the provenance of the donation
decision, how it was based in some data and test requests, how a brain death notification
is also involved, who requested the information, where it came from (in some cases it
might come from the EHCR of another hospital), and who authored the justifying reports
in the main steps of the process.

In those cases (as in Figure 4) where the decision might be based on medical data
coming from tests and medical treatments carried out in other institutions, another issue
to solve is the following: how to find, retrieve and incorporate the provenance of the
data coming from the other institution? If these institutions have also provenance-aware
systems and the provenance stores of the different institutions are connected, to solve
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the aforementioned problem is to solve the issue of matching the different p-assertions
related to the same patient. If this match is done, then actors can make p-assertions that
link together the separate sets of p-assertions to create a larger provenance document
providing an integrated view of the healthcare history of the patient. The result (not shown
on Figure 4) would be that the p-assertions related to Patient Data Hospital B would be
linked to the set of p-assertions already part of the provenance of the Donation Decision
(by means of the method that we will describe in Section 6).

Collectively the p-assertions can be seen as describing a distributed process, span-
ning space as well as time. Every relationship described is causal, i.e., between the cause
of something happening and the effect of it happening, and is therefore also temporal,
i.e., causes always come before effects. Furthermore, extra information can be added to
provide further detail. For example, an actor may record, as an actor state p-assertion,
the time shown on their local clock. Together, the structured documentation of processes
allows a rich set of questions to be asked about what occurred, why, when and by whom
and, in the OTMA system, such a process may be a patient’s healthcare history

6. Connecting medical process documentation to create a patient’s
integrated view

As seen in the previous section, in order to be able to create an integrated view of a
patient’s healthcare history, there must be a series of links between any two p-assertions of
the process documentation created by each healthcare institution. The links in the process
documentation are interaction p-assertions and relationship p-assertions which connect
together the p-assertions of agents in the process. In usual service-oriented applications
these links are created by use of a common identifier, called an interaction key, for both
parties, sender and receiver, in an interaction. If two agents record p-assertions using the
same interaction key, we can determine that their actions are part of the same process,
and therefore both are part of the provenance of the process’ output. We can record p-
assertions with the same interaction key, if the two agents exchange that key, which means
they must electronically interact.

In typical business or e-science applications, the agents participating in the process
are in contact with each other and exchange documented messages while there is an in-
teraction between them. In this case we say that there is direct interaction between the
agents. However medical processes, and some other types of processes, are different, be-
cause the physicians treating the same patient may not be in direct contact. A typical
example would be the following: a patient P is treated by one physician in health insti-
tution H1; then patient P is released from H1; months later the patient goes to another
physician in health institution H2 with symptoms of another disease. Sometimes there
may even be a medical relationship between the two treatments, for example because the
second disease is a consequence of the first disease, but neither the patient nor the physi-
cians are aware of this. In this case, the physicians are not in contact with the each other.
¿From the process documentation point of view it is also important to note that the physi-
cians do not know each other’s identity, and they may use different identifiers to identify
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FIGURE 5. Process documentation in strongly connected processes.

the patient in their process documentations, because the identities cannot be revealed for
privacy reasons. This way the p-assertions belonging to the same patient cannot be linked
together automatically, because the p-assertions cannot be located by the patient identi-
fier. In this case we say that there is latent interaction between the physician agents. Note
that the patient usually cannot determine the link between the current treatment and the
previous one. This is not only because the patient does not remember the previous treat-
ment, but also because the second physician cannot locate the p-assertions made by the
first physician, due to lack of known identifiers.

Based on the distinction between direct and indirect electronic interactions we can
define two types of processes: strongly connected processes and weakly connected pro-
cesses. The processes can be seen as graphs, where the nodes represent the activities
executed by the agents alone and the arcs represent the interactions between the agents.
The interactions are either latent or direct.

• strongly connected processes: A process is strongly connected if the graph repre-
senting the process contains only direct interactions. Figure 5 shows the model of a
strongly connected process and its process documentation. Agents 1 and 2 represent
the physicians who are the actors of treatment processes 1 (treatmentp 1) and 2
(treatmentp 2). When agent 1 sends the patient to agent 2 in a documented way,
the p-assertions about this interaction are recorded by agents 1 and 2. In a medical
application we cannot use the globally unique identifier of the patient in the local



56 J. Vázquez-Salceda, S. Álvarez, T. Kifor et al.

systems of the agents, because it could be used to determine the identity of the pa-
tient. Both agents use a different local identifier for the patient, and when they inter-
act directly and electronically, they agree on an interaction key which is included in
their p-assertions about the interaction. This way the process documentations of the
two treatment processes are connected together with interaction p-assertions which
contain the same interaction key. Therefore if some agent queries the process docu-
mentation using patient local name 1, then the provenance system is able to
link the process documentations created by the two agents using the interaction key,
and returns the complete process documentation comprising the provenance of the
current healthcare status of the patient.
• weakly connected processes: A process is weakly connected if the graph repre-

senting the process can be cut into two or more sub-graphs, where the connections
between the sub-graphs are only latent interactions. Typically the full healthcare his-
tory of a patient is created by a weakly connected process containing strongly con-
nected sub-processes. Collecting the whole process documentation of all treatments
of a patient is a bit more complicated in the case of weakly connected healthcare
processes, because there is no direct interaction between the agents. The difference
from the strongly connected process is that there is no link across the sets of p-
assertions of the processes executed by the different agents. We could represent
this situation graphically if, in Figure 5 above, we delete both the direct interaction
(interaction 1 2) and the link between the medical processes documentation
(interaction key 1 2). If we want to retrieve the complete provenance of the
current healthcare status of the patient, then we would like to retrieve both sets. In
addition to this, the agents are unable to connect the two sets of p-assertions, be-
cause even if agent 2 finds out somehow that treatment process 2 is some way a
consequence of treatment process 1, it does not know the local identifier of the pa-
tient used by the other agent and cannot locate the relevant p-assertions made by
agent 1. Note that although the patient usually presents to the physicians its global
identifier (such as its social security number), this global identifier cannot be used
in process documentation for privacy reasons, as discussed later in Section 7.

The basic transplant process of OTMA is strongly connected, because there are
always direct interactions between the actors. However when they retrieve the full EHCR
of the patient, which may contain data from previous treatments, the transplant process
becomes “infected” with the latent interactions of the EHCR creation process.

In order to provide a solution to the problem of process documentation creation
resulting from the lack of direct interaction between the agents, we need to find an inter-
mediate way of interaction. This can be done with the help of an institution in a higher hi-
erarchical level, which is in contact with both agents and knows about the patient as well.
Medical domains are usually regulated by national and international bodies which assure
that there are services which give a global identifier to the patient, such as the national
security number. As we said before, the global identifier should not be used in documen-
tation of privacy-aware medical processes, because regulations ordain the separation of
medical information and personal identification. The fact that these data cannot be stored
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FIGURE 6. Connecting process documentation in weakly connected processes. 

together leads to the use of anonymised identifiers to connect medical and personal data. 
Because of this, agent-mediated healthcare systems usually contain an anonymisation ser- 
vice to convert real patient identifiers to anonymised patient identifiers. 

Figure 6 shows how the method of creating intermediate interactions and interme- 
diate links in the process documentation works. In the first step of this method, we locate 
already existing anonymisation service in the application. I f  there is no such service, then 
we introduce it into the application. The service is called a n o n ~ s e r v i c e  in the figure. 

The second important element of the method is that the anonyn'nsation service 
makes p-assertions about its own processing. Whenever the anonyn'nsation service is 
asked to create a new patient identifier, then the anonymisation service puts an actor state 
p-assertion into the provenance store about the creation of the patient identity. This p- 
assertion does not contain the global patient identifier, only the anonymised identifier. 

The third important element of the method is that each time a new case of a pa- 
tient is started, the agents notify the anonyrmsation service. This notification is a direct 
interaction, therefore it is documented in the process documentation. This is shown in 
Figure. When agent 1 starts a new case on the patient, it makes an actor state p-assertion 
about the start of the case and notifies the anonyn'nsation service that the case started. The 
direct interaction of the notification is recorded in the provenance store with interaction 
p-assertions on both sides. The anonymisation service knows the identity of the patient, 
and asserts a relationship p-assertion between the p-assertion related to the creation of 
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the anonymised patient identity and the p-assertion related to the case start notification
sent from agent 1 to the anonymisation service. Agent 2 does the same when it starts a
new case on the patient, therefore there will be indirect links between the two agents’
processes, and the complete provenance of the patient record can be determined.

Although the anonymisation service is somehow a central interaction node in the
system, scalability can be maintained. Concerning the amount of data going through the
anonymisation service, there is no real bottleneck, because agents communicate limited
amount of data with the anonymisation service. Moreover, the agents contact the anonymi-
sation service only when they start a new case and then later there is no interaction with
the anonymisation service during the execution of the case, because agents link further p-
assertions to the start case p-assertion created by the anonymisation service. Further, the
functionality of the anonymisation service can be distributed in real implemented systems
among cooperating services allocated to different hierarchy levels, like countries, regions,
insurance companies, etc.

The ability to return the whole process documentation using the method described
above allows the agents to improve both the quality of the process documentation and of
their own activities.

The quality of the process documentation can be improved if some causal relation-
ship is discovered from the analysis of the real processes, e.g., the current illness of the
patient is a consequence of a problem in the previous treatment not discovered before.
In this case, the agents can insert additional links to the already existing process docu-
mentation created together with the help of the anonymisation service. The additionally
inserted links document the real world causal relationships between the p-assertions of
the already existing process documentation. Because the links created with the help of the
anonymisation service integrate the p-assertions relevant to a single patient into a single
graph, any p-assertion in this graph can be located and identified, so the link related to the
real world causal relationship can be added.

The agents can improve the quality of their own activities with the help of the inte-
grated process documentation. Now that the process documentation is integrated, agent 2
can retrieve the p-assertions of agent 1 and use this information in the current treatment.

7. Protection of Privacy in Provenance-aware Application

The issue of privacy in healthcare applications is extremely important. As reflected in
the famous Hippocratic oath, protection of individuals’ health-related data has been a
continued concern of the medical body from the very beginning of the medical practice.
There exist considerable efforts to put into practice a body of policies which ensure the
protection of medical data in a scenario of massive use of computers in the health sector.
Regulations define guidelines about the adequate organizational and technical measures
that must be taken in medical information systems. The most important of these guidelines
concerns the separation of data: as a general rule, the design of data structures, procedures
and access control policies must be such that they allow the separation of a) identifiers and
data related to a person’s identity, b) administrative data, c) medical data, and d) genetic
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data. Such separation must ensure that no unauthorized person can connect the identity of
the patient with his medical or genetic data.

In EHCR systems, and in the OTMA system discussed above, a typical solution
for the separation of identity information and medical data is the anonymised identifier.
The anonymised identifier is generated from a real patient identifier, and medical data is
stored together with this anonymised identifier. If we know the real patient identifier, then
we can find the corresponding medical data, but from the medical data we cannot find out
the identity of the patient.

An anonymisation method must keep identifiers in secret during remote database
management. The database is updated frequently, items are added and removed so we
implemented the function on the client side of the database, i.e., in the web application,
in order to keep the identifiers unknown for unauthorized people and applications. The
function has the following features:

• It generates an unsigned long output for every unsigned long input.
• It uses two parameters to make the algorithm safer and reusable.
• It is deterministic, i.e., the output is always the same for a specific input value.
• It is injective i.e., it generates different output values for different inputs.
• The source code is private. That means that the only person who knows is the de-

veloper of the code.
• The final binary is deployed to a properly obfuscated JAR file to make the code

breaking harder.

The above methods protect privacy in non provenance-aware healthcare applica-
tions, however when we make agent systems provenance-aware, we introduce the prove-
nance store into the system, which needs additional protection, because there is a conflict
between provenance and privacy. While for provenance we need as much information
as possible about the whole process, for privacy we need to restrict as much as possible
the information available, in order to avoid identification of patients and practitioners by
unauthorized users.

The introduction of provenance in a distributed healthcare agent system poses two
main risks:

• cross-link risk: the risk that unauthorised users are able to link some piece of medical
data with an identifiable person by cross-linking information from different sources.
• event trail risk: the risk that unauthorised users are able to identify a person by

connecting the events and actions related to that person (e.g., the hospitals he has
visited in different countries).

Comparing the two risks above, the cross-link risk is more considerable than the
event trail risk. In order to identify a person by exploiting the event trail risk, information
not available in the healthcare information system (e.g., the places where he lived) has
to be matched with the information in the healthcare information system. This requires
more effort and information to exploit, than the cross-link risk which can be exploited
using information available only in the healthcare information system. For these reasons,
our current focus is on the cross-link risk.
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In the provenance aware OTMA system we applied two techniques to protect pri-
vacy, mainly to reduce the cross link risk: a) we do not store sensitive medical data in the
provenance store, and b) we use anonymised patient identifiers in provenance stores. Both
of these are supported by the process documentation integration method described in the
previous section.

In order to hide medical data from cross-linking, agents do not store sensitive medi-
cal data in the provenance store, but only references to such data. This way the provenance
store contains only the linkage and the skeleton of the provenance of the medical data, and
the healthcare data can be laid on the skeleton by retrieving it from the healthcare informa-
tion system when needed. The retrieval is done via the EHCR system which is completely
under the control of EHCR access rules. With this approach we keep the same degree of
privacy of medical data as in the original agent system.

One might think that if we do not store medical information about patients in the
provenance store, then no medical information can be inferred about the patient and there
is no need to anonymise the patients. However even the fact that the patient was treated
can be sensitive information, because the reference to the place where the medical data
of the treatment was carried out may contain sensitive information. Such information can
be sensitive, because the type of institution can reveal the type of medical intervention, or
even the fact that the patient was treated must be treated as part of privacy. Therefore the
patient identity has to be anonymised.

The anonymisation procedure should be irreversible: nobody should be able to tell
the real identity of the patient by knowing the anonymised identifier. In addition to the
anonymisation algorithm mentioned above, the irreversibility is supported by the prove-
nance documentation integration method described in Section 6. The provenance docu-
mentation method supports irreversibility of the anonymisation by the way data storage
is organized: the anonymisation service does not store the mapping from the real patient
identifier to the anonymised patient identifier and computes the anonymised identifier
each time it is needed using its own non-trivial algorithm. As a result, the real identi-
fier and the anonymised identifier are not stored together anywhere in the system and the
mapping from one identifier to the other cannot be found out without the algorithm of the
anonymisation service.

8. Conclusions

In this chapter, we have discussed the important issues of making healthcare agent appli-
cations provenance-aware. Provenance-awareness enables users to trace how a particular
result has been produced by identifying the individual and aggregated services that pro-
duced a particular output. This helps users to get an integrated view of the treatment
process executed by distributed autonomous agents, and to be able to carry out audits
of the system to assess that, for a given patient, the proper decisions were made and the
proper procedures were followed. We discussed the special techniques needed in agent
systems to make the autonomous and independent actors provenance aware and produce
joint process documentation. We presented provenance awareness through the example
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of the OTMA agent system in the organ transplant management application domain. We
detailed a method of documenting processes by weakly connected autonomous healthcare
agents and showed how this method helps to retain security and privacy of data within the
process documentation produced by the agent-mediated healthcare system.

In summary, by transforming OTMA into a provenance-aware application, we aug-
mented OTMA with a capability to produce at execution-time an explicit representation of
the process actually taking place. Such representation can be then queried and analysed
in order to extract valuable information to validate, e.g., the decisions taken in a given
case, or to make an audit of the system over a period of time. Making the EHCR system
provenance-aware provided a way to have a unified view of a patient’s medical record
with its provenance (i.e., to connect each part of the medical record with the processes in
the real world that originated it and/or the individuals, teams or units responsible for each
piece of data).

There are other approaches in literature which are related to provenance. In those
first investigations which started to record the origin and history of a piece of data, the
concept was called lineage. In the SDTS standard, lineage was a kind of audit trail that
traced each step in sourcing, moving, and processing data, mainly related to a single data
item, a logical data record, a subset of a database, or to an entire database [11]. There was
also relationship to versioning [2] and data warehouses [15]. The provenance concept was
later further explored within the GriPhyN project. The application of provenance in grid
systems was extended in two respects: 1) data was not necessarily stored in databases and
the operations used to derive data items might have been arbitrary computations; and 2)
issues relating to the automated generation and scheduling of the computations required to
instantiate data products were also addressed. The PROVENANCE project builds on these
concepts to conceive and implement an industrial strength open provenance architecture.

To our knowledge, the application of provenance techniques to agent-mediated dis-
tributed healthcare applications is novel. In organ allocation management, there are few
ICT solutions giving powerful support to the allocation of human organs which keep
records of the distributed execution of processes. The EUROTRANSPLANT system is
a centralized system where all information and decisions are made in a central server,
and all activity is recorded in standard logging systems. The OTM system of Calisti et al.
[7] is a distributed system (developed in collaboration with Swisstransplant) which com-
bines agent technology and constraint satisfaction techniques for decision making support
in organ transplant centers. In this case all activity is also recorded in standard logging
systems.
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More information

More information about the IST-2002-511085 EU PROVENANCE project can be found
on the project website:

http://twiki.gridprovenance.org/
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Universitat Politècnica de Catalunya
Campus Nord UPC, Edifici OMEGA
Jordi Girona 1-3
08034, Barcelona
Spain
e-mail: jvazquez@lsi.upc.edu

salvarez@lsi.upc.edu

Tamás Kifor and László Z. Varga
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Argumentation-Based Agents to Increase
Human Organ Availability for Transplant

Pancho Tolchinsky, Ulises Cortés and Dan Grecu

Abstract. In this chapter we describe the work done in the EU project AS-
PIC: Argumentation Service Platform with Integrated Components. The main
goals of which were 1) to develop a solid theoretical ground for the Argumenta-
tion Theory in Artificial Intelligence; 2) based on the theoretical work, develop
practical-software components that embody standards for the argumentation-
based technology (inference, decision-making, dialogue and learning); and 3 )
In order to test these components develop two large scale demonstrators. One
of these large scale demonstrator is motivated on a medical problem. In par-
ticular, how to increase human organ availability for transplantation. It is this
medical large scale demonstrator that we focus on in this chapter.

Keywords. ASPIC, Argumentation, Multi-Agent Systems, Health-Care.

1. Introduction

Argumentation has long established itself as an important method of reasoning
and interaction between humans. Its use in every day life and in specialised do-
mains such as law and philosophy has led to a variety of argumentation models
and has constantly widened the range of problems where it is being applied. The
considerable practical benefits of using argumentation in contexts as diverse as
inference, decision-making and dialogue, has drawn increasing attention from the
computational research community. As a result, recent years have witnessed the
emergence of formal models which aim to set argumentation on a rigorous com-
putational basis intended to enable the development of automated computational
capabilities built on argumentation

There are two important reasons for which the field of Artificial Intelligence
(AI) has devoted a lot of efforts in modelling argumentation: First, argumentation
is part of the wider scope of essential cognitive activities in which humans engage,
and which AI is keen to model. Second, argumentation lends itself to modelling ap-
proaches relying on logic and knowledge representation which are now part of the
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established set of AI tools. If managed adequately by machines, argumentation has
the appeal of a shared method which both humans and computers can employ and
which could conceivably support rich forms of interaction and collaboration. This
potential of enlisting argumentation in key applications and in human-computer
collaboration has ultimately created a need for investigating how argumentation
models could be embedded into widely acceptable, usable and effective computa-
tional services.

In 2004 a collaboration project funded under the EU Framework Programme
6 has set out to contribute to this objective by proposing a research agenda into
theoretical models and requirements for argumentation and by further proposing
to develop an Argumentation Services Platform with Integrated Components (AS-
PIC). Over nearly 4 years, the ASPIC research consortium has integrated the work
of 7 universities and research labs and 2 commercial partners towards the devel-
opment of theoretical models, the testing of prototypes and the implementation
of generic components and services aiming to demonstrate that argumentation is
ready to extend from an abstract and formal level to a level where it has immediate
and wide-ranging application potential.

In the following pages we will describe and illustrate the benefits of the AS-
PIC technology in an area of particular high-value and high-complexity - eHealth.
Argumentation is central to medical reasoning as the formulation and evaluation
of evidence is present in any medical diagnosis, interpretation of results and in
medical assessment processes in general. Therefore, ASPIC has chosen to develop
a medical demonstrator to demonstrate the potential and the reach of argumenta-
tion technology in a domain of stringent need and considerable potential benefit:
the assessment of the viability of human organs for transplants.

The next sections will take the reader on a journey from the intuitive notion of
argumentation to the architecture of the CARREL+ application – an agent-based
system designed to help geographically-dispersed transplant physicians to deliber-
ate over donor organ viability, and to increase the chances of finding organs satisfy-
ing the constraints of the patients awaiting transplants. We will first introduce the
reader to the general argumentation background of the ASPIC project and to the
relevant contributions of ASPIC in supporting the development of argumentation-
based applications. We will then describe in more detail two of the generic ar-
gumentation components developed by ASPIC for inference and dialogue. The
second half of this chapter will then describe in details how argumentation-based
inference and dialogue have supported the development of the CARREL+ agent
system for organ transplant mediation.

2. Argumentation and ASPIC

The past few years have seen the emergence of a variety of models for argumen-
tation. One of the main objectives of the ASPIC project was to survey these
models and to develop a consensus framework for argumentation which provides
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generality, is scalable and lends itself to an effective implementation into software
components.

Inference is the core element of argumentation which in turn can support
other important computational capabilities such as decision-making and dialogue.
Therefore theoretical research in ASPIC has devoted a significant amount of effort
to the formulation of a widely applicable inference model which lends itself to an
effective transition into software. The ASPIC inference model extends the Dung
argumentation formalism [5] which develops an argumentation calculus based on
the opposition (attack relation) between arguments.

To provide an intuitive illustration of argumentation in ASPIC, let us con-
sider the following set of premises

{a, c}
and the following set of rules

{a ⊃ b, c ⊃ d, b ∧ d ⊃ e}
Here ”⊃” represents material implication. The inference rule being used is classical
modus ponens : x, x ⊃ y → y

In this context we can state that claim b can be inferred from premise a using
rule a ⊃ b and we write:

((a, a ⊃ b), b)
In general, we can write

((premises, rule), claim)

Meaning that the claim can be inferred from the given premises using the specified
rule.

By allowing premises themselves to be inferred, we can develop complex
tree-based argument structures. For example, we can build the following argu-
ment structure for claim e:

((((a, a ⊃ b), b), ((c, c ⊃ d), d), b ∧ d ⊃ e), e)
Figure 1 shows the associated argumentation tree, in which the nodes stand for
valid premises, and the green arrows represent the rules used to derive claims. The
dots on the arrows mark the specific association of the rule with the link relating
the premises and the claim.

In the previous examples the inference rules used to construct arguments are
taken from classical logic. Different logic formalisms allow us to develop similar
constructs with different kinds of premises and/or different kinds of rules. The
ASPIC argumentation framework considers two specific types of premises and two
types of rules.

Firstly, we distinguish between premises which are considered to be certain
and assumptions. In contrast to a premise, an assumption is a kind of premise
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Figure 1. Argumentation Tree Example

that could potentially be refuted by counterexamples. This possibility is always
relative to a given knowledge base – an assumption in one application may become
a certain premise in another (and vice-versa).

Secondly, we distinguish between strict inference rules and defeasible infer-
ence rules. Modus ponens is an example of a strict rule in monotonic logic. Strict
rules lead to conclusive inferences which will always remain valid so long as their
premises are valid. Defeasible rules, in contrast, are used to define defeasible in-
ferences that could be invalidated in the light of additional information.

To illustrate these distinctions consider the following example. In a ’classical’
animal knowledge base, we can consider the premise that ”birds usually fly” to be
an assumption; we are aware that there may be counterexamples of birds that are
not flying. We represent this with the formula bird � flies.

This is no longer a material implication (in particular, it does not warrant
the contraposition: ”if it doesn’t fly, then it can’t be a bird”). So modus ponens is
not applicable. Instead, we introduce a defeasible inference rule, called defeasible
modus ponens :

(ϕ, ϕ � ψ)⇒ ψ

In general, we can construct an argument from a mixture of assumptions and
certain premises, using a combination of strict and defeasible rules. In this context,
we can make an important distinction that separates argumentation from classical
logical inference. We say that an argument is strict if it uses only certain premises
and strict rules. Otherwise it is non-strict.

Broadly, ASPIC operates with two forms of attack: rebuttal and undercutting:

• Argument A rebut-attacks argument B if the claim of A (or any of its in-
termediate conclusions) directly contradicts the claim of B (or any of its
intermediate conclusions). Notice that rebut-attacks are symmetric.
• An argument undercut-attacks another argument B by directly contradicting

the applicability of B (or any of its sub-arguments).
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In order to determine the effects of attacks between arguments, one needs
to introduce some grounds for preference between arguments. In ASPIC we have
made two primary assumptions about this preference ordering:

1. Any strict argument is preferred to a non-strict argument, and
2. No argument is preferred to a strict argument.

We can now introduce the notion of defeat. We shall say that argument A
rebut-defeats argument B if it rebut-attacks it, and argument B is not preferred
to argument A.

Although this gives us the beginnings of a method for resolving conflicts be-
tween arguments, it is not sufficient. For example, it is clear that a strict argument
can defeat a non-strict argument, but what happens in the case of conflict between
non-strict arguments? Argumentation can use various logic formalisms to define
attack relations, or to compute argument strengths, which is what lends the AS-
PIC argumentation model generality. Several such options are further mentioned
below.

Using arguments and argument interactions as defined above, the ASPIC
formalism proposes methods for evaluating claims in argumentation networks as-
sociated with a given knowledge context in order to identify which arguments (and
hence their respective claims) are acceptable in some well-defined sense. The an-
swer is to superimpose attack relations over argumentation networks, to propagate
their effects through the networks, and to assess the arguments that are defeated.
We will call an argumentation network together with its attack/defeat relations
an argumentation framework.

The ASPIC argumentation framework introduced above has represented the
basis for extending the use of argumentation from the realm of logical inference to
decision-making, dialogue and machine leaning. One of the ultimate objectives of
ASPIC has been to develop generic argumentation-based software components in
each of these areas which would transition the computational models evolved in
the theoretical segment of the project into services usable in real-life applications.
In this context, the ASPIC project has put a special emphasis on enlisting argu-
mentation to support key computational capabilities within intelligent agents. The
successful integration of argumentation components with agent architectures has
represented one of the most important validation elements of the ASPIC technol-
ogy, since agents themselves are one of the major carriers of embedded technologies
into the real applications field.

The CARREL+ eHealth demonstrator developed by the Polytechnic Univer-
sity of Catalonia has represented one of the two major validation environments of
the argumentation technology within the ASPIC project. The CARREL+ agent
environment uses argumentation-based inference and dialogue to enable a delib-
eration between experts relative to the viability of a donor organ for a potential
recipient of that organ. CARREL+ uses medical knowledge as input into these
deliberation processes and employs agents to mediate between experts situated
in remote geographical locations. Given its rich domain background, its complex
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processing requirements and the criticality of its outputs CARREL+ represents a
prime example of using argumentation technology in a real-life operational context.

The following section will prepare the reader for a better understanding of
CARREL+ by discussing two of the generic ASPIC argumentation components
which play a key role in CARREL+: the Argumentation Engine, which is the AS-
PIC argumentation-based inference component, and the Dialogue Manager which
is the ASPIC component implemented the argumentation-based dialogue model.

3. The ASPIC Argumentation Engine and Dialogue Manager

3.1. Inference using the Argumentation Engine

The ASPIC inference engine constructs and evaluates the status (accepted or not)
of arguments from a defeasible knowledge base for any claim that matches an input
query. The ASPIC argumentation framework uses a defeasible model of argument-
based inference, consisting of 4 steps:

1. Argument Construction.For any claim, arguments are organised into a tree-
structure based on a knowledge base K of facts, a set S of strict rules of the
form α1, ..., αn → β, and a set R of defeasible rules of the form α1, ..., αn ⇒ β.
The facts are expressed in a language consisting of first order literals and their
negations. The ASPIC argumentation framework uses strict and defeasible
modus ponens.

2. Argument Valuation: Arguments can be assigned a weight. No commitment
is made to any particular valuation because the choice of the principle to be
used will depend on the application domain.

3. Argument Interaction: Once arguments are constructed, binary conflict rela-
tions of attack and defeat are defined on this set of arguments. The definition
of interactions between arguments depends on the specific logic that is being
applied.

4. Argument Status Evaluation: Based on the graph of interacting arguments,
Dungs calculus of opposition [5] is used to determine the status of arguments,
specifically those that are winning or justified.

At the end of this process, a user can view a graphical visualisation of the
proof argument network associated with the claim and examine the status, ”yes”
(accepted) or ”no” (not accepted) for each argument. The engine also provides a
machine readable version of the proof and results via AIFXML, an XML imple-
mentation of the Argument Interchange Format’s abstract model [4].

The inferences derivable from a knowledge base can be characterised in terms
of the claims of the justified arguments. The key contribution of the ASPIC model
is that, in contrast with other approaches to argument-based inference, the model
has been demonstrated to satisfy a number of quality postulates [3] which represent
a set of minimal requirements that one would require to be satisfied by any rational
model of argument based inference.
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In the ASPIC model, arguments have at least a claim and numeric support
(a real number in the range (0,1]). The support is used to resolve attacks. An
atomic argument can be developed from every atomic fact with the fact as the
claim and the fact’s Degree of Belief (DOB) as the argument’s support. Further
arguments can be developed through the application of rules. These tree arguments
can be valuated with a choice of strategies: weakest link or last link. Weakest link
valuation assigns the support for the main argument as the minimum support
over all of its sub-arguments. Last link valuation assigns the degree of belief of the
highest defeasible rule in the argument tree to the support of the main argument.
If there are multiple highest level defeasible rules at the same level in the tree,
then it assigns the support of the argument to be the minimum DOB of those
rules. As in the underlying knowledge, arguments can be separated into strict and
defeasible arguments where a strict argument has a support of 1.0 and a defeasible
argument does not.

To define the acceptability of an argument we use defeat relations between
all available arguments, and to do that we must define the conflict based attack
relation between arguments. Three different types of attack are defined: rebutting,
restricted rebutting and undercutting. Literals∼a 0.3. and a 0.5. are both valid
and their associated arguments rebut each other. Similarly, an argument formed
from the fact a. and the rule b<-a 0.9. rebuts (and is rebutted) by an argument
formed from the fact ∼b 0.4.. Strict arguments cannot be rebutted. Under re-
strictive rebutting, an argument whose top rule is strict cannot be rebutted by an
argument whose top rule is defeasible.

Every rule in the inference engine knowledge base is automatically associated
with a fact its name. The name forms a hidden premise for the rule. A knowl-
edge engineer can explicitly provide that name when the rule is written and then
undercut the rule by writing a fact or rule whose head is the contradiction of that
name. If argument A undercuts argument B, then A claims that some rule in B is
not applicable.

A = ((∼ rule name) ∼ rule name) ; B = ((a, [rule name]a � b)b)

Where rule name is the name of the rule a � b. Note that argument A does not
claim b is false, rather, that it cannot be derived from a.

Figure 3 showing a proof network associated with the query ”outcome(patient,
increase risk of stroke).” The diagram shows one argument (whose main claim is
filled in red, defeated) that is developed for the query’s claim but then undercut
by another argument (whose main claim is filled in green, undefeated). The black
arrows in the graph show how sub-arguments are linked together to form a single
argument tree. The blue and red arrows in the graph indicate undercut and defeat
relations between the two argument trees.
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3,2, Dialogue Using the Dialogue Manager 
T h e  A S P I C  Dia logue  M a n a g e r  provides a common A P I  for i n t e r roga t i ng  t h e  s t a t e  
and  progress of a n  a r g u m e n t a t i o n  based dialogue.  A n  a r g u m e n t a t i o n  based dia- 
logue is character ised  by moves whose conten t  consists of c la ims or a r g u m e n t s  t h a t  
provide an  exp l ana t i on  for a pa r t i cu la r  c la im,  T h e  A P I  is defined as a series of 
interfaces t h a t  m u s t  be i m p l e m e n t e d  by a d ia logue componen t  i m p l e m e n t a t i o n ,  
T h e  A S P I C  i m p l e m e n t a t i o n  consists of two parts - a protocol t h a t  controls  t h e  
e n a c t m e n t  of t h e  d ia logue and  a con ta ine r  t h a t  acts  as an  a d a p t e r  be tween  t h e  
protocol and  t h e  A P I ,  I t  is envisaged t h a t  m a n y  protocols can be  i m p l e m e n t e d  in 
th i s  f ramework ,  T h e  role of t h e  protocol is to  control  t h e  in i t i a l  condi t ions and  
t h e  effect of a pa r t i cu la r  move on the  s t a t e  of a dialogue,  e.g., t h e  legal  moves, t h e  
c o m m i t m e n t s  and  t h e  shatus of t h e  m a i n  c la im.  

T h e  dia logue componen t  expects moves t h a t  are  const ructed  w i t h  t h e  follow- 
ing a t t r i bu t e s :  
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Figure 3. Persuasion protocol implemented in the Dialog Component

• agent
• move number
• locution

– speech act (claim/why/argue/concede/retract)
– content – a literal or an argument

• target move
In some argumentation based deliberation dialogues the target move is un-

needed. In this case it can remain null.
The API consists of interfaces that enable consuming software to establish:
• the dialogue protocol
• the dialogue participants
• the dialogue topic
• the dialogue status (initialising, in progress, terminated or abandoned)
• the moves that have been previously made
• the commitments of each agent
• the legal moves
• the illegal moves and
• the status of the main claim (undefeated or defeated)

Each dialogue is represented by an instance of a dialogue object. When it
is first created it has status ”initialising”. In this status, no moves can be made
and the protocol, participants and topic must be set. The protocol has built in
constraints on the number and role of participants and the topic content. If the
protocol/participants and topic are set, and the protocol validates these properties
then the dialogue status can be progressed to ”in progress”. After the dialogue has
moved to ”in progress”, the protocol, participants and topic cannot be changed
and the dialogue will proceed as a series of moves (validated by the protocol, and
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rejected if they are invalid) until either there are no legal moves left to make or
another condition, such as a participant leaving the dialogue, is met.

ASPIC has implemented three persuasion protocols. These protocols expect
two participants, a proponent and an opponent, to build a dialogue about the
acceptability of a particular claim (the topic). The claim must be represented as
an ASPIC inference engine literal. The protocol defines a set of five speech acts
(claim, argue, why, retract and concede). The relationship between locutions with
these speech acts is shown in the following diagram.

It is anticipated that in these persuasion dialogues that the claim of the first
move is the same as the dialogue topic and that the dialogue terminates when
there are no moves left or when one of the agents leaves the dialogue.

As we shall see in the following section, the CARREL+ dialogue model is
different to the ASPIC dialogue in the following ways:
• It uses a scheme repository to further restrict and elaborate the possible

attacks on an argument and thus the legal moves.
• It evaluates the defeat relations between argument’s using the a number of

knowledge resources, such as the reputation of the agents.
In architectural terms, the Carrel Mediator agent exposes the same interface

as the ASPIC dialogue component but must expose interfaces for managing the
scheme repository and the evaluation component. At the moment the CARREL+

evaluation components is seen as a separate entity to the interaction evaluation
module within the inference engine that is consumed by the dialogue component,
but it is hoped that in later iterations that these two layers can be shared.

4. Human Organ Transplantation and CARREL+

Human organ transplantation constitutes the only effective therapy for many life-
threatening diseases. However, while the increasing success of transplants has led
to increase in demand, the lack of a concomitant increase in donor organ avail-
ability has led to a growing disparity between supply and demand. Nonetheless,
in spite organ scarcity, an important number of human organs, available for trans-
plantation, are discarded as being considered to be non-viable (not suitable) for
that purpose. It has been acknowledged [6] that these discard rates can be reduced
if one accounts for two factors that are currently not taken into account in the
current organ selection process: 1), doctors often disagree as to whether an organ
is viable, and different hospitals and regions have different policies; 2)organs are
rarely viable or non-viable per se, but rather assessment of viability should depend
on both the donor and potential recipient characteristics, as well as for courses of
action to be undertaken during transplantation

We propose a novel organ selection process that uses a multi-agent system
called CARREL+ to let geographically dispersed transplant physicians deliberate
over organ viability and, in that way, help increase the availability of organs for
transplantation.
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4.1. The CARREL+ System

Since 1980 the number of transplant requests has been constantly increasing.
Hence, human transplant coordinators are currently facing significant problems
in dealing with the workload involved in the management of requests, and assig-
nation and distribution of tissues and organs. Moreover, the demand for organs
and tissues are expected to continue to rise and lead to ever increasing demands
on transplant coordinators. Furthermore, the scarcity of donors has led to the
creation of national and international coalitions of transplant organizations. This
has resulted in requirements for managing and processing vast and complex data,
and accommodation of a complex set of regulations. Hence, in [12] an agent-based
architecture – CARREL – is proposed for efficient management of the data to be
processed in carrying out recipient selection, organ and tissue allocation, ensuring
adherence to legislation, following approved protocols and preparing delivery plans.
In order to perform these tasks CARREL is required to manage and process vast
and complex data, as well as to adhere to complex, in some cases conflicting, sets of
national and international regulations and protocols governing exchange of organs
and tissues. This has motivated development of CARREL, an electronic institu-
tion that encodes sets of legislation and protocols based on two physical institu-
tions representing examples of best practice: the OCATT (Organització CATalana
de Trasplantaments)1 and ONT (Organización Nacional de Transplantes)2 organ
transplantation organizations for Catalonia and Spain respectively.

The Spanish model has two organizational levels:

Intra-hospital:: Where the role of a hospital Transplant Coordinator has been
created to improve the coordination of all those involved at any step of the
donor procurement, allocation and transplantation process.

Inter-hospital:: Where an intermediary organization (OCATT for Catalonia
and ONT for the whole of Spain) was created to improve the communication
and coordination of all the participating health-care transplant organizations.

Figure 4a. illustrates the inter-hospital level managed by CARREL, and en-
tities interacting with CARREL. The ONT and OCATT denote the organ trans-
plantation organizations that own the agent platform and act as observers. Each
UCTx denotes a transplant coordination unit representing a hospital associated
to CARREL. Each UCTx manages the intra-hospital level; its goal being to suc-
cessfully bring to completion the organ and tissue procurement, extraction and
implantation processes. Each UCTx is in turn modelled as an agency.

The role of the CARREL Institution includes the following tasks:

T1 to ensure that all the agents that enter into the institution follow the behav-
ioral norms.

T2 to remain informed of all the recipients that are registered in the waiting
lists.

1http://www10.gencat.net/catsalut/ocatt/en/htm/index.htm
2http://www.ont.es
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Figure 4. a) CARREL extended with the two additional rooms
in order to manage the new selection process. b) The MA co-
ordinating the proponent agents’ deliberations in the Evaluation
Rooms

T3 to check that all hospitals fulfill all the requirements needed to interact with
CARREL.

T4 to coordinate the piece delivery from one facility to another.
T5 to register all incidents relating to a particular piece.

A hospital becomes a member of the CARREL institution in order to make
use of the services provided. In doing so, they undertake an obligation to respect
the norms ruling interactions inside CARREL. For example:
N1 All organ offers and tissue requests should be done through CARREL.
N2 Hospitals must accept the outcomes of the assignation process.
N3 Hospitals must update CARREL with any relevant event related to organs

and tissues received from the Institution.
In [9] an extension to CARREL, CARREL+, is proposed to support an alter-

native selection process intended to help reduce the number of discarded organs.
CARREL is a type of dialogical system in which all interactions are com-

positions of message exchanges, or illocutions, structured through agent group
meetings called scenes or rooms. Each agent can be associated with one or more
roles, and these roles define the rooms the agent can enter and the protocols it
should follow. Thus, extending CARREL involves defining new roles and/or new
illocutions, where the former may imply defining new rooms. It is worth noting
that CARREL makes no assumptions about the internal reasoning models of the
participant agents or the resources referenced.
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For CARREL to support the new human organ selection process we make
use of the ASPIC’s dialogue and inference components as well as of the argument-
based model ProCLAIM [11]. This model defines a setting for proponent agents
(e.g., donor and recipient agents, agents representing the donor and the recipient
resp.) to argue over the appropriateness of their intended decisions. The model
features a Mediator Agent that directs these proponent agents in their deliberation
and subsequently evaluates the submitted arguments so as to conclude whether a
proposed decision is appropriate (e.g., whether the organ is viable or not). Hence,
the main extension in CARREL+ is the inclusion of the Mediator Agent (MA)
role for managing the donor and recipient agents deliberation over the viability of
an available organ. As depicted in figure 4 the agents’ deliberation takes place in
two new scenes: the Donor Evaluation Room and Recipient Evaluation Room.

4.2. The Human Organs Selection and Assignation Process

The human organ selection process illustrates the ubiquity of disagreement and
conflict of opinion in the medical domain. What may be a sufficient reason for dis-
carding an organ for some qualified professionals may not be for others. Different
policies in different hospitals and regions exist, and a consensus among medical
professionals is not always feasible. Hence, contradictory conclusions may be de-
rived from the same set of facts. For example, suppose a donor with a smoking
history of more than 20-30 packs a year and no history of chronic obstructive pul-
monary disease (COPD). The medical guidelines indicate that a donor’s smoking
history is a sufficient reason for deeming a donor’s lung as non-viable [8]. However,
there are qualified physicians that reason that the donor’s lung is viable given that
there is no history of COPD [6]. Similarly, the guidelines suggest discarding the
kidney of a donor whose cause of death was streptococcus viridans endocarditis
(sve)[8]. However, some reason that by administrating penicillin to the recipient
the kidney can safely be transplanted.

The human organ selection process begins when a potential donor becomes
available. The donor’s organs deemed non-viable by the Transplant Coordinator
(which we name the Donor Agent, DA) are discarded, whereas the organs deemed
viable are offered via a third-party (Transplant Organization) in a queue to Trans-
plant Units, (which we name Recipient Agents) that may be located in different
hospitals. These Recipient Agents, RA1,...,RAn, to which the organ may even-
tually be offered, in which case, if they accept the organ, they may attempt to
implant it to a potential recipient they are responsible for. Or, if every RAj fails
to accept the organ, it is discarded, i.e., not extracted from the donor.

A DA’s decision to not offer an organ which he believes to be non-viable
prevents other RAj ’s from having the opportunity to make use of that organ.
We propose an alternative selection process managed by CARREL+. In this al-
ternative process a DAi that detects a potential donor offers all the potentially
transplantable organs irrespective of whether he believes the organs to be viable
or non-viable. CARREL+ then distributes the offer to the appropriate RAs.
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When there is a match between the offered organ and a potential recipient the
DAi and the appropriate RAj are informed of this match and of the clinical data
made available by these agents of the donor and potential recipient. On the basis
of this data the agents inform CARREL+ on whether they believe the organ to be
viable or not. If they agree, the organ is deemed viable or not in accordance with
the agents’ decision. However id disagree, an argument-based dialogue take place
between DAi and RAj to decide whether the organ is or is not viable. In particular,
a DAi’s arguments for the non-viability of an organ may now be defeated by the
RAj ’s arguments for viability, and thus, RAj may have the opportunity to make
use of that organ. In the same way, DAi’s arguments for the viability of the offered
organ may be stronger than those of a RAj for non-viability, thus, making RAj
reconsider.

In the following section we describe the ASPIC’s medical large scale demon-
strator.

5. The ASPIC’s Medical Large Scale Demonstrator

In order to demonstrate the use of the ASPIC components two large scale demon-
strators were developed. The medical and the business large scale demonstrators.
The former aims to test the use of the inference an dialogue components in a
complex scenario as the human organ transplantation. The latter demonstrator
aims to test the use of the inference, decision making and learning components
in a somewhat simpler scenario (a central business has to decide whether clients’
requests to increase their credit should be accepted). This demonstrator deals with
large databases and number of clients which allow testing other aspects of the AS-
PIC components, e.g., speed performance, performance with an increasing number
of client requests, etc...

We now discus the medical demonstrator’s architecture to later illustrate its
functionalities through an example.

The starting point is a framework consisting of a DA and a RA directed
by the dialogue component in the exchange of arguments constructed using the
inference component (see fig. 5). However, given the critical nature of decision to
be taken, a richer framework is required to ensure that the dialogue is focused
on the subject matter, that the agents’ arguments and final decision comply with
the medical guidelines, while accounting to previous similar dialogues (and thus
to the evidence in the correctness of previous similar decisions) as well as to the
agents’ reputation that allows the flexibility in the decision-making required in this
domain3. These aspects are addressed by the ProCLAIM model developed within
the ASPIC project.

3Transplant organizations periodically publish the consented organ acceptability criteria. How-
ever, these criteria rapidly evolve because of the researchers’ effort in extending them to reduce
organ discards. Hence, the more advanced transplant units deviate from consented criteria.
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Figure 5. Basic Argument-Based Framework for Deliberating
Over the Viability of a Human Organ

5.1. The ProCLAIM Model

Broadly construed, the ProCLAIM model consist of a mediator agent (MA) direct-
ing proponent agents in an argument based deliberation, in which the final decision
should comply with certain domain dependent guidelines (e.g., the medical criteria
for accepting a donor’s organ for transplantation). However, the arguments sub-
mitted by the proponent agents may persuade the MA to accept decisions that
deviate from the guidelines. For example, the MA may be able to reason that the
submitted arguments supporting an alternative decision have proven to be correct
in previous similar deliberations.

ProCLAIM defines three main tasks for the MA: 1) Inform the proponent
agents as to what are their dialectical possible moves at each stage of the delib-
eration; 2) Ensure that the submitted arguments are relevant (e.g., comply with
the guidelines), and 3) Evaluate the submitted arguments in order to identify the
winning arguments and thus determine whether a proposed decision is justified.
This last task may require the assignment of strengths to the given arguments and
possibly submission of additional arguments. In order to undertake these tasks,
MA references four knowledge resources (see fig. 6):

Argument Scheme Repository (ASR): The ASR encodes a structured set of
argument schemes and their associated critical questions (CQ) [13]. These
schemes embody stereotypical patterns of reasoning. Instantiations of argu-
ment schemes can be seen as providing a justification in favour of the conclu-
sion of the argument. The instantiated scheme (what we term an ‘argument’)
can be questioned (attacked) through posing critical questions associated
with the scheme. Each critical question can itself be posed as an attacking
argument instantiating a particular scheme. This scheme is then itself subject
to critical questioning.
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In order to direct the proponent agents in the submission and exchange
of arguments, the MA makes use of the ASR in order to direct the propo-
nent agents in the submission and exchange of arguments so as to effectively
explore the full ‘space of argumentation’, i.e., all possible lines of reasoning
that should be pursued w.r.t a given issue, e.g., organ viability. For a more
detailed description of the use of the argument schemes in CARREL+ see
[10].

Guideline Knowledge (GK): This component enables the MA to check whether
the arguments submitted comply with the established knowledge, by checking
whether the arguments are valid instantiations of the schemes in ASR (the
ASR can thus be regarded as a structured abstraction of the GK).

Case-Based Reasoning Engine (CBRe): This component enables MA to assign
strengths to the submitted arguments on the basis of their associated evidence
gathered from past deliberations, as well as provide additional arguments
deemed relevant in previous similar situations (see [11]).

Argument Source Manager (ASM): Depending on the source from whom the
arguments are submitted, the strengths of these arguments may be readjusted
by the MA. Thus, this component manages the knowledge related to, for
example, the agents’ roles and/or reputations.
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Figure 6. Argument-Based Framework for Deliberating Over
the Viability of a Human Organ using the ASPIC components
and the ProCLAIM model.
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In the transplantation context, the GK encodes medical knowledge relevant
to assessing the viability of an organ, and the ASR encodes the stereotypical
reasoning patterns used in deliberating over the viability of an organ. The CBR
component allows for evaluation of the agents’ submitted arguments on the basis
of previous similar transplant experiences. Finally, the ASM manages the agents’
reputations. The latter is in fact modeled as a trusted third party’s (the National
Transplant Organizations) assessment as to what degree of deviation from the
established criteria should be allowed for each transplant unit, i.e., each donor and
recipient agent.

Currently the implementation of the dialogue component and the CBR com-
ponent require readjustments. This is because while the dialogue component re-
quires to resolve the strength of an argument as this is submitted, for the CBR
to assign strength to the arguments it requires the full dialogue graph (see [11]),
and thus, the MA can derive if an argument is or is not sufficiently strong on the
basis of previous dialogues only when all the arguments where submitted.

Note that ProCLAIM makes no assumptions about the internal reasoning
mechanisms of the proponent agents (e.g., DA and RA). This allows for human
agents to construct natural language arguments instantiating schemes, or auto-
mated agents constructing arguments in a first order logic programming language.
These two options are explored in the ASPIC implementation that we now discus.

5.2. The Agents’ Implementation

Three agents are featured in the ASPIC medical demonstrator. The donor and
recipient agents and a mediator agent. All three agents are implemented in jade4

and thus interact in a jade platform.

5.2.1. The Mediator Agent. The MA is implemented as a semi-autonomous agent
where only few tasks, that we now describe, are delegated to a human user via
MA’s GUI.

Figure 7 shows the MA’s GUI, where a user can see at each time the ex-
changed messages (top panel), the available legal moves (mid panel) and the
argument-based dialogue moves (below panel). Note that moves in blue are un-
defeated arguments, moves in red are defeated arguments and moves in black are
moves that are not arguments (why, concede or retract moves).

We can also see that the user can load a Guideline Knowledge, an ASR and
a knowledge base of agents’ reputation. For consistency in the dialogue, this can
only be done before the dialogue starts. Finally the user can terminate a running
dialogue at anytime.

The MA has two main tasks: 1) inform the participants of their available
moves at each stage of the dialogue; and 2) check whether the participants sub-
mitted arguments should be accepted.

The first task involves querying the dialogue manager for the legal moves with
respect to the persuasion protocol introduced in section 3.2 and then reference the

4http://jade.tilab.com/
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Figure 7. Mediator Agent’s GUI

ASR to filter these moves to only those that are relevant for arguing over the organ
viability. For example, while the dialogue component allows the proponent agent to
start with any claim or argue locution (the legal moves are represented as claim(X)
and argue(since(X,Y)) being X and Y ungrounded variables representing the
claim and support of the argument respectively) the ASR will filter these moves
to only arguments that instantiate the argument scheme for the organ viability:

Claim: viable(Donor,Organ,Recipient)
Support: [vs(Donor,Organ,Recipient)] viable(Donor,Organ,Recipient)
⇐ available organ(Donor,Organ), potential recipient(Recipient,Organ).
available organ(Donor,Organ). potential recipient(Recipient,Organ).

Where vs(Donor,Organ,Recipient) is the name of the defeasible rule
viable(Donor,Organ,Recipient)⇐ available organ(Donor,Organ),
potential recipient(Recipient,Organ).

That is, if there is an available organ for a potential recipient it is presumably
viable.

The second task, checking whether the participants submitted arguments
should be accepted, involves first checking that the submitted move is legal with
respect to the dialogue’s protocol and the ASR. If it is accepted and the move is
not an argument, it is added to the dialogue graph. If the move is an argument
further checking is required. The MA has to check that the argument is compliant
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with the GK. If it is, the argument is accepted (added to the dialogue graph). If it
is not accepted by the GK, if the submitter of the argument has sufficiently good
reputation the argument may still be accepted, under the condition that the user
validates this decision, as illustrated in figure 8.

Figure 8. Dialogue window that the MA’s user has to con-
firm for exceptionally accepting an argument not validated by
the guidelines but which submitter has good reputation

5.2.2. The Donor Agent. The DA is conceived as an autonomous agent able to
reason about the incoming dialogue moves, as well as construct and submit new
moves in a logic programming language for which it uses the ASPIC inference
component.

The DA has a GUI (see figure 9) where the user can view the agent’s ex-
changed messages, the argument-based dialogue moves, the DA’s intended moves,
the DA’s moves that where sent, accepted and rejected by the MA. The agent’s
GUI also allows the user to load at anytime an alternative knowledge base, or to
load new knowledge (fact or rule) as depicted in figure 10. As we will see in the
example introduced in section 5.3 new knowledge can change the agent’s beliefs
so as to, for example, retract from previously made dialogue moves.

The DA does not yet implements a method for deciding when to withdraw
from dialogue. Hence this is done by the user (if no other agent has terminated
the dialogue previously). With the sole purpose of controlling the demo’s timing,
it is the DA’s user that decides when each of the agent’s intended moves is to be
submitted. This does not affect any relevant aspect of the DA’s reasoning.

Finally, the DA’s gui allows offering a new organ introducing the donor and
organ characteristics as displayed in figure 11.

5.2.3. The Recipient Agent. As illustrated in figure 6, the RA is conceived as a
user (medical doctor) interacting with a decision support system (DSS) that be-
neath has a proxy agent that communicates with the MA. The DSS assists the
user in retrieving the submitted moves allowing the user to make only moves that
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Figure 9. Donor Agent’s GUI

Figure 10. Dialogue window to add new knowledge to a DA or a RA

are legal from the viewpoint of the protocol and the ASR (i.e., the legal moves fa-
cilitated by the MA). The DSS is integrated with the ASPIC inference component
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Figure 11. Dialogue windows to make an organ offer (left) and
to update CARREL+ of a new potential recipient (right)

that enables the DSS recommend dialogue moves with which to reply to previ-
ously submitted move. While the DA construct arguments in logic programming
language, the user does so in pseudo-natural language. In particular, as shown in
figure 13, arguments are constructed by filling in the blanks in a template and
the DSS can suggests possible instantiations compliant with the DSS’s knowledge
base.

For every selected argument-based move or suggested instantiation the user
can call the inference component to display the argument tree (see figure 14) which
allows the user to see the rational behind each DSS’s recommendation. Such is also
the case when a match between organ and potential recipient is found and the RA
has to inform CARREL+ on whether the he believes the offered organ is viable
or not (see fig 15). The DSS recommends an assessment on the organ viability
based on its knowledge base and the user can view the argument graph for such
recommendation.

As in the case with the DA, the user can at anytime load an alternative
knowledge base or add new knowledge. Finally the DSS allows the user to update
information of potential recipients as shown in figure 11.

5.3. Running the Demonstrator

The demo starts with a DA and a RA informing CARREL+ of an available organ
and of a potential recipient respectively (see fig 11). As soon as there is a match
between an offered organ and a patient in the waiting list both the appropriate
DA and RA are informed of this match together with the patient’s and donor’s
clinical data. On the basis of this data the agents inform CARREL+ of whether
they believe the organ is viable or not. The DA is an autonomous software agent,
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Figure 14. A proof network associated with the query,
donor contraindication(donor property(donorID,sve),lung,recipientID).
The claim is defeated, namely, sve is not deemed as a contraindi-
cation because the infection on the recipient can be prevented.

Figure 15. Dialogue window asking for confirmation from the
RA’s user on the assessment of the offered organ’s viability

believes the organ to be viable undertake the proponent’s role and the other the
opponent’s. The dialogue protocol is set to be the persuasion protocol introduced
in section 3.2 and the topic of the dialogue is set to: viable(donorID,organ,
recipientID), with donorID being the donor identification, organ is the offered
organ and recipientID is the potential recipient’s identification.

The first move in the dialogue is the argument for viability. This argument
is submitted by the MA on behalf of the proponent agent. Subsequent moves will
attack or defend this argument.

Let us suppose the DA offers a lung of a donor, donorID, whose cause of
death was a streptococcus viridans endocarditis (donor property(donorID,sve))
and had hepatitis C (donor property(donorID,hcv)), as illustrated in figure 11.
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Let as supposes as well that the offer arrives to a RA responsible for the patient
recipientID (figure 11) that although not reported to CARREL+, has also hep-
atitis C. Let us suppose as well that the DA believes the lung is not viable for
recipientID because if the organ is transplanted to this patient he will result
in having: 1) an infection caused by the streptococcus viridans bacteria; and 2)
hepatitis C. Both being severe infections, bacterial and viral respectively. On the
other hand, the RA’s DSS suggests deeming the organ as viable because there
are no known contraindications. The bacterial infection can be prevented by ad-
ministrating teicomplanine to the recipient and patient recipientID already has
hepatitis C, hence it cannot be deemed as a harmful consequence of the transplant.

Supposing the DSS persuades the user to deem the organ as viable and
the appropriate message is sent to CARREL+, a dialogue is initiate by the MA
with RA being the proponent, DA the opponent and viable(donorID,lung,
recipientID) the topic. The argument for viability of the lung (argument A1) is
submitted by the MA on behalf of the RA and broadcasted to the participants.

Claim: viable(donorID, lung, recipientID)
Support: [vs(Donor,Organ,Recipient)]viable(Donor,Organ,Recipient)⇐
available organ(Donor,Organ), potential recipient(Recipient,Organ).
available organ(donorID, lung).potential recipient(recipientID, lung).

Together with the submitted move the MA inform the participants of their
available legal moves at this stage of the dialogue. From the view point of the
dialogue protocol, each premise in the argument’s support can be conceded, chal-
lenged with a why locution or attacked via an argument with claim the negation
of one of the premises (i.e., ∼ vs(Donor,Organ,Recipient),
∼ available organ(Donor,Organ) or ∼ potential recipient(Recipient,Organ)).
Note that the content of the argument’s support is not constraint. To focus the
dialogue on the relevant issues to be addressed, rather than all the logically
possible, the MA references the ASR. Thus, for example, the legal moves to
reply to the argument for viability are reduced to only arguments that claim
¬vs(Donor,Organ,Recipient) on the basis of, for example, a donor’s contraindi-
cation, an organ dysfunction or a logistical contraindication. Also the opponent
may concede to vs(Donor,Organ,Recipient) in which the dialogue ends. Note
that the opponent cannot attack the premise available organ(Donor,Organ) or
potential recipient(Recipient,Organ) nor it can challenge any of the premises of
the argument for viability. Any of these moves would be deemed illegal. In this way
the dialogue is initially focused on whether or not there are any contraindications
for transplanting the available organ.

Amongst the legal moves the MA sends to the opponent agent, in this case
the DA, is the Donor Contraindication Scheme:

Claim: ¬vs(donorID, lung, recipientID)
Support: [dcs(donorID, lung, recipientID,DonorProperty)]
∼ vs(donorID, lung, recipientID)⇐
donor contraindication(donorID, lung, recipientID,DonorProperty),



Argumentation-Based Agents to Increase Organ Availability for Transplant 89

donor property(donorID,DonorProperty).
donor contraindication(donorID, lung, recipientID,DonorProperty).
donor property(donorID,DonorProperty).

Note that the donor the recipient and the organ are know by the context (instanti-
ated by theMA) and what reminds to be instantiated by theDA isDonorProperty.
Namely, identify a property on the donor that the DA believes to be a contraindi-
cation. In this case, the DA constructs and submits two arguments, A2 and A3,
identifying hepatitis C (hcv) and streptococcus viridans endocarditis (sve) as con-
traindications for transplanting the lung.

The submitted arguments are then evaluated by the MA to check that they
are legal with respect to the dialogue component protocol, the ASR and the Guide-
lines Knowledge. The latter allows MA to check that the argument instantiation
is legal, in this case, that hcv and sve are in fact contraindications.

Supposing these two arguments are accepted by the MA and thus added to
the dialogue graph, the MA will broadcasts the accepted moves together with the
legal moves to the participants. At this stage the argument for viability is defeated
and so if the dialogue terminates at this point the lung would be deemed non-
viable. Hence, to defend the organ’s viability the RA must defeat both arguments
A2 and A3.

The RA may request for some evidence on the facts that the donor had hcv
and sve by challenging premises donor property(donorID, hcv) and
donor property(donorID, sve) of arguments A2 and A3 respectively. Or, concede
these premises relying on DA’s information. However, since RA does not agree
with donor contraindication(donorID, lung, recipientID, hcv) nor
donor contraindication(donorID, lung, recipientID, sve) he will try to attack such
premises. Legal attacks on these premises are based on 1) the potential recipient is
in a highly precarious condition (risk of death in the following 24 hours) that can
only be overcome with a lung transplant, hence hcv (sve rep.) cannot be deemed
as a contraindication; 2) hcv (resp. sve) is a risk factor of some condition X known
to be a contraindication, but the donor does not have X.5 Neither is the case, so
the RA’s DSS is unable to construct an attacking argument on either A2 or A3.
Therefore, it suggest challenging the facts that hcv and sve are contraindication,
effectively shifting the burden of proof back to DA. The user can ask the DSS why
the challenge locution is suggested to which the DSS will display an argument
attacking donor contraindication(donorID, lung, recipientID, sve) (rep. hcv) as
depicted in figure 14.

Note that at any time the user may ignore the DSS’s suggestions and submit
any other dialogue move. Nonetheless, the DSS allows the user submitting only
moves that are legal from the viewpoint of the dialogue’s protocol and the ASR.

5An example use of this argument would be to attack the fact that smoking history is a con-
traindication when the donor does not have chronical obstructive pulmonary disease.
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Supposing the RA finally concedes to the facts that the donor had hcv and
sve but challenges the fact that these are contraindications, the DA will have to
justify why these conditions are contraindication.

Amongst the schemes the DA can instantiate to defend A2 as well as A3 is
the Donor Disease Transmit Scheme:

Claim:
donor contraindication(donor property(donorID, sve), lung, recipientID)

Support: [ddts(donorID, lung, recipientID, sve,R Property)]
donor contraindication(donor property(donorID, sve), lung, recipientID)
⇐ harmful(recipientID,R Property), expected recip property due donor
p(recipientID,R Property, donorID, lung, sve).

[exp recip prop s(donorID, lung, recipientID, sve,RP roperty)]
expected recip property due donor p(recipientID,R Property, donorID,
lung, sve)⇐ intended(recipientID, transplant(lung))
, donor property(donorID, sve). intended(recipientID, transplant(lung)).
donorproperty(donorID, sve). harmful(recipientID,R Property).

The DA can thus instantiate this scheme to indicate that sve (rep. hcv) is a
contraindication because the recipient will result having svi : streptococcus viridans
infection (resp. hcv ) which is harmful.

Supposing these two arguments (A4 and A5 respectively) are submitted by
DA and accepted by MA, the RA will have to defeat both A4 and A5 in order
to defend the organ’s viability. In this case the RA’s DSS suggest to attack both
arguments indicating in the first case that given that recipientID already has
hcv, resulting in having hcv cannot be deemed as a harmful consequence of the
transplant. In the latter case, the DSS suggests attack A5 (see figure 12) by arguing
that the infection on the recipient can be prevented by administrating teicoplanine
to the recipient (see figure 13).

Let us suppose that both arguments (A6 and A7 respectively) are submitted
by RA and, that while A6 is validated by MA, MA derives from Guidelines that
there is not enough confidence on the use of teicoplanine for the prevention of svi
so as to accept argument A7. Let us also suppose that RA has good reputation
and thus his assessment that the suggested antibiotic can effectively prevent the
recipient’s infection may be accepted (see figure 8). If the MA finally accepts both
arguments as legal, the status of acceptability of the initial argument would be
accepted, i.e., the organ would be deemed viable for recipientID.

In this example, when DA is informed of the submission of A6 it updates its
knowledge base adding the fact that recipientID already has hcv (it trusts the
RA assessment on that matters), in consequence it concedes to the fact that the
recipient has hcv and retracts from its previous claim that hcv is a contraindication
(see figure 9). In general, at any time new knowledge can be added to an agent’s
knowledge base that may result in changes in the agent’s believes. The dialogue can
accommodate to such changes by allowing participants to retract and in general to
backtrack to reply to any previously submitted dialogue moves. Another example
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of this is if we add via the DA’s interface new knowledge (see figure 10) indicating
that teicoplanine is an effective treatment to prevent svi, the DA will also retract
from its claim that sve is a contraindication.

At any point during the dialogue the participant agents can withdraw, or
the MA can terminate the dialogue and the resolution is given by the dialectical
status of acceptability of the argument for viability, in this case, the argument is
accepted and thus, if the dialogue terminates the MA will send both DA and RA
a message informing them that the lung was deemed viable for recipientID.

6. Conclusions

In this chapter we have described the work done in the ASPIC project focus-
ing on use of the ASPIC’s component by the medical large scale demonstrator,
CARREL+. A multi-agent institution in which agents argue over the viability of
human organs intended for transplantation. In so doing, organs that would ordi-
narily be discarded may now be successfully transplanted, so reducing the dispar-
ity between supply and demand. CARREL+ extends CARREL, an agent-based
logistical framework supporting human organ and tissue transplantation. The re-
quired argumentation framework is based on the ASPIC’s components and the
ProCLAIM model

Thus the ASPIC component together with the ProCLAIM model provide an
environment in which: 1) transplant physicians can effectively interchange argu-
ments relevant for the deliberation; 2) software agents can assist physicians in the
construction, retrieval and validation of arguments as well as in identifying their
valid moves at any stage of the argument-based deliberation; and finally 3) the
submitted arguments for and against the organ viability can be evaluated on the
basis of the established medical criteria while allowing deviation from prestigious
transplant units (with good reputation). We are currently working on integrating
the CBR in the CARREL+’s argumentation process. This will also allow evaluat-
ing the arguments strength on the basis of previous transplant experiences.

Regarding related works, some works have proposed multi-agent approaches
for providing support to medical practitioners in the tasks of data management
and decision making in the transplant domain (e.g., [2], [7]). As in CARREL, the
main objective of these works is to speed-up and reduce the complexity of the
tasks involved in the transplant processes. However, these works all assume the
current human organ selection process so that an organ is considered as available
for transplantation only when the professionals at the donor’s site deem the organ
to be viable. Otherwise it is simply not offered (discarded). We believe it is crucial
to ensure that all organs are offered for transplantation if the objective of reducing
the disparity between supply and demand is to be achieved. To cope with the added
complexity a distributed platform such as CARREL+ is required.

CARREL+ uses schemes and critical questions in order to map out the full
space of argumentation w.r.t. viability of organs for transplantation, and in such
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a way that agents engaged in a argumentation based dialogue will be guided in
exploring all their dialectical obligations. It is worth noting that a similar idea has
been explored in the context of arguing about (deciding) an appropriate course
of action [1]. In order to evaluate whether the schemes and CQ do indeed cap-
ture all the required lines of reasoning/argumentation, we are currently working
on refining the ASR in collaboration with doctors at the Department of Organ &
Tissue Procurement for Transplantation in the Hospital de la Santa Creu i Sant
Pau. We have developed an interactive web page6 from where we receive the doc-
tors’ comments on the argument schemes’ representation and organization of the
ASR. In particular our current concern is to minimize the users’ overhead in the
interaction with the schemes (instantiating or editing them) while ensuring that
these schemes do indeed capture all the needed reasoning patterns.
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K4Care: Knowledge-Based Homecare e-Services
for an Ageing Europe

Fabio Campana, Antonio Moreno, David Riaño and László Z. Varga

1. Introduction

Increasing longevity and increasing survival to acute accidents and diseases - in
addition to the increase in the numbers of elderly people - imply an increased
prevalence of chronic morbidity and disability. The elderly population needing full
time care is considered as equivalent to the percentage of severely disabled elderly,
which in turn is estimated to be 5% for the 65-69 year-old age group, 10% for
the 70-79 age group, and 30% for the 80 and over age group [2]; this population
can sum up to ten million people in the EU 25 area [3]. The care of chronic and
disabled patients involves life long treatment under continuous expert supervision.
Moreover, healthcare professionals and patients agree that institutionalization in
hospitals or residential facilities may be unnecessary and even counterproductive.
Home Care (HC) has been considered as a fundamental component of a network
of long term care facilities, capable of reducing institutionalization, expenses and
risk of death. The objective of an effective HC has the direct social implication of
helping people partially or completely dependent to live in their environment as
long as possible, and to contrast the improper use of institutionalization. It has
to be considered that the care of the HC Patient (HCP) is particularly complex
because of the growing number of people in such circumstances, because of the
great amount of resources required to guarantee a quality long-term assistance,
and because the typical HCP is an elderly patient, with co-morbid conditions
and diseases, cognitive and/or physical impairment, functional loss from multiple
disabilities, and impaired self-dependency.

All this complexity is captured in the K4CARE project (IST 2004-026968)
[4], whose main objective was defined to be the combination of health care and
ICT experiences coming from several western and eastern EU countries to create,
implement, and validate a knowledge-based health care model for the professional
assistance to senior patients at home. The first step of the project was to develop
a health care K4CARE Model to guide the realization of an integrated system of
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HC services supported by ICT technologies for the care of the elderly, the disabled
persons, and the patients with chronic diseases in Europe. The interaction between
health professionals, computer scientists, technology centres, and SMEs has been
basic to define the model, providing detailed information about the structure of
a Nuclear Service of HC and a prototype of Accessory Service (namely a Reha-
bilitation Unit) as an example of possible implementation of the structure. The
K4CARE Model provides a paradigm easily adoptable in the EU Countries, being
all the proposed structures filtered according to national laws.

The next section of this chapter describes the basic constituents of the
K4CARE Model. The main ones are the actors (users of the system), the ac-
tions they may perform, the services provided by the system, and the procedures
that implement those services. After that, the declarative and procedural knowl-
edge used within the system is detailed. Declarative knowledge is represented in
ontologies, whereas procedural knowledge is codified in a new formalism called
SDA*. Finally, the K4CARE agent-based system is presented. It has a knowledge
layer, containing all the data needed by the system, a data abstraction layer, that
provides transparent access to data, and the web-accessible agent-based K4CARE
platform.

2. The K4CARE Model

K4CARE recommends a modular structure that can be adapted to different local
opportunities and needs. As shown in figure 1, the K4CARE Model [5] is based
on a nuclear structure (HCNS) which comprises the minimum number of common
elements needed to provide a basic HC service. The HCNS can be extended with
an optional number of Accessory Services (HCAS) that can be modularly added
to the nuclear structure. These services will respond to specialized types of care,
specific needs, opportunities, means, attending for example nutritional or oncology
issues. The distinction between the HCNS and the complementary HCASs must be
interpreted as a way of introducing flexibility and adaptability in the model. Each
of the HC structures (i.e., HCNS and HCASs) consists of the same components:
Actors, all the sort of human figures included in the structure of HC; Professional
Actions and Liabilities, the actions that each actor performs to provide a service
within the HC structure; Services, all the utilities provided by the HC structure
for the care of the HCP; Procedures, the chain of events that leads an actor in
performing actions to provide services; Information Documents, the documents
required and produced by the actors to provide services in the HC structure.

2.1. Actors

In HC several persons interact: patients, relatives, physicians, social assistants,
nurses, rehabilitation professionals, informal care givers, citizens, social organisms,
etc. In the HCNS, these individuals have been considered as actors of the model.
Apart from the patient which was defined above, actors are the Family Doctor
(physician in charge of the patient), the Physician in Charge of the HC (medical
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Figure 1. The K4CARE Model Architecture

responsible of the HC service, who in some countries or areas may correspond to
the Family Doctor), the Head Nurse (who mainly coordinates the accomplishment
of the intervention plan), the Social Worker (that identifies, evaluates, and deals
with social needs), and the Nurse (provider of nursing care).

The Evaluation Unit (EU) is a temporary team aimed at the assessment and
re-evaluations; the EU assesses the problems, defines the individual intervention
plan, identifies the proper procedures, and evaluates the results. It is composed
by the Family Doctor, the Physician in Charge of the HC, the Head Nurse, and
the Social Worker. Other groups of professionals and non professional individuals
are usually part of the HC. Their presence is almost ubiquitous, even if their
position can hardly be comprised inside the core structure of HC. These groups
of caregivers do not have an exact and definite position in the context of the HC
network, but their role results, in most cases, fundamental for the continuous care
of the HCP. For these reasons, they have been included in the K4CARE Model, and
labelled as Additional Care Givers. Their individual presence in a particular HCNS
is optional. They are: the Specialist Physician (medical doctor specialized in one
branch of Medicine), the Social Operator (operative support to social needs), the
Continuous Care Provider (person who is in charge of the continuous care of the
HCP), and the Informal Care Giver (who provides support, without professional
or familiar relationships).

The Actors have been considered to be members of three different groups: the
patient, the stable members of HCNS (i.e., Family Doctor, Physician in Charge of
HC, Head Nurse, Nurse, Social Worker), and the Additional Care Givers. Figure
2 shows the patient (i.e., the HCP) in the centre of the HCNS of the K4CARE
Model, and the rest of the groups organised around him/her as a symbol of a
patient-oriented HC model.

HCAS may introduce additional actors to support new services. For example,
the Rehabilitation Unit or HCAS-R introduces the following actors into the HC
system: Patient to rehabilitate (i.e., a person who suffers from the consequences of
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Figure 2. Actors of the HCNS

a condition which diminishes physical capability or from a functional impairment,
such as immobility syndrome), Physician in Charge of the Rehabilitation Service,
Therapists (as Physical Therapist, Occupational Therapist, or Speech and Lan-
guage Therapist), Rehabilitation Service Coordinator (coordinates the work of the
therapists), and Psychologist.

2.2. Professional Actions and Liabilities

Once the Actors are introduced, the Actions they perform in their duties for the
model to provide Services have to be defined. These actions form the list of gen-
eral actions that the actors are expected to perform with relation to their profes-
sional liabilities. So, HCNS Actions are the set of professional liabilities required
to accomplish the procedures that implement the care services of the HCNS. The
HCNS actions are grouped into: Patient Actions, Back Office Actions, Evalua-
tion Unit Actions, Medical Actions, Medical Actions performed by the Family
Doctor, Medical Actions performed by the Specialist Physician, Nursing Actions,
Case Management Actions, and Social Actions. The number of Actions sums up
to eighty-four (see [5]). Different combinations of sub-sets of those Actions indi-
viduate the different Services. In the HCAS - Rehabilitation Unit the Actions are:
Patient Actions, Back Office Actions, Physician in Charge of the Rehabilitation
Service Actions, Case Management Actions, and Rehabilitative Actions.

2.3. Services

The K4CARE Model provides a set of services for the care of HCP. In the HCNS
these services are classified into Access Services, Patient Care Services, and Infor-
mation Services. A complete list of this classification of HCNS services is reported
in table 1.

Access Services see the Actors of the HCNS as elements of the K4CARE
model and they address issues like patient’s admission and discharge from the HC
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A. ACCESS SERVICES
1. Individual Services 2. Structural Services
i. HC Request i. EU Constitution
ii. HCP Admission ii. EU-HCP Binding
iii. HCP Discharge
iv. Professional Admission
v. Professional Discharge
vi. Edit HCP/Professional information

B. PATIENT CARE SERVICES
1. Problem Assessment and Re-Evaluation 2. Intervention Plan Definition
i. Comprehensive Assessment (CA) i. Planning Intervention Plan
ii. Multi-Dimensional Evaluation ii. Prescription of Pharmacological Treatment
iii. Clinical Assessment iii. Prescription of Non-Pharmacological Treatment
iv. Physical Examination iv. Prescription of Nursing Care
v. Request of Diagnostic Examination v. Prescription of Assistive Devices
vi. Request of Laboratory Analysis 3. Intervention Plan Performance
vii. Consultation i. Case Management
viii. Social Needs and Social Network Assessment ii. Special Medical Services
ix. Follow-up iii. Nursing Care

iv. Social Assistance
v. Counselling

C. INFORMATION SERVICES
1. Service Monitoring 3. Database Inquiring
i. Patient Record Overview i. Activities Report
ii. Patient Record Social Overview ii. Database Queries - services
iii. IIPs Overview iii. Database Queries - clinical
iv. Schedule Overview 4. Personal Information
v. Waiting List i. Individual Scheduling Overview

2. HC Practice ii. P2P Messages
i. Guide Line Consultation
ii. FIP Overview
iii. Pharmacological Therapy Handbook
iv. Best Practice Handbook
v. Brochure Consultation

Table 1. Services of the HCNS

model. Access Services are oriented towards the organization of Actors and groups
involved in the care of HCP: Individual Services allow actors to be related to the
K4CARE Model and are used to admit, to discharge or to edit information about
the people that is part of the model, whereas Structural Services are the HCNS
Services to define the Evaluation Units in the K4CARE Model.

Patient Care Services are the most complex services of the model. HC is based
upon the synergic actions of the actors, including the assessment of the problem
and the identification of the needs of the HCP, the definition of an Individual
Intervention Plan (IIP), its accomplishment through the proper procedures, and
the evaluation of the results. This step-by-step process can be executed several
times, until the achievement of proper results. This work cycle of the HCNS is
summarized in figure 3. Following this sequence, Patient Care Services are classi-
fied into Problem Assessment, Intervention Plan Definition, and Intervention Plan
Performance. All the HCNS services for assessing the problem aim at diagnosing
the patient situation and re-evaluating over time the results of the intervention.
The services to define the intervention plan aim at choosing the most promising
course of actions (i.e., treatment) based on the individualization of best practice.
The services to perform the IIP are those addressed by the application of a general
intervention plan to a concrete HCP. This Individual Intervention Plan includes
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and defines the means and modalities aimed at evaluating results and measuring
the implications of its application.

Figure 3. Work cycle of the HCNS

Finally, Information Services cover the needs of information that the HCNS
actors require in the model. Information Services allow access to the information
and the knowledge that the system contains. Such services are provided to any HC
actor, without relation to a particular Care Service. The provided nformation and
knowledge can be used for different purposes, mainly service monitoring, social
issues, clinical issues, and health care related topics.

2.4. Procedures

When the actors, the actions they perform inside the model, and the services of
the model have been established, it has to be defined the way these actions are
performed by the actors and merged to provide specific services. In the K4CARE
Model a procedure represents the way that the actions provided by/to the actors
are combined to accomplish one service. Procedures for each of the services have
been defined, indicating the sequence (or possibly alternative sequences) of actions
to be followed in order to provide the service. For each action, the procedures
indicate the actors who are requested/liable of performing that particular action.
In this way, a service is defined by the set of actions needed and by the actors
requested/liable to perform them.

The definition of the procedures has been realized both for the HCNS and
the HCAS - Rehabilitation Unit.

2.5. Information Documents

The K4CARE Model defines a set of information units whose main purpose is to
provide information about the care processes realized by the Actors to accomplish
a Service. Different kinds of Actors will be supplied with specific information that
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will help them to carry out their duties in the K4CARE Model. All these data
are considered to be part of Documents. Documents will constitute the basis for
the realization of the Electronic Home Care Record, specifically realized for the
project.

Different sets of Documents have been defined for each group of Services. For
each Document the right of access for each Actor has been defined, as to say, it has
been indicated which Actor(s) is liable to read and/or to write a specific Document.
The Actors involved in the different Patient Care Services and Procedures can
contribute to the generation of the Document (write option) or may require the
total or partial information the Document hosts (read option). The interaction
between Actors and Documents is then defined by the options read (R), write (W)
or both (RW).

Regarding Documents supporting the actors taking part in the Patient Care
Services, it seemed sensible to define the information they contain approaching as
much as possible the usual health care practice. Since these Documents may have
different general purposes inside the different sets of Services and Procedures, they
have been sub-divided into Request Documents, Authorization Documents, Pre-
scription Documents, and Anamnestic Documents. Request Documents contain
information about a request of a Service, an Action of a Service, an appointment;
they usually initiate a Procedure for a Service or a part of it. Authorization Docu-
ments are used to confirm and to authorize a certain Action to be performed; they
are connected with key points in the development of a Procedure. Prescription
Documents contain the instructions deriving from a medical action. Anamnestic
Documents contain information about the patient that will be historically used in
the process of care. The same principles guided the definition of the Documents
both for the HCNS and the HCAS - Rehabilitation Unit.

Information Service Documents report on underlying activities - even an-
alyzed through semi-automatic queries - or on officially recognized information,
related to HC. A special Service is represented by the possibility of exchanging
messages among Actors.

2.6. MultiDimensional Evaluation

Inside the K4CARE Model, special attention has been devoted to the definition
of a set of evaluation scales to be used for the assessment of the HCP. Since the
main methodological issue in the model is represented by the multi-dimensional
approach – applying to any of the sub-structures of the model (evaluation, inter-
vention, and staff) – Comprehensive Geriatric Assessment served as model for the
process of assessment, the MultiDimensional Evaluation (MDE). MDE differs from
a standard medical evaluation by including non-medical domains, by emphasizing
functional ability and quality of life, and by relying on interdisciplinary teams
[6-16] This assessment aids in the diagnosis of health-related problems, develop-
ment of plans for treatment and follow-up, coordination of care, determination of
the need for long-term care, and optimal use of health care resources. MDE in
the K4CARE Model is based on a set of standardized evaluation scales largely
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accepted and used by international teams for clinical care and research purposes.
MDE has been organised in a two-level structure: first level, to be performed for
all the HCPs; second level, to be performed in presence of immobility syndrome
or cognitive impairment (figure 4).

Figure 4. MultiDimensional Evaluation

3. Domain knowledge

The implementation of the K4CARE Model is sustained on the formal representa-
tion of home care knowledge. A distinction is made between declarative knowledge
and procedural knowledge. On one hand, declarative knowledge comprises both all
the statements representing the principles of the HC model, and the health care
and medical background which is required in the treatment of patients at home.
On the other hand, procedural knowledge in K4CARE represents the way in which
home care must be provided.
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In the next subsections two ontologies and the SDA* knowledge representa-
tion model are introduced. These three elements define the Knowledge level of the
K4CARE project.

3.1. The Actor Profile Ontology

The Actor Profile Ontology (APO) gathers all the knowledge about the profiles of
the subjects involved in the K4CARE model: health care professionals, patients
and relatives, citizens, and social organisms. This knowledge is employed to cus-
tomize the interaction of K4CARE with these subjects. The APO is defined as the
interrelation of several families of concepts. The main concepts in the APO are
Entity, Service, Action, Procedure, Document, SDA, and Care Unit Element.

• An entity is defined as an actor (person or group) that K4CARE is able to
interact with,
• a service is each one of the services the K4CARE Model provides (see section

2.3),
• an action is an indivisible activity that an entity is able to perform within

the model,
• a procedure is the way in which a service is implemented,
• a SDA is a combination of actions in order to provide a formal representation

of a procedure, and
• a care unit element is either the HCNS or one of the HCAS that are included

in the K4CARE model.

Each one of the above concepts is the root of a hierarchy (or family) of
subconcepts that are connected by means of class-subclass relationships. So, for
example, in figure 5 a Nurse is a Stable Member of the HCNS, a Stable Member
is an Actor (i.e., person), and an Actor is an Entity.

The hierarchy of entities distinguishes between actors which are individual
persons, and groups which are teams that work as a single unit. An actor can
be either a patient or an additional care giver or a stable member (recall figure
2). Whenever a new entity is introduced by the incorporation of a new HCAS to
the K4CARE Model, this entity is introduced as a subclass in the hierarchy. For
example, when the HCAS-R (i.e., Rehabilitation Unit) is introduced, the concept
Patient to Rehabilitate is incorporated as subclass of Patient, the actor Physician
in Charge of the Rehabilitation Service as subclass of Physician in Charge, and
Physical Therapist as subclass of a new subclass Therapist which is subclass of
Additional Care Giver.

Similar hierarchies are established for services and actions following the indi-
cations of the K4CARE Model that are reported in sections 2.3 and 2.2, and also
for the rest of root concepts [17] (i.e., procedure, document, SDA, and care unit
element).

The APO is extended with a set of properties that permit the definition of
relationships among the above mentioned concepts. The most relevant properties
are hasMember that indicates which are the actors integrating a concrete group



104 F. Campana, A. Moreno, D. Riaño and L. Z. Varga

Figure 5. The Hierarchy of Entities for HCNS

(e.g., in the HCNS, the Evaluation Unit is defined to “hasMember” Family Doc-
tor, Physician in Charge of HC, Head Nurse, and Social Worker); doesAction that
permits the introduction of restrictions on whether an entity is allowed to perform
an action or not; initiatesService to restrict which entity may or may not start a
service; isStepOf which indicates an action is part of a procedure; hasProcedure
to relate one service to its possible procedures, or readsDocument and writes-
Document to indicate which actors are able to read or write a document while
performing a concrete action. A detailed explanation of all the APO properties
can be found in [17].

3.2. The Case Profile Ontology

The Case Profile Ontology (CPO) is a complex structure that aims at captur-
ing and representing in a formal way all the health care knowledge required for
the treatment of Home Care Patients in K4CARE. So far, the APO has been
designed to integrate concepts related to the syndromes of cognitive impairment
and immobility. The main concepts in the CPO are Syndrome, Disease, Signs and
Symptoms, Social Issues, Problem Assessment, and Intervention.

• a syndrome is a complex health situation in which a combination of signs
and symptoms occurs more frequently than would be expected on the basis
of chance alone,
• a disease is a physiological or psychological dysfunction in the International

Classification of Diseases, Injuries, and Causes of Death 10th revision (ICD10),
• a social issue is a patient environment characteristic that modifies the patient

condition and needs social intervention,



K4Care: Knowledge-Based Homecare e-Services for an Ageing Europe 105

• a social assessment is an objective criterion to evaluate a sign or a symptom,
and
• an intervention is a measure that is taken to deal with a patient condition.

All these concepts are the roots of their respective hierarchies in which each
concept can be related to several subconcepts by means of class-subclass relation-
ships. For example, in the hierarchy of diseases depicted in figure 6, Alzheimer is
defined as a subclass of Dementia, which is a Disease.

Figure 6. The Hierarchy of general Diseases

The hierarchy of Problem Assessment is provided in figure 7 as a sample of
the extension of the CPO. The remaining hierarchies are published in [17].

The CPO incorporates several properties to define restrictions on the rela-
tionships among concepts (see figure 8). The most relevant properties are: hasIn-
tervention that relates a social issue, a syndrome or a disease with an intervention,
isSignOf that relates a social issue, a syndrome or a disease with its signs and symp-
toms, evaluates that connects a problem assessment with the signs and symptoms
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Figure 7. The Hierarchy of Problem Assessment

it assesses, and canBeCauseOf that indicates what are the diseases that can cause
a syndrome.
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Figure 8. CPO Properties as Relationships

3.3. The SDA* Model

The SDA* Model is an effective framework to formalize procedural knowledge (i.e.,
procedures, FIPs, and IIPs) in the K4CARE project. The SDA* model is based
on the concept of flowchart but it is extended with several elements to ease the
representation of procedural knowledge in health care, as for example, the concept
of state as starting point that allows the execution of the chart from different
points, or the introduction of time constraints to introduce time restrictions in
medical procedures.

The SDA* Model is based on a set of terms that can be divided into state
terms, decision terms, and action terms. State terms define the vocabulary that
is used to describe the feasible patient conditions or situations in the area of
interest (e.g., terms as high-blood-pressure to establish a differential treatment
or insured-patient to define the coverage of the patient). Decision terms are the
terminology that health care professionals use to condition the sort of treatment
to be followed (e.g., terms as female or antecedents-of-heart-problems that derive
the course of professional activities in one or another direction). Action terms
are the way that medical, surgical, clinical or management activities are identified
(e.g., terms as take-beta-blocker, avoid-salt-in-meals, make-blood-analysis, or visit-
endocrinologist are respective examples of prescription, counseling, ordering a test,
or consulting a specialist, which are types of medical actions that may appear in
the description of a treatment).

A subset of the set of state terms define a patient state, while subsets of action
terms describe actions. States represent patient conditions, situations, or statuses
that deserve a particular course of action which is totally or partially different
from the actions followed when the patient is in other state. Actions constitute
the proper health care activity in the SDA* Model. Decisions act as join elements
between states and actions and they allow the integration of the variability of a
treatment in terms of the available information about the patient. Finally, states,
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Figure 9. SDA* representing a FIP to diagnose hypertension

decisions, and actions which are respectively represented as circles, rhombuses,
and squares, are connected to represent procedural knowledge in medicine [18] as
figure 9 depicts.

In the K4CARE project, the SDA* representation model is used to codify the
procedures introduced in section 2.4, Formal Intervention Plans (FIP) as sound de-
scriptions of evidence-based health care interventions, and Individual Intervention
Plans (IIP) as costumizations of a FIP to a concrete patient.

4. The K4CARE system

The basic technical target of the K4CARE project is the design and implementa-
tion of an agent-based web-accessible platform that provides to the system users
the services defined in the K4CARE model. This section describes the three-layered
architecture in which the K4CARE platform is embedded, and it explains how the
agents in the multi-agent system coordinate their activities to support health care
professionals to provide home care services.
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4.1. The K4CARE architecture

The architecture of the K4CARE system is divided in three main modules: the
Knowledge Layer, the Data Abstraction Layer, and the K4CARE agent-based
platform (see figure 10).

Figure 10. K4CARE architecture

The Knowledge Layer includes all the data sources required by the platform,
described in section 3. It contains an Electronic Health Care Record (EHCR) that
stores patient records (i.e., personal information, examination results, treatments).
The EHCR also contains the Individual Intervention Plan (IIP) that has to be
applied to the patient. The declarative -organisational and medical- knowledge
(know-what) is represented in the APO and CPO ontologies, using OWL. Medical
procedures (that describe the steps to be taken to deliver a service, as explained
in section 2) are coded using the SDA* representation formalism described in
the previous section and stored in a repository. Formal Intervention plans (FIPs),
which are descriptions, provided by health care organisations, of the way in which
a specific disease, syndrome or symptom should be treated, are also represented
using the SDA* language and stored in a concrete database.

The Data Abstraction Layer provides some Java-based methods that allow
the K4Care platform entities to retrieve the data and knowledge they need to
perform their tasks. That layer offers a wide set of high level queries that provide
transparency between the data (knowledge) and its use (platform) [1].
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4.2. The K4CARE platform

The upper layer, the K4CARE platform, is a web-based application with a client
side and a server side. The home care services are provided by a set of permanent
agents (Agent Actors in figure 10). There is one permanent agent for each of
the users of the system. This agent represents the corresponding actor within
the system. It is responsible of receiving all the requests that other actors make
to its associated user, communicating these requests to the user, receiving the
appropriate responses and sending them to the requesting actors. These permanent
agents may access the system knowledge by using the API provided by the Data
Abstraction Layer [1].

Human actors access the K4CARE system through a web browser. Once they
log in (giving a username and a password), they have access to the system services
according to their profile restrictions in the APO. All the actions performed by the
user in the web browser are received by a servlet (in the server side). The first task
of the servlet is the dynamic creation of a Gateway Agent (GA). This agent will
be in the system as long as the web browser session is active. The servlet sends the
information related to a user to its corresponding Gateway Agent. This agent can
then communicate with the permanent agent associated to that user to receive or
to send the appropriate data at each moment. Thus, each GA only communicates
with the agent that represents its same actor. The bidirectional communication
between the human users and the agents in the MAS always follows the same path:
useri ↔ browser ↔ servlet ↔ GAi ↔ agenti.

The two basic components of the K4CARE web interface are the following:

• Each user, depending on its type (i.e., family doctor, head nurse, patient,
etc.) may request a set of services from the platform (e.g., a family doctor
may request the comprehensive assessment of a patient, or a social worker
may request the social network assessment of a patient). The web interface
provides a tree-like view of the services available to each user. Before request-
ing a service, the user has to identify the patient on which the service will be
applied.
• When a service is requested, a workflow-like procedure will be executed. Pro-

cedures include the performance of different actions, possibly related to dif-
ferent kinds of actors. For example, when a comprehensive assessment is
requested, different steps (concerning family doctors, the physician in charge
of the HC unit, social workers and the head nurse) have to be taken. Thus,
different Actor Agents will receive requests to perform specific actions. When
a user starts the browser session, he/she will see in the web interface an area
with a list of all the pending actions that have been requested to that user
(those actions will have been sent from the user’s permanent agent to the
browser, via the user’s Gateway Agent and the servlet). If the user selects
one action of the list, the web interface will display the document to be filled
after having made that action. When the document is filled, it will be sent
to the corresponding permanent agent (via the servlet and the user Gateway



K4Care: Knowledge-Based Homecare e-Services for an Ageing Europe 111

Agent), who will tell the requesting agent that the action it had requested
has been done. The document will be stored in the EHCR of the patient to
keep track of the medical activities that have been made on the user.

When a patient enters the system, his/her physical, clinical and social states
are assessed by an Evaluation Unit (EU), composed by the physician in charge
of the Home Care unit, a family doctor, the head nurse and a social worker. The
results of the comprehensive assessment are carefully analysed and the diseases,
signs and symptoms of the patient are identified. After that, the platform retrieves
the FIPs associated to each of them. This set of FIPs is merged, to get a single
Formal Intervention Plan that takes into account all the problems of the patient.
Finally, this FIP is turned by the EU into an Individual Intervention Plan (IIP)
by tailoring it to the specific personal circumstances of the patient. After that, the
intelligent agents in the K4CARE platform, as will be seen in the next section, have
to coordinate their activities to execute the different steps of the IIP to provide
the care to the patient. It is worth noting that both IIPs and procedures are
represented in the SDA* formalism; thus, the tasks that the agents have to carry
out to execute a procedure (when a user requests from the platform a particular
service) are exactly the same than those they have to make to enact an Individual
Intervention Plan.

4.3. The K4CARE Service execution

The K4CARE platform will provide services to its users like patients, family doc-
tors, physicians in charge, nurses, head nurses, social workers, etc. Each user will
achieve its goals with the help of a set of services specific to his or her user type.
A set of services specific to a user type will be incorporated in an agent. The
agents may be distributed in the computer network. The services will invoke other
services and thus the K4Care platform will have a distributed service-oriented ar-
chitecture. Some of the services will correspond to medical processes (see table 1)
and their execution procedures will be based on medical guidelines (i.e., evidence-
based medicine), while other services will correspond to administrative or technical
procedures related to the operation of the platform or the home care centre.

The K4CARE service model is derived from the processes of home care and
it is based on the following concepts:

• Service: in section 2.3, services in the K4CARE Model were defined as com-
plex activities which are typically accomplished in collaboration with several
actors (see also task below). A service is identified by a unique name (or ser-
vice id) and it may have several instantiations which are called procedures.
Different procedures instantiating the same service may be for example dif-
ferent localisations of the same service, e.g., in different countries or medical
centres. However, in a given K4CARE platform installation, each service has
one and only one procedure instantiation.
• Procedure: derived from the K4CARE Model, a procedure in the K4CARE

system is a formal description of a set of tasks organized in some workflow
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(sequential, parallel, preconditions, etc.). The procedure may be the instan-
tiation of a medical or any general process in the medical centre. If the pro-
cedure is the instantiation of a medical process, then we call it Intervention
Plan (IP). The workflow control structures of the procedure are described
in the SDA* formal medical guideline language similar to Proforma [20, 21]
or Asbru [22]. Tasks can invoke the services of another agent in the system,
therefore a procedure may be some composition of services. The execution
of a service is started by retrieving its procedure from the local system, and
then the procedure is executed in an interpreted way step-by-step. All the
services available in the given K4CARE installation are registered by pairs
(ServiceName, Procedure) at system start. Procedures and IPs are created
by humans, e.g., medical centre managers or physicians.
• Task: it is an execution step in a procedure and it is usually a request to

execute another service. The task is described by an n-tuple: task = (subject,
object, service or action, doc). The subject is the agent which is expected to
execute the service or the action. For example, the agent of a specific nurse
or the physician in charge. The object is the actor on which the service is
expected to be executed (e.g., a specific patient). The doc is a document
relating to the service. All actors are expected to document their activities in
this document. There may be other optional parameters. It might be possible
that the subject corresponds to the same agent that executes the current
procedure. In this case the service is executed internally.
• Action: it is any activity that can be executed by the agent on its own, i.e.,

requires no invocation of the service of another agent. The set of actions that
an agent can perform can be considered as the agent skills and it is part of
the knowledge in the Agent Profile Ontology (APO). Each action of the agent
is provided as a service for the system for other agents. When an action is
executed, no procedure description retrieval is needed. Actions have unique
names and can be imagined as a piece of Java code that implements the
action.
Figure 11 shows the relation of services, procedures and tasks. Service S1

has two procedure instantiations: P1.1 and P1.2, but in this system only P1.1 is
installed. For a given patient Oy, the first task of P1.1 invokes service S2 which
is provided by the agent Bx and that has P2.1 as installed procedure. After the
execution of P2.1 is completed (see dashed square on the right of the figure), the
control returns to P1.1 where the next task contains an action A1 which is executed
locally.

The diagram also shows the possibility of the K4CARE system to execute
parallel and conditional tasks.

4.4. The K4Care Platform and EHCR Systems

In the process of supporting the home care activities by providing home care
services as described above, the K4Care platform must have to retrieve data from
the EHCR system as well, because the medical data of the patient from previous
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Figure 11. An example of the service model of the K4Care in-
formatics environment

treatment may be necessary for the current home care activity. The needed data
might have been produced in a former treatment or a most recent treatment. If the
data was produced in a most recent treatment, for example just after the patient
was released from the hospital to his or her home, and the home care centre is
in interaction with the institute where the data was produced, then the needed
data can be easily located and retrieved through EHCR data exchange standards,
because the location and the reference of the data is known. However if the data was
produced in a former treatment, for example years ago in a hospital, when home
care was not envisaged for the patient, then locating the data is difficult, because
there is no direct interaction between the hospital and the home care centre. In this
case the physician does not know and even the patient might not remember that
there is some relevant data in that hospital. This is when provenance awareness
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can help to realise the importance of some EHCR data and locate that data as
described in [19].
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Supported Human Autonomy for Recovery and
Enhancement of Cognitive and Motor Abilities
Using Agent Technologies
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Abstract. The goal of SHARE-it, an EU FP6 funded project, is to develop
a scalable, adaptive system of add-ons to sensor and assistive technology so
that they can be modularly integrated into an intelligent home environment
to enhance the individuals autonomy. The system will be designed to inform
and assist the user and his/her caregivers through monitoring and mobility
help. Thus, we plan to contribute to the development of the next generation of
assistive devices for older persons or people with disabilities so that they can
be self-dependent as long as possible. We focus on add-ons to be compatible
with existing technologies and to achieve an easier integration into existing
systems. We also aim at adaptive systems as transparent and, consequently, as
easy to use to the person as possible. Scalability is meant to include or remove
devices from the system in a simple, intuitive way. SHARE-it will provide an
Agent-based Intelligent Decision Support System to aid the elders.

Keywords. Assistive Technologies, Agents.

1. Introduction

As Man [18] suggested, health is defined as ”not merely the absence of disease and
infirmity” , but as ”a resource, which enables individuals to fulfil human potentials
and maximize capabilities, achieve successes at work, enable social participation
and enjoy a good Quality of Life” (QoL). Accepting the position of viewing health

Authors would like to acknowledge the support of IRCCS Santa Lucia Ethical Committee for
authorizing this experiment and to the individual participants. Authors would like to acknowl-
edge support from the SHARE-it : Supported Human Autonomy for Recovery and Enhancement
of cognitive and motor abilities using information technologies (FP6-IST-045088). The views
expressed in this paper are not necessarily those of SHARE-it consortium.
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as an integral part of life and well-being and the pursuit of health as a necessary
and continuous lifelong process, it is the intent of this explorative idea address the
health service needs and QoL of senior citizens and individuals with disabilities
who live at home.

Since its very first inception computer-aided tools for healthcare have been
designed to give support, in the first place, to caregivers in the decision-making and
large efforts have been devoted to this aim. A change in this trend came along with
the introduction of Assistive Technology (AT) to provide supportive and adaptive
services to individuals who require assistance due to suffer some disabilities with
the tasks of daily life this implies [22].

It is a well-known fact that the older adult population in the world is rapidly
growing and is starting to demand greater access to improved healthcare and As-
sistive Technologies (AT) in order to improve quality of life (QoL). AT is a generic
term that includes assistive, adaptive, and rehabilitative devices and the process
used in selecting, locating, and using them. AT are designed to promote greater
independence for people with physical and/or cognitive disabilities by enabling
them to perform tasks that they were formerly unable to accomplish, or had great
difficulty accomplishing, by providing enhancements to or changed methods of
interacting with the technology needed to accomplish such tasks. According to
Pollack, [23], AT can assist older people with mild cognitive impairment in one or
more of the following ways:

1. by providing assurance that the elder is safe and is performing necessary daily
activities, and, if not, alerting a caregiver;

2. by helping the elder compensate for her impairment, assisting in the perfor-
mance of daily activities; and

3. by assessing the elders cognitive status.

The development and use of such technologies has started to become even
more important as a growing proportion of this population has to deal with ad-
ditional impairments beyond those related to the normal aging process, such as
cognitive impairments (e.g., dementia or Alzheimers disease), sensory impairments
(e.g., low vision and visual field reduction), or other motor and coordination condi-
tions (e.g., spasticity and tremor) as explained in [20]. AT are becoming ubiquitous
and many solutions are Agent-based1.

New generations of technologies promise radical advances in ICT support for
European elderly citizens with disabilities. Assistive engineering and design is a
field at the intersection between technology, the natural sciences, the humanities,
the social sciences, and medicine. AT are of special interest, as the average age of
the population increases fast [6, 23]. Clearly, societal resources will not be sufficient

1An Agent is a goal-directed, computational entity which acts on behalf of another entity (or
entities). Agent systems are self-contained software programs possessing domain knowledge and
an ability to behave with some degree of independence to carry out actions to achieve specified
goals. They are designed to operate in dynamically changing or unstable environments.
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to assist all elderly or people with disabilities, so IST are expected to play a key
role in this respect.

The power of AT is still under-recognised by physicians and its potential
as an aid to patients is under-exploited. These technologies could be seen as a
therapy or as a commodity. There are limits to the extent to which rehabilitation
professionals can help to improve the skills of impaired people and the broader
environments in which they live, and AT provide powerful means to overcome
those limitations.

Despite technical advances however, design development and management
of such systems still presents huge challenges. Experience with new technology
has shown that increased computerization does not guarantee improved human-
machine system performance. Poor use of technology can result in systems that
are difficult to learn or use and even may lead to catastrophic errors (Norman,
1983). This may occur because, while there are typically reductions in physical
workload, mental workload has increased (Weiner, 1989). This strong reliance on
the user skills is a typical design failure. Interaction should be as natural as possible
to avoid learning load. Cognitive research provides insight and guidance in areas
such as the effects of practice on performance, rational decision-making, and expert
problem-solving in the user interface.

This project addresses the fact that, in order to overcome the Digital Divide,
technology must be adapted to the individual rather than the other way round:
this need is particularly obvious where people with disabilities are concerned. Older
persons and people with disabilities are not able to compensate for the deficien-
cies of the technology (the way other people often can) and thereby achieve a
functioning system despite the lack of functionality. In other words, the interac-
tion between the technology and disabled citizens makes it necessary to tackle the
design of technical devices so that they will be usable by everyone and address
the issue of shared autonomy. Services targeted at disabled people should aim at
solving the problems, which also set open and promising lines of research in the
following areas: physical aids, cognitive aids, patient monitoring, decision-making
and human factors.

The main goal of the SHARE-it project is to contribute to the development of
the next generation of intelligent and semi-autonomous assistive devices for older
persons and people with disabilities (both cognitive and/or motorial) so that they
can be self-dependent enough to autonomously live in the community, staying at
home as long as possible with a maximum safety and comfort; this possibility would
increase their quality of life, and, at the same time, delay their institutionalization.

With this context in mind, we introduced in [9] the design of an integrated
architecture aimed at helping citizens with disabilities to improve their auton-
omy in structured, dynamic environments. The main element of this architecture
is an intelligent agent layer that mediates between different technology compo-
nents (robotic devices, ubiquitous computing, and interfaces) in order to provide
the subject with the necessary degree of independent mobility to benefit from
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different assistive services and to reach goals determined by either the subject
himself/herself or by medical staff.

The agent based control system provides an excellent means to model the
different required autonomous elements in the patient’s environment (from control
elements in the wheelchair to care-giving services). Agents probe to be efficient
in coordinating heterogeneous domain-specific elements with different levels of
autonomy. Addressing the mobility problem and keeping in mind that different
users need different degrees of help, a part of this agent based control layer has
been focused on the development of a shared control for the robotic wheelchair
that adapts to the user needs.

1.1. Plan of the chapter

From the previous section it becomes clear how critical it is for society to be able to
deploy Safe and Sound AT devices. This chapter is organized as follows, in Section
2 we introduce our concept of Shared Autonomy and we position this concept
in the field of AT. In Section 3 we explain an experimental set that we used to
learn about the feasibility of using an Agent-based AT architecture embedded in
an Intelligent Ambiance that we designed and discussed in [9] .

In Section 4 we present SHARE-it ’s actual vision and we deeply discuss
some of the issues that we think are key to provide a full and robust Agent-based
solution.

In Section 5 we draw our conclusions on the use of the AI technologies to
support and enhance the QoL of our target population and future work.

2. Shared Autonomy: A vision

Autonomy for the elderly or people with disabilities does not only rely on mobil-
ity terms, but on a set of domains influenced by functioning, activity limitations,
participation restrictions and environmental factors. Life areas related to activities
and participation are such as learning and applying knowledge, general tasks and
demands, communication, mobility, self-care, interpersonal interactions and rela-
tionships as well as community and social life. All these domains can be affected
by aging or disabilities and are the base of personal autonomy and the satisfactory
participation on them reflects on the self well-being. AT can participate in these
activities in order to enhance the user’s autonomy, gathering all the environmental
information and making use of it properly.

Our idea is based on the notion of a Shared Autonomy between the user
and its own agent-based mediator with any information system at hand. Existing
telematic healthcare systems that provide integrated services to users are not, to
our taste, enough flexible to allow a real personalization and maybe now it is too
expensive to change them.

The shared autonomy concept is scarcely explored in literature and often it
is misunderstood as shared control (e.g., [29, 16]). In the personal autonomy and
disability context, two different scenarios of the shared autonomy can be elicitaded.
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• People presenting mainly physical impairments are able to define their own
goals, but due to their restrictions they usually are not able to execute them,
suffering a limitation in their autonomy. In this scenario the contribution
of AT focus on physical devices, mostly mobility hardware, that allow them
to reach their objectives. These devices may be controlled by multi-agent
systems or through an agent supervised shared control if the user motor
capabilities are not severely damaged. In this scenario, user interfaces are
very important to detect the user intention, which is critical to define goals
for the wheelchair to be able to assist him/her.
• People presenting mostly cognitive impairments may require a different kind

of assistive aids, which may lead even a more relevant role in the sharing of
personal autonomy. In this scenario the user probably does not have very clear
goals or is not capable of achieving them because he/she cannot remember
how to do them. In these cases, AT may empower and complement their
autonomy using agents that offer them a set of services, like reminding what
kind of activities they can or should perform at a certain moment of the day
or pointing them out how to achieve these activities. The main idea is to offer
the users a set of cognitive aids, either rational or memory based, that can
ease their daily living.

Multi-agent systems have both the flexibility and the cognitive capabilities
required in order to be able to support the needs of persons with different disability
profiles and to complement the autonomy of the people with special needs in an
adaptative way through the time. In some cases the disability is a consequence of
a pathology or a trauma, that may improve with some time and rehabilitation.
An excess of support or lack of flexibility in the support can make this process
more difficult, on the other hand an assistance adaptative to the daily state of the
patient may be helpful in the rehabilitation process.

Some patients may dislike an autonomous navigation system, or choosing
among a set of maneuvers, they may prefer driving by themselves, to feel au-
tonomous and in charge of the situation at all times. An intelligent agent with the
necessary knowledge of a user’s profile can supervise user’s navigation and take
part in some driving maneuvers, in a transparent way, in case the user needs some
support (e.g., help crossing doorways, refining turning maneuvers, help keeping
stable cruise navigation, ...). A model like the one presented in Fig 1 would apply
progressive support in the control, from none to full, depending on the navigation
situation (corridor navigation, doorway cross, following a route,...) the quality of
control (is turning correctly around the corner? is getting too close to the wall?...)
and the user’s status.

In order to make this possible the user’s agent must have to have deep knowl-
edge of the user’s disability profile and historical data about his/her driving be-
haviour, merge all this knowledge and translate it in control support and a set of
assistive services. All this knowledge and information must be updated dynami-
cally, since the user can progress in either good or bad way or just can have a
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can t a k e  advan tage  of t h e  exper iences  t raced  by t h e  f i rs t  one, As shown in  Pig  
2 agent ' s  responsibi l i ty  grows w h e n  t h e  m e a s u r e  of his  ac t ive  in t e rven t ion  in  t h e  
user 's  a u t o n o m y  is exer ted ,  Th i s  means  a heavie r  charge of obfig~fio~s regard ing  
safe ty  and  soundness  in  the  u n d e r t a k e n  actions, 

Mos t  i m p o r t a n t  among the  m a i n  open issues in  shared a u t o n o m y  - t h e  ones 
we ident i fy  as crucial  - a re  those re la ted  w i t h  t h e  assessment  of d i s rupt ive  a n d / o r  
unexpec ted  events  whe re  t h e  sys t em has to ac t  proact ively  bu t  also in a safe a n d  
sound way  for t h e  user,  

T h e  t ru s t  of a user, a caregive% a medical  specia l i s t  or a nurse in  t he i r  own 
~ g s ~  - a personal  ~ssistant  - is a prerequis i te  to  de lega te  p a r t  of t h e i r  responsi-  
bi l i t ies  to  i t  [10], T h e  personal ized ways  of communica t ion  w i t h  t he i r  own agss f  
is a f i rs t  s tep to  bu i ld  th i s  confidence, A u g m e n t i n g  t h e  commun ica t i on  faci l i t ies  is 
enhanc ing  t h e  pa t i en t ' s  ways  of i n t e r ac t i ng  w i t h  e n v i r o n m e n t  a n d  therefore  aug-  
m e n t i n g  user 's  qoL,  

A m o n g  the  character is t ics  we expect  f rom such a sys tems  we have:  

�9 {nfsffigsnf {nfo~n~fion g~fAs~ing: the  sys tem should  be able not  only  to re- 
ceive t h e  different  i n fo rma t ion  inpu t s  (bu t  also to  reason a b o u t  the  knowledge 
i t  has a b o u t  t h e  s t a t e  of t h e  user or t h e  e n v i r o n m e n t  ( resu l t ing  f rom t h e  in- 
t e r p r e t a t i o n  of informat ion ,  see nex t  i t em) ,  w h a t  i n fo rma t ion  t h e y  need to  
improve  t he i r  knowledge (e,g,, to  assess the  user  condi t ion) ,  w h e r e  to  get  i% 
a n d  how to get  it,  
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FIGURE 2 Autonomy- respons ib i l i t y  re la t ionsh ip  

�9 {nfo~nat{on co~nb{nat{on and {nts~p~stat{on: one or several pieces of data 
should be combined and translated into a meaningful piece of information. 
As both the condition of the user and the state of the environment may change 
in time) interpretation of a piece of data may not only change depending on 
the point of view (the users ~) the institution% or the environmenffs point 
of view) but also from the current condition of the user and the state of 
the environment, A special case is the interpretation of information in order 
to detect a dangerous condition of the patient (e,g,~ patient fell out of the 
wheelchair) or a dangerous state of the environment (e,g,~ fire detection) 
which will trigger an alarm in the system, 

�9 ~fo'r~at~o~ j~ts'r~g and ~ t s ~ g s ~ t  d~st'r~b~t~o~: depend ing  on relevance of 
t h e  i n fo rma t ion  t h e y  recefv% t h e  mfddleware  should  comple te ly  or pa r t i a l l y  
f i l te r  t he  in fo rma t ion  and  t h e n  d i s t r ibu te  i t  to  t h e  different  components  t h a t  
m a y  need such in format ion ,  A special  case is a l a r m  d i s t r ibu t ion  dur ing  emer-  
gencfe% where  in fo rma t ion  needed to  hand le  t h e  emergency  (e,g,) evacua t ion  
p l a n n i n g )  is prforftfsed over o ther  i n fo rma t ion  du r ing  the  emergency  s i tua-  
t ion ,  

We  live in an  e n v i r o n m e n t  whe re  the  ava i lab le  in f ra s t ruc tu re  for communica-  
t ions  is more  re l iable  and  r ap id ly  growing,  Several  classes of communica t ion  and  
co l labora t ive  appl ica t ions  are appea r ing  bu t  t h e y  are far  f rom being easily inte- 
g rab le  among  t h e m  [7], M a n y  efforts are  made  towards  t h e  adopt ion of a common 
reference a rch i t ec tu re  %r t h e  deve lopment  of c l in ica l ly  s igni f icant  h e a l t h  t e l e m a t i c  
s e r v i c e s ,  
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We see here a niche for intelligent agents to be used as interfaces among them.
An important issue to be tackled is the design of general interfaces that have the
ability to adapt themselves to users.

2.1. Scenarios

Devices have been used to assist people with cognitive and/or physical disabilities
to complete various tasks for almost 20 years. What represents a change and
challenge is the abilities embedded in a new generation of tools that are able to
cooperate with the user to complete a task. This implies that these new tools are
context-aware and are able to learn from the interaction with the user.

Cooperation for problem solving between users and their agent and the co-
operation between agents among themselves requires some kind of model which at
least describes what to expect from whom in terms of questions, actions, etc and
that uses previous experiences and trust.

Scenarios appear to be an easy and appropriate way to create partitions of
the world and to relate them with time. Scenarios allow actions to be performed
in a given time. For example, Mihailidis et al., in [1], studied the handwashing
scenario where a full instrumented environment was used to provide users with
cues to support the completion of this task.

As in Mihalilidis’ approach we are looking to support those tasks that are
needed to perform the most important Activities of Daily Life (ADL). In particular,
those related with mobility but not only.

3. The experiment and sample population

In order to grant more autonomy and self-dependency to the target users, it is
crucial to ease their mobility problems. In [3] we explained a MAS that could au-
tonomously navigate through an environment carrying a user, a prototype that
improves the notion of freedom and autonomy of the users. On the other hand, in-
troducing the concept of shared control augments self-dependency in the user and
this is another benefit of the project. We designed our new prototype with this idea
in mind, a robotic wheelchair that chooses between navigating autonomously or
granting the control to the user, depending on the user profile and local behaviour.
Importance on rehabilitation aspects of this approach must be noted.

3.1. Related work

Research has given much attention to assistive wheelchairs like SENARIO (Sensor
Aided Intelligent Wheelchair Navigation System) [4], Wheelesley, SIAMO, Rol-
land, Navchair or Smartchair [31, 15]. All these systems share some common fea-
tures: a set of sensors, some processing unit and the software to decide what to
do.

The first autonomous wheelchairs [8] simply provided a basic set of primitives
like AvoidObstacle, FollowWall and PassDoorway to assist the person in difficult
manoeuvres. In most cases, these primitives were manually selected by the users.
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Futher systems like MAID (Mobile Aid for Elderly and Disabled people), NavChair
[27], TinMan [21], Smartchair [25] were mostly based on the subsumption architec-
ture [5]. In these cases, rather than manual selection, events detected by onboard
sensors triggered one or several behaviours. These behaviours were merged, accord-
ing to some rules, into an emergent one. The main difference among these systems
is how behaviours are implemented. In some cases, the user does not guide the
chair at all, but simply provides a destination [28]. Some of these systems let the
user override control whenever he/she wants to [21]. For safety reasons, in some
cases the wheelchair may also override the human use and select a behaviour on
its own [27, 14].

3.2. The Technical Test

The experiment consisted in instructing each one of the users to go from A to B
(AB) following a simple straight line drawn on the floor using a wheelchair. The
maximum speed of the wheelchair has been fixed as described. The experiment
evaluates the performance of the navigation using a conventional wheelchair, an
electrically powered wheelchair and finally the autonomous wheelchair prototype
with shared control. The hypothesis is that our MAS will support the user to finalize
this task safely. Also, we like to measure the user’s acceptance of the shared control.
Here we describe the three tests that were performed by a group of inpatients of
IRCCS. All subjects gave written informed consent to participate in the study,
and the protocol was approved by the IRCCS ethical committee. We do not know
other experiments like this performed in real inpatients.

3.2.1. Test 1: conventional wheelchair. The first test consisted in a simple task
for the user: To follow a straight line drawn on the floor strolling their own con-
ventional wheelchair. Since this chair was not equipped with any kind of sensor
no numerical data was retrieved. The aim of this test was to subjectively evaluate
the user’s performance and driving abilities.

3.2.2. Test 2: powered wheelchair – manual control. In the second test, the user
was provided with an electrically-powered wheelchair to follow a different equiv-
alent straight line of Test 1, to avoid learning effect. As with all conventional
electrically-powered wheelchair the control was executed with the use of a joystick.
The wheelchair used was the SHARE-it robotic prototype, described in Figure 8,
set up in passive mode, which left all the control to the user and used all the
attached sensors to store data about the test performance. Different data was col-
lected into a log like absolute position, orientation, speed and joystick commands.
The execution of the test was monitored all the time to ensure the safety of the
users, having the hardware emergency stop remote command just in case any risk
could arise.

3.2.3. Test 3: powered wheelchair – shared control. The third test was executed on
another equivalent traced line to avoid learning factor using the robotic wheelchair
with shared control. In this setting AB is well-located in a map that is served by
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the ha to the user’s pa and, therefore, we assume that the user has the intention
of going from A to B following as closely as possible the traced line in. At the
beginning of each driving the ha grants permission to start each individual user
as s/he is authorized to stroll in the garden, as explained in Section 4.3.

A set of thresholds was defined relating the distance between the wheelchair
and the line. Those thresholds are adapted to each driving situation. While the
wheelchair is located in a distance below the first threshold (green zone), the user
has full control of the mobile. If the user moves away from the line surpassing the
first threshold, he enters the second zone (yellow zone) where keeps full control
of the wheelchair but receives visual and sound signal alarms to make him learn
that he is getting away from the traced route and must correct the driving. If the
user keeps moving away from the line and the second threshold is surpassed, the
wheelchair enters the third zone (red zone). When, from the sensor information,
the pa detects that the wheelchair has entered into the red zone, it takes the total
control of the navigation driving it, smoothly, back to the green zone to avoid
stress on the user’s behaviour. When the pa has the control all joystick commands
are ignored, but still they are recorded for later analysis. On Figure 3 you can see
the thresholds.

3.3. Test and Results

3.3.1. Sample Population. Participants in this study were recruited among neu-
rological and orthopaedic inpatients who needed a daily use of wheelchair con-
secutively admitted at the IRCCS in Rome, Italy, during a four-week period.
Exclusion criteria in patient selection were: patients bedridden, patients walking
autonomously, presence of global aphasia, blindness. A group of 24/31 patients
was selected: 10 males (41.7%) and 14 females (58.3%); mean age 67.7 years. Each
subject underwent a structured clinical evaluation and an assessment of cogni-
tive, emotional and functional abilities. The entire procedure was performed by a
trained physician. Cognitive Assessment was measured by the Mini Mental State
Examination (MMSE) [12] scale. MMSE is a well-established, reliable, and valid
brief cognitive screening instrument that has a high inter-rater reliability and is
easy to administer. Each subscale is scored up to a total score of 30 points for
optimal performance. Cognitive impairment is defined according to the standard
cut-off as a score ≤ 24 points. Emotional Assessment was measured by the Geri-
atric Depression Scale, 15-item version (GDS-15, abridged from [26]). This scale
was developed as a basic screening measure for depression in older adults. It is easy
to administer, needs no prior psychiatric knowledge and has been well validated in
many environments - home and clinical. Scoring Intervals: 0-5 No depression; 6-10
Mild depression; 11+ Severe depression. Functional Assessment was measured by
The Barthel-Index [17]. The Barthel-Index (B.I.) was used to assess the activity of
daily living in 10 areas (feeding, transfers bed to chair and back, grooming, toilet
use, bathing, mobility, climbing stairs, dressing, stool control, bladder control); the
maximal score is 100 points.
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Figure 3. Thresholds on shared control

In Test 1 the users who were not able to complete the trajectory and/or
stopped the test have been considered as non performers . In Test 2 those users
have been considered as non performers who stopped the test and those who
finished the test but were located in the higher quartile with respect to:

1. number of failures done during the route;
2. total time (sec) taken to perform the test;
3. time while failure (%) during the route;
4. Root Mean Square Error (RMSE)

The higher quartile has been chosen to define non performers to classify a
group of subjects with an ineffective performance, in absence of cut-off thresholds
or reference values in literature.

A failure in the execution of the experiment has been detected when the cen-
ter of the wheelchair is situated beyond 0.15 meters from the drawn line (crossing
the yellow threshold) or the orientation error grows higher than 16o. In Test 3 there
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were no non performers, since in the case of partial or complete incompetence of
the subject, the robotic wheelchair takes control of the navigation.

Table 1. Age, education, MMSE score, B.I. score, GDS score,
according to the results of Test 1

N Mean Std Deviation Sig
Age (years) Performers Total 14 62,86 14,42

Non Performers 10 74,60 14,21 0,061
Total 24 67,75 15,22

Education (years) Performers Total 14 8,79 3,81
Non Performers 10 9,70 2,76 0,604
Total 24 9,17 4,12

MMSE (score out of 30) Performers Total 13 25,86 3,81
Non Performers 10 24,86 2,76 0,494
Total 23 25,42 3,36

B.I. (score out of 100) Performers Total 13 79,77 13,66
Non Performers 10 62 21,78 0,026
Total 23 72,04 19,41

GDS (score out of 15) Performers Total 13 2,38 2,26
Non Performers 10 6,90 3,48 0,001
Total 23 4,35 3,60

3.4. Results

With regard to Test 1, 14 subjects (58,3%) finished it correctly, while 12 subjects
(50%) finished Test 2 correctly. According to the reasons reported above, Test 3
has been finished correctly by all the 24 subjects as expected.

Table 1 reports age, education, MMSE score, B.I. score, GDS score, according
to the results of Test 1. Table 2 reports age, education, MMSE score, B.I. score,
GDS score, according to the results of Test 2. The t -test for the difference of means
was used and it was accepted a statistical significance of 0.05.

4. SHARE-it: Agent-based Supported Human Autonomy

In a first approach to a prototype implementation of the SHARE-it project [9],
we have only partially developed some of the elements of its three layered archi-
tecture (see Figure 4). The third level, in red on the top, corresponds to the MAS.
MAS provide a framework in which a set of autonomous, intelligent, flexible, proac-
tive and reactive programs (agents) may communicate and co-operate to solve
complex problems in distributed settings. MAS offer an implementation alternative
that certainly fits SHARE-it needs, because they exhibit the following interesting
properties:
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Table 2. Age, education, MMSE score, B.I. score, GDS score,
according to the results of Test 2

N Mean Std Deviation Sig
Age (years) Performers Total 12 65 15,92

Non Performers 12 70,50 14,63 0,388
Total 24 67,75 15,21

Education (years) Performers Total 12 9,5 4,25
Non Performers 12 8,83 4,15 0,701
Total 24 9,17 4,12

MMSE (score out of 30) Performers Total 12 26,81 2,07
Non Performers 11 23,92 2,92 0,036
Total 23 25,42 3,36

B.I. (score out of 100) Performers Total 12 77,75 19,25
Non Performers 11 65,82 18,44 0,145
Total 23 72,04 19,41

GDS (score out of 15) Performers Total 12 3,42 3,18
Non Performers 11 5,36 3,91 0,202
Total 23 4,35 3,60

Figure 4. The SHARE-it proposed multi-level architecture.

• Modularity: the different services or functionalities may be distributed among
diverse agents, depending on their complexity. This also make each compo-
nent easily reusable (see Section 4.2).
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• Efficiency : agents may coordinate their activities to perform complex tasks,
so that several parts of the same process may be solved concurrently by
different agents executing on different hosts.
• Reliability : any distributed process is more reliable than its centralised coun-

terpart, because there does not exist a single point of failure that may cause
the crash of the whole system at once.
• Flexibility: agents may be dynamically created or eliminated according to

the needs of the application. Negotiation and knowledge exchange allow the
optimisation of shared resources.

Our MAS has implemented the following basic agents. Firstly, we have the
Patient Agent (pa), that will run in a PDA or a Ultra-Mobile PC (UMPC). An
instantiation of this agent should provide all the available and permitted services
to each patient, from now on user, and it should take care of his/hers personal
security. Each pai provides a personalized way of interaction with the user and
therefore users could use it to ask for help or to ask the platform to drive her/him
to a given place into the permitted space or to ask the system to show a possible
path to the destination. Also, the pa takes under its responsibility the audit of the
user’s biometric signals and depending on its readings takes some actions.

The Medical Staff Agents (ma) will be situated in the computers belonging
to the medical and healthcare personnel as well as in their individual PDA. The
ma will be in charge of managing all the user’s help request messages and will
notify them to the healthcare staff, so they can be attended properly. Also, it will
notify any anomaly in the user’s biometric signals and it will generate a request
for help, if needed.

We also consider the necessity of having an agent that undertakes responsi-
bility for the network of sensors. Its basic target is to distribute the information
from all available sensors to all the agents that may be interested. The list of
actual sensors for this space include: movement, landmarks, cameras, presence,
etc. Finally, we have a Hospital Agent (ha) that represents the hospital entity.
Among its objectives are to maintain the monitorisation of all users, to manage
their daily living activities and to provide them all with the mobility plans that
may be needed to achieve them. Also, it reports possible failures in the network
of sensors.

In order to develop a prototype of these agents, we have to take in consider-
ation the environment of the system in which these agents will be living together
and the tasks they will be carrying on. The starting point for our experiment envi-
ronment are the garden facilities of the IRCCS Fondazione Santa Lucia, a hospital
for Neuromotor Rehabilitation located in Rome. In this hospital garden we can
find different walkway routes usually used by the users. This is the physical envi-
ronment where our SHARE-it agents will be working. We must remark that we
are producing the design of a MAS where agents that run over a physical platform
–like the robotic wheelchairs – and the agents that run in the multi-agent platform
and only receive inputs from other agents (human or software), will be coexisting.
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Figure 5. The e-tools-V2 MAS

4.1. Architecture

To create the description and specification of the MAS level of the e-tools-V2 archi-
tecture, we use the GAIA [30] methodology. In this architecture we find the typical
elements that shape a platform of agents as the FIPA [11] understands it. This in-
cludes an Agent Directory service, to register and to locate the agents, a Services
Directory, that allows to register the services that the agents of the system offer
and, finally, a Message Transport System that establishes the necessary infras-
tructure for the agent communication. These communications are always carried
out using the same interaction language between agents, the FIPA Agent Com-
munication Language (ACL), and the communicative protocols described by the
FIPA.

4.1.1. Roles. Following the preliminary description of the agents that we presented
previously, we will detail in here some of the roles that each of the agent proto-
types can assume. Entering in the detailed analysis of each agent, we start with
the pa. In our first experiment, see [2], the pa development was more focused on
the monitoring and control of the robotic wheelchair, so for this garden test we
have renamed it Wheelchair Agent. It interprets roles involved in a Help Request
Manager so to ask for help, with direct interaction or not of the user. The role
of Plan Request Manager to communicate with someone that can provide him a
route in the environment for traveling between two points. The role of Monitoring
Manager keeps control of the wheelchair status, in future prototypes where bio-
metric technology will be included, users’ vital constants will be monitored and
assured that they have acceptable readings. Finally, we have the Navigator/Plan
Executioner that is in charge of managing the journey marked by a route in the
environment.

The ma play roles of Help Attend Manager that allows them to pay attention
to those requests of help that the pas have processed, managing their solution. On
the other hand it develops the role of Status Request Manager that allows to make
a follow-up of the detailed information regarding the users. This information could
be biometrical data that helps to identify the user (i.e., fingerprints), medical data
that indicates the user’s status (heartbeats, temperature, blood pressure,...) as
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well as personal or geographical data, that allows the ma to have located the user
at all times. Due to the sensor configuration and availability only the geographical
information was monitored for the garden experiment.

The Sensor Network Agent develops roles of Monitoring, since it picks up all
the sensory information of our environment and it can control the reported/detected
changes that are produced on it, the users and staff members’ positions, doors
that open up and close up, etc. Using this flux of information it performs the
task of Guard, controlling that all these readings are correct and that there are no
anomalies that can be considered able to provoke risk or emergency situations. In
our garden experiment this agent was implemented as a variable server agent that
recorded and distributed the wheelchair data and sensor readings.

The ha develops roles of coordination and control of the system. For example,
it controls the actions of Monitoring and Guard in order to survey the user’s data
and to control that they are correct, as well as keeping track of any reported
incidence. It also carries out the Planner role, since it receives requests from the
pa and calculates the best route in the environment. Finally, it will have the role of
Scheduler or agenda, so it is in charge of carrying out the control of the activities
that users have to carry out along the day and of warning them when the time of
their attending has arrived. For our experiment a very limited version of the agenda
was implemented, only to record the Activities of Daily Life (ADL)2 regarding the
garden walk.

The agents that act in our architecture share an ontology that allows them
to exchange information for carrying out their activities. This ontology contains
the description of the elements of the physical environment as well as those of the
conceptual world that the agents need to know. It also contains the actions and
propositions that give support to the communicative acts that put them in contact.
This early prototype ontology has been coded using the Protégé environment [24].

4.2. Services

Now, we have already introduced some of the agents that take part in our MAS
platform, even though not all their services have been implemented at this stage.
Once we have defined the agents of our system and their roles, we are able to
see their participation in the services that e-tools-V2 offers. One of these services
is related to the user’s needs for attention. The Help Request service allows the
user to ask for help whenever he needs it, propagating a notification to all the ma
so the caregivers can choose to answer this help request using the Help Attend
service or leave the request in a queue. Also, this Help Request can be produced
automatically, through the monitoring service that keeps control of the user’s vital
constants in the pa, that when it believes that these data readings are abnormal, it
autonomously warns the ma about these irregularities. Special biometrical sensors
need to be installed to perform this service in future versions of the system.

2ADL y AT
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Following the monitoring line we also find the Emergency service, that is
provided by the agent of the sensors network. This service works by taking con-
tinuous care of some sensors, controlling that situations of risk or emergency may
not arise. Among the signals to be controlled we are considering electrical, fire,
smoke, etc. If the detected situation, a combination of abnormal signals, is con-
sidered an emergency, the system would proceed to an automatic evacuation of
the users, bringing them to the closest safe location from their current positions,
always following the designed protocols of the institution for these situations.

The ma agents have the possibility to use the Request Status service to update
all the user’s information. Medical and positional data is susceptible to change
with time. Thanks to the updated medical data the healthcare staff will be able
to read through their ma the status of their patients’ vital constants and follow
their evolution. Also, when an automatic request of help may rise by abnormal
readings in these biomedical data, the healthcare staff could browse on-line which
are these readings and if it is necessary, they could collect the medical material that
they may need before visiting the user. Furthermore, making use of the position
information that this service provides, the system will know at anytime where the
users can be found, if they are standing or in movement and in the latter case, the
system may know where they are heading to, since probably it has planned the
route.

The Scheduling service is meant to improve, to a certain degree, the afore
mentioned user’s cognitive problems. Often users suffering this impairment do
forget which are their daily living activities (ADLs), as for example that they
have to go to the dinning room to have lunch, or to go to the gymnasium to make
their exercises, etc. That is why e-tools-V2 offers them an agenda service that
knows all their ADLs. When, in a given moment, the ha detects that a user has a
programmed activity in a given location, it warns his pa, that will be entrusted to
warn his owner and will offer him the possibility to drive him to the place where
the appointment is taking place. If the appointment is not compulsory and the
user refuses to attend in that moment, his pa will remind him later that he still
has a pending appointment.

Finally, we present the mobility service. Using the Planning service the user
can ask the system to drive him to a specific zone of the hospital or can just ask
to be reminded of how to reach a destination, in the case he has forgotten. The
user can choose, through the interface that his pa offers, to which room he wants
to travel. We must say that the pa will be only offering him as options, those
rooms to which he can have access, and will avoid stairs, private rooms, offices,
etc. Once the user has selected his destination, his pa gets in touch with the ha and
requests a route to go from the actual position to the chosen destination. When
the ha receives the request, it calculates the appropriate route in the way that we
will portray later. Once it has the resulting route, it sends it like a list of points
to attain within a message back to the pa that had made the request. When the
pa receives the route, it starts to execute it automatically, showing it to the user
through the interface. The user will be able to actively interact with the controls of
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the chair, and if he prefers so, he can be the one who manually follows the points
marked by the route.

To create plans, initially the ha needs a map of the environment to be able
to design them. In our case we are using the real map of a floor of the Hospital
Santa Lucia, we divided it into sections or stretches to convert it into a topological
map. The topological map observes the geometric relations between the detected
characteristics in the map with respect to an arbitrary axis of reference. This is
represented as a graph where the nodes are the observed characteristics (rooms,
room sections, etc.) and the edges are the relations between them. These maps
can be constructed without a reference to the actual position of the platform.
Therefore the errors of representation are independent of the positioning errors of
the platform.

In our particular case we have divided the map into a grid and have drawn a
graph that connects the stretches that can be safe or useful for the users to travel.
The edges will indicate the associated cost to the transition from a stretch to the
next. The nodes also have an associated cost related to crossing the stretch asso-
ciated. Places like corridors, narrow zones or doors suppose an added cost. Edges
only connect stretches that are physically connected and that are transitable. Once
we have the topological map, from the start node and the destination node, we
have to calculate the best route. In order to obtain it, we will make use of the
well-known A∗ algorithm, that provides us with the optimum route in cost and
efficient time.

Figure 6. Plan execution on Patient Agent
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The system will modify the topological map that we have loaded in memory.
When it calculates a route and assigns it to a PatientA, immediately, it will mark
all sections of the map that he will use, increasing its cost, so that if any other
PatientB asks for a route, the system will try to search for an alternative path,
in order to not use sections already assigned to PatientA. Once PatientA reaches
her destination, the sections will be modified again and leave them with their
initial costs. This strategy is meant to diminish possible traffic jams. This dynamic
modification of the sections cost is also useful for the system when it has to cope
with closed doors or blocked accesses. As the ha modifies the costs of transition
from a section to another it will not try to pass for those temporarily closed
accesses.

Although safety and soundness are not services by themselves, they must
be present in all the afore mentioned services. With safety we do not only cover
physical risks, but also ethical issues are considered protecting the integrity and
privacy of users data in all the information exchanges. Safety will be an implicit
layer in the ha ensuring that users only access safe and allowed areas of the fa-
cilities, monitoring their position all the time, forbidding navigation requests to
restricted locations and stopping the wheelchair when close to hazardous places
like stairs, steps, or non-driveable surfaces like grass. Safety also considers battery
checks, to ensure that users can reach their location when they want to execute a
plan; this situation is crucial when trying to execute an emergency plan [13].

4.3. Implementation

In this paper we focused on one of the most common assistive devices adopted
for mobility limitations and their correlates: the wheelchair. Unfortunately the
wheelchair is one of the most difficult to use autonomously (requiring control,
physical interaction and also planning/strategy for navigation or obstacle avoid-
ance). One possible solution is represented by the use of power wheelchairs, but
the extreme difficulty with which persons with severe disabilities are taught to
manoeuvre a power wheelchair is an example of difficult interaction with Assistive
Technologies (AT): 9 to 10% of patients who receive power wheelchair training find
it extremely difficult or impossible to use the wheelchair for ADL; 40% of patients
reported difficult or impossible steering and manoeuvring tasks; 85% of clinicians

Figure 7. The topologic map
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reported that a number of patients lack the required motor skills, strength, or
visual acuity. Nearly half of the patients unable to control a power wheelchair by
conventional methods would benefit from an automated navigation system.

Figure 8. Sensors and actuators of the wheelchair

With e-tools-V2 we developed a navigation test with real users in the IRCCS
garden facilities, to evaluate their interaction with the system and to make a step
forward in the development of the modules and services enclosed in the SHARE-it
project. All subjects gave written informed consent for participation to the study,
and the protocol was approved by the IRCCS Fondazione Santa Lucia ethical
committee.

For this we have implemented a first working version of the SHARE-it ha
consisting of simplified versions of pa, ha and sensor network agent. This reduced
ha allowed users to dock their pa into the agent platform to perform a garden
walk. Before this could be done, the pa requested ha an ADL check to ensure that
the user was allowed to perform such activity, making use of a simplified agenda
developed for the experiment. Once the pa was authorized to use the wheelchair,
a technician representing the user, selected a destination for the walk route among
the available set, and after calculating the navigation plan, the pa started executing
the walk sending movement commands to the wheelchair hardware controllers. The
early development stage of the pa is not yet focused on interfaces for persons with
disabilities. This is the reason for the technician interacting with the pa rather
than the user, just to focus them on the navigation experience instead of adding
more stress trying to understand the agent interface.

This agent framework is the one we used on the execution of the experiment
described in Section 3, being the pa in charge of the shared control administration.
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5. Conclusion

Current trends in healthcare, at least at European Union level, call for integrated
user-oriented telematic services, which ensure prompt and secure access to infor-
mation resources, provided proper authorization is available. We claim that such
services should be personalized and mediated by a MAS owned by the user herself.

It must be observed that Personalization through Ambient Intelligence is a
key issue in this Vision. AmI implies three relatively new technologies: Ubiquitous
Computation, Ubiquitous Communication, and Intelligent User Interfaces.

In this sense our idea is to introduce AT in existing older people’s housing in
order to provide Intermediate care [19] intended as the range of services designed
to facilitate transition from hospital to home, and from medical dependence to
functional independence; where the objectives of care are not primarily medical,
the patients’ discharge can be anticipated as well.

There is a strong case for the use of SHARE-it and, therefore, intelligent
agents to support mobility and communication in senior citizens. Moreover, there is
a clear evolutionary pathway that will take us from current AT to more widespread
AmI where MAS will be kernel for interaction and support for decision-making.
In our view the user should be assisted according to his/her profile: not more, not
less.

5.1.

Real world experiments, real environment, and real users– to probe the validity
and appropriateness of AT marks a new step forward in its deploying. The use of
Agent Technology in this field is opening new ways of interaction and creating new
solutions. The ultimate goal of the interaction between robotics, Agent Systems
and the user is to enhance autonomy and up-grade the quality and complexity
of services offered. Nevertheless, some important topics as safeness and security
have to be redefined in the future in order to broaden the applicability of this
approach[13]. An open topic is the acceptability of this technology. Senior citizens
facing some disabilities need to find this technology easy to learn as well as be
confident with its usage in their preferred environment. This implies an effort to
provide the appropriate infrastructure else-where. Also, it should be easy to adapt
this technological solutions to different environments.
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Agents and Healthcare: A Glance to the Future

Alfredo Villar, Alessia Federici and Roberta Annicchiarico

1. Introduction

The global expansion of information technologies in every sector and industry
made the use of computers in Health-care increasingly common since long time ago.
Recently new and innovative applications of information technologies in Health-
care are going up in several areas.

There are new applications around e-Health1. Computerized data manage-
ment is also becoming increasingly important in clinical practice and research.
Managed care offers the promise of more integrated services, including those re-
lated with preventive care and support maintenance of independence at the lowest
level of care. Areas that have attracted attention so far include:
• Home Care where a large number of eHealth services, basically telematic

services, have been tested.
• Pre-Hospital Emergency Care where telematic tools and services are com-

bined for optimal planning, and response management to health emergencies.
• Hospital Care where autonomous laboratory and clinical information systems

have been coordinated to give support to clinical decision making. Including
the development of Electronic Health Records (HER) that provide a de-
centralized view of the patient’s medical record by dynamically composing

Authors would like to acknowledge support from the SHARE-it : Supported Human Autonomy
for Recovery and Enhancement of cognitive and motor abilities using information technologies
(FP6-IST-045088). The views expressed in this paper are not necessarily those of SHARE-it
consortium.

1The term was apparently first used by industry leaders and marketing people rather than

academics (coming from e-commerce, e-business, e-solutions, an so on). One of the most accept
definition is written by G. Eysenbach[4]. As the author suggests e-health is an emerging field in
the intersection of medical informatics, public health and business, referring to health services
and information delivered or enhanced through the Internet and related technologies. In a broader
sense, the term characterizes not only a technical development, but also a state-of-mind, a way of
thinking, an attitude, and a commitment for networked, global thinking, to improve Health-care
locally, regionally, and worldwide by using information and communication technology.
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information that resides in a variety of heterogeneous clinical information
systems.
• Health Monitoring and Surveillance where Healthcare monitoring informa-

tion systems have been implemented for the analysis and reporting of primary
health data.

Specifically in the AI arena, many intelligent systems have been developed
for the purpose of enhancing Health-care and provide better Health-care facilities.
As expressed by many studies (such as [5],[6],[1],[9],[8], or [3]) intelligent system
have been developed to assist doctors and patients.

The papers selected for this collection focus on applications of Agent tech-
nologies to Health-care developed in Europe under the sponsorship of the EU. The
collaboration between both disciplines is probably gathering pace due to match-
ing circumstances. Agents research is one of the most prolific AI areas, especially
in the generation of practical solutions for real problems, and public and private
Health-care business is in crisis worldwide, with a lot of problems looking for so-
lutions. Therefore, very productive results are expected from applying Intelligent
Agents’ research and solutions to Health-care issues.

2. Agents Solutions for Health-care

Shaping Agent-based technology for the healthcare challenges has a momentum
created by various converging demands and trends. The articles included in this
book have been selected to illustrate research addressing solutions for three major
Health-care areas. First, we have selected solutions for Health-care organizations
overall. Then we have selected research centered on supporting the medical prac-
titioners and other Health-care professionals. Finally we have considered solutions
for the patients. If we recapitulate the contents of the articles, we can see exactly
two articles per area.

2.1. Health-care Organizations

Considering as a whole, Health-care organizations are confronting rising costs,
even as delivering poor or inconsistent quality and offering inadequate choices to
their users. More than aim for cost-reductions the challenge is to obtain the right
value for the money. But to offer the right service at the right cost to every user
requires improvements in complex Health-care processes - from claim to deliver -
extended across several public and private stakeholders - from insurers to general
practitioners, specialized units, hospitals, or residential/homecare - and sharing
patients’ critical personal data.

Agent applications have demonstrated their suitability for intelligent logistic
optimization and resource allocation, based on dynamic distributed information,
and including negotiations between several actors. Health-care management have
plenty of that kind of problems. Two papers of this volume illustrate applications
of Agents to organ transplant management:
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• Applying PROVENANCE in Distributed Organ Transplant Management. The
paper on PROVENANCE present a new approach to both capture the dis-
tributed medical treatment of a patient in different Health-care institutions in
an integrated, patient oriented way, and to register all meaningful events re-
lated to a patient’s treatment for further analysis, not only for audit purposes
but also for medical staff to detect problems in the medical processes (e.g.
bottlenecks or lack of timely information). The main hypothesis is that trust
in results produced by an agent-mediated distributed Health-care system can
be increased if it can be known the provenance of each of the particular results
(e.g. where the patient was treated, who has been involved in each medical
treatment, who has taken decisions and which were the basis for such deci-
sions). PROVENANCE awareness enables users to trace how and identifying
the individual and aggregated services that produced a particular output has
produced a particular result. This helps users to get an integrated view of
the treatment process executed by distributed autonomous agents, and to be
able to carry out audits of the system to assess that, for a given patient, the
proper decisions were made and the proper procedures were followed.

• ASPIC: Argumentation Service Platform with Integrated Components. The
main goals of ASPIC are (1) to develop a solid theoretical ground for the
Argumentation Theory in Artificial Intelligence; (2) based on the theoreti-
cal work, develop practical-software components that embody standards for
the argumentation-based technology (inference, decision-making, dialog and
learning); and (3) in order to test these components develop one large scale
demonstrator for organ selection and assignations. In ASPIC, the notion of
autonomy will be used to denote the requirement that the software must have
some ability to decide for itself which goals it should adopt and how these
goals should be achieved. Classical logic based methods and quantitative
algorithms are notoriously brittle in the face of uncertainty, ambiguity and
incompleteness of knowledge in complex real-world situations, while decision-
theoretic and other quantitative approaches lack the conceptual expressive-
ness and versatility of logical methods. The methodology of the project use
argumentation in order to permit agents to treat the reasons that justify al-
ternative goals and actions (arguments for and against) as first-class objects
that can be explicitly analyzed, questioned and rebutted.

2.2. Professionals

In Health-care organizations, medical practitioners are facing a proliferation of
patient’s information coming from - or stored in - several institutions and includ-
ing medical and non-medical data. There is a proportional increase of case infor-
mation and reference data for diagnosis and treatment available on-line. Agent
technologies can deal with this data flooding improving the quality of medical
decision-making process whilst increasing patient compliance and minimizing ia-
trogenic disease and medical errors. It also improves the quality of assistance and
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offers new tools to support and monitor patients in daily activities. A couple of
the selected papers illustrate this area:

• SAPHIRE: A Multi-Agent System for Remote Health-care Monitoring through
Computerized Clinical Guidelines. SAPHIRE provides a Clinical Decision
Support system for remote monitoring of patients at their homes, and at
the hospital to decrease the load of medical practitioners and also Health-
care costs. As the expert knowledge required building the clinical decision
support system, Clinical Guidelines are exploited. The Agent Factory Agent
processes the clinical guideline definitions represented in our extended model,
and based on the semantic annotations of the external resources, discovers
the instances of the specified resources that are relevant for each patient.
This process can be summarized as follows (1) In SAPHIRE architecture,
the medical Web services exposing functionalities of Health-care information
systems, and also the sensor Web services exposing the sensor data retrieved
from wireless medical sensor devices are published to a UDDI registry by
annotating them with their functionality semantics. Whenever the Agent
Factory encounters a reference to a medical procedure, it locates the medical
procedures from UDDI service registries by their functionality that has been
specified in the extended GLIF model. (2) Whenever the Agent Factory en-
counters a reference to a clinical data of patient to be retrieved from an EHR
document, it sends a message to the EHR agent presenting the Document
type, and Entry type semantics presented in the extended GLIF model. As a
response a set of document identifiers are received pointing to relevant EHR
documents.

• Health Agents: Agent-based Distributed Decision Support System for Brain
Tumor Diagnosis and Prognosis. Using its Multi-Agent architecture, Health
Agents applies cutting-edge agent technology to the Biomedical field and
develop the Health Agents network, a globally distributed information and
knowledge repository for brain tumor diagnosis and prognosis. The Health
Agents project also develop the first distributed repository for brain tumor
diagnosis, leading eventually to the formation of a special interest data grid.

2.3. Patients

Finally, there are also Intelligent Agents applications centered on the patients.
Again, two of the selected papers cover this area:
• K4CARE: Knowledge-Based Homecare e-services for an Ageing Europe. The

K4CARE approach offers a Knowledge-Based system to support assertive ser-
vices for individuals living in their houses, namely Home Care services. Ser-
vices in K4CARE use in a very extensively way clinical data stores in EHCR
that provide the appropriate information to support the decision-making.
The K4CARE platform will provide services to its users like patients, family
doctors, physicians in charge, nurses, head nurses, social workers, etc. Each
user will achieve its goals with the help of a set of services specific to his
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or her user type. A set of services specific to a user type will be incorpo-
rated in an agent. The agents may be distributed in the computer network.
The services will invoke other services and thus the K4CARE platform will
have a distributed service-oriented architecture. Some of the services will cor-
respond to medical processes and their execution procedures will be based
on medical guidelines (i.e. evidence-based medicine), while other services will
correspond to administrative or technical procedures related to the operation
of the platform or the home care center.

• Supported Human Autonomy for Recovery and Enhancement of cognitive and
motor disabilities using Agent technologies. The main objective of SHARE-it
is to develop a scalable, adaptive system of add-ons to sensor and assistive
technology so that they can be modularly integrated into an intelligent home
environment to enhance individual’s autonomy. The system will be designed
to inform and assist the user and his/her caregivers through monitoring and
mobility help. Thus, it plans to contribute to the development of the next
generation of assistive devices for older persons or people with disabilities so
that they can be self-dependent as long as possible. It focus on add-ons to
be compatible with existing technologies and to achieve an easier integration
into existing systems. We also aim at adaptive systems as transparent, and
consequently, easy to use to the person as possible. Scalability is meant to
include or remove devices from the system in a simple, intuitive way. SHARE-
it will provide an Agent-based Intelligent Decision Support System to aid the
elders.

Patients support, especially elder or disable patients, will probably be the
most important challenge for the near future in all countries. In ”an aging world”
[7] Agent-base solutions and assistive technologies will have a key role.

3. Assistive Technologies for Elderly and Physical and Cognitive
Impaired People

There is a global trend of increasing longevity in our societies as the human life
span is expanded. More people live longer and, due to the progresses of medicine,
many more survive acute diseases but affected by chronic conditions and some
disabilities.

The main effort of scientific research in this area is to guarantee the auton-
omy of this population in order to obtain two important results: firstly improve
patients and cargivers’ life quality, and secondly allow elderly people to live at
home as long as possible. New technology can help people affected by physical
and cognitive impairments, functional loss from multiple disabilities and impaired
self-dependency of different degrees.

Persons with cognitive disabilities can benefit from a number of aids. These
aids can assist the person by enhancing his or her performance of functional tasks
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that have become more difficult because of impaired memory or retrieval of in-
formation, impaired comprehension, or difficulties understanding cause and effect.
Assistive technologies can also aid in modifying such behavioral problems as impul-
sive decision making and poor management of daily routines (e.g., missed appoint-
ments) that are often directly attributable to cognitive changes such as decreased
memory, organization capabilities, or plannification.

Persons with physical disabilities related with mobility are prevalent in the
older population. Interventions to cope with mobility disability are of three basic
types: improve the individual’s ability to perform the activity by mending the
diseases or impairments causing the disability, eliminate the need to perform the
activity or parts of the activity through use of personal assistance, or alter the way
the activity is performed, for example through use of assistive technology such as
cane, walker or wheelchair. Use of assistive technology is an increasingly common
way of coping with disabilities.

Some research has focused on robotics-based wheelchairs yielding sensors
to assist their users both in cognitive and physical disabilities. The use of agent
technology in this field is opening new ways of interaction with the patients. The
ultimate goal of the interaction between robotics, agent systems and the users is
to enhance autonomy and upgrade the quality and complexity of services offered.

By enabling a person to perform desired tasks, assistive technologies have also
the potential to provide a sense of competence and re-connection to the community.
By accommodating a person’s weaknesses and supporting his or her strengths,
assistive technologies can reduce psychosocial stressors, thus leading to renewed
confidence and self-esteem.

4. Conclusions: A Glance to the Future

According with Altman, the future for medicine will be better and better [2]. A key
factor of this continuous improvement will be the smart use of computation and
communication tools to support Health-care organizations, the medical practice,
caregiver professionals, and the relationship of all those actors with their patients.

A key componet of this ”smart use of computation” will be the use of Agent
technology. As we have explained, Agents can improve Health-care organizations
and can support doctors and caregivers. However, the impact of the use of Agent
technology with patients will not only be an improvement but a radical change in
how Health-care and assistance will be provided to this population segment.

To achieve this radical change, it will be especially important to address the
needs of elderly, and physical and cognitive impaired, patients. As explained, the
autonomy of this kind of population is important to improve their quality of life.
But allow elderly people to live at home as long as possible is also needed to deal
with the demographic explosion of this segment of the population and with the
overhead that it will suppose to the Health-care and social assistance systems.
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The use of Agents in supporting of independent living, wellness and disease
management, will make Healthcare and assistance services available everywhere,
anytime and to everybody. The use of authonomous Agents in the delivery of
healthcare to citizens will also raise numerous challenges. For example, new solu-
tions will be needed for dealing with personal, sensitive health-related aspects of
a person’s life.

In conclusion, the role of Agent technology in Healthcare and assistence de-
livery will be vast and the realization process of the potential has just begun.
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