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Preface

This collection of surveys is an outflow from the 2006 conference Carthapos06
in Tunis (Tunisia). Apart from regular conference talks, five survey talks formed
the core of a workshop in Positivity, supported by the National Science Founda-
tion. The conference organizers (Karim Boulabiar, Gerard Buskes, and Abdelmajid
Triki) decided to expand on the idea of core surveys and the nine surveys in this
book are the harvest from that idea.

Positivity derives from an order relation. Order relations are the mathemat-
ical tool for comparison. It is no surprise that seen in such very general light, the
history of Positivity is ancient. Archimedes, certainly, had the very essence of posi-
tivity in mind when he discovered the law of the lever. His method of exhaustion to
calculate areas uses a principle that nowadays carries his name, the Archimedean
property. The surveys in this book are slanted into the direction that Archimedes
took. Functional analysis is heavily represented. But there is more. Lattice ordered
groups appear in the article by Martinez in the modern jacket of frames. Henriksen
and Banerjee write their survey on rings of continuous functions. Blecher and de
Pagter in each of their papers survey parts of non-commutative functional analysis.
Positive operators are the main topic in the papers by Curbera and Ricker, Schep,
and Wickstead. And positive bilinear maps are the protagonists in the survey by
Bu, Buskes, and Kusraev. The conference organizers (and editors of this volume)
write about f -algebras.

Carthapos06 was more than just a conference and workshop in Africa. It
brought together researchers in Positivity from many directions of Positivity and
form many corners of the world. This book can be seen as a culmination of their
paths meeting in Tunisia, Africa.

June 5, 2007 G. Buskes
Oxford, U.S.A.
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Ways in which C(X) mod a Prime Ideal
Can be a Valuation Domain;
Something Old and Something New

Bikram Banerjee (Bandyopadhyay) and Melvin Henriksen

Abstract. C(X) denotes the ring of continuous real-valued functions on a
Tychonoff space X and P a prime ideal of C(X). We summarize a lot of
what is known about the reside class domains C(X)/P and add many new
results about this subject with an emphasis on determining when the ordered
C(X)/P is a valuation domain (i.e., when given two nonzero elements, one
of them must divide the other). The interaction between the space X and
the prime ideal P is of great importance in this study. We summarize first
what is known when P is a maximal ideal, and then what happens when
C(X)/P is a valuation domain for every prime ideal P (in which case X
is called an SV -space and C(X) an SV -ring). Two new generalizations are
introduced and studied. The first is that of an almost SV -spaces in which
each maximal ideal contains a minimal prime ideal P such that C(X)/P is a
valuation domain. In the second, we assume that each real maximal ideal that
fails to be minimal contains a nonmaximal prime ideal P such that C(X)/P
is a valuation domain. Some of our results depend on whether or not βω \ ω
contains a P -point. Some concluding remarks include unsolved problems.

1. Introduction

Throughout, C(X) will denote the ring of real-valued continuous functions on a
Tychonoff space X with the usual pointwise ring and lattice operations and C∗(X)
will denote its subring of bounded functions, and all topological spaces considered
are assumed to be Tychonoff spaces unless the contrary is stated explicitly. (Recall
that X is called a Tychonoff space if it is a subspace of a compact (Hausdorff)
space. Equivalently if X is a T1space and whenever K is a closed subspace of X not
containing a point x, there is an f ∈ C(X) such that f(x) = 0 and f [K] = {1}.)
An element of C(X) is nonnegative in the usual pointwise sense if and only if it
a square. So algebraic operations automatically preserve order. This makes the
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notion of positivity essential for studying C(X). This simple observation was used
with great ingenuity by M.H. Stone in 1937 to make the first thorough study of
C(X) as a ring. It was restricted to the case when X is compact. Among the many
interesting results in this seminal paper is that C(X) determines X . That is, if X
and Y are compact spaces and C(X) and C(Y ) are algebraically isomorphic, then
X and Y are homeomorphic.

This study was broadened to include unbounded functions in [Hew48] by
Stone’s student E. Hewitt. While this paper contains a number of serious errors, it
set the tone for a lot of the research that led to the book [GJ76]. (It was published
originally in 1960 by Van Nostrand). For more background and history of this
subject, see [Wa74], [We75], [Hen97], and [Hen02]. Our general sources for general
topology are [E89] and [PW88].

Sections 2 and 3 survey some of what has been done in the past about integral
domains that are homomorphic images of a C(X) and the prime ideals P that are
kernels of such homomorphisms. We concentrate especially on the cases when
C(X)/P is a valuation domain. In Section 2, we review some of what is known
when P is maximal; i.e., when C(X)/P is a field. Section 3 recalls what is known
about spaces X such that at C(X)/P is a valuation domain whenever P is a prime
ideal of C(X). They are called SV -spaces. The remainder of the paper focuses on
new research beginning with the study in Section 4 of almost SV -spaces; that is,
spaces X and rings C(X) in which every maximal ideal of C(X) contains a minimal
prime ideal P such that C(X)/P is a valuation domain. Section 5 is devoted to
the study of products of almost SV -spaces and logical considerations concerning
the validity of some results. The one-point compactification of a countable discrete
space is not an SV -space, but the consequences of the assumption that it is an
almost SV -space are studied in Section 6. Spaces X and rings C(X) in which
every real maximal ideal of C(X) contains a prime ideal such that C(X)/P is a
valuation domain are examined in Section 7. In the final Section 8, two related
papers and the contents of a book are discussed briefly, some sufficient conditions
are given to say more about valuation domains that are homomorphic images of
a ring C(X), and some unsolved problems are posed.

2. What happens when the valuation domains are fields?

A commutative ring A such that whenever a and b are nonzero elements of A, it
follows that one of them divides the other, is called a valuation ring. Below, we are
interested only in the case when A is also an integral domain, in which case such
a ring A is called a valuation domain. We begin with the case when the valuation
domain is a field, and recall that the kernel of a homomorphism onto a field is
a maximal ideal. Let M(A) denote the set of maximal ideals of A. This set is
nonempty as long as A has an identity element

Recall that a field F is said to be real-closed if its smallest algebraic extension
is algebraically closed. Equivalently, F is real-closed if it is totally ordered, its set
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F+ of nonnegative elements is exactly the set of all squares of elements of F , and
each polynomial of odd degree with coefficients in F vanishes at some point of
F . As is shown in Chapter 13 of [GJ76], if M ∈ M(C(X)), then C(X)/M is a
real-closed field. We continue to quote facts from [GJ76].

If f ∈ C(X), then Z(f) denotes {x ∈ X : f(x) = 0}, and we let coz(f) =
X\Z(f). If S ⊂ C(X), we let Z[S] = {Z(f) : f ∈ S}. Thus Z[C(X)] (which we
abbreviate by Z[X ]) is the family of all zerosets of functions in C(X). A subfam-
ily F of Z[X ] that is closed under finite intersection, contains Z(g) whenever if
contains some Z(f) ∈ F , and does not contain the empty set is called a z-filter.
Note that an element f is in some proper ideal if and only if Z(f) �= ∅. It follows
that if I is a proper ideal of C(X), Then Z[I] is a z-filter.

An ideal I is fixed or free according as ∩{Z(f) : f ∈ I} is nonempty or empty.
A maximal ideal M is fixed if and only if Z[M ] = {x} for some x ∈ X , in which
case M is denoted by Mx. Clearly, C(X)/M always contains a copy of R. The
maximal ideal M is called hyper-real if C(X)/M contains R properly and is called
real otherwise. Every fixed maximal ideal is real, but the converse fails to hold. If
every real maximal ideal of C(X) is fixed, then X is called a realcompact space.
Subsequent to the appearance of [GJ76], hyper-real fields are also called H-fields.

Recall that the continuum hypothesis CH is the assumption that the least
uncountable cardinal ω1 is equal to the cardinality 2ω of the continuum.

2.1 Definition. Suppose that an ordered set L satisfies: If A and B are countable
subsets of L such that a < b whenever a ∈ A and b ∈ B, then there is an x ∈ L
such that a < x < b whenever a ∈ A and b ∈ B (Symbolically we write this
conclusion as A < x < B.) Then L is called an η1-set.

Much of what is known about H-fields of cardinality no larger than 2ω is
summarized next.

2.2 Theorem

(a) Every H-field is both real-closed and an η1-set.

(b) All real-closed fields that are η1-sets of cardinality ω1 are (algebraically)
isomorphic.

(c) Every η1-set has cardinality at least 2ω.

(d) All H-fields of cardinality 2ω are isomorphic if and only if CH holds.

All but part of (d) are shown in Chapter 13 of [GJ76]. That there is only one
H-field (in the sense of isomorphism) of cardinality 2ω implies CH is due to A.
Dow in [D84]. Some more detail about what may happen if CH fails: see [R82].

There are a large number of results concerning H-fields of large cardinal-
ity in [ACCH81] that depend on various set-theoretic hypotheses and use proof
techniques involving combinatorial set theory. Most of its contents are beyond the
scope of this article. (Some errors in [ACCH81] are pointed out by A. Blass in his
review in Math. Sci. Net. None of them affect what is written above.)
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3. When every prime ideal of C(X) is a valuation prime;
SV rings and spaces

As in [DW96], a prime ideal P of C(X) is called a valuation prime if C(X)/P is a
valuation domain. Chapter 14 of [GJ76] is devoted to the study of the set of prime
ideals of C(X), and a little is said about the order-structure of C(X)/P when P
is a prime ideal of C(X), but the first thorough study of valuation primes and
their associated valuation domains appears in [CD86]. Inspired by this, a number
of authors began to investigate rings C(X) and spaces X such that every prime
ideal of C(X) is a valuation prime. Such rings and spaces are called SV -rings and
SV -spaces respectively. See [HW92a], [HW92b], and [HLMW94].

The order structure of C(X)/P is described completely when X is the one-
point compacification W (ω+1) of W (ω) in [M90] and to a lesser extent in Chapter
4 of [DW96] when X is compact. See Section 6 below.

The Stone-Čech compactification βX is the compact space that contains X
as a dense subspace such that each member of the subring C∗(X) of bounded
functions in C(X) has a (unique) extension in C(βX). Thus C∗(X) and C(βX)
are isomorphic.

What follows next will be used often below. See [GJ76].

3.1 Proposition and definitions. Suppose X is a Tychonoff space. Then:

(a) There is a bijection from βX onto the set M(C(X)) of maximal ideals of
C(X) given by p →Mp = {f ∈ C(X) : p ∈ clβXZ(f)}.

(b) Each prime ideal of C(X) is contained in a unique maximal ideal Mp, and
the intersection of all the prime ideals contained in Mp is Op = {f ∈ C(X) :
clβXZ(f) is a neighborhood of p}.

(c) The prime ideals containing a prime ideal P form a chain (that is, are to-
tally ordered) under set inclusion, and P contains minimal prime ideals. The
number of minimal prime ideals contained in the maximal ideal M is called
its rank Rk(M) and is denoted by ∞ unless it is finite. If X is compact,
the rank Rk(X) of X is the supremum of the ranks of the maximal ideals of
C(X). It is known that if the rank of each maximal ideal of C(X) is finite,
then Rk(X) <∞. (See [HLMW94].)

(d) If p ∈ X , then Mp is denoted by Mp and Op by Op. If Op = Mp, then p is
called a P -point. A space all of whose points are P -points is called a P -space.
X is a P -space if and only if Z(f) is clopen for each f ∈ C(X) if and only
if C(X) is a von Neumann regular ring. Moreover, every compact P -space is
finite.

(e) If for all p ∈ βX , the prime ideals containing Op are totally ordered, then X
is called an F -space. (Equivalently, X is an F -space if Op is prime for every
p ∈ βX .) Every P -space is an F -space, every F -space is an SV -space and the
implied inclusions are proper. Moreover, no SV -space can contain a nontrivial
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convergent sequence; that is, a closed copy of the one-point compactification
W (ω+1) of the space W (ω) of finite ordinals. (See 3.4 below and [HLMW94].)

If P ⊂ Q are prime ideals of C(X), then C(X)/Q is a homomorphic image
of C(X)/P . Thus, if P is a valuation prime, then so is Q. Hence:

3.2 Proposition. X is an SV -space if and only if every minimal prime ideal of
C(X) is a valuation prime.

Let mC(X) denote the set of minimal prime ideals of the ring C(X). If
f ∈ C(X), let h(f) = {P ∈ mC(X) : f ∈ P} and let hc(f) = mC(X)\h(f). Using
{hc(f) : f ∈ C(X)} as a base for a topology, mC(X) becomes a zero-dimensional
Hausdorff space called the space of minimal prime ideals of C(X). See [HJe65].
This space has been studied extensively, but we recall only those facts known about
it that are relevant to this paper.

Recall that if I is an ideal of C(X) such that f ∈ I and Z(g) = Z(f)
imply that g ∈ I, then I is called a z-ideal. As is shown in [HJe65], the map
P → P ∩C∗(X) is an order preserving homeomorphism of mC(X) onto mC∗(X).
So C(X) and C(βX) have homeomorphic spaces of minimal prime ideals. Again a
prime z-ideal P of C(X) is valuation prime if and only if P ∩C∗(X) is a valuation
prime of C∗(X) by Corollary 2.1.12 of [CD86]. Thus we have:

3.3 Proposition. X is an SV -space if and only if βX is an SV -space.

Thus, to determine the algebraic properties of an SV -ring C(X), there is no
loss of generality in assuming that X is compact.

3.4 Remark. It has long been known that every F -space is an SV -space. (See, for
example [L86].) If X and Y are two disjoint F -spaces, then the attaching of X
and Y at two non P -points respectively of X and Y ; serves as an example of an
SV -space which fails to be an F -space and consequently the class of SV -spaces
contains the class of F -spaces properly. (This is noted in [HW92a] and [HW92b],
and implicitly in [CD86].)

Recall that a space Y is said to be C∗-embedded (resp. C-embedded) in a
space X if the map f → f |Y is a surjection of C∗(X) onto C∗(Y ) (resp. of C(X)
onto C(Y )). We close this section with more known facts about SV -spaces.

3.5 Proposition and remarks

(a) Every C∗-embedded subspace of an SV -space is an SV -space and consequent-
ly closed subspaces of compact SV -spaces are SV -spaces. (See [HW92a]).

(b) If a compact space X can be expressed as the union of finitely many closed
subspaces such that each of them is an SV -space, then X becomes an SV -
space, but not every SV -space can be represented in this way. (See [HW92a]
and [L03]. The example in [L03] is the result of a complicated construction.)

(c) If X is compact and each point of X has a closed neighborhood that is an F -
space, then X becomes an SV -space. Though the converse need not hold. Let
X be the union of two disjoint copies of βω (ω denotes the set of countable
ordinals). and Y be the space by identifying the corresponding points of
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βω \ ω. Then every nonisolated point of Y has no F -space neighborhood,
though Y becomes a compact SV -space. (See [HW92a].)

(d) If X be an almost discrete space, i.e., a Hausdorff space with exactly one
nonisolated point, then X is an SV -space if and only if X is of finite rank.
(See [HW92b].)

(e) Every compact SV -space has finite rank. It is not known if there is a compact
space of finite rank which fails to be an SV -space. (See [HLMW94]).

4. The first generalization; almost SV rings and spaces

Below βω and αω will abbreviate β(W (ω)) and W (ω + 1) respectively.

4.1 Definition. C(X) is called an almost SV -ring and X an almost SV -space if
each maximal ideal of C(X) contains a valuation prime that is a minimal prime
ideal.

Next, it is shown how to create a large class of almost SV -spaces that are
not SV -spaces.

4.2 Theorem. The space obtained by attaching the nonisolated point of W (ω + 1)
to a compact F -space at a non P -point is an almost SV -space that is not an
SV -space.

Proof. Let Y denote a compact F -space with a point q such that Oq is not maximal.
(For example, Y could be βω and q any point of its nonisolated points.) Let X
denote the result of attaching the spaces Y and αω at the points q ∈ Y and ω ∈ αω,
and call the resulting point p. By 3.1(e), X is not an SV -space because it contains
a sequence of distinct points converging to p. Because Y is an F -space and each
point of αω other that ω is a P -point, to see that X is an almost SV -space, it
suffices to show that there is a minimal valuation prime of C(X) containing Op.

Let ϕ and ψ denote respectively the restriction maps of C(X) onto C(αω)
and C(Y ). Clearly each is a surjective homomorphism. Because Oq is not maximal,
its inverse image ψ−1(Oq) is a nonmaximal prime ideal of C(X) containing Op. We
show next that Op = ϕ−1(Oω)∩ψ−1(Oq). For, f is in this intersection if and only
if its restriction to αω vanishes on a neighborhood of ω, and its restriction to Y
vanishes on a neighborhood of q if and only if f vanishes on a neighborhood of p.

Because in any commutative ring a prime ideal that contains the intersection
of two ideals must contain one of them, it follows that any prime ideal of C(X)
that contains Op must contain at least one of ϕ−1(Oω) or ψ−1(Oq). Moreover,
because q is not a P -point of Y , ϕ−1(Oω) is not contained in ψ−1(Oq). Hence
there cannot be any prime ideal of C(X) containing Op and properly contained in
ψ−1(Oq). Thus the latter is a minimal prime ideal of C(X) containing Op.

Suppose π : C(Y ) → C(Y )/Oq is the canonical homomorphism. Then π ◦ψ :
C(X) → C(Y )/Oq is a surjective homomorphism with whose kernel ker(π ◦ ψ) =
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ψ−1(Oq). So C(X)/ ker(π ◦ ψ) and C(Y )/Oq are isomorphic. Because Y is an F -
space, this latter is a valuation domain and we may conclude that ψ−1(Oq) is a
minimal valuation prime ideal. This concludes the proof of the theorem. �

We digress to quote some results in [CD86] that will be useful in what follows.

4.3 Concepts and results from [CD86].

(a) Suppose p is a point in a Tychonoff space X and � is a z- filter of subsets of
X . If for every f ∈ C(X \ {p}) such that 0 ≤ f ≤ 1, there is Y ∈ � such that
limx→p f |Y exists, then � is called a P (p) filter. See [CD86] for a discussion
of the properties of such filters. The authors do not describe P (p) filters as
z-filters, but treat them as one whenever they use it.

(b) Suppose X is compact and each of its points is a Gδ point. Substantial use
will be made below of a mapping γ introduced in a more general setting by
C. Kohls in [K58] and described in more detail in [CD86]. See Section 2.2 of
[CD86] for proofs and more details about the assertions made below
(1) Suppose p ∈ X is nonisolated and Y = X \ {p}. Then γ is a bijection

from the set Q of prime z-ideals of C(Y ) such that Z[Q] converges to
some point in βY \ Y onto the family � of all nonmaximal prime z-
ideals of C(X) contained in Mp. Then γ(Q) is defined by Z[γ(Q)] =
{clXY : Y ∈ Z[Q]} = {Y ∪ {p} : Y ∈ Z[Q]}.

(2) The prime z-ideal Q is maximal if and only if γ(Q) is an immediate
prime z-ideal predecessor of Mp by 3.2(2) of [CD86].

(3) Z[Q] is a P (p) filter if and only if Z[γ(Q)] is a P (p) filter.
(4) If P is a valuation prime contained properly in Mp and Q ⊂ P is a

minimal prime ideal, then Z[Q] is a P (p) filter. (See Theorem 2.2.2 of
[CD86].)

Recall that υX = {p ∈ βX : Mp is a real maximal ideal} and that C(υX)
and C(X) are isomorphic. υX is called the (Hewitt) realcompactification of X .
The proof of the next result is an exercise.

4.4 Theorem. The following assertions are equivalent.
(1) X is an almost SV -space.
(2) υX is an almost SV -space.
(3) βX is an almost SV -space.

4.5 Corollary. If Y is a dense C∗-embedded subspace of an almost SV -space X ,
then Y is an almost SV -space.

Proof. For then βY and βX are homeomorphic, so the conclusion follows from
Theorem 4.4. �

Recall again that the question of whether a compact space of finite rank is an
SV -space was left as an open problem in Section 6 of [HLMW94]. So, the second
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part of the hypothesis of the next theorem may be redundant, and its conclusion
may be too weak.

4.6 Theorem. If X is a compact space of finite rank and each of its points has
a compact neighborhood that is an an almost SV -space, then X is an almost
SV -space.

Proof. Because X is compact, {Mp : p ∈ X} is the set of all maximal ideals of
C(X). We need to show that each Mp contains a minimal prime ideal that is a
valuation prime. For each p ∈ X , there is a compact neighborhood T = T (p) of
p that is an an almost SV -space. Let ϕ : C(X) → C(T ) denote the map that
sends each f ∈ C(X) to its restriction to T . The map.ϕ is an epimorphism since
T is C-embedded in X . As usual, Op = {f ∈ C(X) : p ∈ intXZ(f)} and letting
OT

p = {f ∈ C(T ) : p ∈ intT Z(f)}, we see that ϕ−1(OT
p ) = Op. Note also that the

inverse image under ϕ of a pair of incomparable prime ideals of C(T ) containing
OT

p is a pair of incomparable prime ideals of C(X) containing Op because ϕ is an
epimorphism.

Let m and n denote respectively the ranks of p with respect to T and X .
Because X is compact, it follows from Corollary 1.8.2 of [HLMW94] that m ≤
n. < ∞. It follows that OT

p is the intersection of m incomparable minimal prime
ideals {PT

i }m
i=1 of C(T ) and hence that Op is is the intersection of the minimal

prime ideals {ϕ−1(PT
i )}m

i=1. In any commutative ring, if a prime ideal contains a
finite intersection of ideals, it must contain one of them. So, we may conclude that
{ϕ−1(PT

i )}m
i=1 is the collection of all minimal prime ideals of C(X) that contain

Op. Because T is an almost SV -space, there is a j such that 1 ≤ j ≤ m and PT
j

is a minimal valuation prime of C(T ) containing OT
p . If π : C(T ) → C(T )/PT

j

denotes the canonical homomorphism, then π ◦ ϕ is an epimorphism from C(X)
onto C(T )/PT

j whose kernel is ϕ−1(PT
j ). Therefore C(X)/ϕ−1(PT

j ) = C(T )/PT
j

and hence ϕ−1(PT
j ) is a minimal valuation prime of C(X) contained in Mp. Since

p ∈ X is arbitrary, this completes the proof. �

Use will be made below of the concept that follows in deriving a sufficient
condition for a compact perfectly normal space to be an almost SV -space.

4.7 Definition. For any space X , a point p ∈ βX such that Op is a prime ideal of
C(X) is called a βF -point. If Op is a valuation prime, then p is called a special
βF -point.

No example is known of a βF -point that is not a special βF -point.

4.8 Lemma. Suppose p is a nonisolated Gδ-point of a compact space X , and let Q
denote a prime z-ideal of C(X \ {p}) such that the prime z-filter Z[Q] converges
to some point in β(X \ {p})\ (X \ {p}). Then the following are equivalent:
(1) For every f ∈ C(X \ {p}) such that 0 ≤ f ≤ 1, there exists a Y ∈ Z[Q] and

a g ∈ C(X) such that f |Y = g|Y .
(2) For every f ∈ C(X \ {p}) such that 0 ≤ f ≤ 1, there exists a Y ∈ Z[Q] such

that limx→p f |Y exists, i.e.; Z[Q] is a P (p) filter.
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Proof. If (1) holds, then limx→p g|Y exists and consequently limx→p f |Y also exists.
So (2) holds.

If (2) holds, define h : Y ∪ {p} → R by letting h|Y = f |Y and h(p) =
limx→p f |Y . Clearly h ∈ C(Y ∪ {p}). Since X is compact and Y ∪ {p} is a closed
subset of X , and hence is C-embedded in X . If g is an extension of h over X , then
g|Y = f |Y . �

Combining Lemma 4.8 and Theorem 2.3.2 of [CD86], we obtain:

4.9 Theorem. Suppose p is a nonisolated Gδ-point of a compact space X , and let
Q denote a prime z-ideal of C(X \ {p}) such that the prime z-filterZ[Q] converges
to some point in β(X \ {p})\ (X \ {p}). Then the following are equivalent:

(1) γ(Q) is a valuation prime z-ideal of C(X) contained in Mp.
(2) Q is a valuation prime z-ideal and Z[Q] is a P (p) filter.

4.10 Theorem. If X is compact and perfectly normal, and for every nonisolated
point p of X , there is a free P (p) z-ultrafilter Z[M q] on X \ {p} such that q is a
special βF point of β(X \ {p}), then X is an almost SV -space.

Proof. A nonisolated point p of the perfectly normal space X is a Gδ-point. Suppose
Z[M q] is a free P (p) z-ultrafilter on X \{p} such that q is a special βF -point. Thus
Oq becomes a valuation prime ideal of C(X \ {p}) and Z[Oq] clearly converges
to q in β(X \ {p})\ (X \ {p}). Since γ is a bijection, γ(Oq) is a minimal prime
ideal of C(X) contained in Mp. Because Z[M q] is a P (p) filter, γ(M q) becomes an
immediate prime z-ideal predecessor of Mp which is a valuation prime by 2.3.3 of
[CD86]. Now γ(Oq) is a minimal prime ideal of C(X) contained in γ(M q), which is
properly contained in Mp and since γ(M q) is a valuation prime, this implies that
Z[γ(Oq)] is a P (p) filter by 2.2.2 of [CD86]. Consequently, by 4.3(b)(3) above,
Z[Oq] becomes a P (p) filter. Finally, because Oq is a valuation prime and Z[Oq]
is a P (p) filter, γ(Oq) becomes a valuation prime by Theorem 4.9. But p is an
arbitrary nonisolated point, so this completes the proof. �

4.11 Theorem. αω is an almost SV -space if and only if there exists a free ultrafilter
Ψ on ω such that for every f ≥ 0 in C∗(ω), there is a Y ∈ Ψ such that limx→ω f |Y
exists.

Proof. Let ϕ be the unique continuous extension of the inclusion map i : ω → αω
over βω. Recall from 4.3(b)(1) that the map γ is a bijection of the family of all
prime z-ideals Q of C(ω) such that Z[Q] converges to point of ϕ−1(ω) (where
ϕ−1(ω) = βω \ ω) onto the family of all nonmaximal prime z-ideals of C(αω)
contained in Mω. Since ω is a P -space, the set of prime z-ideals Q of C(ω) such
that Z[Q] converges to a point of βω \ω is the set of maximal ideals M q such that
q ∈ βω \ ω. So by 4.3(b)(1), the set of minimal prime ideals of C(αω) contained
in Mω is given by:{γ(M q) : q ∈ βω \ ω}. Thus αω is an almost SV -space if and
only if γ(M q) is a valuation prime for some q ∈ βω \ ω if and only if Z[M q] is a
P (ω) z-ultrafilter on ω (by Corollary 3 of [CD 86]) if and only if there exists a free
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ultrafilter Ψ on ω such that for every f � 0 in C∗(ω), there exists Y ∈ Ψ such
that limx→ω f |Y exists. �

Henceforth, we will write A ∼= B to abbreviate the statement that the rings
A and B are isomorphic, and we will write X ≈ Y to abbreviate the statement
that the topological spaces X and Y are homeomorphic.

The Stone extension theorem states that if f : X → Y is continuous and Y
is compact, then f has a continuous extension f∗ : βX → Y . (See 6.5 of [GJ76].)

An algebra A such that C∗(X) ⊂ A ⊂ C(X) is said to be an intermediate
algebra of C(X) and is said to be a c-type algebra if also A ∼= C(Y ) for some
Tychonoff space Y . We let A∗ = {f ∈ A : |f | is bounded by some positive integral
multiple of 1}. If A is an intermediate algebra of C(X) then clearly A∗ = C∗(X).
For more background on intermediate c-type algebras, see [DGM97].

4.12 Theorem. C(X) is an almost SV -ring if and only if every c-type intermediate
algebra of C(X) is an almost SV -ring.

Proof. Let A be an intermediate c-type algebra of C(X) and υAX = {p ∈ βX :
f∗(p) ∈ R, for all f ∈ A} where f∗ is the Stone extension of f over βX to the two-
point compactification R∪{±∞} of R. Clearly X ⊂ υAX ⊂ βX . By Corollary 2.8
of [HJo61] , Max(A) ≈ Max(A∗) and Max(C∗(X)) ≈ βX . Therefore Max(A) ≈
βX ≈ β(νAX). Consequently A ∼= C(υAX) and the rest of the proof follows by
Theorem 4.4. �

5. Product spaces and set-theoretic considerations

In Theorem 3.1 of [CD86], it is shown that if αω contains a nonmaximal valuation
prime, then the space βω \ ω contains a P -point. It is noted also in this paper that
W. Rudin showed that if CH holds, then βω \ ω contains a dense set of P -points,
and Shelah showed that there are models of ZFC in which βω \ ω has no P -points.
(See [Wi82].) It follows that there are models of ZFC in which αω is not an almost
SV -space. In Theorem 3.3.4 of that paper it is shown that these results also hold
if ω is replaced by any infinite discrete space.

This yields another difference between SV and almost SV -spaces. While
closed subspaces of compact SV -spaces are SV -spaces, there are models of ZFC in
which the corresponding result for almost SV -spaces need not hold. In particular,
by Theorem 4.2, in a model in which βω \ ω has no P -points, the space obtained
by attacing a copy of W (ω + 1) to a point of βω \ ω is an almost SV -space with
a countable closed subspace that is not an almost SV -space.

Observe that a space is the free union X1 � X2 of spaces X1 and X2 if and
only if C(X) is the direct sum C(X1) ⊕ C(X2). Because every maximal [resp.
proper prime] ideal of C(X1 � X2) is the direct sum of a maximal [resp. proper
prime] ideal in one coordinate and the whole ring in the other, it follows that
C(X1 �X2) is an almost SV -space if and only if C(Xi) is an almost SV -space for
i = 1, 2.
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Recall also from [HMW03] that X is called a quasi P -space if each of the prime
z-ideals in C(X) is minimal or maximal. The following facts will be used below.
Fact 1. The one-point compactification αD of an infinite discrete space D is a
quasi P -space. (See 2.4 of [HMW03].)
Fact 2. Every infinite locally compact quasi P -space T is a free union of one-point
compactifications of infinite discrete spaces. This free union is finite if and only if
T is compact. (See 4.1 and 6.1 of [HMW03].)
Fact 3. A prime ideal P of C(X) is minimal if and only if f ∈ P implies there is a
g /∈ P such that fg = 0. The space mC(X) of minimal prime ideals of C(X) (with
the topology decribed just after Prop. 3.2) is always a countably compact zero-
dimensional Hausdorff space. Moreover, mC(X) is compact if and only if whenever
each function in a prime ideal Q of C(X) has nonempty interior, it follows that
Q ∈ mC(X). See [HJe65].

A space X such that whenever V ∈ coz(X), there is a W ∈ coz(X) such that
V ∩W = ∅ and V ∪W is dense in X , is said to be cozero complemented. It is well
known that m(C(X)) is compact if and only if X is cozero complemented. See
[HW04]. It will be noted in 5.3 below that if D is an uncountable discrete space,
then Ωasv implies that αD is an almost SV -space, even though αω is cozero
complemented while αD is not cozero complemented.

5.1 Theorem.

(a) If αω is an almost SV -space and Y is a compact metrizable almost SV -space
with a dense set of isolated points, then αω × Y is an almost SV -space.

(b) If αω is not an almost SV -space, then neither is αω × Y .

Proof. (a) It follows easily from Fact 3 and the observation that αω×Y is compact
that it suffices to show for any y ∈ Y that M(ω,y) contains a valuation prime that
is a minimal prime ideal. Using Fact 3 again yields this result if y is an isolated
point of Y , so we may assume it is not isolated. Because αω × Y is metrizable
and Y has a dense set of isolated points, there is is a sequence {xn} of isolated
points of αω × Y that converges to (ω, y). Clearly this sequence together with
(ω, y) is a subspace T of αω × Y homeomorphic to αω. Because this latter is an
almost SV -space, there is a valuation prime P that is a minimal prime ideal of
C(T ) contained in the maximal ideal {f ∈ C(T ) : f(ω, y) = 0} of C(T ). Let ρ
denote the map that sends f ∈ C(αω × Y ) to its restriction to T , and let ϕ be
a mapping that sends each member of C(T ) to its coset mod P in the valuation
domain D = C(T )/P . Clearly ker(ρ ◦ ϕ) = ρ−1(P ) is a valuation prime ideal
contained in M(ω,y). It remains only to prove that it is a minimal prime ideal.
Because αω × Y is metrizable, the space of minimal prime ideals of C(αω × Y ) is
compact. So ρ−1(P ) is minimal provided that each of its elements is a zero divisor.
(See [HJe65].) That will be the case if each f ∈ P has a zeroset with nonempty
interior. Now f ∈ ρ−1(P ) implies ρ(f) ∈ P implies f |T ∈ P implies intT (f |T ) �= ∅
because P is a minimal prime ideal of C(T ). Also, because {xn} is a sequence of
isolated points of αω × Y , it follow that intZ(f) �= ∅. So (a) holds.
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(b) If p is an isolated point of Y , then αω×Y is a free union of X1 = αω×{p}
and X2 = αω × (Y \ {p}). Therefore C(αω × Y ) is an almost SV-ring if and only
if each C(Xi) is for i = 1, 2. Since X1 ≈ αω, it follows that αω is an almost
SV-space. �

With the aid of a routine induction, (b) implies:

5.2 Corollary. αω is an almost SV -space if and only if (αω)n is an almost SV -space
for any positive integer n.

The proof of the next theorem depends on some results in [HMW03] where
it is shown that a compact space is a quasi P -space if and only if it is a finite free
union of one-point compactifications of discrete spaces.

5.3 Theorem. Let D be any uncountable discrete space and let αD denote its
one-point compactification. If αω is an almost SV -space then so is αD.

Proof. By the preceding remarks, αD is a quasi P -space and hence every prime
z-ideal of C(αD) is either minimal or maximal. Clearly αD contains a copy of
αω; say T . Since αω is an almost SV -space, there is a minimal nonmaximal prime
ideal P of C(T ) which is a valuation prime. Let ϕ denote the restriction mapping
of C(αD) onto C(T ).

P is a z-ideal since it is a minimal nonmaximal prime ideal of C(T ). Therefore
ϕ−1(P ) is a prime z-ideal of C(αD) which cannot be maximal. So, because αD
is a quasi P space, ϕ−1(P ) is minimal. Since C(αD) / ϕ−1(P ) and C(T )/P are
isomorphic, this completes the proof. �

Next, we prove two results on product spaces under the assumption that αω
is an almost SV -space.

5.4 Lemma. If αS = S∪{s} and αT = T∪{t} are the one-point compactifications of
infinite discrete spaces S and T , and αω is an almost SV -space, then X = αS×αT
is an almost SV -space.

Proof. It is shown in Theorem 5.3 that if αω is an almost SV -space, then the one-
point compactification of any infinite discrete space is an almost SV -space. So, we
need only show that M(s,t) contains a valuation prime ideal that is minimal prime.
It is easy to find a sequence {x(n)} of distinct isolated points of X that converges to
(s, t). [If {s(n)}and {t(n)} are sequences of distinct isolated points of S and T , let
x(n) = (s(n), t(n)).] If Y = {x(n)}∞n=1∪{(s, t)}, then Y ≈ αω. So there is a minimal
prime valuation prime ideal P of C(Y ) contained in {f ∈ C(Y ) : f(p, q) = 0}. If
ϕ: C(X) → C(Y ) is the restriction map, then clearly ϕ−1(P ) is valuation prime.
So, we need only show that the prime ideal ϕ−1(P ) is minimal. By Fact 3, we need
only show that if f ∈ ϕ−1(P ), there is a g /∈ ϕ−1(P ) such that fg = 0. Note also
that the zeroset of an element of a minimal prime ideal of C(Y ) is infinite.

Suppose first that (s, t) ∈ intY Z(f |Y ), in which case coz(f |Y ) is a finite set
of isolated points of Y . If Z(f |Y ) \ (s, t) = {y(n)}∞n=1, let (g|Y )(y(n)) = 1

n for
n ≥ 1, and (g|Y ) = 0 otherwise. Then (f |Y )(g|Y ) = 0, while (g|Y ) /∈ P because
its zeroset is finite. It follows that ϕ−1(P ) is minimal. �
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5.5 Theorem. If αω is an almost SV -space, then the product of two infinite compact
quasi P -spaces X and Y is an almost SV -space that is not a quasi P -space (or an
SV -space).

Proof. By Fact 2, both X and Y are free unions of finitely many one point com-
pactifications of infinite discrete spaces, so X×Y is a finite free union of spaces of
the form αSi×αTj for infinite discrete spaces Si and Tj . Each of these summands
is an almost SV -space by the lemma, as is their free union.

If X × Y were a quasi P -space, then so would each of the αSi × αTj . By 6.1
of [HMW03], this cannot be the case since each of the latter factors are compact
and infinite. Finally, because X × Y contains a convergent sequence, it cannot be
an SV -space. �

6. Some consequences of the assumption that αω
is an almost SV -space

Henceforth the assumption that the one-point compactification of the countable
discrete space ω is an almost SV -space will be denoted by Ωasv. This assumption
has been used since the beginning of Section 5.

6.1 Theorem. The following assertions are equivalent:
(a) Ωasv holds.
(b) There is a p ∈ βω \ ω such that the maximal ideal Mp of C(βω) is the

immediate prime z-ideal successor of Op in the class of all z-ideals of C(βω).

Proof. Let i denote the restriction mapping from C(βω) to C(ω). If p ∈ βω \ ω,
then since ω is a discrete space, i−1(Mp) = Op in C(βω). Because βω \ ω is a
zeroset, the prime z-filter Z(i−1(Mp)) on βω has an immediate successor in the
class of z-filters which is exactly the z-filter generated by Z(i−1(Mp)) together
with βω \ ω by Theorem 3.5 of [GJ60]. It follows from Theorem 3.10 of the same
paper that this successor is Z(Mp) if and only if p is a P -point of βω \ ω, which
as noted above is equivalent to Ωasv. �
6.2 Lemma. Suppose:
(a) Ωasv holds,
(b) X and mC(X) are compact (e.g., if X is compact and perfectly normal), and
(c) for each nonisolated point p ∈ X , there exists an infinite set of isolated points

Dp of X such that Dp ∪ {p} and the one point compactification αDp of Dp

are homeomorphic.
Then X is an almost SV -space.

Proof. Since (a) holds, Y = αDp is an almost SV -space as noted in the first
paragraph of this section. So there is a P ∈ mY that is a valuation prime contained
in {f ∈ C(Y ) : f(p) = 0}. Letting ϕ : C(X) → C(Y ) denote the restriction map,
we see that C(X)/ϕ−1(P ) ∼= C(Y )/P . It remains only to show that ϕ−1(P ) ∈ mX .
Now g ∈ ϕ−1(P ) implies g|Y ∈ P . By (c), intY Z(g) �= ∅ since P ∈ mC(Y ). So
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since each point of intY Z(g) is isolated in X , we know that intXZ(g) is nonempty
as well. From Fact 3 of Section 5, we conclude that ϕ−1(P ) ∈ mC(X). �

A topological space X is said to be scattered or dispersed if each nonempty
subspace Y contains an isolated point of Y . A compact scattered space is neces-
sarily zero-dimensional.

If X is a space, let X(0) = X , X(1) = X \ Is(X), and for any ordinal η, let
X(η+1) = (X(η))(1). If η is a limit ordinal, then X(η) denotes intersection of all
X(β) such that β < η. From cardinality considerations there is an ordinal α such
that X(α) = X(β), for each β > α. If there is an α such that X(α) = ∅, then X is
scattered and the least such α is called the CB-index of the scattered space X .

These notions abound in general topology. See, for example, [LR81] or [Se71].

6.3 Theorem. If Ωasv holds, then every compact metrizable scattered space X of
Cantor-Bendixon index ≤ 3 is an almost SV -space.

Proof. The hypothesis of Lemma 6.2 will be verified. If CB(X) = 1, then X is
finite and hence is a P -space. If CB(X) = 2, then the set of nonisolated points
of X is finite and therefore for every nonisolated point there exists a sequence
of isolated points converging to it. If CB(X) = 3, then since X is compact and
metrizable, X(2) is finite and therefore for all but finitely many points of X(1), there
is a sequence of isolated points of X converging to the point. Let p ∈ X(1) and let
{xn}∞n=1 be a sequence of nonisolated points converging to p; i.e., {xn}∞n=1 ⊂ X(1).
By our earlier observation, for all but finitely many members of {xn}∞n=1, there is
a sequence of isolated points of X converging to it. Thus every neighborhood of p
contains some xn such that there is a sequence of isolated points of X converging
to xn. Hence we get a sequence {yn}∞n=1 of isolated points of X converging to p.
Hence by Lemma 6.2, X is an almost SV -space. �

Remark. Recall that a space X such that whenever x ∈ clXA for some A ⊂ X ,
there is a sequence of elements of A that converges to x is called a Frechet space (or
a Frechet–Urysohn space). In the proof of Theorem 6.3, metrizability is used only
to produce sequences that converge to points in the closures of some subspaces.
It follows that the hypothesis that X is metrizable can be weakened to assuming
only that X is a Frechet space and mC(X) is compact. Because mC(X) fails to be
compact if X is the one-point compactification of an uncountable discrete space,
while X is a compact scattered almost SV -space if Ωasv holds, this new result
does not generalize Theorem 6.3.

It follows immediately from Corollary 4 in Section 2.2 of [CD86] that if X is a
metrizable almost SV -space with a nonisolated point, then Ωasv holds. It follows
that Ωasv holds if and only if there is an infinite compact metrizable almost SV -
space.

6.4 Corollary. If [0, 1] is an almost SV -space, then Ωasv holds.
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Whether or not the converse of this corollary holds is the most important
unsolved problem of this paper. See Section 8.

We conclude this section with a statement without proof of a result that
provides some circumstantial evidence that [0, 1] may be an almost SV -space.

6.5 Theorem. Suppose p ∈ [0, 1] and g ∈ C([0, 1]) are such that g(p) �= 0 or there
is an open set U of [0, 1] such that Z(g) ∩ U = {p}. If Ωasv holds, then there is a
minimal prime ideal Q ⊂ Mp such that whenever 0 ≤ f ≤ g, the coset mod Q of
g divides coset mod Q of f .

Note that it is enough to assume that 0 < f ≤ g mod Q.
This theorem does not enable us to decide whether its conclusion holds in

case both Z(g)∩U and coz(g)∩U are infinite. If this latter case could be handled,
it would follow that Ωasv implies C([0, 1]) is an almost SV -ring.

7. The second generalization; quasi SV -spaces and rings

The task of determining if a space X is an almost SV -space divides naturally into
two parts. First we have to find a valuation prime ideal P contained in a maximal
ideal M of C(X) and then we have to check whether P is minimal. This part of
the problem is more difficult since there is no easy way to determine whether a
prime ideal contained properly in P is also a valuation prime. This is part of the
motivation for the following definition.

7.1 Definition. A space X such that for each real maximal ideal of C(X) that is not
a minimal prime ideal contains a nonmaximal prime ideal P such that C(X)/P is a
valuation domain is called a quasi SV -space (and C(X) is called a quasi SV -ring).
In other words C(X) is a quasi SV -ring if for all p ∈ υX , whenever Mp �= Op,
then Mp contains a nonmaximal prime ideal P such that C(X)/P is a valuation
domain.

Remark. The reason for the restriction to real maximal ideals is to make it possible
to prove Theorem 7.3 below.

Clearly, every almost SV -space is a quasi SV -space. We have been unable to
find an example to show that the converse need not hold.

The following lemma will be used in what follows.

7.2 Lemma. If P is a prime ideal of C(X) contained in real maximal ideal, then the
trace of P in C∗(X) is a prime ideal of C∗(X) and C∗(X)/P ∩C∗(X) ∼= C(X)/P .

Proof. Let i be the restriction of C(βX) to C(X) and π be the canonical homo-
morphism from C(X) onto C(X)/P . Now as P is contained in a real maximal
ideal, no element of C(X)/P is infinitely large and consequently π ◦ i becomes an
epimorphism from C(βX) onto C(X)/P . Thus C(βX)/i−1(P ) ∼= C(X)/P . Since
C(βX) ∼= C∗(X), it follows that C∗(X)/P ∩ C∗(X) ∼= C(X)/P . �



16 B. Banerjee and M. Henriksen

7.3 Theorem. For any Tychonoff space X the following are equivalent:

(a) X is a quasi SV -space.
(b) υX is a quasi SV -space.
(c) βX is a quasi SV -space.

Proof. (a) and (b) are equivalent since C(X) and C(υX) are isomorphic.
(a) implies(c) Recall that the collection of maximal ideals of C∗(X) is given

by {M∗p : p ∈ βX}; where M∗p = {f ∈ C∗(X) : fβ(p) = 0} and the collection
of all maximal ideals of C(X) is given by {Mp : p ∈ βX}; where Mp = {f ∈
C(X) : p ∈ clβXZ(f)}. If p ∈ βX \ υX then Mp becomes a hyperreal maximal
ideal of C(X) and hence M∗p properly contains the prime ideal Mp ∩ C∗(X)
which is clearly a valuation prime. (See Section 2.1 of [CD86].) Now if p ∈ υX
and M∗p �= O∗p then Mp �= Op because if Mp = Op, then M∗p = Mp ∩ C∗(X) =
Op ∩C∗(X), in which case M∗p = O∗p. Since X is a quasi SV -space and p ∈ υX ,
there exists a nonmaximal prime ideal P contained in Mp such that C(X)/P
is a valuation domain. Let P ∗ = P ∩ C∗(X). Then by Lemma 7.2, it follows
that C∗(X)/P ∗ ∼= C(X)/P . Because the latter is a valuation domain, P ∗ is a
nonmaximal valuation prime contained in M∗p. Hence C∗(X) is a quasi SV -ring.
Because C∗(X) ∼= CβX), the latter becomes a quasi SV -ring and consequently
βX becomes a quasi SV -space.

(c) implies (a) If p ∈ υX and Mp �= Op, there is a nonmaximal prime ideal
P of C(X) contained in Mp and by Lemma 7.2, C(X)/P ∼= C∗(X)/P ∩ C∗(X).
Hence P ∩ C∗(X) is a nonmaximal prime ideal contained in M∗p in C∗(X) and
evidently M∗p �= O∗p. Now since βX is a quasi SV -space and C(βX) ∼= C∗(X),
there is a nonmaximal prime ideal Q containing O∗p in C∗(X) such that Q is a
valuation prime. We claim that there exists a nonmaximal prime ideal W of C(X)
containing Op such that W ∩ C∗(X) contains Q.

To see this, suppose Qm ⊂ Q is a minimal prime ideal of C∗(X) containing
O∗p. As is noted in [HJe65], the mapping that sends each minimal prime ideal
of C(X) to its trace on C∗(X) is a surjection. So there is a minimal prime ideal
Tm containing Op in C(X) such that Tm ∩ C∗(X) = Qm. Let Ω denote the max-
imal chain of prime ideals containing Tm in C(X) and {Tα} the collection of all
nonmaximal prime ideals of C(X) which belong to Ω. Their union T is a prime
ideal of C(X). Assume that T ∩ C∗(X) ⊂ Q. Now Mp is a real maximal ideal
since p ∈ υX . So Mp ∩ C∗(X) = M∗p, while Q is a nonmaximal prime ideal of
C∗(X) contained in M∗p. This shows that T �= Mp. Thus T becomes a prime
ideal predecessor of Mp; which implies that Mp is an upper ideal. But since every
maximal ideal is a z-ideal and a z-ideal can never be an upper ideal, this leads to
a contradiction. (See Chapter 14 of [GJ76].)

Thus there must exist a (nonmaximal) prime ideal W of Ω such that W ∩
C∗(X) is not contained in Q. Now Tm ⊂ W implies Qm ⊂ W ∩ C∗(X) and, as
we recall Qm ⊂ Q. Since the set of prime ideals containing a given prime ideal
form a chain, we conclude that Q ⊂ W ∩ C∗(X). Since being a valuation prime
is preserved under extensions, and Q is a valuation prime of C∗(X), we conclude
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that W ∩C∗(X) is a valuation prime of C∗(X). Finally, since Mp is a real maximal
ideal of C(X) and W is a nonmaximal prime ideal of C(X) contained in Mp, by
Lemma 7.2, C(X)/W ∼= C∗(X)/W ∩ C∗(X). Because the latter is a valuation
domain, this completes the proof. �

Recall that a space X is realcompact if and only if X = υX and that a
metrizable space is realcompact if and only if it is of nonmeasurable cardinality.
(See Chapters 8 and 12 of [GJ76].)

7.4 Theorem. Every realcompact metrizable space X is a quasi SV -space if and
only if Ωasv holds.

Proof. If X is a quasi SV -space, there is a p ∈ υX = X such that Mp contains
a nonmaximal prime ideal P of C(X) such that C(X)/P is a valuation domain.
Hence by Corollary 4 of Section 2 of [CD86], there is a P -point in βω \ ω and
consequently Ωasv holds.

Suppose Ωasv holds, p ∈ X is a nonisolated point, and {xn}∞1 is a sequence
of distinct points converging to p in the metrizable space X = υX . Clearly Y =
{xn}∞1 ∪{p} ≈ αω. Since the restriction mapping ϕ from C(X) to C(Y ) a surjective
homomorphism, by Ωasv there exists a non maximal valuation prime ideal P of
C(Y ) and clearly C(X)/ϕ−1(P ) ∼= C(Y )/P . Because the latter is a valuation
domain, ϕ−1(P ) is a nonmaximal valuation prime ideal of C(X) contained in the
real maximal ideal Mp. This completes the proof. �

If X is a quasi SV -space then it certainly it follows from Theorem 7.3 that
every C∗-embedded dense subspace of it is again a quasi SV -space. Here is another
condition for a subspace of a quasi SV -space to be a quasi SV -space.

7.5 Theorem. Every open realcompact C-embedded subspace U of a quasi SV -
space X is a quasi SV -space.

Proof. If p ∈ U is such that MU
p = {f ∈ C(U) : f(p) = 0} is not a minimal prime

ideal of C(U), then since U is open and C-embedded in X , we will show that
Mp = {f ∈ C(X) : f(p) = 0} is not a minimal prime ideal of C(X).

For, by assumption, there is a f ∈ MU
p that does not vanish on a neighbor-

hood of p in U . Because U is C-embedded and open, f has a continuous extension
that is in Mp \ Op. So Mp is not in mC(X).

Since X is a quasi SV -space, Mp contains a nonmaximal valuation prime
ideal P of C(X). If i denotes the restriction map of C(X) onto C(U), then since
U is open, ker(i) ⊂ Op ⊂ P . Thus P/ ker(i) becomes a prime ideal of C(X)/ ker(i)
and clearly C(X)/P ∼= C(X)/ ker(i)

P/ ker(i) . Since i is an epimorphism, C(X)/ ker(i) ∼=
C(U) and P/ ker(i) ∼= i(P ) and moreover, i(P ) is a prime ideal of C(U). Thus
C(X)/P ∼= C(U)/i(P ). As the former is a valuation domain, i(P ) becomes a
nonmaximal valuation prime ideal of C(U) contained in MU

p , and because U is
realcompact, this completes the proof. �
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7.6 Theorem. If a realcompact space X can be expressed as an arbitrary union of
open C-embedded subspaces such that each of them is a quasi SV -space, then X
is a quasi SV -space.

Proof. Suppose X is realcompact and {Xα} is a collection of open C-embedded
quasi SV -subspaces such X = ∪Xα. If p ∈ X , then p ∈ Xα for some α. As in
the proof of 7.5, let MXα

p = {f ∈ C(Xα) : f(p) = 0} We will show that if Mp is
not a minimal prime ideal of C(X). Then the same assertion will hold for MXα

p

in C(Xα).
For if there is an f ∈ Mp \ Op and MXα

p = OXα
p , then f |Xα vanishes on

a neighborhood of p in the open subset Xαin X . Thus Mp is also minimal prime
in C(X). If i is the restriction of C(X) onto C(Xα), then since Xα is a quasi
SV -space, there exists a nonmaximal valuation prime ideal P of C(Xα) contained
in MXα

p and C(X)/i−1(P ) ∼= C(Xα)/P . Thus i−1(P ) is a nonmaximal valuation
prime ideal of C(X) contained in Mp. This completes the proof. �
7.7 Theorem. Finite products of compact quasi SV -spaces are quasi SV -spaces.

Proof. It suffices to prove that the product X×Y of two quasi SV -spaces is a quasi
SV -space. Each maximal ideal of C(X×Y ) is in the set {M(p,q) : (p, q) ∈ X×Y }.
If (p, q) ∈ X×Y is a nonisolated point, then either p or q is a nonisolated point of
X and Y respectively. Assume p is a nonisolated point of X . If W denotes the space
X ×{q}, then W ≈ X . If i is the restriction mapping from C(X ×Y ) onto C(W ),
then since X is quasi SV -space, there exists a nonmaximal valuation prime ideal
P of C(W ) contained in the maximal ideal {f ∈ C(W ) : f(p, q) = 0} of C(W ).
Since i is an epimorphism, C(X × Y )/i−1(P ) ∼= C(W )/P . Because the latter is
a valuation domain, i−1(P ) is a nonmaximal valuation prime ideal of C(X × Y )
contained in M(p,q). Since (p, q) is an arbitrary nonisolated point, this completes
the proof. �
7.8 Definition. A point p ∈ βX is a Qsv-point if Mp contains a nonmaximal
valuation prime of C(X) that is a z-ideal.

7.9 Examples

(1) If every p ∈ βX such that Mp is a real maximal ideal of C(X) is a Qsv-point,
then X is a quasi SV -space.

(2) Every point of a compact F -space that is not a P -point is a Qsv-point.
(3) If Ωasv holds, then every nonisolated point p of a metrizable space X is a

Qsv-point.

For, since Ωasv holds, there is a minimal valuation prime P of C(αω) con-
tained in Mω. If i is the restriction of C(X) onto C(αω), then i−1(P ) is a non-
maximal valuation prime z-ideal of C(X) contained in Mp and consequently p is
a Qsv- point.

Our next result is a sufficient condition for a compact, perfectly normal space
to be a quasi SV -space.
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7.10 Theorem. Suppose X is compact and perfectly normal. If, for every noniso-
lated point p of X , there exists a free P (p) z-ultrafilter Z[M q] on X \ {p} such
that q is a Qsv-point of β(X \ {p}), then X is a quasi SV -space.

Proof. Our hypothesis implies that every p ∈ X is a Gδ-point, every maximal
ideal of C(X) is real, and that there a free maximal ideal M q of C(Y ) which
contains a nonmaximal prime z-ideal Q of C(Y ) which is a valuation prime, where
Y = X\{p}. By 4.3(b)(2), γ(M q) becomes an immediate prime z-ideal predecessor
of the maximal ideal Mp of C(X) in the class of all all z-ideals. (Recall that γ
satisfies Z(γ(Q)) = {clXY : Y ∈ Z[M q]} = {Y ∪{p} : Y ∈ Z[M q]}.) By Corollary
2.3.3 of [CD86], γ(M q) becomes a valuation prime. Because the prime z-ideal Q
of C(Y ) is contained in M q, it is clear that Z[Q] converges to q. Therefore by
4.3(b)(1), γ(Q) becomes a prime z-ideal of C(X) contained in the maximal ideal
Mp. Clearly γ(Q) ⊂ γ(M q). By Theorem 2.2.2 in [CD86], it follows that if P is
properly contained in Mp and is a valuation prime, then Z(T ) is a P (p) z-filter
for every minimal prime ideal T contained in P . Since any z-filter containing a
P (p) z-filter is again a P (p) z-filter, it follows that Z(γ(Q)) is a P (p) z-filter. By
the definition of the mapping ‘γ’, it follows that Z(γ(Q)) is a P (p) z-filter if and
only if Z[Q] is. Finally, since Q is a valuation prime of C(Y ) and Z[Q] is a P (p)
z-filter, it follows from Theorem 4.9 that γ(Q) is a valuation prime contained in
Mp. Since p is an arbitrary nonisolated point of X , this completes the proof. �

We conclude this section with two results concerning chains of pseudoprime
ideals.

P is called a primary ideal of a commutative ring if ab ∈ P implies either a
or some power of b belongs to P and is called pseudoprime if ab = 0 implies either
a or b belongs to P . It is well known that every prime ideal is primary and every
primary ideal is pseudoprime. While it need not hold for arbitrary commutative
rings, in a ring C(X), an ideal of C(X) is pseudoprime if and only if it contains a
prime ideal. (See [GK60] and [G90].)

If I is an ideal of a commutative ring A and f ∈ A, then (I, f) denotes the
smallest ideal of A containing I and f , while 〈I(f)〉 denotes the principal ideal of
A/I generated by the coset f + I.

7.11 Theorem. If X is a topological space and p ∈ X is a Qsv-point then there
exists a countable chain of pseudoprime ideals of C(X) contained in Mp which are
not primary ideals.

Proof. As p ∈ X is a Qsv-point, there is a prime ideal P of C(X) properly contained
in Mp which is a valuation prime ideal. If f1 ∈ Mp\P , then (P, f1) is a pseudoprime
ideal since it contains the prime ideal P . Because, as is shown in [K58], no proper
principal ideal of C(X)/P is primary, the principal ideal 〈P (f1)〉 is not a primary
ideal of C(X)/P and consequently (P, f1) is not a primary ideal of C(X) because
(P, f1)/P = 〈P (f1)〉.

Now (P, f1) �= Mp since (P, f1) is not primary. So there is an f2 ∈ Mp \
(P, f1). Because C(X)/P is a valuation domain. one of P (f1) or P (f2) must divide
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the other. If P (f1)|P (f2) then f2 ∈ (P, f1) – which is a contradiction. Therefore
P (f2)|P (f1). Hence 〈P (f1)〉 ⊂ 〈P (f2)〉 and consequently (P, f1) ⊂ (P, f2). Then
there is an f3 ∈ Mp \ (P, f2). Continuing this process, we get a countably infinite
chain of pseudoprime ideals (P, f1) ⊂ (P, f2) ⊂ · · · ⊂ (P, fn) ⊂ · · · which are not
primary. �

Recall from Definition 4.7 that a point p of βX such that Op is a valuation
prime is called a special βF -point. An algebraic characterization of such points
follows.

7.12 Theorem. A point p ∈ βX is a special βF -point if and only if the pseudoprime
ideals of C(X) containing Op that are not primary form a chain (i.e., are linearly
ordered under set inclusion).

Proof. If p is a special βF -point then Op is valuation prime and therefore the
principal ideals of C(X)/Op form a chain. This is equivalent to the fact that the
ideals of C(X)/Op form a chain and consequently the ideals of C(X) containing
Op form a chain. In particular, the pseudoprime ideals containing Opthat are not
primary form a chain.

Suppose p is not a βF -point. Then consider two distinct maximal chains Φ
and Ψ of prime ideals lying between Op and Mp in C(X). Suppose P and Q are
the minimal prime ideals in Φ and Ψ respectively. Now

⋂
(Φ ∩Ψ) = P + Q is the

minimal member of the (intersecting) chain Φ∩Ψ, which is a prime z-ideal. Since
P ∪Q is not an ideal, there is an f ∈ P + Q \ (P ∪Q).

Now (P, f) and (Q, f) are pseudoprime ideals since they contain prime ideals.
Neither of them is primary as is noted in the proof of 7.11. Suppose it were the
case that (P, f) ⊂ (Q, f). Then P + Q = (Q, f) since (Q, f) ⊂ P + Q. Because
(Q, f) is not a primary ideal while P + Q is prime, we arrive at a contradiction.
Hence neither of (P, f) or (Q, f) is contained in the other. �

8. Remarks and problems

In this section, we refer readers to some papers concerned with residue class rings
of the form C(X)/P for P a prime ideal of C(X) whose content we have been
able to use only to a very limited extent. These papers inspired us to pose some
interesting problems and to derive a few results. Our hope is that some of our
readers may be able to make better use of them.

In the long and thorough paper [M90], James Moloney examined closely the
residue class domains of C(αω), C∞(R), (and to a lesser extent C(X) for some
other classes of topological spaces) modulo prime ideals assuming CH.

His extraordinary and difficult accomplishment is showing that

{C(αω)/P : P a nonmaximal prime ideal}
can be divided into precisely 9 distinct isomorphism classes. (Any two members of
of the same class are isomorphic, and no two distinct classes contain members that
are isomorphic.) The descriptions of these isomorphism classes are order theoretic
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without any direct description of the algebraic properties of these integral domain.
Instead, they involve the cardinality and nature of cofinal and coinitial subsets.
There does seem to be a way of describing these results succinctly. The curious
reader should examine Theorem 3.2.26 of [M90] and each of the theorems referred
to in its proof. No attempt is made to determine when C(αω)/P is a valuation
domain. We do know, however, from Theorem 3.5(d) that not every prime ideal
contained in Mω is a valuation prime, and that (assuming CH) Mω contains a
valuation prime because CH implies Ωasv. In Section 4 of [M90], some of the
results referred to above are applied to some more general spaces. Regrettably,
Moloney’s interesting results are of little help to us because our goals are different
from his. For example, we do not know how to tell which of the equivalence classes
described above contains an element C(αω)/P such that P is a valuation prime
and P ⊂Mω. If we could answer the following questions, we might be able to use
some of Moloney’s results to reach our main goals. In each case we assume CH.

8.1 Problems

(a) Which of Moloney’s 9 equivalence classes contains an element C(αω)/P such
that P is a valuation prime?

(b) If P is a nonmaximal valuation prime of C(αω), can the set of strictly positive
elements of C(αω)/P have a countable coinitial subset?

Assuming CH, two problems less related to [M90] are:

8.2 Problems

(a) Is [0, 1] an almost SV -space?
(b) Is every compact metrizable scattered space with finite CB-index an almost

SV -space?

Note that by Theorem 7.4 (and CH), the spaces above are quasi SV -spaces.
In [GJ60], the authors pose the question:
(∗) If Q is a prime ideal of C(Y ), when is there a space X and a maximal ideal M

of C(X) such that C(X)/M and the quotient field of C(Y )/Q are isomorphic?
When (∗) has an affirmative answer, they say that C(Y )/Q is realized by

C(X)/M . It is shown in Theorem 2.3 of [GJ60] that if C(Y )/Q has a realization,
then Q is a z-ideal.

8.3 Definition. A Tychonoff space Y and the ring C(Y ) is said to be prime z-sparse
if each nonmaximal prime z-ideal has an immediate successor in the set of prime
z-ideals.

Note that any space in which any chain of prime z-ideals is finite is prime
z-sparse. Spaces with this finiteness property are studied in [HMW03] and [MZ05].
In particular, the one-point compactification of an infinite discrete space is prime
z-sparse. In Example 4.3 of [GJ60], it is shown that [0, 1]ω is not prime z-sparse.
By the z-dimension of a space X , we mean the supremum of the lengths of chains
of prime z-ideals of C(X). In Section 5 of [MZ05], it is shown that if a compact
space X is scattered, then C(X) has finite z-dimension if and only its CB index
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is finite. (For a precise definition of z-dimension and its properties with emphasis
on the case when X is compact, see Sections 4 and 5 of [MZ05].)

8.4 Theorem. If Y is a compact space that is prime z-sparse, and Q is a minimal
nonmaximal prime ideal of C(Y ) such that C(Y )/Q is a valuation domain, then
its set of strictly positive elements has no countable coinitial subset.

Proof. Suppose Q is as above. By Theorem 3.4 of [GJ60], there is a subspace X
of Y and a maximal ideal M of C(X) such that C(X)/M and the quotient field
of C(Y )/Q are isomorphic. Because Q is not maximal, the field C(X)/M is an
η1-set. (See Chapter 13 of [GJ76].) Hence its set of strictly positive elements has
no countable coinitial subset. It follows easily that the valuation domain C(Y )/Q
has the property as well. �

The proof of the following corollary follows from the last theorem and the
remarks preceding it.

8.5 Corollary. If Y is a compact scattered space with finite CB-index, and Q is a
minimal valuation prime ideal of C(Y ) such that C(Y )/Q is not a field, then its
set of strictly positive elements of C(Y )/Q has no countable coinitial subset.

Next, we include with some brief remarks about the contents of [Sc97].
Note first that the term real closed ring is used by Schwartz in an entirely

different way than in [CD86]. Because Schwartz’s terminology is used in many
papers, we will use it in what follows. We will not repeat the definition of real closed
ring. It will be enough for the reader to know that a real closed ring is a lattice
ordered ring, that any C(X) is real closed, and that C(X)/P is real closed ring
whenever P is a prime ideal of C(X). If M is a maximal ideal of C(X), let P(M)
denote set of prime ideal of C(X) that are contained in M . The author explores
the relationship between C(X) being an SV -ring and {C(X)/Q : Q ∈ P(M)}
consisting of valuation domains for a collection of maximal ideals M of C(X). We
have been unable to adjust this approach to the study of almost SV -spaces, but
hope that some readers of this paper may be able to do so.

In Chapter 4 of the Dales-Woodin book [DW 96], these authors study the
residue class rings C(X)/P with which we are concerned in case X is compact.
This chapter is not self-contained and the notation used in it differs not only from
what we use, but also from many of the articles to which the reader is referred.

If P is a prime ideal of C(X), where X is compact and MP denotes the unique
maximal ideal of C(X) containing P , then P is called strongly convex if MP /P
is an interval in the quotient field of C(X)/P . The notion of a strongly convex
prime ideal may play a major role in studying the valuation prime ideals of C(X)
because every valuation prime ideal is necessarily a strongly convex prime. Just
studying strongly convex primes will not suffice since the converse of this latter
assertion need not hold. For, it is shown in the proof of Theorem 4.40 of [DW96]
that there is a nonmaximal valuation prime ideal P of C(β(ω × αω)) while there
exists a prime ideal Q � P which is not even strongly convex and hence fails to
be valuation prime.
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Actually, there is a much simpler example. By Prop. 4.36 of [DW96], every
prime ideal of C(αω) is strongly convex. But not every prime ideal of C(αω) is a
valuation prime since αω is not an SV -space. In Proposition 4.37 of [DW96], it is
shown that if P is a strongly convex prime ideal of C(X) and X is compact, then
the quotient field of C(X)/P is a semi-η1 field. That is, whenever every element of
A is less than every element of B, where A is an increasing and B is a decreasing
(countable) sequence of elements of the quotient field of C(X)/P , there is a x in
the quotient field of C(X)/P strictly in between A and B. Note that R is a semi-η1

field that is not an η1-set. It follows from Prop 2.20 of [DW96] assuming CH that
if in a semi η1-field the minimum cardinality of a cofinal (or coinitial) subsets of
strictly positive elements is ≥ ℵ1 then it is an η1-field.

The discussion above leads us to believe that a more careful study of the
properties of strongly convex ideals and related topics in [DW96] may lead to
solutions of some of the problems posed above. We hope this is the case despite
the fact that the main focus of this book is on the nature of quotient fields of
rings C(X)/P where P is a nonmaximal prime ideal of C(X). The latter are the
super-real fields of the title.

Added in proof. We can improve Theorem 6.3 by showing that
Every compact metrizable scattered space is an almost SV-space if Ω-asv holds.
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Positivity in Operator Algebras
and Operator Spaces

David P. Blecher

Abstract. This article is aimed at a general reader familiar with the basics of
functional analysis. It begins with a quick summary of the most basic ‘facts of
life’ of positivity for Hilbert space operators, or for algebras of operators on a
Hilbert space. It being impossible to adequately survey the fundamental role
of positivity in the field of operator algebras, since this is so extensive and
ubiquitous, in the present article we review selectively some of the general
principles in the subject, and give some examples of how positivity plays a
central role in the field, even in settings where positivity is not at first in
evidence. The topics become more progressively more specialized towards our
own current interests, ending with some very recent work of ours and of others.

1. Introduction

In the chapter titled ‘Fundamental Tools’ in his article ‘A view of mathematics’,
Fields medalist and Crafoord prize winner Alain Connes mentions a conversation
in the cafeteria of the IHES, in which the participant mathematicians each listed
one main tool which they used in their work. The rest of his chapter is divided
into subsections, each devoted to one fundamental tool, and interestingly the very
first subsection is entitled ‘Positivity’. There, the importance of positivity is briefly
illustrated by the fundamental importance of probability theory in mathematics
and quantum physics, and also by the theory of operator algebra. Connes says, for
example, that ‘positivity plays a key role in physics under the name of unitarity
which rules out any physical theory in which computed probabilities do not fulfill
the golden rule P (X) ∈ [0, 1].” Since probabilities and expectations in quantum
mechanics are intimately tied to positivity for Hilbert space operators, for lack
of a better name, we shall refer to the latter positivity, or positivity in algebraic
systems comprised of Hilbert space operators, as ‘quantum positivity’. It is in-
deed absolutely fundamental and pervasive in modern analysis, noncommutative
geometry, quantum physics, and related fields.

*Blecher was partially supported by grant DMS 0400731 from the National Science Foundation.
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‘Quantum positivity’ behaves like a noncommutative variant of the positivity
one sees in many classical Banach lattices. Indeed, many common classical ordered
vector spaces are spaces of scalar-valued functions; and the fact that scalar-valued
functions commute whereas operators do not, has profound implications for the
development of, and the divergence between, these theories. It is not our intention
here to survey the subject of quantum positivity, and we make no attempt to be
comprehensive or even balanced, either in the text or in the bibliography. This
would be impossible, given the ubiquity of this kind of positivity in operator alge-
bras. Also, the article is aimed at a very general mathematical audience, who may
not be necessarily be familiar with operators on Hilbert space. Thus we have had
to avoid technicalities, which unfortunately are characteristic of the subject, and
this also shaped the structure and nature of the article. All definitions are given,
although the reader may have to spend time looking back to find them. We divide
the paper into several sections, which become progressively more specialized, and
progressively closer to some of our current interests. We will not try hard to justify
our selection of topics, to a certain extent this was random, or simply motivated
by what was possible, by what is covered in other sources (such as Ben de Pagter’s
beautiful talk at this conference), and by what we needed in later sections. We
will begin with a quick review of the basic ‘facts of life’ of ‘quantum positivity’. In
the next section we discuss some basics of C∗-algebras and related objects, giving
illustrations of how positivity is used profoundly in their theory. We also discuss
complete positivity. In Section 3 we discuss some aspects of how positivity is used
in the study of linear spaces and algebras of operators on Hilbert space, where
positivity may not at first be in evidence, and this is further illustrated in some
of the examples in Section 4. In particular, since the Choquet and Shilov bound-
aries play such a fundamental role in the classical variants of the latter fields, we
stress in this article the noncommutative versions of these boundaries. Section 4
presents several recent (and somewhat random) examples of the use of positivity
in areas close to our current interests, indeed mostly from the authors work. To
those who are surprised that I am writing on positivity, given that most of my
work has been on operator spaces or operator algebras in which positivity is not
at first in evidence, the point is that nonetheless positivity is a main tool in such
settings, for example in canonically associated C∗-algebras, as is explained in parts
of Sections 3 and 4. One just has to work a bit harder for ones positivity, which
perhaps results in a keener appreciation of it.

In the present article, H, K will denote Hilbert spaces over the complex field.
We write B(H) for the algebra of bounded linear operators T : H → H . This is just
the n×n matrix algebra Mn if H finite-dimensional. We are interested in B(H)+,
the cone of positive operators on H . There are several equivalent definitions of
‘positive operator’ and the associated Löwner order. For example, T is positive iff
〈Tx, x〉 ≥ 0 for all vectors x ∈ H ; and we write T ≥ 0. If H is finite-dimensional,
so that T may be regarded as an n×n matrix A in the usual way, then positivity is
equivalent to saying that A is selfadjoint, and all of its eigenvalues are nonnegative.
We recall that an operator T is selfadjoint if T = T ∗. Here T ∗ is the usual involution



Positivity in Operator Algebras and Operator Spaces 29

(or adjoint) on B(H), defined uniquely by the equation

〈Tx, y〉 = 〈x, T ∗y〉, x, y ∈ H.

For the matrix A = [aij ] above, A∗ is just the ‘conjugate transpose’ [aji]. If H
is not necessarily finite-dimensional, then eigenvalues are no longer so useful. In
this case one looks at the spectrum Sp(T ), the set of complex numbers λ such that
λI − T is not invertible. Then T ≥ 0 iff T is selfadjoint and Sp(T ) ⊂ [0,∞). And
of course S ≤ T iff S and T are selfadjoint and T − S ≥ 0.

Positivity may also be rephrased in terms of a simple algebraic equation:

T ∈ B(H)+ ⇔ T = S∗S, S ∈ B(H).

In fact, T ∈ B(H)+ iff T = S2 for a selfadjoint S ∈ B(H). This operator S can be
chosen to also be positive, and we write it as T

1
2 (it is unique). A good example of

a positive operator is an orthogonal projection on H , namely an operator satisfying
P = P 2 = P ∗ ∈ B(H). Every positive operator, which we may assume by scaling
to have norm ≤ 1, is in some sense an average of these projections, as we shall
discuss.

The good news is that positivity is beautifully related to the underlying
algebra, to the spectral theory of T , and to the operator norm ‖T ‖ def

= sup{‖Tx‖ :
x ∈ H, ‖x‖ ≤ 1}. We list the basic facts of life:
• If T ≥ 0 then ‖T ‖ = maxSp(T ). This is just the largest eigenvalue if H is

finite-dimensional.
• For any T ∈ B(H), ‖T ‖ ≤ 1 iff the operator on H ⊕ H taking (x, y) to

(x + Ty, T ∗x + y) is positive. If T = T ∗ then ‖T ‖ ≤ 1 iff −I ≤ T ≤ I.
These allow innumerable issues about norms to be approached in terms of
positivity.

• Every T ∈ B(H) has a polar decomposition T = U |T |, with |T | = (T ∗T )
1
2 ≥ 0

and U a unitary operator (this means that U−1 = U∗) or a partial isometry
(that is, U = UU∗U).

• Every T ∈ B(H) may be written uniquely as T = R + iS with R, S self-
adjoint. Furthermore, any selfadjoint operator R may be written uniquely
as a difference of two positive operators whose product is 0 and whose
sum is |T |. Thus T has a Jordan decomposition T = T1 − T2 + i(T3 − T4)
with Ti ≥ 0. The latter may also be seen from the polarization identity
y∗x = 1

4

∑3
k=0 ik (x + iky)∗(x + iky).

• If S ≤ T then D∗SD ≤ D∗TD, for any operator D ∈ B(K, H).
• If T = T ∗ and α, β ∈ R then αI ≤ T ≤ βI if and only if Sp(T ) ⊂ [α, β].
• 0 ≤ S−1 ≤ T−1 if 0 ≤ S ≤ T and S is invertible (which implies T invertible).
• There is a reduction from ‘quantum positivity’ to classical positivity. Indeed,

operators in the ‘locality’ of a positive operator T behave like scalar-valued
functions, in the following sense. The functional calculus f �→ f(T ) is an
isomorphism between the algebra C(Sp(T )) of continuous functions on the
spectrum of T , and the closure of the algebra generated by T and the identity
I; and this isomorphism takes the function f(t) = t to T . The calculus is
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even a ∗-isomorphism: that is, f(T )∗ = f̄(T ). Thus operators in this closure
may be treated as scalar functions. For example, if f(t) =

√
t, then f(T )

is precisely the square root T
1
2 mentioned above. This functional calculus is

valid more generally for normal operators, that is for operators T ∈ B(H)
which commute with their adjoint T ∗. The domain of the functional calculus
may also be extended from the continuous functions on the spectrum of T ,
to the Borel measurable functions.

• From time to time one still uses some ordered vector space techniques, for
example geometric Hahn-Banach separation of a cone of positive operators
from another set.

• The spectral theorem: Any compact T ∈ B(H)+ (resp. any T ∈ B(H)+) is a
sum

∑
i tiPi (resp. integral

∫ ‖T‖
0

t dP (t)) where Pi are orthogonal projections
on H , and ti are positive scalars (resp. dP (t) is an orthogonal projection-
valued measure).

Now for the bad news. First, quantum positivity is very far from ‘lattice orderings’.
The upper and lower bound properties of the ordering are horrible. This is a contin-
ual source of frustration. Some good news on this front: the ‘extremely positive’ el-
ements – by which we mean the extreme points of the set {T ∈ B(H) : 0 ≤ T ≤ I}
– do form a lattice. Indeed these extreme points are exactly the orthogonal pro-
jections on H , which constitute a complete lattice with respect to the natural
operations (which correspond to closed joint span or intersection of the ranges
of the projections). By the Krein-Milman theorem, an arbitrary positive operator
(which we can assume by scaling have norm 1) is a limit of convex combinations
of these ‘extremely positive’ elements (this fact also follows from the last ‘bullet’
above). We remark that Sherman recently showed that there exists an equivalence
relation (originally studied by Kadison and Pedersen) on B(H)+ such that the
equivalence classes constitute a complete lattice. Indeed, a more general version of
this holds essentially with B(H) replaced by any von Neumann algebra [105]. From
time to time physicists find other ‘fixes’ to the ‘lattice failure’ problem, and some
of these are quite interesting for some purposes. But essentially this ‘problem’ is
just a fact of life, like the sad facts in the next paragraph.

Some other nasty facts of life: unless two positive operators S and T commute,
one cannot expect ST to be positive. Powers and exponentials of operators do not
often behave as they ought. For example, exponentials behave badly (for example,
eSeT �= eS+T in general), and if 0 ≤ S ≤ T one cannot even expect S2 ≤ T 2,
although, curiously, S

1
2 ≤ T

1
2 . That is, the subject of ‘operator monotonicity’ is

delicate (see, e.g., [88, 15]). Indeed, the usual manipulations with inequalities be-
tween real numbers which one is familiar with, are likely to be wrong for operators
(unless they are on the list above), and this causes endless frustration. Things
can quickly get quite scary, for example, when contemplating replacing a classical
argument containing a dozen function inequalities, by operator inequalities. This
problem is often insurmountable, or has to be overcome with considerable extra
work, or completely different methods. A recent example of this may be found in
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our project with Labuschagne, surveyed in [27], where we completely generalized
the theory of generalized Hp spaces from the 1960s, to a von Neumann algebraic
context introduced by Arveson. In particular, one has to take the classical argu-
ments, which feature hundreds of tricks with functions which fail for operators,
and replace them with noncommutative tools coming from the theory of von Neu-
mann algebras and unbounded operators. It was continually surprising to us that
the results successively generalized; and fortunately this pleasant kind of surprise
is often characteristic of the field of operator algebras.

We remark too that there is an industry, currently mostly based in Japan,
around the subject of operator inequalities (see, for example, [68]). Physicists also
have found ingenious ways of circumventing some of the difficulties mentioned
above, for their purposes. We will however not discuss these topics here.

2. Positivity in selfadjoint operator algebras and systems

2.1. C∗-algebras

A C∗-algebra is a Banach algebra A which is also a ∗-vector space (that is, it has
an antilinear ‘involution’ ∗ : A → A) satisfying a list of several natural looking
criteria (such as (xy)∗ = y∗x∗ for x, y ∈ A; these make A a Banach ∗-algebra), and
also satisfying the so-called C∗-identity: ‖x∗x‖ = ‖x‖2, x ∈ A. Often C∗-algebras
are called operator algebras, although we prefer to use that term for something a
little more general. From the section on positivity in the aforementioned article
of Connes, we quote: “The following inequality is in fact the cornerstone of the
theory of operator algebras

x∗x ≥ 0 , ∀x ∈ A.

C∗-algebras are those abstract algebras endowed with an antilinear involution
x → x∗, for which the above inequality “makes sense”, i.e., defines a cone A+ ⊂ A
of positive elements which possess the expected properties. Thanks to functional
analysis the whole industry of the theory of convexity can then be applied: one uses
the Hahn-Banach theorem to get positive forms, and all the powerful properties of
operators in Hilbert space can then be used in this seemingly abstract context.”

That is, first, the key point is positivity. If you like, C∗-algebras is a ‘positivity
theory’; there is a sense in which, explicitly or implicitly, positivity underlies almost
every proof in C∗-algebra theory (see for example the texts [18, 45, 74, 97, 114]).
Note too that Connes is highlighting the miraculous relationship between the pos-
itivity and the algebra, and this miracle only gets more remarkable as one gets
deeper into the theory, indeed it is a characteristic feature of the subject of op-
erator algebras. Second, Connes is hinting at the fact that C∗-algebras are just
the selfadjoint algebras of operators on a Hilbert space (that is, the algebras A
such that a ∈ A iff a∗ ∈ A), which are closed in the norm topology. This is the
Gelfand-Naimark theorem. More precisely, every C∗-algebra A has a faithful (that
is, one-to-one) representation on a Hilbert space H , where by ‘representation’ we
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mean a ∗-linear homomorphism (that is, a ∗-homomorphism) π : A→ B(H). The
proof is not difficult, except for one technical part (namely showing that in an alge-
bra satisfying the usual definition of a C∗-algebra, the last centered and displayed
equation holds automatically (of course one could build this into the definition to
save time, as Connes does above)). One may assume that A is unital, that is, it has
an identity 1, since every C∗-algebra has a unitization. Then the key ingredient in
the remainder of the proof is the following fundamental idea in the subject. For
this, we recall that a state ϕ of a C∗-algebra A is a norm 1 functional in A∗ which
is positive in the sense that it takes positive elements to positive elements. If A is
unital then states are unital too (we say that a function is unital if it takes 1 to
1). The convex set S(A) in A∗ consisting of the states is called the state space, it
is weak* compact if A is unital. There is a Hahn decomposition: any ϕ ∈ A∗ is a
linear combination ϕ1 −ϕ2 + i(ϕ3−ϕ4) of states; indeed this can be done so that
ϕ1 and ϕ2 (resp. ϕ3, ϕ4) are ‘mutually singular’ [45, p. 272–273].

Theorem 2.1 (GNS construction). For any state ϕ of a C∗-algebra A, there exists
a Hilbert space H, a representation π of A on H, and a vector of norm 1 in H,
such that ϕ = 〈π(·) ζ, ζ 〉.

Proof. One endows A with the semi-innerproduct (a, b) �→ ϕ(b∗a). The Cauchy-
Schwarz inequality for this semi-innerproduct ensures that the completion of the
quotient A/N of A by the nullspace N of the associated seminorm, is a Hilbert
space. Moreover, the canonical representation π : A→ B(H), defined by π(a)[b] =
[ab] for a ∈ A, [b] ∈ A/N , is a ∗-homomorphism. Assuming that A is unital for
simplicity, we set ζ = [1], and then it is immediate that ϕ = 〈π(·) ζ, ζ 〉. �

One may construct a faithful representation of A by taking a direct sum,
indexed by S(A), of the representations π coming from the GNS construction. That
this is faithful follows immediately from the fact that for any positive element a ∈ A
there is a state ϕ ∈ A∗ with ϕ(a) = ‖a‖, which in turn is a simple consequence
of the functional calculus and the Hahn-Banach extension theorem. One can also
show easily that ϕ is an extreme point of the set of states of A iff π is irreducible,
that is, there are no nontrivial closed π(A)-invariant subspaces of H .

The terminology ‘state’ comes from quantum mechanics: the states of a phys-
ical system. We remark that one may extend the notion of ‘state’ to possibly non-
selfadjoint algebras of operators on Hilbert space – which are what we prefer to
call operator algebras. Indeed for any space A with an identity 1 of norm 1, the
states of A may be defined to be the functionals ϕ ∈ A∗ with ‖ϕ‖ = ϕ(1) = 1.
That these are positive if A is a C∗-algebra is easy: one can clearly assume that
A is commutative, by the 8th ‘bullet’ in Section 1, thus A = C(Ω) for compact Ω,
and then one can appeal to basic facts from measure theory.

The earlier characterizations and properties of positivity in B(H) extend
easily to the positive cone A+ of a C∗-algebra. It is easy to see from some of these
that A+ is closed in the norm topology, and if A is a closed ∗-subalgebra of a
C∗-algebra B then A+ = A ∩ B+. Also, states characterize A+: indeed a ∈ A+
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iff ϕ(a) ≥ 0 for every state ϕ. This is quite easy: for the hard direction we can
assume that A ⊂ B(H), consider the states 〈 · ζ, ζ〉, for unit vectors ζ ∈ H , and
appeal to an earlier characterization of B(H)+ above.

As an application of some of the positivity ideas above, we prove:

Theorem 2.2. If π : A → B is a ∗-homomorphism between C∗-algebras then π is
positive and contractive (that is, π(A+) ⊂ B+ and ‖π‖ ≤ 1). If also π is faithful
(that is, one-to-one) then π is isometric.

Proof. That π is positive is immediate: π(x∗x) = π(x)∗π(x) ∈ B+. Next, sup-
pose that A is unital. Without loss of generality we may assume that B = π(A)
(otherwise replace B by this algebra). Since π(1)π(x) = π(x) for x ∈ A it fol-
lows that π(1) is an identity for B. Suppose that λ /∈ Sp(x). Thus there ex-
ists an a ∈ A such that (λ1 − x)a = a(λ1 − x) = 1. Applying π we see that
(λ1 − π(x))π(a) = π(a)(λ1 − π(x)) = 1. It follows that Sp(π(x)) ⊂ Sp(x), and so
by the first ‘bullet’ in Section 1, ‖π(x)‖ ≤ ‖x‖, for any x ∈ A+. For general x ∈ A
we have by the C∗-identity that

‖π(x)‖2 = ‖π(x∗x)‖ ≤ ‖x∗x‖ = ‖x‖2.
Thus π is a contraction.

Next, suppose that π one-to-one and A is unital. By the last displayed equa-
tion, to show that π is isometric it suffices to show that ‖π(x)‖ = ‖x‖ for x ∈ A+.
We may then restrict π to a map between the C∗-algebra generated by x and 1,
and the C∗-algebra generated by π(x) and 1. In the eighth bullet in Section 1, we
can assume that A = C(K1) and B = C(K2) for compact sets K1 and K2 in R.
By the basic theory of commutative Banach algebras, there exists a continuous
τ : K2 → K1 such that π(f) = f ◦ τ for all f ∈ C(K1). Now the result has been
reduced to topology, we leave it as an exercise in that subject that τ is surjective.
Then it is clear that ‖π(h)‖ = ‖h ◦ τ‖∞ = ‖h‖∞.

Finally, suppose that A is nonunital. We can extend π to a function from A1

to a unitization of B, by defining π̃(a+λ1) = π(a)+λ1. It is very easy to see that
π̃ is a ∗-homomorphism too. Thus it is contractive, and therefore so is π. If π is
one-to-one, then it is easy to see that so is π̃. By the last paragraph, π̃ is isometric,
and therefore so is π. �

C∗-algebras need not be unital, but at least they all have positive, increasing,
approximate identities of norm ≤ 1. In fact this approximate identity may be taken
to be the set of all elements in A+ of norm < 1, with a suitable ordering. For
nonunital C∗-algebras it is often better to not work with the state space S(A),
since this may not be compact in this case, but with the (compact) quasistate
space Q(A) of positive functionals of norm ≤ 1. In what follows, Q(A) may be
replaced by S(A) if A is unital.

The systematic study of positivity in C∗-algebras was initiated by Kadison
(see, e.g., [71, 72] and [74] and references within). We mention in particular Kadi-
son’s function representation of any C∗-algebra A. This is the restriction to the set
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of selfadjoint elements, of the canonical map from the second dual A∗∗, which is
also a C∗-algebra in a natural way with the so-called Arens product (which is the
unique separately weak* continuous Banach algebra product on A∗∗ which extends
the product of A), to the bounded functions on Q(A). This map is an isometric
order isomorphism onto the set B0 of bounded affine real-valued functions on Q(A)
which vanish at 0. Perhaps more importantly, it restricts to an order isomorphism
from the selfadjoint elements in A onto the set of functions in B0 which are con-
tinuous (with respect to the weak* topology on Q(A)). This allows one to treat
collections of selfadjoint elements in A, and their order, as scalar-valued functions,
and this in a way that is compatible with the usual tools of convexity theory. This
is a powerful device. We note that the elements in A which correspond, under the
isomorphism above, to the positive functions which are never 0 on Q(A) \ {0},
are called strictly positive, and they are quite important. Note that if A is unital
then the strictly positive elements are exactly the positive invertible elements. The
existence of strictly positive elements is easily seen to be equivalent to A having a
countable increasing positive approximate identity (see, e.g., 3.10.5 in [97]).

The elements of A∗∗ which correspond in Kadison’s function representation to
upper or lower semicontinuous functions on Q(A) are also important. For example,
the orthogonal projections in this class of element of A∗∗ are the closed and open
projections which we will discuss further in Section 2.2. We note that there is a
bijective order preserving correspondence between the open projections p and the
set of closed left ideals J of A, taking p to J = A∗∗p ∩ A. ‘Left’ here can be
replaced by right, via the correspondence J �→ J∗ between left and right ideals.
Or, if one wishes for a ‘symmetrical’ object, instead of ideals one can take instead
the hereditary subalgebras of A. This is a closed subalgebra D of A with the order-
theoretic property that if a ∈ A and a ≤ d ∈ D, then a ∈ D. The bijective
correspondence between left ideals J and hereditary subalgebras D is: D = J ∩
J∗, and J = AD. We remark that many properties of C∗-algebras pass to their
hereditary subalgebras, which is one of the reason why they are so useful.

Thus much of the algebraic structure of a C∗-algebra A may be captured
via positivity, since open projections are defined via the order (see also the defi-
nition given of open projections in Section 2.2). Alternatively, the same algebraic
information (that is, the one-sided ideals or hereditary subalgebras) can be cap-
tured using positivity in a different way, by considering faces in Q(A) (recall that
a face of a convex set C is a nonempty convex subset F with the property that if
tx + (1 − t)y ∈ F , for x, y ∈ C and 0 < t < 1, then x ∈ F and y ∈ F ). Indeed,
there is a bijective order-reversing correspondence between the lattice of such faces
which are weak* closed and contain 0, and the lattice of closed left ideals of A.

See, e.g., [42, 49, 97, 18] for more details and history of the topics in the
last couple of paragraphs. Much more profound aspects of the state space of a
C∗-algebra are developed in great detail in the two volume treatise of Alfsen and
Schultz [7, 8].

Von Neumann algebras are the selfadjoint algebras of operators on a Hilbert
space which are also closed in the weak* topology of B(H). We recall that B(H) is
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a dual Banach space, and its (strongly unique) predual is the so called trace class
operators on H . Von Neumann algebras are much simpler in some ways than C∗-
algebras – and have many powerful tools, mostly relying ultimately on positivity
and projections. The facts about extreme points in the third last paragraph of
Section 1, remain true with B(H) replaced by any von Neumann algebra. For
example the orthogonal projections in M constitute a complete lattice whose closed
convex hull is the positive elements of norm ≤ 1. Thus M is densely (in the norm
topology, even) spanned by this lattice of ‘extremely positive elements’. This fails
for C∗-algebras (for example, C([0, 1]) has no projections). However the principle
can still be used to prove deep results about C∗-algebras, because the second dual
of a C∗-algebra is a von Neumann algebra, in a natural way. In fact many proofs
which could be proved using positivity arguments, may be considerably simplified
by using ‘extremely positive’ elements, namely projections, in the second dual.
The following proof (taken from [112]) illustrates this idea admirably. We consider
‘conditional expectations’. These are the positive maps in the next result:

Theorem 2.3. (Tomiyama) If Φ : A → A is a linear idempotent (that is, Φ◦Φ = Φ)
map onto a ∗-subalgebra B of the C∗-algebra A, with ‖Φ‖ ≤ 1, then Φ is positive,
and

Φ(b1ab2) = b1Φ(a)b2 , b1, b2 ∈ B, a ∈ A.

Proof. We sketch the key steps of proof. We will assume for simplicity that 1 =
1A ∈ B, although if this is not the case the proof is only a couple of lines longer.
That Φ is positive follows from the characterization of A+ in terms of states: for
if ϕ is a state then so is ϕ ◦ Φ by one of the characterizations of states above,
and so ϕ(Φ(a)) ≥ 0 if a ∈ A+. For the last assertion of the theorem, it is easy
to show, by going to the second dual, that without loss of generality one may
suppose that A is a von Neumann algebra. As we said earlier, any element in A
is a limit of linear combinations of ‘extremely positive’ elements, i.e., orthogonal
projections. By symmetry, and taking involutions, we see that it is enough to show
that Φ(ex) = eΦ(x) for an orthogonal projection e ∈ B and x ∈ A. Set f = 1− e.
For x, y ∈ A we have

‖ex + fy‖2 = ‖(ex + fy)∗(ex + fy)‖ = ‖x∗ex + y∗fy‖ ≤ ‖ex‖2 + ‖fy‖2.

Now Φ(fΦ(ex)) = fΦ(ex) since fΦ(ex) ∈ B, and if λ ∈ R then

(λ + 1)2‖fΦ(ex)‖2 = ‖fΦ(ex + λfΦ(ex))‖2 ≤ ‖ex + λfΦ(ex)‖2.

Combining the last two displayed equations, we have

(λ + 1)2‖fΦ(ex)‖2 ≤ ‖ex‖2 + ‖λfΦ(ex)‖2 = ‖ex‖2 + λ2‖fΦ(ex)‖2.

Thus (2λ + 1)‖fΦ(ex)‖2 ≤ ‖ex‖2, and letting λ → ∞ we must have that
‖fΦ(ex)‖ = 0, so that fΦ(ex) = 0. This means that Φ(ex) = eΦ(ex). Replac-
ing e with f we have by the above arguments that eΦ(x − ex) = eΦ(fx) = 0, so
that eΦ(x) = eΦ(ex). Hence Φ(ex) = eΦ(x) as desired. �
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Perhaps the very first result that one meets in von Neumann algebra theory, is
the following simple but important fact, which play a crucial role in von Neumann
algebra theory, as will be illustrated by the next several results.

Lemma 2.4. Every increasing bounded net (xt) of positive elements in a von Neu-
mann algebra M has a least upper bound x, say, in M . Also, the net converges in
the weak* topology to x, and also converges strongly (that is, xtζ→xζ for all ζ∈H).

Proof. Let ζ ∈ H , and consider the bounded increasing net (〈xtζ, ζ〉) in R, which
certainly has a limit there. By the polarization identity,

〈aζ, η〉 =
1
4

3∑
k=0

ik〈a(ζ + ikη), ζ + ikη〉, a ∈M+, ζ, η ∈ H.

It follows from this that the net (〈xtζ, η〉) converges.
The function (ζ, η) �→ limt 〈xtζ, η〉 is a bounded bilinear functional on H ,

since

| lim
t
〈xtζ, η〉| ≤ sup

t
|〈xtζ, η〉| ≤ sup

t
‖xtζ‖‖η‖ ≤ sup

t
‖xt‖‖ζ‖‖η‖.

Thus by a basic fact from Hilbert space theory (sometimes called the Riesz rep-
resentation theorem), there exists an x ∈ B(H), with ‖x‖ ≤ supt ‖xt‖, such that
〈xζ, η〉 = limt 〈xtζ, η〉. Since (〈xtζ, ζ〉) increases with limit 〈xζ, ζ〉, it is easy to see
that 0 ≤ xt ≤ x for every t. Any weak* convergent subnet of (xt) must converge to
x too (since the functionals 〈 · ζ, η〉 are weak* continuous). By Alaoglu’s theorem,
it follows that xt → x weak*. Hence x ∈M too. To see that xt → x strongly, note
that x− xt ≥ 0, so that x− xt = (x− xt)

1
2 (x− xt)

1
2 . Thus for any ζ ∈ H we have

‖(x− xt)ζ‖2 ≤ ‖(x− xt)
1
2 ‖2‖(x− xt)

1
2 ζ‖2 = ‖x− xt‖〈(x− xt)ζ, ζ〉 → 0.

Finally, to see that x = sup xt, note that if S ∈ B(H) with xt ≤ S for every t, then
〈xtζ,ζ〉≤〈Sζ,ζ〉 for any ζ∈H . In the limit, 〈xζ,ζ〉≤〈Sζ,ζ〉, so that x ≤ S. �

As a first application of this result, we show that the weak* closed two-sided
ideals in a von Neumann algebra are in a bijective correspondence with the orthog-
onal projections p in M that commute with all other elements of M . For such p,
clearly Mp is a weak* closed ideal. Conversely, if J is such an ideal, then it is a C∗-
algebra, so has a positive increasing approximate identity (xt) bounded above by 1.
If xt → x weak* as above, then x ∈ J , so that xM ⊂ J . If y ∈ J then clearly xy =
y, so that x2 = x = x∗ and J = xJ ⊂ xM . So J = xM . Similarly, J = Mx, and so
we have for any y ∈ M that xy = xyx = yx. (There is a similar correspondence for
one-sided ideals and general orthogonal projections that is only slightly harder.)

Another fact concerning increasing nets, which is a little deeper but is still not
very hard, says that a state ϕ on a von Neumann algebra M is weak* continuous
iff for every bounded increasing net (xt) with weak* limit x, we have limt ϕ(xt) =
ϕ(x). Using this fact, and the Hahn decomposition, it is easy to see that the same
thing is true for all functionals ϕ ∈ A∗. Thus weak* continuity in von Neumann
algebra settings may be replaced by order theoretic considerations.
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Corollary 2.5. Every ∗-isomorphism between von Neumann algebras is a homeo-
morphism for the weak* topology.

Proof. Let π : M → N be a ∗-isomorphism between von Neumann algebras. If ϕ is
a weak* continuous state on N , and if (xt) is an increasing bounded net of positive
elements in M with least upper bound x, then since π is an order isomorphism
we have that (π(xt)) is an increasing bounded net of positive elements in N with
least upper bound π(x). Thus π(xt) → π(x) weak*, and so ϕ(π(xt))→ ϕ(π(x)). It
follows by the remark above the theorem that ϕ◦π is weak* continuous. It is quite
easy to see that any weak* continuous ψ ∈ N∗ is a linear combination of four weak*
continuous states, and thus ψ◦π is weak* continuous. Hence if ys → y weak* in M
then π(ys) → π(y) weak* in M ; thus π is weak* continuous. Similarly for π−1. �

Theorem 2.6. (Sakai) If A is a C∗-algebra which has a Banach space predual, then
A is ∗-isomorphic, via a weak* homeomorphism, to a von Neumann algebra.

Proof. This proof does not explicitly use positivity, although it does use conditional
expectations, which are positive. Also, it is short, given what we have already
proved, and we will refer to the result later. We said earlier that A∗∗ is a von
Neumann algebra. Suppose that E∗ = A. The canonical map E → E∗∗ = A∗

dualizes to give a weak* continuous contractive surjection Φ : A∗∗ → A. Regard
A as a C∗-subalgebra of A∗∗. It is easy to check that Φ extends the identity map
on A, so that Φ ◦ Φ = Φ. Thus Φ is a weak* continuous ‘conditional expectation’
satisfying Tomiyama’s theorem 2.3. Applying that result we have xy and yx are in
Ker(Φ) for any x ∈ A, y ∈Ker(Φ). It follows that for x, y ∈ A we have Φ(xy) equals

Φ((x−Φ(x))(y −Φ(y)) + Φ(Φ(x)(y −Φ(y)) + Φ(xΦ(y)) = Φ(xΦ(y)) = Φ(x)Φ(y).

Hence Φ is a weak* continuous ∗-homomorphism. Thus Ker(Φ) is a weak* closed
two-sided ideal in A∗∗. By a fact proved in the paragraph after Lemma 2.4, there
exists such a projection p ∈ A∗∗, with Ker(Φ) = pA∗∗. If a ∈ A, then Φ((1−p)a) =
Φ(a) − Φ(p)Φ(a) = a. Thus Φ restricts to a surjective weak* continuous faithful
∗-homomorphism from the von Neumann algebra (1 − p)A∗∗ onto A. �

Combining the last two results, it follows in a couple of easy lines that every
von Neumann algebra has a unique Banach space predual.

We mention a related characterization of von Neumann algebras due to Kadi-
son [73]:

Theorem 2.7. If A is a C∗-subalgebra of B(H) with [AH ] = H, and if A contains
the upper bound in B(H) of every bounded increasing net of selfadjoint elements
in A, then A is a von Neumann algebra.

See also, e.g., [97] for much more on positivity in C∗-algebras and von Neu-
mann algebras, for example for Pedersen’s famous ‘up-down theorem’, and the
C∗-algebraic variant of the Riesz decomposition property (which are respectively
2.4.3 and 1.4.11 in that text).
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Positivity plays a fundamental role in the von Neumann algebraic subfield of
noncommutative integration theory, and noncommutative Lp spaces. Since other
talks at this conference addressed some aspects of this in more detail, we just
mention here the very basic idea: the lattice of orthogonal projections plays the
role of measurable sets; linear combinations of projections play the role of simple
functions; and states on the algebra play the role of integration with respect to a
probability measure. We remark in passing that there are generalizations to states
on C∗-algebras of the Radon-Nikodým and Lebesgue decomposition theorems from
classical measure theory (see [45, 67]). Positivity plays a profound role too in
related subjects, such as free probability. In the latter theory, as well as elsewhere,
positive maps often appear in conjunction with the notion of entropy.

Contained in the class of C∗-algebras, and containing the von Neumann al-
gebras, there are other important classes of algebras which are defined in terms of
their ‘order’ properties, for example the AW ∗-algebras (see, e.g., [16, 113]) and the
monotone complete C∗-algebras. The latter term means that the algebra contains a
least upper bound for every bounded increasing selfadjoint net. These algebras are
very interesting from an order-theoretic viewpoint, but also present quite formi-
dable difficulties. For example, every monotone complete C∗-algebra is an AW ∗-
algebras, but the converse is a notorious open problem. From our perspective,
a good reason to be interested in such C∗-algebras is that injective C∗-algebras
(these are the subalgebras A of B(H) which are the range of a conditional ex-
pectation Φ : B(H) → A in the sense of 2.3 on B(H)) are monotone complete.
Indeed, if (xt) is a bounded increasing selfadjoint net in such a C∗-algebra, and
if x is a least upper bound of the net in B(H), then it is easy to see that Φ(x)
is the least upper bound in A. More generally monotone complete C∗-algebras
(and modules) come up naturally when one considers the injective envelope of a
subspace of a C∗-algebra, and the latter is a powerful and currently popular tool
(see, e.g., [60, 63, 102, 61, 62, 31, 96, 28] for more information on these topics).

2.2. Positivity and noncommutative topology

C∗-algebras may be regarded as a noncommutative variant of topology, by an-
other theorem of Gelfand. This result establishes a bijective correspondence be-
tween locally compact Hausdorff spaces, and the class of commutative C∗-algebras:
Ω �→ C0(Ω). Here C0(Ω) denotes the continuous functions vanishing at infinity.
Moreover this can be made into a ‘duality of categories’: there is a well-known
correspondence between continuous maps between such topological spaces, and
certain ∗-homomorphisms between the associated algebras. Also, Ω is compact iff
the associated algebra is unital (that is, has an identity 1). There are many ways
in which mathematicians have tried to ‘get their hands on the topology’, for a
noncommutative C∗-algebra. In this subsection we will describe one important
way that is extremely intimately tied to the positivity (order). If the C∗-algebra
is commutative, so equals C0(Ω) as above, we first describe how to recover the
open sets U in Ω using the ordering on C0(Ω). Namely, these open sets correspond
bijectively to the orthogonal projections in the second dual C0(Ω)∗∗, which are
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the least upper bounds (and, hence by Lemma 2.4, limits in the weak* topology)
of increasing nets of positive elements in C0(Ω). The above suggests the following
definition (due to Akemann [2, 3, 4], and Giles and Kummer [57]): If B is a C∗-
algebra then an orthogonal projection q ∈ B∗∗ is open if it is the weak* limit (or
equivalently, the least upper bound) of an increasing net of positive elements in B.
We say that q is closed if 1− q is open. By the observation above, these collapse to
the usual topological notions if B = C0(Ω) (that is, if B is commutative). Many
of the properties of open and closed sets generalize to this setting. In particular,
there is a beautiful ‘noncommutative Urysohn lemma’, which we state in the case
that B is unital: Given closed mutually orthogonal projections p and q in B∗∗,
there exists an element a ∈ B with 0 ≤ a ≤ 1, ap = pa = 0 and aq = qa = q. This
collapses to the usual Urysohn lemma for compact spaces if B is commutative.
Open and closed projections always exist in abundance, for example the left sup-
port projection of any nonzero element x ∈ B is open (this is the infimum of the
projections p ∈ B∗∗ with px = x), and similarly for the right support projection.

For the readers convenience, we mention in a little more detail how open
sets U in a locally compact Hausdorff space Ω correspond to open projections in
C0(Ω)∗∗. Let Bo(Ω) denote the commutative C∗-algebra of bounded Borel mea-
surable functions on Ω, with supremum norm. Then B = C0(Ω) is a closed ∗-
subalgebra of Bo(Ω), and it is not hard to show that Bo(Ω) is ∗-isomorphic to a
closed ∗-subalgebra of B∗∗, the latter equipped with its usual product discussed
earlier. Indeed, recall that C0(Ω)∗ is isometrically isomorphic to M(Ω), the space
of regular Borel measures on Ω, and if we define θ : Bo(Ω) → M(Ω)∗ = B∗∗ by
θ(g)(µ) =

∫
Ω

g dµ, then it is easy to see that θ is the desired ∗-isomorphism. What
needs to be proved is that a projection p ∈ C0(Ω)∗∗ is open if and only if p = θ(χU )
for an open subset U ⊂ Ω, and this is a pleasant exercise in real analysis.

2.3. Complete positivity

Complete positivity is perhaps even more important than positivity in the study
of operator algebras and operator spaces. The key point here is that a matrix of
operators is an operator: that is, a matrix

[xij ] =

⎡⎢⎢⎢⎢⎣
x11 x12 · · · x1n

x21 x22 · · · x2n

· · · · · ·
· · · · · ·

xn1 xn2 · · · xnn

⎤⎥⎥⎥⎥⎦
in Mn(B(H)), may be viewed as an operator on H(n) :⎡⎢⎢⎢⎢⎣

x11 x12 · · · x1n

x21 x22 · · · x2n

· · · · · ·
· · · · · ·

xn1 xn2 · · · xnn

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

ζ1

ζ2

·
·

ζn

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
∑

k x1kζk∑
k x2kζk

·
·∑

k xnkζk

⎤⎥⎥⎥⎥⎦ .
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If the latter operator is positive, then we write [xij ] ≥ 0. That is, Mn(B(H))
has a natural cone. Similarly, and more generally, if A is a C∗-algebra, then so is
Mn(A), and so it has a natural cone Mn(A)+. We say that a map T : A→ B(H)
is completely positive if

[T (xij)] ≥ 0 for all [xij ] ∈Mn(A)+, n ∈ N .

The necessity of considering these ‘matrix cones’ is admirably motivated in Effros’
superb 1978 survey ‘Aspects of noncommutative order’ [50], where he appeals
to the fact (already mentioned in the second bullet in Section 1) that for an
operator x, [

1 x
x∗ 1

]
≥ 0 ⇐⇒ ‖x‖ ≤ 1. (2.1)

After noting that this formula is the solution to the problem of describing the
norm of an operator in terms of order, Effros says: “It would thus seem advisable
to regard the ordering on M2(A), and more generally on all of the matrix algebras
Mn(A), n ≥ 1, as part of the natural “baggage” of a C∗-algebra. The resulting
category of “matrix ordered spaces” has proved to be of great value.” More moti-
vation from historical sources may be found in Paulsen’s excellent and influential
monograph [96], which is the standard reference for the theory of completely pos-
itive maps on operator systems (and also of completely bounded maps). See also
[44] for a treatment of the basic theory of completely positive maps.

Indeed, completely positive maps play a profound role in C∗-algebra theory;
and have become more and more central in parts of mathematical physics, as
the reader can instantly confirm by putting the words ‘completely positive’ to an
internet search. For example, they have recently become quite prominent in modern
theories of quantum information theory, quantum computing, etc, where one looks
at completely positive maps on matrix algebras which have special properties with
respect to the trace (see, e.g., [93]).

Important in the theory of completely positive maps is the notion of a dilation.
If T : X → B(H), then a dilation of T is a map T ′ : X → B(K), for a Hilbert
space K containing H , with

T ′(x) =
[

T (x) ∗
∗ ∗

]
, x ∈ A. (2.2)

More abstractly, T ′ : X → B(K) dilates T if there is an isometry V : H → K such
that T = V ∗T ′(·)V on X .

An example of a completely positive map on a C∗-algebra A is any represen-
tation (that is, ∗-homomorphism) π : A→ B(H). Indeed, π is clearly positive, and
the same argument shows that the ‘amplification’ of π to Mn(A) is positive for
each n ∈ N. The following result gave birth to the subject of completely positive
maps (and most of what follows in this article):

Theorem 2.8. (Stinespring) A linear map T : A → B(H) on a C∗-algebra A is
completely positive iff T can be dilated to a representation π of A on a Hilbert
space containing H.
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Proof. The usual proof of this, which may be found in many places (e.g., [9, 44,
96]), is very similar to the proof we gave of the ‘GNS construction’ (Theorem 2.1).
Given a completely positive T , the idea to construct π, as in the GNS construction
proof, is to find an inner product defined on a simple space containing H on which
A has a natural algebraic representation. In this case, the space is A⊗H , and we
define the representation of A by π(a)(b ⊗ ζ) = ab ⊗ ζ for a, b ∈ A, ζ ∈ H . We
define the inner product on A⊗H by

〈a⊗ η, b⊗ ζ〉 = 〈T (b∗a)η, ζ〉 , a, b ∈ A, η, ζ ∈ H.

The rest can be left as an exercise, following the model of Theorem 2.1. �
If A = Mn and H is finite-dimensional, then T is completely positive iff the

matrix [T (eij)] is positive, where {eij} is the standard basis of Mn; and Stine-
spring’s result yields the existence of a finite number of matrices γk such that
T (x) =

∑
k γ∗

kxγk (see [39]. We remark that the latter results are highly utilized
currently in quantum computing and related fields).

Because of Stinespring’s theorem, completely positive maps have many useful
properties. For example, they satisfy a ‘Schwarz inequality’:

T (x)∗ T (x) ≤ T (x∗x) , x ∈ A.

This inequality follows immediately from (2.2), since if one multiplies the matrix on
the right of (2.2), with its adjoint π(x)∗, uses the fact that π is a ∗-homomorphism,
and looks at the term in the 1-1 corner, one sees that T (x∗x) equals T (x)∗ T (x)
plus something positive. A similar, and only slightly more complicated, argument
shows that if T is a completely positive unital map on a unital C∗-algebra A, and
if T (c)∗T (c) = T (c∗c) for some c ∈ A, then T (ac) = T (a)T (c) for all a ∈ A (see,
e.g., [38, 110] for more along these lines).

The ‘conditional expectations’ in Theorem 2.3 are completely positive. An
important and very useful complement to this fact is the following:

Theorem 2.9. (Choi and Effros [41]) If Φ : A → A is any unital completely posi-
tive idempotent map on a unital C∗-algebra, then the range of Φ is a C∗-algebra
with new product Φ(ab), for a, b ∈ Ran(Φ). Moreover Φ(Φ(a)Φ(b)) = Φ(aΦ(b)) =
Φ(Φ(a)b)) for a, b ∈ A.

Operator systems are the unital selfadjoint subspaces of a C∗-algebra. They
are the natural domain of definition of (unital) completely positive maps, and they
were first studied systematically in this context in [9] (which contains many of the
results listed below in this subsection).

A subsystem of an operator system S is a selfadjoint linear subspace of S
containing the ‘identity’ 1 of S. If S is an operator system, a subsystem of a unital
C∗-algebra A, then S has a distinguished ‘positive cone’ S+ = S ∩ A+. Then S
has an associated ordering ≤, namely x ≤ y iff x, y are selfadjoint and y−x ∈ S+.
If x ∈ S then x+x∗

2 and x−x∗
2i are selfadjoint, and so any x ∈ S is of the form

x = h + ik for selfadjoint h, k. Also, since ‖h‖1 + h and ‖h‖1 − h are positive, it
follows that h (and k) is a difference of two elements in S+.
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A linear map u : S → S′ between operator systems (or more generally,
between ∗-vector spaces), is called ∗-linear if u(x∗) = u(x)∗ for all x ∈ S. Some
authors say that such a map is selfadjoint. We say that u is positive if u(S+) ⊂
S′

+. By facts at the end of the last paragraph, any x ∈ S may be written as
x = x1 − x2 + i(x3 − x4), and from this it is easy to see that a positive map
is ∗-linear. The operator system Mn(S), which is a subsystem of Mn(A), has
a canonical positive cone too, and thus it makes sense to talk about completely
positive maps between operator systems. If T is any map, we write Tn for the same
map applied entry-wise to a matrix: Tn([xij ]) = [T (xij)]. Thus T is completely
positive if each Tn is positive. It is easy to show that for such a map, ‖T ‖ = ‖T (1)‖.
An isomorphism between operator systems which is unital and completely positive,
and has a completely positive inverse, we will call a complete order isomorphism.
The range of a completely positive unital map between operator systems is clearly
also an operator system; we say that such a map is a complete order embedding if
it is a complete order isomorphism onto its range.

Operator systems have a beautiful abstract characterization, for which we
will need the following notation. A matrix ordered vector space is a ∗-vector space
S with a cone cn ⊂ Mn(S) for each n ∈ N, which satisfy two conditions: first,
cn ∩ (−cn) = (0), second, α∗xα ∈ cn for any α ∈ Mmn and x ∈ cm. We say that
u ∈ S is a matrix order unit if the diagonal matrix un with constant diagonal
entry u, is an order unit (that is, for every selfadjoint matrix x ∈ Mn(S) we have
−tun ≤ x ≤ tun for some t ∈ (0,∞). We recall that u is Archimidean if x ≥ 0 iff
x + tu ≥ 0 for all t ∈ (0,∞).

Theorem 2.10. (Choi and Effros [41]) The operator systems are, up to unital com-
plete order isomorphism, exactly the matrix ordered vector spaces which possess a
matrix order unit which is Archimidean.

We say that a linear map T is completely contractive (resp. completely iso-
metric) if the map Tn defined a few paragraphs above has norm ≤ 1 (resp. is an
isometry), for all n ∈ N. Suppose that S is a subsystem of a unital C∗-algebra A.
By the Hahn–Banach theorem, the set of states of S (that is, the set of ϕ ∈ S∗

with ϕ(1) = ‖ϕ‖ = 1) is just the set of restrictions of states on A to S. Using this
fact, and a characterization of A+ which we stated earlier, it follows that S+ is
exactly the set of elements x ∈ S such that ϕ(x) ≥ 0 for all states ϕ of S. From this
it is clear that if u : S1 → S2 is a contractive unital linear map between operator
systems, then u is a positive map (for if x ∈ S1+, and if ϕ is a state on S2 then ϕ◦u
is a state of S1, so that ϕ(u(x)) ≥ 0; and so u(x) ≥ 0). Applying this principle to
un, we see that a completely contractive unital linear map between operator sys-
tems is completely positive. It is easy to see from (2.1) that a completely positive
unital map u between operator systems is completely contractive. (For example,
to see that u is contractive, take ‖x‖ ≤ 1, and apply u2 to the associated positive
matrix in (2.1). This is positive, so that using (2.1) again we see that ‖u(x)‖ ≤ 1.)
Putting these facts together, we see that a unital map between operator systems is
completely positive if and only if it is completely contractive. The same idea, but
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also applied to the inverse, shows that such a map is a complete order embedding
if and only if it is completely isometric.

Arveson’s extension theorem [9] states that if S is a subsystem of a unital
C∗-algebra A, and if u : S → B(H) is completely positive, then there exists a
completely positive map from A to B(H) extending u. There is a related result
due to Wittstock [120], in which the word ‘system’ above may be replaced by
‘space’, and ‘completely positive’ by ‘completely contractive’. Wittstock’s result
follows very quickly from basic properties of the Haagerup tensor product (which
we shall not discuss here). Note that Arveson’s result in the case that u is unital,
follows immediately from Wittstock’s result, and a fact towards the end of the last
paragraph.

Arveson also showed in [9] that the category of subspaces X of a unital C∗-
algebra A containing 1A, with morphisms the completely contractive unital linear
maps, may be studied in terms of the category of operator systems and completely
positive unital linear maps, via the functor taking X �→ X + X∗. For example,
a morphism T : X → Y in the first category extends uniquely to a morphism
X + X∗ → Y + Y ∗ in the second category. If X and Y are isomorphic in the
first category, then X + X∗ is completely order isomorphic to Y + Y ∗ via the
obvious map (which is not obviously well defined). This allows one to transfer
many questions to a setting where one can use positivity. There is a variant of
this trick which works even if X is not unital, which we explain in the second
paragraph of Section 3.1 below.

Completely positive maps play a crucial role in Kasparov’s bivariate general-
ization KK of K-theory (see, e.g., [17, 18]). For example, for this theory Kasparov
invented an important extension of the Stinespring theorem [18, II.7.5.2] which is
used fundamentally. Earlier, completely positive maps also played a pivotal role in
the important theory of extensions of C∗-algebras (which now to a certain extent
is subsumed into the KK-theory just alluded to). An extension of a C∗-algebra C
by a C∗-algebra A is just an exact sequence

0 −→ A −→ B −→ C −→ 0

of C∗-algebras and ∗-homomorphisms. In the Brown-Douglas-Fillmore (BDF) the-
ory (see, e.g., [36]), one associates an important group Ext(K) to a topological
space K, coming from the extensions of C(K) by the compact operators. In the
generalization to C∗-algebras, the important fact that the semigroup Ext is a group
under reasonable hypotheses, is intimately related to the Stinespring theorem and
Kasparov’s generalization of it [18, II.7.5.2]. Namely, Ext being a group is related
to whether ∗-homomorphisms π from C into the quotient C∗-algebra B(�2)/K(�2)
by the compact operators, possess a completely positive ‘lifting’ (that is, a com-
pletely positive linear T : C → B(�2) whose image in the quotient space is π). See,
e.g., [12, 18] for details. Completely positive maps play a remarkable role too in
the theory of quasidiagonality (see [37] for a very attractive survey of this topic).

We end by listing a somewhat random selection of papers which contain
other interesting results on completely positive maps: [11, 59, 64, 71, 72, 106, 108,
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110, 120], and references therein. Perhaps the deepest work on completely positive
maps in the last 20 years may be found in the astonishing papers of Kirchberg,
some with coauthors (see, e.g., [79, 80, 81, 19, 82, 83], or the survey [94]). These
in turn have been used to obtain some of the deepest results on C∗-algebras,
such as Kirchberg’s profound characterization of separable ‘exact’ C∗-algebras as
precisely the ∗-subalgebras of the famous Cuntz C∗-algebra O2 (see, e.g., [82], and
a forthcoming book by Kirchberg). Just to mention some of the most basic ideas:
exact C∗-algebras, very loosely speaking, are the ones whose finite-dimensional
operator subsystems are close, via completely positive maps, to subspaces of finite
matrix algebras Mn. Actually, they have many equivalent definitions, and the
proofs of some of the equivalences, and some of the properties of exact C∗-algebras,
are quite profound. In [75] it is shown that unital, completely positive maps on a
unital ‘purely infinite’ C∗-algebra A, which factor through finite matrix algebras
Mn, can be approximated by ‘elementary’ positive maps of the form a �→ v∗av,
for isometries v ∈ A. This is a variant of Stinespring’s theorem above. These are
put together with other remarkable ingredients in an astounding way to conclude
that separable ‘exact’ C∗-algebras are subalgebra of O2. Indeed, Kirchberg links
completely positive maps on operator systems to some of the most important open
problems in C∗-algebra theory (see, e.g., [79] and the excellent survey by Ozawa
[94]). This led to the solution of some of these problems (see, e.g., [70, 101]).

2.4. C∗-modules and TROs

C∗-modules are a simultaneous generalization of C∗-algebras and Hilbert spaces,
and their use may be found, whether explicitly or implicitly, in most modern papers
concerning C∗-algebras. Given a C∗-algebra B, a (right) C∗-module Z over B is
a right B-module Z possessing a B-valued inner product, satisfying the obvious
analogues of the conditions defining a Hilbert space, for example: 〈z, z〉 ≥ 0 for all
z ∈ Z. A TRO (or ‘ternary ring of operators’) is a subspace Z of a C∗-algebra with
ZZ∗Z ⊂ Z. If Z is a TRO then ZZ∗ and ZZ∗ (these notations mean the closure
of the span of products from the indicated sets) are obviously C∗-algebras, and Z
is a bimodule over these algebras. One makes Z into a right C∗-module by defining
the inner product 〈z, w〉 = z∗w, for z, w ∈ Z. Conversely, any C∗-module may be
represented as a corner pA(1 − p) for a projection p in a C∗-algebra A, and this
is a TRO. Thus C∗-modules and TROs can be used somewhat interchangeably.
See, e.g., [84] or [28, Chapter 8] for more details on this, or for the facts below. A
good example of a C∗-module/TRO is Cn(A), the first column of the C∗-algebra
Mn(A), which one can view as the TRO of matrices in Mn(A) supported on the
first column only. In fact, every C∗-module over A may be built of these Cn(A)’s
(see Section 4.7 for a generalization of this fact).

Again, a main tool in the theory of C∗-modules or TROs is positivity. For
example one extensively uses positivity in the so-called linking algebra, which for
a TRO Z is:

L(Z) =
[

ZZ∗ Z
Z∗ Z∗Z

]
.
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This is clearly itself a C∗-algebra (a ∗-subalgebra of M2(A), if Z is a TRO in a
C∗-algebra A), and it is key to almost everything about Z.

As another example of the role of positivity in this theory, consider the order-
theoretic characterization due to Paschke of contractive B-module maps between
C∗-modules Z and W , as precisely the maps T : Z → W satisfying 〈Tz, T z〉 ≤
〈z, z〉 for all z ∈ Z. In fact it is certain subclasses of the bounded module maps
that are more important, in particular the maps T : Z →W for which there is an
‘adjoint map’ T ∗ : W → Z with

〈Tx, y〉 = 〈x, T ∗y〉, x, y ∈ Z.

Such maps are called adjointable, and the set of adjointable maps Z → Z is a
C∗-algebra to which one also applies positivity techniques to, in order to obtain
important results in the theory of C∗-modules, such as Kasparov’s generalization of
the Stinespring theorem [18, II.7.5.2], which in turn has many famous applications.

The following is a generalization of Theorem 2.9 to TRO’s:

Theorem 2.11. (Youngson, [115] or [28, Theorem 4.4.9]) If Φ : A → A is any com-
pletely contractive idempotent map on a TRO, then the range of Φ is a TRO with
new ternary product Φ(ab∗c), for a, b, c ∈ Ran(Φ). Moreover, the latter quantity is
unchanged if one replaces any one of a, b, c by an x ∈ A whose image is a (resp.
b, c). Thus for example Φ(ax∗c) = Φ(aΦ(x)∗c), if x ∈ A.

The usual proofs of the last result uses positivity too (for example, by extend-
ing the projection to a completely positive projection on the linking C∗-algebra,
and then using Theorem 2.9).

The main constructions with C∗-modules are also all usually done using
positivity, although we have shown that this can be avoided for many of them
(see, e.g., [28, Chapter 8] and references therein). For example, the most important
tensor product of C∗-modules W and Z is defined in terms of a completely positive
map from the algebra acting on W into the space of maps on Z; positivity is used
powerfully and inescapably here.

The natural morphisms between TROs are the ternary morphisms, namely
the maps T : Z → W satisfying T (xy∗z) = T (x)T (y)∗T (z) for x, y, z ∈ Z.
Such maps have all the usual amazing properties of ∗-homomorphisms on C∗-
algebras. This may be seen from the fact that every such map induces a canonical
∗-homomorphism from L(Z) to L(W ):[

a z
y∗ b

]
�→
[

θ(a) T (z)
T (y)∗ π(b)

]
,

where θ and π are ∗-homomorphisms from ZZ∗ and Z∗Z into WW ∗ and W ∗W re-
spectively. Conversely, every ∗-homomorphism between the linking algebras, which
takes the four corners to the matching corners, is a ternary morphism on the 1-2
corner Z.

Summarizing: C∗-modules and TROs are essentially the same objects; and to
all intents and purposes they behave just like C∗-algebras, via the linking algebra.
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The morphisms though are different; indeed TRO morphisms are in a correspon-
dence with ∗-homomorphisms (between the linking algebras). Thus positivity is as
important for C∗-modules and TROs, as it was for C∗-algebras. For references to
the TRO literature see the notes to [28, Chapters 4 and 8].

3. Applications of positivity to noncommutative linear analysis

3.1. Noncommutative linear analysis

An operator space is a vector space X with a norm ‖ · ‖n on the set of matrices
Mn(X), for all n ∈ N, satisfying two simple conditions that we will not need to
mention here (see p. 20 in [51]). Ruan’s theorem states that these ‘are the same as’
the linear subspaces of B(H) for a Hilbert space H , up to linear complete isometry.
Interestingly, the usual proof of Ruan’s theorem (on p. 30 of [51]) relies on an
order theoretic Hahn-Banach separation argument. Their theory was developed
by Effros, Ruan, the author, Paulsen, Pisier, Junge, Le Merdy, and many others.
We regard operator spaces as a noncommutative version of Banach spaces: the first
indication of this is the fact that every Banach space is linearly isometric to a closed
linear subspace of a commutative C∗-algebra; whereas operator spaces are linearly
completely isometric to subspaces of general C∗-algebras. Because operator spaces
are just vector spaces with (matrix) norms, one can develop a noncommutative
variant of Banach space theory for them: a ‘noncommutative functional analysis’.
This is known as ‘operator space theory’, and it is a subject with many powerful
tools which we are not able to discuss here. We refer the reader to the texts
[51, 101, 96, 28] for expositions of this theory.

There are several ways to introduce positivity in the study of operator spaces.
The most common way is to exploit the principle (2.1). This is the key idea un-
derlying ‘Paulsen’s trick’, which assigns to any operator space X in a C∗-algebra
A, a selfadjoint subspace (indeed an operator system) of the C∗-algebra M2(A):

X �
{[

λ1A x
y∗ µ1A

]
: x, y ∈ X, λ, µ ∈ C

}
⊂ M2(A).

This selfadjoint subspace has a unique positive cone which is independent of the
particular containing C∗-algebra A, essentially because of (2.1) (see [96, Lemma
8.1] or [28, Lemma 1.3.15] for more details). The canonical morphisms between
operator spaces are the so-called completely bounded linear maps T : X → Y ,
which satisfy ‖[T (xij)]‖n ≤ C‖[xij ]‖n for all matrices [xij ] ∈ Mn(X), all n ∈ N.
If C ≤ 1 then we mentioned earlier that T is said to be completely contractive. A
lemma of Paulsen states that T is completely contractive iff the following map is
completely positive:

ΦT :
[

λ1A x
y∗ µ1A

]
�→
[

λ1A T (x)
T (y)∗ µ1A

]
.

This again relies essentially on (2.1) (see [96, Lemma 8.1] for details); and it has
the startling consequence that many facts about maps between operator spaces
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are best proved via positivity; namely by exploiting the fact that the map in the
last displayed equation is completely positive. For example, consider Paulsen’s
proof from [95] of the following beautiful fact, first proved in unpublished work of
Haagerup [58]:

Theorem 3.1. Any completely contractive linear map T : X → B(H) on a subspace
X of a unital C∗-algebra A may be written as T = Rπ(·)S, for a representation
π of A on a Hilbert space K which is unital (that is, π(1) = I), and contractive
operators R and S between H and K.

Proof. In the notation above, ΦT is completely positive. By the extension theo-
rems of Arveson or Wittstock mentioned towards the end of Section 2.3, one can
extend ΦT to a completely positive map M2(A) → B(H ⊕ H). This in turn, by
Stinespring’s theorem mentioned earlier, is the ‘1-1 corner’ of a unital representa-
tion of M2(A) on another Hilbert space. It is quite easy algebra to see that any
unital representation of M2(A) on a Hilbert space gives rise to a unitary operator
U from that Hilbert space onto K⊕K, for a subspace K of H , and a unital repre-
sentation π of A on K, such that via this unitary the first representation becomes
simply [aij ] �→ U∗[π(aij)]U , for [aij ] ∈M2(A). In our case, we obtain[

0 T (x)
0 0

]
= Θ

([
0 x
0 0

])
= PU∗

[
0 π(x)
0 0

]
U|H⊕H = W ′π(x)W,

for a projection P , where W = [0 I]U|H⊕H , with a similar formula defining W ′.
Pre- and post-multiplying by the projection from H⊕H onto H , and the inclusion
from H into H ⊕H , gives T = Rπ(·)S, for appropriate contractions S, R. �

It is only fair to say that in the last decade or two, there has been a move
away from using complete positivity in the study of operator spaces. However it
always will play an absolutely crucial role in parts of the subject. Moreover one may
expect some of the deepest results to come via complete positivity, as the reader
will see by consulting the papers of Kirchberg, some of which are referenced here,
or his forthcoming book, and the recent work of Arveson and Junge discussed in
Section 4.3.

3.2. Noncommutative function theory

In classical linear analysis one often solves a problem by working in a normed
vector space of functions, using topology, measure and integration, positivity, and
functional analytic tools. An example of this is the use of Choquet theory in the
classical theory of function algebras and function spaces. For example, consider
the study of algebras of analytic functions on the disk, or more generally, of vector
spaces or algebras of functions on a compact set K. These are usually nonselfad-
joint: that is f ∈ A need not imply that f̄ ∈ A. Thus there is no ‘positivity’ im-
mediately in evidence. However positivity quickly appears when one studies such
spaces with the usual tools of convexity, such as Choquet theory. For example, if
A contains constants (that is, if 1 ∈ A) then there exists a smallest closed subset
E ⊂ K such that supE |f | = supK |f |, for f ∈ A. This set E is called the Shilov
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boundary. One solves many problems about A by topological/measure theoretic
arguments on E, using the ordering of functions on E, and by the techniques of
functional analysis.

When going noncommutative, one might hope (in noncommutative problems
which are somehow analogous to classical function theoretic situations) that:

• C∗-algebra theory replaces topology.
• Von Neumann algebra techniques replace arguments using measure and in-

tegrals.
• ‘Operator space theory’ replaces Banach space techniques.

Of course in practice, life is not quite so simple, and the strategy above often fails or
is quite difficult. Fortunately, the noncommutative is frequently a land of miracles.
In any case, in this endeavor positivity is often the key tool. Unfortunately, in
generalizing ‘classical analysis arguments’, the ‘usual tricks’ with positivity can
fail (as discussed briefly at the end of Section 1), and so one has to find more
subtle approaches. Or there might be no natural positivity in evidence at first – it
might be deeply hidden. Or we may have to find substitutes for positivity (which
often rely on positivity somewhere).

When ‘going noncommutative’, one hopes to replace the compact set K above
by a C∗-algebra B, and replace A by a subspace or nonselfadjoint subalgebra of
B. These are just the operator spaces (discussed in Section 3.1), and the (possibly
nonselfadjoint) operator algebras. Although A has no apparent positivity, posi-
tivity is hidden or encoded in many ways (which disappear if one moves to more
general categories such as Banach algebras, for example), or positivity arguments
can still be applied in an auxiliary space. We give some examples of this. First,
if 1 ∈ A, then as we said a few paragraphs after Theorem 2.10, we can replace
A by the operator system A + A∗, and use positivity there. Thus for many pur-
poses one may assume that A is an operator system. If A is nonunital, but is
a (possibly nonselfadjoint) operator algebra, then one may easily adjoin a unit.
It turns out that the uniqueness of this unitization is a deep and striking appli-
cation of positivity due to Ralf Meyer [90]. Meyer’s result says that if A and B
are nonunital subalgebras of B(H) and B(K), and if θ : A → B is a surjective
isometric (resp. completely isometric) homomorphism, then the homomorphism
a + λIH → θ(a) + λIK for a ∈ A and λ ∈ C is also isometric (resp. completely
isometric). A little thought shows that this is saying that there is a unique uni-
tization procedure in the category of operator algebras, where we think of two
objects as the same if there is a surjective isometric (resp. completely isometric)
homomorphism between them. For the purposes of this survey, the interesting part
of Meyer’s proof is the following idea: the Cayley transform, in the form of a func-
tional calculus applied to a standard conformal map between the unit disk and the
right-hand half-plane, transforms the unit ball of A into a set whose elements have
a strictly positive real part (exactly as points in the right-hand half-plane have
positive real part). This positivity is then used, and then one applies the inverse
transform to get the desired result.
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As another example of the use of positivity, we mention the very charac-
terization of possibly nonselfadjoint) operator algebras [32], which matches the
Gelfand-Naimark characterization of C∗-algebras which we discussed in Section
2.1. This theorem states that operator algebras with an identity of norm 1 are
precisely the operator spaces which are also algebras with an identity of norm 1,
such that ‖xy‖n ≤ ‖x‖n‖y‖n for all x, y ∈ Mn(A), n ∈ N. Examination of all of
the ingredients in the usual proofs of this result reveals a crucial use of positivity.

Frequently, one studies an operator space or algebra A using positivity in
canonically associated C∗-algebras. In particular, there exists a smallest C∗-algebra
C∗

e (A) containing A, at least if 1 ∈ A. This is known as the noncommutative Shilov
boundary or C∗-envelope, and its existence is due to Arveson and Hamana (see
Section 4.3 for more on this). Its universal property is as follows: for every unital
complete isometry i : A → B into a C∗-algebra B, such that i(X) generates B
as a C∗-algebra, there exists a (necessarily unique and necessarily surjective) ∗-
homomorphism π : B → C∗

e (A) with π◦i equal to the embedding of X in C∗
e (A). If

B is commutative, then C∗
e (A) = C(E), where E is the classical Shilov boundary

discussed at the start of this subsection. The C∗-envelope is quite rigidly attached
to A; for example any surjective complete isometry between two such spaces A1

and A2 extends uniquely to a surjective complete isometry from C∗
e (A1) to C∗

e (A2).
Moreover, this complete isometry (as with any complete isometry between unital
C∗-algebras) is just a unitary operator in the second C∗-algebra multiplied by a
∗-isomorphism between the C∗-algebras.

If X is an operator space not containing the identity operator, then the
noncommutative Shilov boundary is not a C∗-algebra in general, it is a C∗-module
or TRO (see Section 2.4) containing X , which we will write here as ∂X . One
must adapt the universal property in the last paragraph by replacing the words
‘C∗-algebra’ by ‘TRO’, ‘∗-homomorphism’ by the ternary morphisms we met in
Section 2.4, and dropping the ‘unital’ throughout. Note that X inherits a C∗-
algebra-valued inner product from ∂X . Positivity in the associated linking algebra
is a powerful tool to study the structure of X . This is another way of introducing
positivity to study the operator space X .

The noncommutative Shilov boundary is a subobject of the injective envelope,
which we have mentioned earlier. For example, if 1 ∈ A then we mentioned that the
injective envelope of A is a monotone complete C∗-algebra. The injective envelope
is useful because of its abstract properties (see, e.g., [60, 63, 102, 96] and [28,
Chapter 4]), and because it is again an object to which one can apply C∗-algebra
techniques, and in particular positivity. For example, this approach easily yields a
variant, valid for possibly nonselfadjoint operator algebras, of Theorem 2.3. The
main idea is to take a projection P on an operator algebra, then extend it to a
similar map on the injective envelope of A, which is a C∗-algebra or TRO. Then
one applies Theorem 2.3, or 2.9 or [115], to this extension to show that P is a
‘conditional expectation’. More specifically, consider the following generalization
of [28, Corollary 4.2.9]:
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Proposition 3.2. Let P : A → A be a completely contractive linear idempotent map
on a general operator algebra A, whose range is a subalgebra B of A. If B has a
contractive right approximate identity, then P (ba) = bP (a) for all a ∈ A, b ∈ B.

Proof. Although positivity is not explicitly visible in this proof, it appears explic-
itly in the proof of Youngson’s theorem 2.11, which we are using (for example, it
relies on Theorem 2.9).

First suppose B has a right identity e of norm 1. Suppose that A is a sub-
algebra of B(H). Let Φ be a minimal A-projection in the sense of, e.g., [60, 96]
or [28, Section 4.2], so that I(A) = Ran(Φ) is an injective envelope for A inside
B(H). By injectivity, extend P and the inclusion map i : B → A to the injective
envelopes, giving maps P ′ : I(A) → I(B) and i′ : I(B) → I(A). Since P ′ ◦ i′ is the
identity map on B, by the ‘rigidity’ property of the injective envelope P ′ ◦ i′ is the
identity map on I(B). Thus Q = i′ ◦ P ′ is a completely contractive projection on
I(A), and Q|A = P . We have

bP (a) = Q(Φ(bP (a))) = Q(Φ(Q(b)eQ(a))) = Q(Φ(Q(b)Q(e)∗Q(a))),

for a ∈ A, b ∈ B. By the last assertion in Theorem 2.11, the latter equals

Q(Φ(Q(b)Q(e)∗a)) = Q(bea) = P (ba).

In the general case, consider P ∗∗ : A∗∗ → B∗∗. This easily satisfies the
hypotheses in the previous paragraph, so that bP (a) = bP ∗∗(a) = P ∗∗(ba) =
P (ba). �

Remark. The result does not hold if B has no kind of identity, as one can see
by looking at the projection of Mn onto its first row or column. However, a sim-
ilar proof shows that if P is any completely contractive projection on an oper-
ator algebra A, then the range P (A) is completely isometrically isomorphic to
an operator algebra with product P (P (a)P (b)). For experts, we give a proof: let
Φ be as in the proof of Proposition 3.2, its range is I(A). By the main theo-
rem in [75], there exists u ∈ I(A) such that ab = Φ(au∗b) for all a, b ∈ A. If
B = P (A) we may repeat the proof of Proposition 3.2 to obtain a completely
contractive projection on I(A), with Q|A = P . By Theorem 2.11, Q(I(A)) is a
TRO Y whose ‘ternary product xy∗z’ is Q(Φ(xy∗z)). Define a product on Y by
x · y = Q(Φ(xQ(u)∗y)) = Q(Φ(xu∗y)), the latter by the last assertion in Theorem
[115]. There is some suitable representation of Y on a Hilbert space so that the
latter product is just xQ(u)∗y, and Y Q(u)∗Y ⊂ Y . By [32, Remark 2, p. 194]
or [75], this makes Y into an operator algebra C. This product restricted to B
is Q(Φ(aQ(u)∗b)) = Q(Φ(au∗b)) = Q(ab) = P (ab) for a, b ∈ P (B). Thus B is
a subalgebra of C. The above was discovered during conversations with M. Neal
around 2003.

We also remark that extremely recently there have been efforts to extend
these kinds of results to some other Banach algebras [85].

In turn, this result can be used, almost exactly how we used it in the proof
we provided above of Sakai’s characterization of von Neumann algebras (Theorem
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2.6), to obtain a characterization of unital weak* closed algebras of operators on
a Hilbert space (see [22]). Later we were able to drop the unital hypothesis:

Theorem 3.3. [86, 29] The weak* closed algebras of operators on a Hilbert space
are precisely, up to completely isometrically isomorphism which is also a weak*
homeomorphic homomorphism, just the (possibly nonselfadjoint) operator algebras
which are also a dual operator space.

The latter term, ‘dual operator space’, means a little more than being a dual
Banach space. Note that the dual Banach space Y ∗ of an operator space Y has
special matrix norms on Mn(Y ∗) for n ≥ 2: the norm of [ϕij ] ∈Mn(Y ∗) is ≤ 1 iff
the map y �→ [ϕij(y)] is completely contractive. With these matrix norms Y ∗ is
an operator space, and this is what we mean by a dual operator space.

4. Some recent applications and progress

In this section we present very briefly several extremely recent examples, mostly
from work of the author, of how positivity can be used, both directly and indirectly,
and sometimes in surprising ways! We also present some recent progress in the
subject of positivity in operator spaces.

4.1. Multipliers of operator spaces and noncommutative M -ideal theory

This subsection will be short, as we have amply surveyed this theory elsewhere
(e.g., [28, 23]). The main idea which we wish to convey here, is another interesting
way to introduce positivity into the study of general operator spaces. Namely, we
saw at the end of Section 3.2 that any operator space X has a C∗-algebra-valued
inner product. With respect to this inner product, consider the set A�(X) of maps
T : X → X with

〈 Tx , y 〉 = 〈 x , Sy 〉 , x, y ∈ X,

for some S : X → X . We showed that A�(X) is a C∗-algebra, and together with
Effros and Zarikian proved that it is a von Neumann algebra if X is a dual operator
space. Positivity in this C∗-algebra plays a crucial role in understanding certain
kinds of structure in X , as is surveyed in [23]. A space with no structure of this
type will have A�(X) trivial.

For example, A�(X) is key to understanding the noncommutative M -ideals in
X . Projections in A�(X) are called left M -projections on X . A right M -ideal of X
is a subspace J with J⊥⊥ equal to the range of a projection in A�(X∗∗). We gen-
eralized the basics of the classical theory of M -ideals (see [65]) to operator spaces
using the latter von Neumann algebra, and using von Neumann algebra techniques,
and, in particular, positivity. See [28, Section 4.8] for a short introduction to this
topic, or, e.g., [24, 34] for more detail.

For any operator space X , there is an important operator algebra M�(X)
containing A�(X), the left multiplier algebra of X , whose elements consist of maps
on X called left multipliers. To describe the general left multiplier, we take any (and
every) C∗-algebra A containing (a completely isometric copy of) X , and suppose
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that a ∈ A satisfies aX ⊂ X . Then the map x �→ ax from X to X is the (generic)
element of M�(X). In fact if A is chosen carefully (and this is done in terms of the
noncommutative Shilov boundary or the injective envelope discussed above), then
one only needs one such C∗-algebra. The importance and role of these multipliers
and their theory is discussed in detail in [28, Chapter 4] or [23], and so we will
not relate this again here. We just mention, for example, that they yield deep
results about dual operator spaces that seem unobtainable by other techniques,
such as the fact that any map in M�(X) is automatically weak* continuous if X
is a dual operator space [29]. In turn, this fact is used crucially in the proof of
Theorem 3.3, the characterization of dual operator algebras, for example. These
multipliers have several interesting characterizations (see [28, Theorem 4.5.2]).
For example, there is an order theoretic characterization stating that a linear
map u : X → X is a left multiplier of norm ≤ 1 iff with respect to the inner
product discussed above, [〈Txi , Txj 〉] ≤ [〈xi , xj 〉] for all x1, . . . , xn ∈ X and
n ∈ N. Here the matrices are indexed on rows by i and on columns by j. One
nice question which remains open here concerning positivity, is whether n = 1
will always suffice in the last characterization. Others of these characterizations of
left multipliers require considering the injective envelope of X (discussed earlier),
and then applying positivity results surveyed in Section 2, or require C∗-module
techniques (which as we have emphasized in Section 2.4, are based heavily on
positivity) [23].

4.2. Noncommutative convexity

From early on in the subject of noncommutative convexity, the desire was to replace
classical convex combinations of operators T1, . . . , Tn ∈ B(H), with combinations
in which the scalars are replaced by operators: namely,

∑n
k=1 γ∗

kTkγk, where γk ∈
B(H) and

∑n
k=1 γ∗

kγk = IH . This has become known as C∗-convexity, and notice
how positivity is key here. The reader will be able to guess what is a ‘C∗-convex
set’ S. There are a couple of variants of the appropriate notion of ‘extreme point’
of S in this setting, all being along the lines of T =

∑n
k=1 γ∗

kTkγk as above,
with T, Tk ∈ S, perhaps with constraints on the γk, implying that Tk or γ∗

kTkγk

is some obvious ‘multiple’ of T (see, e.g., [87, 91, 69] and references therein).
An alternative known as matrix convexity has also been studied, which seems
more suitable for certain applications to operator spaces. Here if x ∈ Mm(X)
for a vector space X , one considers sums x =

∑n
k=1 γ∗

kxkγk, where the γk are
mk ×m matrices with scalar entries, with

∑n
k=1 γ∗

kγk = Im, and xk ∈ Mmk
(X).

A sequence κ = (Kn)n∈N of sets, with Kn ⊂ Mn(X), is called matrix convex if
every such ‘matrix convex combination’ is in Km when xk ∈ Kmk

for k = 1, . . . , n
(see [121]). We say that κ is compact if each Kn is compact. Because space is
limited, we will just mention a couple of results in this theory. A matrix extreme
point of κ is an element x ∈ Km such that if x can be written as such a ‘matrix
convex combination’ with xk ∈ Kmk

for k = 1, . . . , n (and sometimes there are
further conditions on the combinations), then every xk equals x up to conjugation
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by a unitary matrix. One of the main results in this theory to date is Webster
and Winkler’s Krein-Milman theorem [116], which states that the closure of the
set of ‘matrix convex combinations’ of the matrix extreme points of a compact
matrix convex sequence of sets κ, equals κ. A quick proof of this result appears in
[54] (the main idea appears in the lemma proved below). Recall the usual classical
correspondence between compact convex sets C and function systems A, which
takes C to the space A(C) of affine continuous scalar functions on K, and takes
A to the state space (the positive unital scalar-valued functionals on A). Webster
and Winkler extend this correspondence to the compact matrix convex sets, and
the operator systems discussed in Section 2.3. Given an operator system X , let
Kn = CPU(X, Mn) be the set of completely positive unital maps from X into
Mn, which we can view as a subset of Mn(X∗). Then (Kn) is a compact matrix
convex set in X∗. Conversely, given any compact matrix convex set κ = (Kn), let
A(κ) be the set of ‘matrix affine’ (we will not take the time to define this term
here) continuous scalar functions on κ. Similarly, Mn(A(κ)) denotes the ‘matrix
affine’ continuous Mn-valued functions on κ. These have natural positive cones,
and one can check that A(κ) is an operator system. With a natural qualification,
these correspondences are mutual inverses. Thus instead of working with general
compact matrix convex sets, one may just work with convex sets consisting of
completely positive unital maps.

We say that a completely positive map T is pure if any completely positive
map S that is dominated by T is a scalar multiple of T . The following sample
‘Krein-Milman’ result will be quoted later, and is essentially from [54]:

Lemma 4.1. If X is a finite-dimensional operator system and n ∈ N then the set
CPU(X, Mn) is the matrix convex hull of the pure CPU maps T : X → Mm,
m ≤ n.

Proof. Clearly CP (X, Mn) is a closed cone in the completely bounded maps
CB(X, Mn). Let Cm = {T ∈ CP (X, Mn) : tr(T (1)) ≤ m}. Then Cm and
CP (X, Mn) \ Cm are closed and convex, the Cm are increasing, and ∪mCm =
CP (X, Mn). By the ordinary finite-dimensional version of the Krein-Milman the-
orem, Cm is the (classical) convex hull of its extreme points. Thus any element in
CP (X, Mn) is a (classical) convex combination of extreme points of Cm for some
m. We claim that any extreme point of Cm is of the form tT , for t ≥ 0 and T
pure. This is classical convexity theory: Proposition 13.1 of [99] shows that any
extreme point of Cm is of the form tT , for T in an ‘extreme ray’, and the elements
of an ‘extreme ray’ are exactly the pure elements (top of page 80 in [99]). Next, if
T ∈ CP (X, Mn) is pure, then by Theorem 2.2 in [54], we have T = v∗R(·)v for a
pure R ∈ CPU(X, Mk) and a matrix v of appropriate size.

Putting the above together, any T ∈ CP (X, Mn) may be written as∑
k v∗kTk(·)vk, for matrices vk and pure Tk in CPU(X, Mnk

). If T (1) = 1 then∑
k v∗kvk = 1, and so T is a matrix convex combination of appropriate pure

maps. �
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Judging from recent developments (some described in the next section), there
will be many exciting developments in this field in the near future. For a few more
references on noncommutative convexity and ‘matricial extreme points’, see for
example [5, 52, 53, 55, 89, 91, 119], and references therein.

4.3. The Shilov boundary and completely positive maps

As we have said earlier, the study of operator systems, at least in the category with
completely positive maps as morphisms, began in Arveson’s papers [9, 10]. The
oldest problem in the subject dates to those papers, and it has just recently been
solved by Arveson [13], at least in the separable case. Since this a historical and
major development in the subject of completely positive maps, which will influence
some of the direction of the field for years to come, in this section we would like
to advertise this breakthrough by describing the problem, briefly surveying some
of the ideas in the proof and in some new work of Junge, and by mentioning some
of the things that need to be done in the future.

The problem concerns the noncommutative Shilov boundary, and its relation
to what one might call the noncommutative Choquet boundary. As we said in
earlier sections, although the noncommutative Shilov boundary is defined and used
for general operator spaces, for many purposes (including the problem which we
are discussing), one may as well assume that X is an operator system. For example,
if X is a unital but nonselfadjoint operator space, then one simply considers the
operator system X + X∗, and for general X one can play the trick in the second
paragraph of 3.1. In the classical case, we have 1 ∈ X ⊂ C(Ω), for a compact
set Ω which X separates points of, and the Shilov boundary is usually defined
to be the closure in Ω of the Choquet boundary. In turn, the Choquet boundary
may be defined to be the points w ∈ Ω such that ‘evaluation at w’ is the only
state on C(Ω) (that is, the point mass at w is the only probability measure on
Ω) which on X agrees with ‘evaluation at w’. In the noncommutative situation,
we have a subsystem X of a unital C∗-algebra B, such that X generates B as a
C∗-algebra. Arveson’s noncommutative variant of the Choquet boundary consists
of the irreducible representations π of B on a Hilbert space H (these correspond to
evaluation at points of Ω if B = C(Ω) as above), such that π is the only completely
positive unital map B → B(H) which on X agrees with π. These are called
boundary representations of X . The open question alluded to above asks if there
are sufficiently many boundary representations, in the sense that for any x ∈ X
the norm ‖x‖ equals the supremum of ‖π(x)‖ over all boundary representations π,
and a similar formula holding if x ∈ Mn(X). Actually, it was unknown in general
if there existed any boundary representations at all. If there do exist sufficiently
many boundary representations for X , then the C∗-envelope referred to in Section
3.2, may defined to be the C∗-algebra generated by {⊕π π(x) : x ∈ X}, where the
π here are the boundary representations of X (or rather, to avoid set theoretic
complications, the π are representatives of the unitary equivalence classes of the
boundary representations). An affirmative solution to this problem constitutes a
major advance in ‘noncommutative Choquet theory’, and in particular it goes
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a long way towards giving boundary representations the primacy that the usual
Choquet boundary points play in classical function theory or the theory of uniform
algebras. It also gives a more direct (and closer to the classical) construction
of the C∗-envelope (or noncommutative Shilov boundary – recall that if B is
commutative then the C∗-envelope equals the continuous functions on the classical
Shilov boundary). The usual route to the C∗-envelope proceeds via the injective
envelope, which we have mentioned earlier. This is a powerful construction but it
is not useful for some purposes because it is difficult to ‘get ones hands on’, and is
‘very large’. Even in the classical case it will generally be much larger than, say,
a construction such as the ‘Dedekind completion’ which those in Banach lattice
theory will be familiar with. Thus the injective envelope is mostly useful as an
abstract tool because of the properties it possesses; one cannot hope to concretely
be able to say what it is.

Arveson’s recent solution to the open problem above in the case that X is
separable, is built from Dritschel and McCullough’s solution to the problem if one
drops the irreducibility requirement [46], which in turn was influenced by some
older ideas already in the literature [1, 92, 122].

The first point is a characterization, essentially due to Muhly and Solel [92], of
boundary representations, or rather of representations that satisfy the definition of
a boundary representation above except for the irreducibility requirement. Indeed,
the restriction of such maps to X are precisely the completely positive unital maps
T : X → B(H) which are maximal in the following sense: every completely positive
unital map T ′ dilating T , that is, which satisfies (2.2), is reducing, which means
that the two ‘off-diagonal’ entries in the matrix in (2.2) are zero.

The second point is that one can prove that every completely positive unital
map from a separable operator system X into B(�2) may be dilated to a map into
the bounded operators on a separable Hilbert space H0 which is maximal in the
above sense. This is a refinement, appropriate to the separable case, of a result of
Dritschel and McCullough [46], and uses an intricate induction argument.

Third, since X is separable, there exists an embedding map X ↪→ B(�2), and
we apply the last fact to this map. Since a dilation of a complete isometry is clearly
also a complete isometry, we now have a completely isometric map T : X → B(H0)
such that every completely positive unital dilation of T is reducing.

Next, one decomposes H0 as a ‘direct integral’
∫ ⊕
Ω Hw dµ(w), for a prob-

ability measure µ on an appropriate compact metric space Ω and a family of
separable Hilbert spaces Hw. Also, T has a corresponding decomposition T (x) =∫ ⊕
Ω

Tw(x) dµ(w), for completely positive unital maps Tw : X → B(Hw). It is easy
to see that, by construction, there are ‘sufficiently many’ (in the sense of the last
paragraph) of the Tw. The remainder of the proof is essentially just the technical
(and lengthy) result that since T is maximal in the sense above, so are almost
all of the completely positive maps Tw. Hence by the characterization earlier in
this paragraph, almost all of the Tw are restrictions to X of boundary represen-
tations, and we are done. Arveson also explains the correspondence between pure
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states of the operator system X (that is, extreme points of the set of states of X)
and boundary representations (recall from Section 1 that the GNS construction
gives a correspondence between pure states of a C∗-algebra, and its irreducible
representations).

Some natural questions arise in view of this progress, like whether the sep-
arability condition can be removed, or whether boundary representations can be
constructed more explicitly and canonically (without the measure theory and in-
duction used above)? Marius Junge has some advances in these directions in some
soon to be released work, which we will describe (a caricature of) some basic ideas
from below. We thank him for many discussions, particularly around the time that
this work was starting. Amongst many other remarkable results and new ideas,
he has established the existence of sufficiently many boundary representations in
the case of subsystems of �∞(I, Mn), for a set I. We will not describe the details
of his proof here, or much of the extraordinary program from [69], since this has
not yet been circulated, but it also involves direct integrals of completely positive
maps and certain bundles. It seems clear that these ideas will be combined in the
near future to completely solve the open problem above.

Since the technical difficulties in the most general case are seemingly quite
formidable, for simplicity we consider some of Junge’s ideas in the case of an
operator subsystem X of a finite-dimensional C∗-algebra A ⊂Mn. The first point
is that there is a useful correspondence, originating in [116], between the extreme
points of Ball(Mn(X)∗)+, and completely positive unital T : X → Mm which
are extreme maps in the sense of Section 4.2 (i.e., matrix extreme, or one variant
of C∗-extreme). The latter class of maps also coincide with the pure completely
positive unital maps T : X →Mm. We recall that pure means that any completely
positive map S that is dominated by T is a scalar multiple of T . (To see the more
difficult direction of this, suppose that T is extreme, dominating S as above. By
Stinespring’s theorem 2.8, we may write S = v∗π(·)v and T − S = w∗θ(·)w, with
π, θ completely positive unital, and then v∗v+w∗w = Im, and the rest is clear.) The
above pure maps satisfy a Krein-Milman theorem, their appropriate convex hull is
total, as we proved in Lemma 4.1. There is a natural ordering on the pure maps,
namely dilation, and one key point is that the maximal ones among the pure maps
in this ordering, the ‘peaks’ or ‘tops’, constitute a family of irreducible boundary
representations, and there are ‘sufficiently many’ in the sense at the start of this
subsection. Thus they give the noncommutative Shilov boundary, as explained
there. One can also use the sense of ‘maximal’ described earlier in the section: it
is indeed an easy exercise from, e.g., [9, Corollary 1.4.3], and the earlier described
result due essentially to Muhly and Solel, that a completely positive unital map is
an irreducible boundary representation iff it is maximal in this sense, and pure.

Suppose that we have an operator subsystem X ⊂ Mn. We will find all
the boundary representations of X (thereby constructing the noncommutative
Shilov boundary), and moreover we will not use any theory of the injective or
C∗-envelope (the task is rather trivial if one is prepared to accept some facts from
the latter theories). First we note that if T : X → B(H) is a pure CPU map, then
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dim(H) ≤ n. To see this, extend T to Mn and use Stinespring’s theorem 2.8 to
write T as T (x) =

∑∞
k=1 v∗kxvk (this is proved similarly to the remark after 2.8).

Using the fact that T is pure gives T (x) = v∗xv for some v, which must be an
isometry H → Cn. So dim(H) ≤ n.

The following result is due to Junge from 2005 [69]. The proof which we have
given is a variant of his; and certainly the main ideas are all his. We reiterate that
this is by no means the shortest proof, but it may be the one that really shows
what is going on, in an important sense.

Theorem 4.2. Let X be an operator subsystem of A = Mn1 ⊕ · · ·⊕Mnm (of course
any finite-dimensional C∗-algebra A can be written this way), which generates A
as a C∗-algebra, and let πj : A →Mnj be the canonical projection.

(a) If T : X → Mm is a pure CPU map which is maximal among the pure CPU
maps, then T = u∗πj(·)|Xu to X, for some j and some unitary matrix u.

(b) The πj which arise as in (a) are boundary representations for X, and there
are sufficiently many in the sense of the second paragraph of 4.3.

(c) The boundary representations of X are precisely the maps T in (a).

Proof. (a) If T̃ : A → Mm is any CPU extension of T , then by the remark after
Theorem 2.8 we have T̃ =

∑
i,k v∗ikπk(·)vik for some matrices vik. Restricting to

X , and using the fact that T is pure, we have T = v∗πj(·)v for some j, and a
matrix v which is a scalar multiple of vij , some i. Evaluating at 1 shows that v
is an isometry. By Lemma 4.1 we have πj =

∑
k w∗

kTk(·)wk for pure CPU maps
Tk and some matrices wk. Then T =

∑
k (wkv)∗Tk(·)wkv. Again, since T is pure,

we have T = t(wkv)∗Tk(·)wkv, for some k and scalar t > 0. Evaluating at 1 shows
that

√
twkv is an isometry. By the maximality, wkv and hence v are invertible,

and so v is unitary.
(b) Supposing that T̃ is as in (a), the proof of (a) shows that

T̃ =
∑
i,k

v∗ikπk(·)vik ,

and if one of these v∗ikπk(·)vik is nonzero, then vik is a scalar multiple of a unitary
u, and T = u∗πk(·)u. It follows that u∗πk(·)u = v∗πj(·)v for v, j as in (a), so that
k = j. Now it is easy to see that u = v. It follows that T̃ = v∗πj(·)v. Thus we have
shown that v∗πj(·)v is a boundary representation, and hence so is πj .

To see that there are sufficient many, write the identity map on X , by Lemma
4.1, as a matrix convex combination of a finite collection of pure CPU maps Tk

on X . These Tk are ‘sufficient many’, except that they may not yet be boundary
representations yet. If Tk is not maximal among the pure CPU maps, then we
replace it by a proper (strict) dilation which is a pure CPU map. Repeating the
process, we must eventually stop (since by the comment above the theorem, pure
CPU maps must map into a subalgebra of Mn), and now we have ‘sufficient many’
pure CPU maps which by the last paragraph and (a) are boundary representations,
and are unitarily equivalent to restrictions of some of the πj .
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(c) If T were a boundary representation, then its restriction to X would be
pure (see, e.g., [9, Corollary 1.4.3]), and maximal in the sense of the Muhly-Solel
result stated earlier. Hence it is maximal among the pure. The converse follows
from (a) and (b). �

Remarks
1) Once we know that these πj are boundary representations, it is easy to deduce

directly that the associated C∗-envelope⊕j Mnj has the important ‘rigid’ and
‘essential’ properties of the C∗-envelope (see, e.g., [60, 28] for the definition
of these). It is also easy to deduce the ‘boundary theorem’ of Arveson [10] in
this (finite-dimensional) setting.

2) Zarikian had an earlier variant of part of the above, however it used a non-
trivial property of the C∗-envelope (rigidity).

3) The second paragraph of the proof of (b) is another useful strategy to con-
struct the noncommutative Shilov boundary for subsystems of Mn.

It is well known that in the case considered by the theorem, the noncom-
mutative Shilov boundary of X may be constructed from the ‘blocks’ Mnk

of A
above, by simply removing blocks Mnk

from A whose associated minimal projec-
tion pk ∈ A satisfies ‖x‖ = ‖x(1 − pk)‖ for all x ∈ X , and a similar formula for
x ∈Mn(X). However, again the above may be the most ‘elementary’ or ‘revealing’
proof of this fact.

Finally, we see the main task in the next few years as the development of
these new tools and ideas to the point where they can be applied to solve concrete
problems in ‘noncommutative function theory’.

4.4. Positivity in TROs and C∗-modules

We motivate what follows in two main ways. Reflecting on the fundamental im-
portance of algebra to positivity in the subject of C∗-algebras, and the incredibly
beautiful and powerful way in which algebra and positivity interact throughout
this subject, it is natural to ask the following question: Is there is a class of spaces
containing the C∗-algebras, which also have positive cones, in which there is a
similarly intricate relationship between the positivity and the algebra? We will de-
scribe such a class of spaces here, which we call ordered C∗-modules, or what is the
same thing, ordered TROs, introduced in papers of the author with W. Werner,
and with M. Neal.

Our second motivation for looking at ordered TROs is as follows (the reader
shall not need the contents of this paragraph for what follows in this subsection, but
it is needed at the end of Subsection 4.5). As we said in Section 3.2, one main tool
for studying (unital) operator systems is the noncommutative Shilov boundary.
This is a powerful tool, and one would like to have an order theoretic variant of it
which is valid for nonunital selfadjoint subspaces S of C∗-algebras, if only because
of the grave scarcity of tools in that setting. However, as we have already noted
in Section 3.2, the noncommutative Shilov boundary ∂S of a nonunital space S
is a TRO generated by S. Note that a TRO generated by an ordered operator
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space will of course also be ordered, with positive cone containing the positive
cone S+ of S. From this one sees that ordered TROs are going to occur naturally
if one studies generic ordered operator spaces and their Shilov boundaries. We
will discuss this ‘ordered boundary’ further in Section 4.5, although for simplicity
we will focus there mostly on a special case in which the TRO is forced to be a
C∗-algebra.

Thus we consider positivity in C∗-modules, or what is the same, in TROs
Z inside a C∗-algebra A. One sets Z+ = Z ∩ A+, but we will want to get rid
of the dependence on A in the description of the cone of Z (we want to treat Z
intrinsically). There are two setting one may consider, when Z is selfadjoint [33],
or the general case [30]. The algebra begins immediately: in the selfadjoint case it
is not hard to check that Z2, J(Z) = Z∩Z2, and the closure of Z +Z2, are all C∗-
subalgebras of A, in which one may apply the tools of positivity. Moreover, J(Z)
is an ‘ideal’. Another auxiliary space, in the selfadjoint case, is the center of Z,
which may be defined to be the set of z ∈ Z with yz = zy for all y ∈ Z. It is easy to
see that J(Z)+ = Z+, but this is far from being the end of the story. The problem
is that J(Z) was defined in terms of A, and one really wants a description of this
space, or equivalently of Z+, which is independent of the particular containing C∗-
algebra A. One of the main theorems is that there is a bijective order-preserving
correspondence between such cones Z+ and open tripotents (defined below) in the
second dual of Z (indeed, in the selfadjoint TRO variant of the theory, these should
also be in the selfadjoint part of the center of Z∗∗). A tripotent is an element u with
uu∗u = u, also known as a partial isometry. We will not give our technical definition
of a tripotent being open, but note that it a variant appropriate to tripotents of
the notion of ‘open projection’ that we discussed in Section 2.2. Indeed in [30]

we prove that a tripotent u is open iff the projection 1
2

[
uu∗ u
u∗ u∗u

]
is an open

projection in the sense of Section 2.2, in the second dual of the linking algebra of
Z (see Section 2.4 for the definition of this algebra). Given such an open tripotent
u, the corresponding cone in Z is du = {z ∈ Z : u∗z ∈ (Z∗Z)+, z = uz∗u}. We
observe that this link with tripotents puts one in the very algebraic field of ‘JB∗-
triples’ (see, e.g., [103, 14, 47, 48]), and one can use some of the methodology of
that subject, and the tripotent variant of the ‘noncommutative topology’ discussed
in Section 2.2 which we develop in [33, 30], to obtain the theory of positive cones
in TROs. One idea from the JB∗-triple theory is that of ‘local order’: in particular
any tripotent u ∈ Z defines a subspace of Z, called the Peirce 2-space of u, which
is a C∗-algebra in the product xu∗y and has identity u. This C∗-algebra has a
positive cone, which in our case is given by the formula for du above. There are
lots of nice algebraic tricks here, and the moral again is that the positivity is
beautifully connected to the underlying algebra. See [33, 30] for details.

Example. Let S2 be the unit sphere, and let Z be the TRO {f ∈ C(S2) : f(−x) =
−f(x)}. In this case, the open tripotents u in Z∗∗ mentioned above, correspond
precisely to open subsets U of the sphere (called blue), which do not intersect −U
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(called red). Suppose that S2 \ (U ∪ (−U)) is colored black. Thus the possible
associated cones Z+, may be labeled by such sets U , indeed Z+ = {f ∈ Z : f(x) ≥
0 iff x ∈ U}. These pictures give one a very clear understanding of the behavior of
the associated positive cones. For example, the cone is maximal exactly when the
black region is the topological boundary of the red region (and hence also of the
blue region). Thus, for example, a sphere whose top hemisphere is red and whose
bottom hemisphere is blue, with a black equator line, corresponds to a maximal
positive cone; but if you thicken the equator to a black band one loses maximality.

4.5. Positivity in nonunital operator spaces, and the Shilov boundary

Until recently, the largest class of operator spaces for which positivity was defined,
is the class of (unital) operator systems, which we have already discussed at some
length. The case of ordered operator spaces with no unit was ignored, although
such spaces occur very naturally: for example, consider the linear span of three
generic positive matrices in M4. It seems interesting to develop some theory for
such spaces.

In the late 1990s decade, W. Schreiner began to study ‘matrix ordered spaces’
which were not necessarily unital [104]. This direction was continued by Wend
Werner in Germany [117, 118], Anil Karn and coauthors in India (who have many
papers on this topic, e.g., [76, 77, 78] and references therein, which we shall not
discuss here except to note note that this work has focused on matrix ordered
spaces whose cones satisfy a stronger additional condition than any which we
consider here, for example variants of base normed or order unit spaces), and
quite recently by the author and coauthors. Although this study is still in a rather
preliminary state, being much more subtle and refractory than the unital case,
some primary tasks that come to mind to us in this setting are 1) to characterize
the cones on an operator space X which correspond to complete order embeddings
of X in a C∗-algebra A, 2) to study the process of adjoining a unit to X to obtain a
(unital) operator system, and 3) to study the noncommutative Shilov boundary of
these spaces (as was done from the beginning in the case of unital operator systems,
and as is fundamental in the theory of classical function spaces, as discussed above).
One wants all the maps in the universal property of this Shilov boundary to respect
the order. Much of what follows consists of a discussion of these three questions.
We shall restrict our attention here to the selfadjoint operator space case, the
general case may be found in [30].

Let X be an operator space which is also a ∗-vector space such that

‖[x∗
ji]‖n = ‖[xij ]‖n, n ∈ N, [xij ] ∈Mn(X).

We also assume that we have a cone cn ⊂ Mn(X) for each n ∈ N, which are
closed in the norm topology, and which make X a matrix ordered vector space in
the sense defined above Theorem 2.10. We shall call an operator space satisfying
all of the conditions above in this paragraph, a matrix ordered operator space
(this notation is not quite standard, but does no harm). Certainly any selfadjoint
subspace V of a C∗-algebra is a matrix ordered operator space, and it is not hard
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to see that the dual V ∗ is one too, and more generally so are spaces CB(V, B(H))
of completely bounded maps (see, e.g., [104]). The first of the three questions at
the start of the present subsection, asks for the additional conditions on the cones
of a matrix ordered operator space which are necessary and sufficient for there to
exist a completely isometric complete order embedding of X into a C∗-algebra.
If these conditions all hold, we will call X , together with these cones, a fully
ordered operator space; these being of course the abstract description of selfadjoint
subspaces X of a C∗-algebra A say, with cones Mn(X)∩Mn(A)+. At the present
time, the only known answer to this question is Werner’s result from [117] that a
necessary and sufficient condition is that ‖x‖n = sup{ |ϕ(x̃)| } for all n ∈ N, and
x ∈ Mn(X), where the supremum is taken over all positive norm 1 functionals ϕ
on M2n(X), and

x̃ =
[

0 x
x∗ 0

]
.

Turning to the second question, in [117] Werner defines a unitization X+ of
a matrix ordered operator space X which has the following universal property:
for any completely contractive completely positive map T from X into a (unital)
operator system Y , the unique extension of T to a unital map from X+ into Y is
completely positive. This is the unitization of X which has the smallest possible
matrix cones (we remark that Karn gives a nice alternative description of this in
[77, 78], which is valid under extra hypotheses on X). We will discuss a different
unitization later in this subsection which has the ‘biggest cones’.

We turn next to the noncommutative Shilov boundary for matrix ordered op-
erator spaces. There is a simple and reasonable criterion which forces this ‘bound-
ary’ to be a C∗-algebra (as opposed to being a TRO), namely, that X has a
positive cone which densely spans X . For simplicity, we will focus on this case,
and briefly discuss the more complicated general case later. In this case, we will
again this ‘boundary C∗-algebra’ as C∗

e (X), and refer to it as the C∗-envelope of
X . Its universal property is contained in the following result, which is a special
case of a more complicated result from [26].

Theorem 4.3. Suppose that X is a matrix ordered operator space whose positive
cone densely spans X, and let T : X → B be a positive complete isometry into
a C∗-algebra. Then the TRO generated by T (X) inside B is a C∗-algebra, in-
deed equals the C∗-algebra generated by T (X). Moreover, there exists a C∗-algebra
C∗

e (X), and a completely positive complete isometry j : X → C∗
e (X) whose range

generates C∗
e (X) as a C∗-algebra, which has the following universal property: for

any positive complete isometry i : X → A into a C∗-algebra, such that i(X) gen-
erates A as a C∗-algebra, there exists a (completely positive) ∗-homomorphism
π : A → C∗

e (X) such that π ◦ i = j.

This enveloping C∗-algebra C∗
e (X) has all of the usual properties of the non-

commutative Shilov boundary (see, e.g., [63] and [28, Sections 4.3 and 8.3] for a
cataloging of these). For example, it gives one a handle on the completely positive
surjective complete isometries T : X → Y between spaces of the type which we
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are considering. Indeed, such maps extend uniquely to ∗-isomorphisms between
the C∗-envelopes, where often they can be classified.

When restricted to the classical case, Theorem 4.3 shows that a Shilov bound-
ary (in the classical sense) exists for the very natural class of function spaces not
containing constants, but which is densely spanned by the positive functions it
contains. See [26] for details.

One nice application Theorem 4.3, is that it can be used to show that there
is a ‘biggest’ unitization for operator spaces X of the type we are considering.
Namely, define X1 to be the span of X (or rather of its copy inside C∗

e (X)) and
the identity of the C∗-algebra unitization of C∗

e (X). It is easy to see, from the
universal property in the theorem, that amongst all unitizations of X , this one
has the biggest positive cone, while Werner’s unitization has the smallest cone.
We also remark that the new unitization is often easier to describe. For example,
for concrete subspaces of Mn, it is usually easy to compute the noncommutative
Shilov boundary, and hence the unitization. See [26] for details.

There is one slightly unpleasant feature of the above setup, namely that the
canonical completely positive embedding j : X → C∗

e (X) may not be a complete
order embedding. In fact it is easy to see that j is a complete order embedding iff
the given cone (or rather, the sequence of matrix cones) on X is maximal, that is
there is no strictly larger ‘fully ordered operator space’ cone structure for X . Thus
such maximal cones will play a special role.

Next, we make some remarks on the general case, when X is not necessarily
densely spanned by X+. In this case the noncommutative Shilov boundary is not
necessarily a C∗-algebra. It is a selfadjoint TRO in the sense of Section 4.4 if X is
selfadjoint, and is just a TRO otherwise, and it has a canonical positive cone. One
then uses the theory discussed in Section 4.4. One obtains analogues of the results
in the rest of the current subsection, but they are a little more cumbersome to
state, and not quite so nice, which is why we chose to focus above on the special
case of a densely spanning cone. For details, see [30, 26].

4.6. Peak interpolation and and ideals of operator algebras

The famous Urysohn lemma is perhaps the best result in point set topology, and
it certainly is the fundamental tool to study the commutative C∗-algebra C(Ω).
Importantly for this survey, it is an order theoretic statement about (the order
interval [0, 1] in) the latter algebra. In the theory of function spaces or uniform
algebras, there are variations and refinements of Urysohn lemma known as peak
interpolation (see, e.g., [56, 111]). An example of the kind of question addressed by
peak interpolation: if A is an algebra of functions on a compact set Ω, and if E is a
closed subset of Ω, then when is every continuous scalar-valued function h defined
on E the restriction of a function f in A? Or the restriction of a function f ∈ A
with |f | ≤ g, for a given ‘control function’ g? This question is of course partly
order-theoretic, in that the solution f to the ‘interpolation problem’ has to satisfy
a certain order relation. It is also obviously intimately related to the important
question of finding, for an open set U containing E, a function f in A which agrees
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with h on E, and for which |f | is very small outside of U . The ‘good’ closed sets
E from the above perspective are the so-called p-sets. Although these sets have
cleaner characterizations due to Glicksberg and others, they are defined to be the
intersections of collections of peak sets. In turn, a peak set is a set E for which there
exists an f ∈ A, with f = 1 on E, and |f | < 1 outside E. Peak interpolation theory
proceeds by first establishing facts about such sets. These sets are also intimately
connected to the closed ideals of A; namely, an important class of ideals of A is in a
bijective order-reversing correspondence with the p-sets. Indeed, a combination of
results of Hirsberg and Smith yields that the closed ideals J in a uniform algebra
A ⊂ C(Ω), such that J has a bounded approximate identity, are exactly the sets
of functions in A which are zero on a fixed p-set.

The main idea in this section is to describe a noncommutative generaliza-
tion of parts of the theory of classical peak interpolation developed by our recent
student Damon Hay [66], and also by Hay, the author and Neal [25]. This gen-
eralization is perhaps not quite in final form yet, but it is already good enough
to give new results which seem deep, for example about ideals in operator alge-
bras. The conceptual starting point is the noncommutative Urysohn lemma which
we mentioned in Section 2.2. In the light of the classical situation mentioned in
the last paragraph, this result suggests the following ‘peak interpolation setup’:
we are given a unital subspace or subalgebra A of a C∗-algebra B, and a closed
projection q in B∗∗. We say that q is a peak projection if there exists an a ∈ A
with aq = q and (1 − q)|a|2(1 − q) is ‘strictly less’ than 1 (in the sense of Kadi-
son’s function representation, for example). This is the noncommutative analog
of a ‘peak set’, and there are a dozen equivalent restatements which the reader
may prefer [66]. A p-projection is an infimum of a collection of peak projections
(and we point out that positivity is used here). We have not been able to estab-
lish the full noncommutative version of a theorem of Glicksberg yet, which should
say that if A is a unital subalgebra of B then the p-projections are exactly the
closed projections in B∗∗ which are also in A⊥⊥. Nonetheless, we have been able
to show that both the latter class of projections, and the (possibly) smaller class
of p-projections, do satisfy analogues of the classical ‘peak interpolation’ results
mentioned in the first paragraph of this section. Moreover the proofs use the non-
commutative Urysohn lemma, and arguments involving positivity. For example,
Hay showed that if q ∈ B∗∗ is a closed projection, then the following are equiva-
lent:

(i) q ∈ A⊥⊥,
(ii) given ε > 0, for each open projection u ≥ q, there exists an element a ∈ A

such that ‖a‖ ≤ 1 + ε, qa = q and (1− u)a∗a(1− u) < ε1,
(iii) given ε > 0, for every strictly positive p ∈ B with p ≥ q, there exists a ∈ A

such that qa = q and a∗a ≤ p + ε.

If q satisfies a stronger condition than (i) above, if b is a strictly positive element
of B, and if x ∈ B with x∗qx ≤ b, then for any ε > 0 there exists an element y ∈ A
with qx = qy and y∗y ≤ b(1 + ε). Or, as another example, we proved in [25] that q
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is a p-projection for A iff for any open projection u ≥ q, and for any ε > 0, there
exists an a ∈ A of norm ≤ 1, with aq = q and (1− u)a∗a(1− u) < ε, and similarly
with a∗a replaced by aa∗. If one takes B to be commutative, that is B = C(Ω) for
a compact set Ω, it is easy to see that these results are ‘peak interpolation’ results
of the sort described in the first paragraph of this section. See [35] for some other
refinements of the noncommutative Urysohn lemma in the selfadjoint case.

These ideas have interesting applications to the ideal structure of a (not
necessarily selfadjoint) operator algebra A, as one might expect from the ‘com-
mutative case’ (namely, the aforementioned result of Hirsberg and Smith that the
closed ideals J in a uniform algebra A, such that J has a bounded approximate
identity, are exactly the sets of functions in A which are zero on a fixed p-set), and
from what happens in the C∗-algebraic theory of left or right ideals, or hereditary
subalgebras (see the discussion in Section 1 several paragraphs above Theorem
2.3). Indeed, we can generalize to our setting key aspects of these theories. For
example, Hay showed that closed left ideals J in A, such that J has a contrac-
tive right approximate identity, correspond bijectively to the closed projections
q ∈ A⊥⊥ that we have discussed above, via the correspondence J = pA∗∗ ∩ A.
While this seems natural in view of the C∗-algebra case, the proof is deep, using
for example the noncommutative Urysohn lemma and nonselfadjoint variants of
it (the peak interpolation discussed above), and positivity in the second dual of
a containing C∗-algebra. In [25] we extended Hay’s result a little, and used it to
develop a theory of hereditary subalgebras of nonselfadjoint algebras paralleling
the C∗-algebra case. Thus, we showed that there was a bijective correspondence
between such left ideals, the matching class of right ideals, hereditary subalgebras
of A, and certain weak* closed faces of the quasistate space of A. Note that if A is
nonselfadjoint then there is no obvious correspondence between the above classes
of left and right ideals (the trick J �→ J∗ that works in the C∗-algebra case fails for
nonselfadjoint algebras). In fact at the present time this seems to be deep, relying
on the other deep results mentioned above. We repeat again that positivity plays
a critical but subtle role in this ideal theory, we mentioned this for example in
the use of the noncommutative Urysohn lemma, or the peak interpolation results,
above.

4.7. A generalization of C∗-modules

Finally, we end with an example which again illustrates the three themes that: (a)
with a bit of work, C∗-algebraic notions involving positivity can be generalized to
settings where no positivity is at first in evidence, (b) the generalization sits inside
an enveloping ‘C∗-algebraic object’ where positivity can be applied, and which
it generates and is tightly connected to, and (c) even without going up to the
‘C∗-algebraic object’ just referred to, positivity can play an important but deeply
hidden role in such settings.

Recall from Section 2.4 that a C∗-module Z is a right B-module Z over
a C∗-algebra B possessing a B-valued inner product satisfying the axioms for
a Hilbert space, for example, 〈z, z〉 ≥ 0 for all z ∈ Z. As we indicated, these
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objects and their theory are an extremely powerful tool, and it seemed desirable
to generalize the theory to the case that B is replaced by a possibly nonselfadjoint
operator algebra A. This is theme (a) mentioned in the last paragraph. We use
the term rigged module for this generalization of C∗-modules. An example of an
object that one would wish to be a rigged module is the right A-module Cn(A),
the ‘first column’ of Mn(A). In this example, an enveloping ‘C∗-algebraic object’
(mentioned in theme (b) above), may be taken to be the C∗-module Cn(C∗

e (A)),
where C∗

e (A) is the C∗-envelope or noncommutative Shilov boundary mentioned
in Section 3.2 and in other sections. Notice how Y = Cn(A) generates Cn(C∗

e (A));
indeed Y C∗

e (A) is dense in Cn(C∗
e (A)).

There are many equivalent definitions of a rigged module Y over A, some
involving a superspace which is a C∗-module, others involving another left module
X and a pairing X × Y → A. In fact, the simplest to state of these definitions,
which we give momentarily, was only recently proved in [25] to be equivalent. This
equivalence solves a 15 year old problem attributable to Paulsen, and seems to be
deep. Indeed the proof uses a deep fact about one-sided ideals in operator algebras
described in the last subsection, which in turn needs the full force of the results
in that subsection on ‘peak interpolation’, which in turn used positivity as we
saw there. This illustrates theme (c) above. This ‘simplest definition’ of a rigged
module, is that these are the operator spaces Y which are also right A-modules,
such that Y ‘asymptotically factors’ through spaces of the type Cn(A) in the last
paragraph. That is, there are nets of completely contractive module maps ϕt, ψt

between Y and Cnt(A), with ψt(ϕt(y)) → y for all y ∈ Y . Here nt ∈ N. With
earlier definitions of ‘rigged module’ we had shown that the theory of C∗-modules
will generalize (see [20] and references therein). Moreover, we had shown that any
rigged module Y over A could be represented as an A-submodule of a C∗-module
Z over C∗

e (A) with Y C∗
e (A) dense in Z. In fact Z is a certain tensor product of

Y and C∗
e (A), and also equals the noncommutative Shilov boundary of Y under a

reasonable extra condition (see [23]). Thus many facts about Y can be proved by
applying the theory of C∗-modules to Z, a setting in which positivity is a natural
tool, and then pulling the results down to Y . This again illustrates theme (b)
above.
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1. Introduction

We wrote a survey [18] on lattice ordered algebras five years ago. Why do we
return to f -algebras once more? We hasten to say that there is only little overlap
between the current paper and that previous survey. We have three purposes for the
present paper. In our previous survey we remarked that one aspect that we did not
discuss, while of some historical importance to the topic, is the theory of averaging
operators. That theory has its roots in the nineteenth century and predates the rise
of vector lattices. Positivity is a crucial tool in averaging, and positivity has been
a fertile ground for the study of averaging-like operators. The fruits of positivity in
averaging have recently (see [24]) started to appear in probability theory (to which
averaging operators are close kin) and statistics. In the first section of our paper,
we survey the literature for our selection of old theorems on averaging operators,
at the same time providing some new perspectives and results as well.

Our second goal is to update the information from our previous survey on
representation of disjointness preserving operators. Substantial new results have
been obtained since and we intend to show that many of them can be understood
from a generalized point of view, i.e., the structure theory of f -algebras. Indeed,

The material in this paper is based upon work supported by the National Science Foundation
under Grant No. INT 0423522.
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in Section 6 we will prove the following new theorem that summarizes a rather
large portion of the literature (e.g., [2, 3, 12, 13, 14, 32, 33]) on representation of
order bounded disjointness preserving operators.

Theorem 1.1. Let A be an nth-root closed semiprime f -algebra and let B be a
semiprime f -algebra. If T : A → B is an order bounded disjointness preserving
operator then there exist an algebra and lattice homomorphism S : Orth (A) →
Orth∞ (Orth (Bru)) and an element w ∈ Orth∞ (Orth (Bru)) such that

T (f) = wS(f) for all f ∈ A.

Finally, to be able to present a proof of the latter theorem, we felt the need
to lead the reader through the theory of various extended orthomorphisms and
rings of quotients as available in the literature.

Last but not least, we have been involved in a study of the so-called square
of a vector lattice [17], which in effect enables a systematic translation from the
theory of order bounded bilinear maps that are separately disjointness preserv-
ing into the theory of order bounded disjointness preserving operators. The glue
needed to achieve that translation is provided by so-called orthosymmetric bilinear
maps introduced by Buskes and van Rooij in [16]. We need a brief appearance of
orthosymmetric maps in the main result of the theorem above in our last section,
and − as we said earlier − order bounded disjointness preserving operators have
our interest in Section 5. The study of the geometric mean and square mean in
f -algebras in our Section 3, apart from being interesting in its own right, provides
exactly a foundation for a convexification procedure in vector lattices that leads
to this square of vector lattices (see [5]).

2. Averaging operators

In his celebrated paper [48] written at the end of the 19th century, Reynolds
− a pioneer of theoretical fluid dynamics − introduced an operator that maps
a function of time and space to its mean over some interval of time. For that
operator, Reynolds was led to consider the algebraic identity

T (aT (b) + bT (a)) = T (a)T (b) + T (T (a)T (b)) . (R)

An operator T with property (R) is called a Reynolds operator. In his study,
Reynolds also considered averaging operators, i.e., operators T that satisfy the
identity

T (aT (b)) = T (a)T (b) . (A)
There now is an extensive literature on averaging operators, motivated to no
small degree from their connection to conditional expectation in probability the-
ory. Kampé de Fériet first recognized the importance of studying averaging and
Reynolds operators in general, and substantially advanced the topic in [35]. A
more algebraic study of these operators was initiated by Dubreil in [21], while
the first study of averaging operators by means of functional analysis is due to
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Birkhoff [11]. Interestingly, the averaging identity (A) was being studied at about
the same time as Kolmogorov’s foundations of probability became known, whereas
the connection with conditional expectation was made only many years later by
Moy in [43].

Since those early beginnings of the history of averaging operators above, the
identities (R) and (A) have been studied by many authors. Some were interested
in the logical interdependence of the identities, others examined the relationship
between (R), (A), and the differential equations describing the motion of fluids.
Further research on the subject was motivated by the fact that both identities
abundantly occur in probability theory, and, indeed, conditional expectation op-
erators continue to be a source of inspiration for the general study of averaging
and Reynolds operators [4, 10, 19, 22, 42, 49, 51, 53].

In the thirties of the previous century, Kampé de Fériet studied averaging
operators on the set of real-valued functions that take only a finite number of
values [35], while Birkhoff in [11] investigated them on spaces of real-valued con-
tinuous functions on a compact Hausdorff space. We remark that Sopka in [53]
independently followed a similar path as Birkhoff, but the latter laced his study
with a rather more algebraic point of view, setting the stage for our discussion. Our
first proposition below appeared indeed in [11]. Following common terminology, a
linear operator T : A → A, where A is a real vector space, is called a projection
whenever

T 2 (a) = T (a) (P)

holds in A for all a ∈ A.

Proposition 2.1. (Birkhoff [11]) Let A be an Archimedean f -algebra with unit ele-
ment e and let T : A → A be an averaging operator such that T (e) = e. Then T
is a projection and a Reynolds operator.

By C0 (X) we denote the (Archimedean and semiprime) f -algebra of all real-
valued continuous functions on the locally compact Hausdorff space X that vanish
at infinity. In [36], Kelley proved the following result which generalizes the case of
compact X , established previously by Birkhoff in [11].

Theorem 2.2. (Kelley [36]) A norm-one positive projection T : C0 (X) → C0 (X)
is averaging if and only if the range of T is a subalgebra of C0 (X).

Kelley’s proof of Theorem 2.2 is based on an integral representation for T
and the fact that X may be decomposed into slices that render T (a) to be the
average of the value of a on each slice. Subsequently, Seever in [52] generalized
Kelley’s theorem as follows.

Theorem 2.3. (Seever [52]) If T : C0 (X)→ C0 (X) is a norm-one positive projec-
tion then

T (aT (b)) = T (T (a)T (b)) (S)

holds for all a, b ∈ C0 (X).
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Let A be an (associative) algebra. Following the terminology by Huijsmans
and de Pagter in [30], we call a linear operator T : A → A with property (S) a
Seever operator. Just like Kelley’s proof of Kelley’s theorem above, Seever’s proof of
his Theorem 2.3 uses the machinery of analysis. In [30], Huijsmans and de Pagter
gave an f -algebra version of both of these theorems, crafting their proofs from
the terrains of positivity and algebra. They restricted their results to semiprime
f -algebras with the so-called Stone condition, which states that

a ∧ I ∈ A for all a ∈ A+,

where I denotes the identity mapping on A and where A is considered as an f -
subalgebra of the unital f -algebra Orth (A) of all orthomorphisms of A (see Section
4). Here is there theorem.

Theorem 2.4. (Huijsmans and de Pagter [30]) Let A be an Archimedean semiprime
f -algebra with the Stone condition and T : A → A be a positive contractive pro-
jection. Then T is a Seever operator.

As a consequence of the previous theorem, Huijsmans and de Pagter also
obtained a generalization of Kelley’s theorem (see Theorem 2.2).

Theorem 2.5. (Huijsmans and de Pagter [30]) Let A be an Archimedean semiprime
f -algebra with the Stone condition and let T : A→ A be a positive projection. Then
the following are equivalent.

(i) T is averaging.
(ii) The range of T is a subalgebra of A and T is contractive.

It turns out that the Stone condition in the preceding two theorems can be
dropped. This was proved by Triki in [54] via extensions of positive projections.
In addition, in his theorem below, A does not even need to be a vector lattice.

Theorem 2.6. (Triki [54]) Let A be any majorizing subalgebra of the Archimedean
semiprime f -algebra B and T : A → A be a positive contractive projection. Then
T is a Seever operator. Moreover, T is averaging if and only if the range of T is
a subalgebra of B.

If in Theorem 2.6 B has a a Riesz norm ‖.‖ (i.e., ‖a‖ ≤ ‖b‖ whenever |a| ≤ |b|
in B) then the result holds without the extra condition ‘A majorizes B’. More
precisely, we have the following result.

Theorem 2.7. (Triki [54]) Let A be a subalgebra of an Archimedean semiprime f -
algebra B with a Riesz norm and let T : A→ A be a positive contractive projection.
Then T is a Seever operator. Moreover, T is averaging if and only if the range of
T is a subalgebra of B.

More recently, Triki (in [55]) also removed the semiprimeness assumption
from the conditions of the theorem by Huijsmans and de Pagter above.
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Theorem 2.8. (Triki [55]) Let A be an Archimedean f -algebra and T : A → A be a
positive contractive projection. Then T is a Seever operator and T is averaging if
and only if the range of A is a subalgebra of A.

It is not true that every positive projection onto a subalgebra is an averaging
operator as can be seen from the following example due to Wulbert [59].

Example 2.9. (Wulbert [59]) Put X = [0, 1] ∪ {2} and let A be the subalgebra of
C (X) of all functions that vanish at the point 2. Let h be the function which is
identically one on [0, 1], and vanishes at 2. Define the linear operator T : C (X)→
C (X) by

T (f) (x) = (f (x) + f (2))h (x) for all f ∈ C (X) , x ∈ X.

Then T is a positive projection on C (X). However, if g is the constant function
one on X, then T (gT (g)) = 2h while T (g)T (g) = 4h.

Next we bring into focus various relationships between the algebraic identities
(A), (P), (R), and (S) for a linear operator T on an f -algebra A. Consider first
the properties (A), (P), (R). Every operator T on an Archimedean semiprime
f -algebra which satisfies two of these identities, also satisfies the third. This is the
content of the following proposition.

Proposition 2.10. Let A be an Archimedean semiprime f -algebra and let T : A→ A
be a linear operator. Then the following hold.

(i) If T is averaging and a projection then T is a Reynolds operator.
(ii) If T is averaging and a Reynolds operator then T is a projection.
(iii) If T is a Reynolds operator and a projection then T is averaging.

It is easily verified that we can replace ‘projection’ by ‘Seever operator’ in
the above result. So, if we consider the identities (A), (R), and (S), then every
operator T which satisfies two of those identities, also satisfies the third.

Proposition 2.11. Let A be an Archimedean semiprime f -algebra and T : A → A
be a linear operator. Then the following hold.

(i) If T is averaging and a Reynolds operator then T is a Seever operator.
(ii) If T is averaging and a Seever operator then T is a Reynolds operator.
(iii) If T is a Reynolds and Seever operator then T is averaging.

Next we will deal with the relationship between the Reynolds identity (R)
and the averaging identity (A) in connection with topological properties of certain
function algebras. Before doing so, we present an example − due to Scheffold [51]
− of a Reynolds operator that is not averaging.

Example 2.12. (Scheffold [51]) Consider the operator T : C ([0, 1]) → C ([0, 1])
defined by

T (f) (x) =
∫ 1

0

f (tx) dt for all f ∈ C (X) , x ∈ X.

It is easily verified that T is a Reynolds operator. At the same time, T is of course
far from being averaging.



78 K. Boulabiar, G. Buskes, and A. Triki

In [50], Rota considered Reynolds operators on the space L∞(S, Σ, m) with
closed range in the L1-topology and showed that they are automatically averaging.

Theorem 2.13. (Rota [50]) Let L∞(S, Σ, m) and L1(S, Σ, m) denote bounded mea-
surable and integrable functions on a σ-finite measure space, respectively. Let
T : L∞(S, Σ, m) → L∞(S, Σ, m) be a Reynolds operator which is continuous with
respect to the L1-topology. Then R is averaging if and only if the range of T is
closed.

Rota conjectured that Theorem 2.13 remains valid for Reynolds operators
on C (X) with X compact Hausdorff. In his Ph.D. thesis [44], Neeb solved Rota’s
conjecture.

Theorem 2.14. (Neeb [44]) Let T : C0 (X) → C0 (X) be a continuous Reynolds
operator. Then the following statements are equivalent.

(i) T is averaging.
(ii) T is a projection.
(iii) The range of T is closed.

However, the following problem remains open.

Problem 2.15. Does Theorem 2.14 hold for an order bounded Reynolds operator
on a semiprime Archimedean f -algebra under the relative uniform topology?

Returning to Seever’s identity (S), we note that since the publication of
Seever’s paper [52], the identity (S) has been studied by many authors in connec-
tion with contractive projections. Besides the results reviewed above, we present
several theorems by Hadded that deserve more interest. We begin with the follow-
ing.

Proposition 2.16. (Hadded [25]) Let A be a f -algebra with unit element and T :
A→ A be a Seever operator. Then T 2 is a projection and a Seever operator.

A Seever operator T need not be a projection (although T 2 is a projection).
Indeed, consider A = R3 with the pointwise operations and T : A → A defined by
T (x, y, z) = (0, x, z) for all (x, y, z) ∈ A.

At this point, let X be a compact Hausdorff space. We denote the evaluation
map at a point x ∈ X by δx, and the restriction of δx to a vector subspace B
of C (X) is indicated by δx,B. Recall from [59] that B is said to have a weakly
separating quotient if for every two distinct points x and y in X and for each
scalar t �= 1 such that δx,B = tδy,B, we have that δx,B is not an extreme point
of {ϕ ∈ B′ : ||ϕ|| ≤ 1}, where B′ is the norm dual space of B. In particular, the
range of a positive projection has weakly separating quotient. Wulbert improved
Seever’s theorem (for compact X) by introducing the condition that the range of
the norm-one projection T has a weakly separating quotient as follows.

Theorem 2.17. (Wulbert [59]) Let A denote a subalgebra of C (X) and let T : A →
A be a norm-one projection. If the range of T has a weakly separating quotient
then T is A Seever operator.
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Later in [22], Friedman and Russo gave the following example showing that
the range of a Seever operator which in addition is a norm-one projection need
not have a weakly separating quotient.

Example 2.18. (Friedman and Russo [22]) Write X = [−2,−1]∪ [1, 2] and let χ =
χ[1,2] be the characteristic function of the interval [1, 2]. Define a linear operator
T : A → A by

T (f) (x) =
1
2

(χ(x) f(x)− χ(−x) f(−x)) for all f ∈ C (X) , x ∈ X.

Then T is a contractive projection and a Seever operator but the range of T does
not have a weakly separating quotient.

In [25], Hadded introduced the notion of an almost positive projection as
follows. A projection T : A → A, where A is an f -algebra, is said to be almost
positive if there exists an order projection πT : A→ A such that

T (πT (T (f))) = T (f) for all f ∈ A

and
πT (T (f)) ∈ A+ for all f ∈ A+.

Of course, a positive projection is almost positive. The following proposition char-
acterizes almost positive projections.

Proposition 2.19. (Hadded [25]) Let A be an f -algebra and let T : A → A be a
projection. Then T is almost positive if and only if there exist linear operators
T1, T2 : A→ A such that T = T1 +T2, T1 is a positive projection given by T1 = πT
for some order projection π, and T1T2 = T 2

2 = 0.

Hadded additionally linked Seever operators to almost positive projections
as follows.

Theorem 2.20. (Hadded [25]) Let A be a σ-Dedekind complete f -algebra with unit
element and let T : A → A be a σ-order continuous contractive projection. Then
T is a Seever operator if and only if T is almost positive.

The assumption that T is σ-order continuous in the above theorem cannot
be dropped as the following example shows.

Example 2.21. (Hadded [25]) Let A be the Dedekind completion of C ([−1, 1]). Note
that the Dedekind completion of C ([−1, 1]) equals C(X) where X is the Gleason
projective cover of [−1, 1] (combine Theorems 12.9 and 14.18 in [34] with 10.54 in
[57]). Then there exists a surjective map from X to [−1, 1] for which no proper
subset of X maps onto [−1, 1]. Hence (using the Axiom of Choice) there exists a
map [−1, 1] → X with dense range. Composition of the latter map with elements
of C(X) yields an algebra and lattice homomorphic embedding of A into R[−1,1].
Thus we consider A as an f -subalgebra of R[−1,1]. Let T : A → A be the operator
defined by

T (f) = f(1)g1 − f(−1)g2 for all f ∈ A,
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where

g1(x) =

{
0 for −1 ≤ x ≤ 1/3
3
2
x− 1

2
for 1/3 ≤ x ≤ 1

and

g2(x) =

⎧⎪⎨⎪⎩
4
3
x +

1
3

for −1 ≤ x ≤ 0
−1
3

x +
1
3

for 0 ≤ x ≤ 1

Then T is a contractive projection and it satisfies Seever’s identity, but T is not
almost positive.

To link Seever’s identity to almost positive projections in another way, we
have to recall that if A is a semiprime f -algebra then so is its order continuous bid-
ual (A′)′n with respect to the Arens multiplication [7, 28, 29]. The upward directed
net {ai : i ∈ I} in A+ is said to be an approximate unit if sup {aib : i ∈ I} = b
for all b ∈ A+. The approximate unit [0, I] ∩ A is said to be σ(A, A′)-bounded if
Mf = sup{f(a) : a ∈ [0, I] ∩A} < ∞ for all f ∈ (A′)+.

Theorem 2.22. (Hadded [25]) Let A be a semiprime f -algebra with separating order
dual such that A has a σ(A, A′)-bounded approximate unit and let T : A → A be
an order bounded contractive projection. Then T is a Seever operator if and only if
T ′′

n : (A′)′n → (A′)′n is almost positive, where T ′′
n is the restriction of the biadjoint

T ′′ of T to (A′)′n.

Let T : C0 (X) → C0 (X) be a contractive projection. In the proof of [22],
Freedman and Russo took an order projection M on the order bidual C0 (X)′′

which verifies T ′′MT ′′ = T ′′ and then proved that T is a Seever operator if and
only if MT ′′ is positive (see [22]). Hence, they actually proved that T is a Seever
operator if and only if T ′′ is almost positive. Since C0(X) satisfies the hypothe-
sis of Theorem 2.22 and C0 (X)′′ = (C0 (X)′)′n, the Freedman-Russo result is a
consequence of Theorem 2.22.

3. Square-mean closed and geometric-mean closed f -algebras

A vector lattice E is said to be square-mean closed if the set

S (a, b) = {(cosx) a + (sin x) b : x ∈ [0, 2π]}
has a supremum s (a, b) in E for every a, b ∈ E [5]. Notice that if E is square-mean
closed then

s (a, b) = s (|a| , |b|) ≥ 0 for all a, b ∈ E.

In 1968, Lotz [40] proved that any Banach lattice is square-mean closed. Three
years later, Luxemburg and Zaanen [39] extended Lotz’s theorem to uniformly
complete vector lattices. An elementary proof of this result was obtained more
than two decades ago by Beukers, Huijsmans, and de Pagter in [8]. However, a
square-mean closed Archimedean vector lattice need not be uniformly complete.
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For instance, the vector lattice of all step functions on the real interval [0, 1] –
equipped with the pointwise operations and ordering – is square-mean closed and
not uniformly complete. Obviously, the f -algebra R of all real numbers is square-
mean closed. Moreover,

s (a, b)2 = a2 + b2 for all a, b ∈ R.

The latter identity extends to uniformly complete semiprime f -algebra as was
proved by Beukers, Huijsmans, and de Pagter in [8]. Interestingly, their proof
actually shows that the identity holds for any square-mean closed Archimedean
f -algebra.

Theorem 3.1. Let A be a square-mean closed Archimedean f -algebra. Then

s (a, b)2 = a2 + b2 for all a, b ∈ A.

If A in Theorem 3.1 is semiprime then s (a, b) is the unique positive element
c in A such that c2 = a2 + b2. In fact, we can say more. First, let N (A) denotes
the set of all nilpotent elements of the Archimedean f -algebra A. Recall from [60]
that

N (A) =
{
a ∈ A : a2 = 0

}
= {a ∈ A : ab = 0 for all b ∈ A} .

Hence, if a and b are two positive elements in an Archimedean f -algebra A then
a2 = b2 if and only if a− b ∈ N (A). This observation together with Theorem 3.1
quickly leads to the following.

Corollary 3.2. Let A be a square-mean closed Archimedean f -algebra and a, b, c ∈ A
with c ≥ 0. Then c2 = a2 + b2 if and only if c− s (a, b) ∈ N (A).

Now we turn our attention to so-called geometric-mean closed Archimedean
f -algebras. A vector lattice E is said to be geometric-mean closed if the set

G (a, b) =
{

x

2
a +

1
2x

b : x ∈ (0,∞)
}

has an infimum g (a, b) in A for every a, b ∈ A+ [5]. We noticed above that any
uniformly complete vector lattice is square-mean closed. However, uniform com-
pleteness also implies geometric-mean closedness. Indeed, every C(X) is geometric-
mean closed, hence so is every uniformly complete vector lattice.

Theorem 3.3. Any uniformly complete vector lattice is geometric-mean closed.

In particular, the f -algbra R is geometric-mean closed, a fact that goes back
to the lever of Archimedes, and

g (a, b)2 = ab for all a, b ∈ R+ = [0,∞) .

Next, we prove that this equality holds in any geometric-mean closed Archimedean
f -algebra.

Theorem 3.4. Let A be a geometric-mean closed Archimedean f -algebra. Then

g (a, b)2 = ab for all a, b ∈ A+.
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Proof. Let a, b ∈ A+ and notice that, by Lemma 4.1 in [5],

g (a, b) = g (a ∨ b, a ∧ b) .

Moreover,
(a ∨ b) (a ∧ b) = ab.

Hence we may assume that a ≥ b. Observe now that

g (a, b)2 =
1
4

inf

{(
xa +

1
x

b

)2

: x ∈ (0,∞)

}
,

since the multiplication in A is order continuous. Thus

4
(
g (a, b)2 − ab

)
= inf

{(
xa− 1

x
b

)2

: x ∈ (0,∞)

}
≥ 0.

For convenience, put

c := inf

{(
xa− 1

x
b

)2

: x ∈ (0,∞)

}
.

Take n ∈ {1, 2, . . . } and k ∈ {1, 2, . . . , n}. We find that

0 ≤ c ≤
(√

n

k
a−

√
k

n
b

)2

=
n

k

(
a− k

n
b

)2

≤ n

(
a− k

n
b

)2

.

It follows from Proposition 4.1 in [8] that

0 ≤ c ≤ n inf

{(
a− k

n
b

)2

: k ∈ {1, 2, . . . , n}
}
≤ 1

n
b2.

But then c = 0 because A is Archimedean and the proof is complete. �

Recall that if a and b are two positive elements in an Archimedean f -algebra
A then a2 = b2 if and only if a− b ∈ N (A). This leads to the following ‘geometric-
mean’ version of a similar ‘square-mean’ version above.

Corollary 3.5. Let A be a geometric-mean closed Archimedean f -algebra and a, b,
c ∈ A+. Then c2 = ab if and only if c− g (a, b) ∈ N (A).

We arrive in particular at the fact that if a and b are two positive elements
in a geometric-mean closed semiprime Archimedean f -algebra A then g (a, b) can
be defined as the unique (positive) square-root of ab (compare with Theorem 4.2
in [8]).

In view of Theorems 3.1 and 3.4, and the identity

a2 + b2 = (a + b)2 − 2ab

which holds for all a, b in the Archimedean f -algebra A, we may also expect that
any geometric-mean closed Archimedean f -algebra is square-mean closed. Indeed,
this follows from Theorem 4.4 in [5].
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Theorem 3.6. A geometric-mean closed Archimedean f -algebra is square-mean
closed.

We observe here that the identity

s (a, b)2 =

(
a + b +

√
2

2
g (a, b)

)(
a + b−

√
2

2
g (a, b)

)
holds for all positive elements a, b in a geometric-mean closed Archimedean f -
algebra. Reflecting on that formula, it is natural to ask whether the converse
of Theorem 3.6 holds. The answer is no, i.e., there exists a square-mean closed
Archimedean f -algebra which is not geometric-mean closed. To that end we give
the following example from [5].

Example 3.7. Let C (R+) be the Archimedean f -algebra of all real-valued continu-
ous functions on R+ = [0,∞) and P be the vector subspace of C (R+) consisting
of all polynomial functions. Define for each n ∈ N = {1, 2, . . .} a vector subspace
An of C (R+) by induction as follows. Let A1 = P and for each n ∈ N let An+1

be the vector subspace of C (R+) generated by

An ∪
{(

a2 + b2
) 1

2 : a, b ∈ An

}
We claim that An is a subalgebra of C (R+) for all n ∈ N. To this end, we argue
by induction. The result being trivial for A1, let n ∈ N and assume that An is
a subalgebra of C (R+). Clearly, to show that An+1 is a subalgebra of C (R+), it
suffices to prove that

a
(
b2 + c2

) 1
2 ∈ An+1 and

(
a2 + b2

) 1
2
(
c2 + d2

) 1
2 ∈ An+1 for all a, b, c ∈ An

Let a, b, c, d ∈ An and put u = (a + 1)2 and v = u− a. Since An is a subalgebra of
C (R+), we get 0 ≤ u, v ∈ An and

a
(
b2 + c2

) 1
2 = (u− v)

(
b2 + c2

) 1
2 =

(
(ub)2 + (uc)2

) 1
2 −

(
(vb)2 + (vc)2

) 1
2 ∈ An+1.

On the other hand,(
a2 + b2

) 1
2
(
c2 + d2

) 1
2 =

(
(ac + bd)2 + (ad− bc)2

) 1
2 ∈ An+1.

Accordingly, the union
A = ∪

n∈N

An

is a subalgebra of C (R+). Furthermore, if a ∈ A then there exists n ∈ N such that
a ∈ An. Hence,

|a| =
(
a2 + 02

) 1
2 ∈ An+1 ⊂ A

and A is a vector sublattice of C (R+). In summary, A is an Archimedean f -algebra
with respect to the pointwise operations and ordering.

To show that A is square-mean closed, let a, b ∈ A+ and choose n ∈ N such
that a, b ∈ An. Observe that

(
a2 + b2

) 1
2 is the supremum in C (R+) of S (a, b).
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But then the equality

s (a, b) = sup S (a, b) =
(
a2 + b2

) 1
2

holds in A because
(
a2 + b2

) 1
2 ∈ An+1 ⊂ A. Thus A is square-mean closed.

Now, we prove by induction that all functions in A are differentiable at 0.
Any element of A1 is a polynomial, hence differentiable at 0. Let n ∈ N and assume
that all functions in An are differentiable at 0. Pick a ∈ An+1 and write

a = b +
m∑

k=1

λk

(
a2

k + b2
k

) 1
2

for some b, a1, b1, . . . , am, bm ∈ An and λ1, . . . , λm ∈ R. By the induction hypoth-
esis, b and all ak, bk are differentiable at 0. Then so is

(
a2

k + b2
k

) 1
2 . It follows that

a is differentiable at 0.
Finally, we show that A is not geometric-mean closed. We argue by contra-

diction. Let e and u be the functions in C (R+) defined respectively by e (x) = x
and u (x) = 1 for all x ∈ R+. Clearly, e, u ∈ A. Assume that G (e, u) has an
infimum s (e, u) in A. But G (e, u) has an infimum in C (R+). Indeed,

b = inf G (e, u) in C
(
R+
)
,

where b (t) = t
1
2 for all t ∈ R+. Since A is uniformly dense in C (R+), we get

b ≤ s (e, u). Let t ∈ R+ and observe that

s (e, u) (t) ≤ xt + x−1 for all x ∈ (0,∞) .

That is,
s (e, u) (t) ≤ t

1
2 = b (t)

It follows that s (e, u) ≤ b. Consequently, b = s (e, u) ∈ A. This contradicts the fact
that all functions in A are differentiable at 0.

We derive that A is an example of an Archimedean f -algebra which is square-
mean closed but not geometric-mean closed (notice that A is even unital).

Remark 3.8. Interesting as the previous example is, after completing this survey,
van Rooij (private communication) pointed out the following much easier and more
elegant example.

Example 3.9. Let A be the the Archimedean f -algebra of all Lipschitz functions on
[0, 1]. We denote the constant function one, the unit in A, by 1. For a, b ∈ A, we
consider the complex-valued function f = a+ ib. Then |f | = (a2 + b2)

1
2 . Moreover,

for s, t ∈ [0, 1] it follows that ||f(s)| − |f(t)|| ≤ |f(s)− f(t)| ≤ |a(s)− a(t)| +
|b(s)− b(t)|, hence, (a2 + b2)

1
2 ∈ A. Thus, A is square-mean closed. Of course,

A is not geometric-mean closed, because
√

1.e =
√

e is not in A, where e is the
identity function.

At the end of this section we remark once more that the geometric mean as
studied above gives rise to a concrete construction of what is called the square of
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a vector lattice. In turn, the square of a vector lattice plays a fundamental role in
understanding bilinear maps that are order bounded and separately disjointness
preserving. Finally, the construction plays a role in understanding orthosymmetric
bilinear maps, i.e., bilinear maps T : E × E → F for vector lattices E, F with
the property T (a, b) = 0 when a and b are disjoint. For more information about
squares of vector lattices, we refer the reader to the survey by Bu, Buskes, and
Kusarev on page 97 in this volume.

4. Maximal rings of quotients and (extended) orthomorphisms

We will first discuss so-called extended orthomorphisms. Let L be an Archimedean
vector lattice. Luxemburg and Schep in [38] defined an order bounded linear op-
erator π : Dπ → L, where Dπ is an order dense order ideal in L, to be an extended
orthomorphism of L if |a|∧ |b| = 0 in Dπ implies |π (a)|∧ |b| = 0 in L. An extended
orthomorphism π of L is called an orthomorphism of L if Dπ = L. A natural equiv-
alence relation can be introduced in the set of all extended orthomorphisms of L as
follows. Two extended orthomorphisms of L are equivalent whenever they agree on
an order dense order ideal in L or, equivalently, they are equal on the intersection
of their domains. The intersection of two order dense order ideals in L is of course
again an order dense order ideal in L. The set of all equivalence classes of extended
orthomorphisms of L is denoted by Orth∞ (L). With respect to the pointwise ad-
dition, scalar multiplication, and ordering, Orth∞ (L) is an Archimedean vector
lattice. The lattice operations in the vector lattice Orth∞ (L) are given pointwise.
It turns out that the vector lattice Orth∞ (L) is an f -algebra with respect to com-
position as multiplication. Moreover, since extended orthomorphisms (and hence
orthomorphisms) are order continuous, the set Orth (L) of all orthomorphisms of
L can be embedded naturally in Orth∞ (L) as an f -subalgebra. Obviously, the
identity operator IL of L serves as unit element in Orth∞ (L) and in Orth (L). We
summarize these facts in the following result, due to Luxemburg and Schep in [38].

Theorem 4.1. (Luxemburg and Schep [38]) Let L be an Archimedean vector lattice.
Then the following hold.

(i) Orth∞ (L) is an Archimedean f -algebra with IL as a unit element.
(ii) Orth (L) is an f -subalgebra of Orth∞ (L) with IL as a unit element.

The algebraic properties and order structure of orthomorphisms had also been
investigated earlier by Bigard and Keimel in [9], and by Conrad and Diem in [20].
Observe now that the f -algebra Orth∞ (L) is commutative since it is Archimedean.
Furthermore, due to in de Pagter [46], if L is uniformly complete then Orth∞ (L)
is von Neumann regular. We remind the reader that a commutative ring R is said
to be von Neumann regular if for every r ∈ R there exists s ∈ R such that r = r2s.

Theorem 4.2. (de Pagter [46]) If L is a uniformly complete vector lattice then
Orth∞ (L) is von Neumann regular.
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Next we turn to the maximal ring of quotients of a commutative semiprime
ring. Our principal reference on the subject is the classical monograph [37] by
Lambek. Let R be a commutative ring and assume that R in addition is semiprime,
that is, 0 is the only nilpotent element in R. A ring ideal D of R is said to be
dense in R if r = 0 whenever r ∈ R and rd = 0 for all d ∈ D. Observe that
the intersection of two dense ring ideals in R is again a dense ring ideal in R. A
mapping π : Dπ → R, where Dπ is a dense ring ideal in R, is called fraction of R
if π is R-linear, that is to say, π (c + d) = π (c) + π (d), π (c− d) = π (c) − π (d),
and π (rd) = rπ (d) for all r ∈ R, c, d ∈ Dπ. Two fractions of R are identified if
they coincide on some dense ring ideal of R. An obvious equivalence relation is
thus obtained on the set of all fractions of R. The set of all equivalence classes is
denoted by Q (R) and called the maximal ring of quotients of R. Clearly, Q (R)
may be given a ring structure by defining addition and multiplication pointwise
on the intersections of domains. Furthermore, Q (R) is commutative and, since R
is semiprime, it is von Neumann regular [37]. There is a natural and canonical
embedding of R into Q (R), and we accordingly regard R as a subring of Q (R).
Moreover, if S is a ring of which the elements are fractions of R then there exists
a one-to-one ring homomorphism of S into Q (R) that is induced by the canonical
embedding of R into Q (R). Less formally, S can be considered as a subring of
Q (R). For this reason, Utumi in [56] has called Q (R) the maximal (or complete)
ring of quotients of R (see also [6] by Banaschewski and [41] by Martinez).

Theorem 4.3. (Anderson [1]) Let A be an Archimedean f -algebra with unit element
e. Then the following hold.

(i) Q (A) is an Archimedean von Neumann regular f -algebra with e as a unit
element.

(ii) A is an f -subalgebra of Q (A).

Now, let A be an Archimedean semiprime f -algebra and consider the linear
operator ι : A → Orth (A) defined by

ι (a) (x) = ax for all a, x ∈ A.

Obviously, ι is a one-to-one lattice and ring homomorphism. Furthermore, it is
not hard to see that the range of ι is a ring ideal in Orth (A). In summary, the
elements of Orth (A) can be considered as fractions of A. It follows that Orth (A)
is (after suitable identifications) an f -subalgebra of Q (A). But then Q (Orth (A))
is contained in Q (A) since elements in Q (Orth (A)) are clearly fractions of A. We
derive that Q (A) = Q (Orth (A)). The latter equality together with Theorem 4.3
leads to the following.

Corollary 4.4. Let A be an Archimedean semiprime f -algebra. Then the following
hold.

(i) Q (A) is an Archimedean von Neumann f -algebra with unit element.
(ii) Orth (A) (and then A) is an f -subalgebra of Q (A).
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The definition of Orth∞ (L) for an Archimedean vector lattice L is of course
somewhat analogous to the definition of Q (R) for a commutative semiprime ring
R. When we add to this the many properties that Orth∞ (A) and Q (A) share
when A is an Archimedean semiprime f -algebra A, one suspects that the two
objects are isomorphic. Unfortunately, this is not true in general. An example in
this direction is provided by de Pagter in [46].

Example 4.5. (de Pagter [46]) Let A be the set of all real-valued continuous func-
tions on the real interval [0, 1] which are piecewise polynomial. Clearly, A is an
Archimedean unital (and then semiprime) f -algebra with respect to the pointwise
operation and ordering. Define a ∈ A by

a (t) = 1 + t for all t ∈ [0, 1]

and π : A→ A by

π (x) (t) = (ax) (t) = a (t)x (t) for all x ∈ A, t ∈ [0, 1] .

Clearly, π ∈ Orth∞ (A) and π ∈ Q (A). The principal ring ideal aA = {ax : x ∈ A}
is dense in A. Consider the fraction σ : aA→ A defined by

σ (ax) = x for all x ∈ A,

that is, σ is the multiplication by the function 1/a. Obviously, σ is the inverse of π
in Q (A). However, one can prove by contradiction that π does not have an inverse
in Orth∞ (A).

In spite of de Pagter’s example, Orth∞ (A) can be embedded in Q (A) as an
f -subalgebra. This result was proved by de Pagter [46] in case that A has a unit
and Wickstead [58] extended that to Archimedean semiprime f -algebras.

Theorem 4.6. (Wickstead [58]) Let A be an Archimedean semiprime f -algebra.
Then Orth∞ (A) is an f -subalgebra of Q (A).

Though we know from de Pagter’s example that the converse of Theorem 4.6
fails, Wickstead in [58] proved that the maximal ring of quotients can, in fact, be
viewed as consisting of some kind of orthomorphisms. Indeed, an order bounded
linear operator π : Dπ → L, where Dπ is an order dense vector sublattice of L, is
called a weak orthomorphism of L if |a|∧|b| = 0 in Dπ implies |π (a)|∧|b| = 0 in L.
Hence, a weak orthomorphism of L is an extended orthomorphism of L if and only
if Dπ is an order dense order ideal in L. Unlike extended orthomorphisms, weak or-
thomorphisms do not, in general, have an additive structure (see [58]). Fortunately,
this ‘bad’ behavior is absent in the case of an Archimedean semiprime f -algebra
A. Indeed, amongst those extensions of weak orthomorphisms on A, which are
again weak orthomorphisms of A, there is one which has a largest domain. The
set of all weak orthomorphisms of A which have maximal domain is denoted by
Orthw (A). It turns out that pointwise operations and ordering make Orthw (A)
into an Archimedean f -algebra with unit element. Actually, we have more.
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Theorem 4.7. (Wickstead [58]) Let A be an Archimedean semiprime f -algebra.
Then the following hold.

(i) Orthw (A) is an Archimedean von Neumann regular f -algebra with IA as a
unit element.

(ii) Orth∞ (A) (and hence Orth (A)) is an f -subalgebra of Orthw (A).

In particular, Orthw (A) is commutative and has positive squares. The upshot
of it all is that Q (A) can indeed be identified with Orthw (A).

Theorem 4.8. (Wickstead [58]) If A is an Archimedean semiprime f -algebra then
Q (A) = Orthw (A).

Under the extra condition of uniform completeness, the extended orthomor-
phisms and the maximal ring of quotients coincide as well. This result is also due
to Wickstead in [58] and, in the unital case, to de Pagter in [46]. In summary, we
have the following theorem, the last result of this section.

Theorem 4.9. (Wickstead [58]) Let A be a uniformly complete semiprime f -algebra
A. Then Q (A) = Orth∞ (A) = Orthw (A).

5. Order bounded disjointness preserving operators

Let L and M be vector lattices. A (linear) operator T : A → B is said to be
disjointness preserving if |T (a)| ∧ |T (b)| = 0 for all a, b ∈ A with |a| ∧ |b| = 0. If
A and B are Archimedean semiprime f -algebras, then the operator T : A → B is
disjointness preserving if and only if T is separating, meaning that, T (a)T (b) = 0
in B whenever ab = 0 in A.

In 1983, Arendt proved in [2] that if X and Y are compact Hausdorff spaces
and T : C (X) → C (Y ) is an order bounded disjointness preserving operator
(a Lamperti operator in Arendt’s terminology) then T is a weighted composition
operator. First, let coz (w) denote the cozero-set of a real-valued function w on Y ,
i.e.,

coz (w) = {y ∈ Y : w (y) �= 0} ,

and denote by 1 the function identically equal to one on X .

Theorem 5.1. (Arendt [2]) Let X and Y be compact Hausdorff spaces. An order
bounded operator T : C (X)→ C (Y ) is disjointness preserving if and only if there
exists a map h : Y → X such that

T (a) (y) = T (1) (y) a (h (y)) for all a ∈ C (X) , y ∈ Y.

Furthermore, h is continuous and uniquely determined on coz (T (1)).

We point out that Jarosz in [32] independently obtained Arendt’s result. We
now look at Theorem 5.1 from a more algebraic point of view. For every a ∈ C (X),
the function S (a) defined by

S (a) (y) = 0 if y /∈ coz (T (1)) and S (a) (y) = a (h (y)) if y ∈ coz (T (1))
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need not be a member of C (Y ). But S (a) naturally is an element of the max-
imal ring of quotients Q (C (Y )) of C (Y ) [26]. Another version of Arendt’s re-
sult thus arises as follows. If T : C (X) → C (Y ) is an order bounded dis-
jointness preserving operator, then there exists a lattice and ring homomorphism
S : C (X) → Q (C (Y )) such that T (a) = T (1)S (a) for all a ∈ C (X). Recently
Boulabiar proved in [13] that the latter version is true for arbitrary Archimedean
unital f -algebras.

Theorem 5.2. (Boulabiar [13]) Let A and B be Archimedean f -algebras with unit
elements. A ordered bounded operator T : A→ B is disjointness preserving if and
only if there exists a lattice and ring homomorphism S : A→ Q (A) such that

T (a) = T (e)S (a) for all a ∈ A,

where e indicates the unit element of A.

The following C0 (X)-version of Theorem 5.1 was proved by Jeang and Wong
in [33].

Theorem 5.3. (Jeang-Wong [33]) Let X and Y be locally compact Hausdorff spaces.
An order bounded operator T : C0 (X)→ C0 (Y ) is a disjointness preserving if and
only if there exist a function w : Y → R, which is continuous on coz (w), and a
function h : Y → X such that

T (a) (y) = w (y) a (h (y)) for all a ∈ C0 (X) , y ∈ Y

Moreover, h is continuous and uniquely determined on coz (w).

One might hope that Theorem 5.3 can be obtained from Theorem 5.1 by
extending an order bounded disjointness preserving operator T : C0 (X)→ C0 (Y )
to an order bounded disjointness preserving operator T α : C (αX) → C (αY ),
where αX denotes the one-point compactification of X . However, Jeang and Wong
[33] provided the following example of an order bounded disjointness preserving
operator T which does not have any such extensions.

Example 5.4. (Jeang-Wong [33]) Let X = R+ and Y = R with the usual topology
and define w, h : R → R by

w (y) =

⎧⎨⎩ 1 if y > 2
y − 1 if 0 ≤ y ≤ 2
−1 if y < 0

and h (y) =
{

y if y ≥ 0
−y if y < 0.

The weighted composition operator T : C0 (X)→ C0 (Y ) defined by

T (a) (y) = w (y)a (h (y)) for all a ∈ C (X) , y ∈ Y

is an order bounded disjointness preserving operator. But no order bounded linear
extension T a : C (αX)→ C (αY ) of T can be disjointness preserving.

Now, let X and Y be completely regular spaces. In [3], Araujo, Beckenstein,
and Narici proved that if T : C (X) → C (Y ) is a bijective disjointness preserv-
ing operator and if the inverse operator T−1 of T preserves disjointness as well
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(such an operator T is said to be biseparating in [3]), then T is a weighted com-
position operator and the realcompactification υX of X is homeomorphic to the
realcompactification υY of Y (see the classical book [23] for realcompactification
of completely regular spaces).

Theorem 5.5. (Araujo-Beckenstein-Narici [3]) Let X and Y be completely regular
topological spaces and T : C (X) → C (Y ) be a bijective disjointness preserving
operator such that T−1 also preserves disjointness. Then there exist an homeo-
morphism h : υY → υX such that

T (a) (y) = T (1) (y) a (h (y)) for all a ∈ C (X) , y ∈ Y.

In Theorem 5.5, the composition operator S : C (X) → C (Y ) defined by
S (f) = a ◦ h for all a ∈ C (Y ) is obviously a lattice and ring isomorphism. Hence,
Theorem 5.5 can be stated more algebraically as follows. If T : C (X) → C (Y ) is
a bijective disjointness preserving operator with T−1 disjointness preserving then
there exist a lattice and ring isomorphism S : C (X)→ C (Y ) such that

T (a) = T (1)S (a) for all a ∈ C (X) .

This algebraic version of Theorem 5.5 was obtained by Boulabiar, Buskes, Hen-
riksen in [12] for the more general setting of unital Archimedean f -algebras.

Theorem 5.6. (Boulabiar-Buskes-Henriksen [12]) Let A and B be Archimedean
f -algebras with unit elements. If T is an order bounded disjointness preserving
operator T : A → B with T−1 disjointness preserving, then there exists a lattice
and ring isomorphism S : A → B such that

T (a) = T (e)S (a) for all a ∈ A,

where e denotes the unit element of A.

Bijective disjointness preserving operators on C0 (X)-algebras have been stud-
ied by Jeang and Wong in [33]. They obtained the following.

Theorem 5.7. (Jeang-Wong [33]) Let X and Y be locally compact Hausdorff spaces
and let T : C0 (X) → C0 (Y ) be a bijective disjointness preserving operator. Then
there exist w ∈ Cb (Y ) and an homeomorphism h : Y → X such that

T (a) (y) = w (y) a (h (y)) for all a ∈ C0 (X) , y ∈ Y.

Notice that in Theorem 5.7, the operator under consideration is not assumed
to be order bounded. Actually, the hypotheses imply automatic order boundedness.
This is a particular case of a result by Huijsmans and de Pagter to the effect
that any invertible disjointness preserving operator between two Banach lattices
is bounded. In [14], Boulabiar and Buskes gave alternative proofs of Theorems 5.5
and 5.7 based on the following theorem by Hart [27]. The vector sublattice of a
vector lattice M generated by a subset E of M is denoted by R (E).
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Theorem 5.8. (Hart [27]) Let L and M be Archimedean vector lattices and T be
an order bounded disjointness preserving operator T : L → M . Then there exists
a lattice and ring homomorphism T̃ : Orth (L)→ Orth (R (T (L))) such that

T̃ (π) (T (a)) = T (π (a)) for all π ∈ Orth (L) , a ∈ L.

Theorem 5.8 leads to the following nice application in [27] to f -algebras. Once
more we recall to the reader that if A is an Archimedean semiprime f -algebra then
A can be embedded in the unital f -algebra Orth (A) of all orthomorphisms of A
as an f -subalgebra and a ring ideal. This identification is taken into consideration
below without further ado.

Corollary 5.9. Let A and B be Archimedean semiprime f -algebras and let T be a
bijective order bounded disjointness preserving operator from A onto B. Then there
exists a unique algebra and lattice isomorphism T̃ from Orth (A) onto Orth (B)
such that

T (fg) = TfT̃g (f, g ∈ A) .

6. A new representation theorem

Let A be an Archimedean semiprime f -algebra. For n > 1 we say that A is nth-root
closed if for every f ∈ A+ there exists an element f

1
n ∈ A+ such that

(
f

1
n

)n

= f .
The following new theorem implies all of the results about representation of

order bounded disjointness preserving operators cited in the previous section. We
remind the reader that Bru stands for the uniform completion of B as defined by
Quinn in [47].

Theorem 6.1. Let n > 1. Let A be an nth-root closed semiprime f -algebra and let B
be a semiprime f -algebra. If T : A → B is an order bounded disjointness preserving
operator then there exist an algebra and lattice homomorphism S : Orth (A) →
Orth∞ (Orth (Bru)) and an element w ∈ Orth∞ (Orth (Bru)) such that

T (f) = wS(f) for all f ∈ A.

The proof consists of three ingredients. It heavily relies on the beautiful
theorem by Hart above. Secondly, we need the following result by Buskes and van
Rooij about orthosymmetric maps (for the definition of which we refer back to the
end of Section 2), introduced in [16].

Theorem 6.2. (Buskes-Van Rooij [16]) Every orthosymmetric map is symmetric.

And thirdly, we need the following extension theorem by Buskes and van
Rooij in [15].

Theorem 6.3. (Buskes-Van Rooij [15]) An orthomorphism on a majorizing vector
sublattice extends uniquely to an orthomorphism on the whole space.
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We will give an example to show that not for all semiprime f -algebras A a
representation like the one above is valid, even when B equals the real numbers
and T is a lattice homomorphism. The proof of Theorem 6.1 is now in order.

We start with the following lemma which easily follows from Theorem 6.2
above.

Lemma 6.4. Let A and B be Archimedean semiprime f -algebras. If p : A×A → B
is an orthosymmetric map and a, b, and c are elements of A then p(ab, c) = p(a, bc).

Before we give the proof of our Theorem 6.1, we remark that, by Theorem 4.9,
we could alternatively employ (as is also evident from our proof below) the maximal
ring of quotients Q (Orth (Bru)) instead of Orth∞ (Orth (Bru)). Now the proof of
the main theorem.

Proof of Theorem 6.1. Step 1. We first construct the lattice and algebra homo-
morphism S : Orth (A) → Orth∞ (Orth (Bru)). By Hart’s theorem 5.8, for every
π ∈ Orth (A) there exists a unique π̃ in Orth (R (T (A))) such that

π̃T = Tπ. (1)

We denote by I (T (A)) the order ideal generated by R (T (A)) in Bru.
By the Buskes-van Rooij Theorem 6.3, π̃ extends uniquely to an element of

Orth (I (T (A))). This extension is again called π̃. We extend π̃ once more to an
element S (π) of Orth

(
I (T (A))⊕ I (T (A))d

)
defined by

S (π) (f) = 0 for all f ∈ I (T (A))d ,

where I (T (A))d denotes the disjoint complement of I (T (A)) in Bru. We consider
S (π) as an element of Orth∞ (Orth (Bru)). The map S that sends π ∈ Orth (A)
to S (π) ∈ Orth∞ (Orth (Bru)) clearly is a lattice and algebra homomorphism.

Step 2. We now show that the equality

T (fg) = T (f)S (g)

holds in Orth∞ (Orth (Bru)) for all f, g ∈ A. Take f, g ∈ A and consider πf ∈
Orth (A), the multiplication by f . According to (1), an identity which we hence-
forth consider in Orth∞ (Orth (Bru)), and using the identifications made in the
previous section, we obtain

S (f)T (g) = S (πf ) (T (g)) = π̃fT (g) = Tπf (g) = T (fg) .

Step 3. In this step we construct the weight w. Let f ∈ A+ and consider

wf =

⎛⎝
(
T
(
f

1
n

))n

T (f)

⎞⎠
1

n−1

as an element of the formal ring of quotients q (Orth (Bru)) of Orth (Bru). This
wf naturally is an element of the maximal ring of quotients Q (Orth (Bru)) of
Orth (Bru). By Theorem 4.9, wf is an element of Orth∞ (Orth (Bru)).
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For g ∈ A+ we claim that

T
(
f

1
n

)n

T (g) = T
(
g

1
n

)n

T (f) .

To this end, we define for a given u ∈ A+ the positive bilinear map ϕ : A× A →
Orth∞ (Orth (Bru)) by

ϕ (x, y) = T (xu)T (y) for all x, y ∈ A.

Let x, y ∈ A such that x ∧ y = 0 and observe that (xu) ∧ y = 0 so

T (xu) ∧ T (y) = 0.

Thus
ϕ (x, y) = T (xu) T (y) = 0

and ϕ is orthosymmetric. It follows by Theorem 6.2 that ϕ is symmetric and from
Lemma 6.4 that

T (xu)T (y) = T (x) T (yu) .

Therefore,

T
(
f

1
n

)n

T (g) = T
(
f

1
n

)
· · · T

(
f

1
n

)
T
(
g

1
n · · · g 1

n

)
= T

(
g

1
n

)n

T (f) ,

and wf = wg. Putting w = wf , we have now proved that

T (f) = wS(f) for all f ∈ A+

and hence also
T (f) = wS (f) for all f ∈ A.

Corollary 6.5. If T is in addition surjective then S maps Orth(A) to Orth(B) and
w ∈ Orth(B). If T is bijective then S maps A to B and w is invertible. �
Proof. Assume that T is surjective. That S maps Orth(A) to Orth(B) is obvious.
Remark that

wT (f2) = w2S(f2) = w2S(f)2 = T (f)2 for all f ∈ A.

Therefore, wg ∈ B for all g ∈ B, i.e., w is in Orth (B). If T is bijective then so is
S (see [27]) and then w = T ◦ S−1 is invertible as well. Consequently, S = w−1T
maps A to B. �

We now observe that all seven Theorems 5.1 through 5.7 immediately follow
as consequences from our main result. The condition that A is nth-root closed can
not be deleted from the main theorem as the following example shows.

Example 6.6. Let A be the f -algebra of the piecewise polynomial functions on
[0, 1] that are 0 at 0. Then the lattice homomorphism T : A → R that assigns to
a function its right derivative at 0 is not representable as in the main theorem
above. Indeed, denote the idenitity function on [0, 1] by f . Suppose that T has a
representation as above with S an algebra and lattice homomorphism A → R and
α a nonzero real number such that T = αS. Then S(f) �= 0, hence S(f2) �= 0, but
T (f2) = 0, a contradiction.
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1. Introduction and terminology

The theory of vector lattices and order bounded linear maps between them orig-
inated around eighty years ago and the fundamental theory is now contained in
a variety of books like [4], [5], [62], [76], [78], [84], [93], and [96]. The study of
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appropriate bilinear maps on products of vector lattices is of more recent date. It
originated in 1953 with the paper [80] by Nakano. Nakano’s bilinear maps seem to
not have received much attention for at least two decades, though shortly there-
after Birkhoff and Pierce introduced lattice ordered algebras [11], the multipli-
cation map of which provides important examples of the kind of bilinear map
that Nakano studied. An extensive literature on lattice ordered algebras is now
well established (see, e.g., the survey on certain aspects of f -algebras elsewhere
in this book as well as [16]). Nakano’s bilinear maps were re-introduced and re-
investigated in general (i.e., outside the setting of algebras) by Cristescu in [39], by
Fremlin for vector lattices in [48] and then for Banach lattices in [49], by Wittstock
for Banach lattices in [94], [95], by Schaefer [86] for Banach lattices, by Kusraev
[61] for vector lattices, and by Buskes and van Rooij in [32] for vector lattices and
Banach lattices.

In part, motivation for the bilinear maps of this survey derives from lattice
ordered algebras. We want to point in particular to the sequence of papers in the
setting of lattice ordered Banach algebras by Scheffold [87, 88, 89, 90, 91].

Throughout this paper we assume that all of our vector lattices are over the
field of real numbers and that all vector lattices are Archimedean. Though this sur-
vey mainly compiles known results, announcements of some new and forthcoming
theorems can be found in its Sections 7, 8, and 10.

Our starting point is Fremlin’s fundamental construction of the Archimedean
tensor product of two Archimidean vector lattices [48]. This tensor product ap-
proach lends itself to a systematic transfer of known results on positive linear maps
to positive (or, in Fremlin’s terminology, bipositive) bilinear maps. Of course, this
transfer machinery works also for regular linear maps and differences of positive
bilinear operators. The connection between not necessarily regular bilinear maps
on products of ordered vector spaces and order bounded maps on their tensor prod-
uct requires the notion of bilinear maps of order bounded variation. For normed
vector lattices we first involve the positive projective norm on Fremlin’s tensor
product (see [49]), and then study two new norms for bilinear maps, the semivara-
tion norm and the variation norm. Order bounded variation was first introduced
in [80], the semivariation norm and the variation norm first appeared in [32]. All
this is covered in Section 2.

In Sections 3 and 4 we turn for motivation to the Arens multiplication (in-
troduced in [7]) on the bidual of various lattice ordered algebras (e.g., f -algebras,
almost f -algebras and d-algebras) that has been well studied (see, e.g., [10]). More
recently in [15] and the thesis by Page [82], the more general questions about tri-
adjoints of bilinear maps on products of vector lattices have been studied (see also
the papers by Scheffold [88], [89], [91], and the paper by Boulabiar and Toumi [14]).

In Section 5, we present some results on very special bilinear maps that
have recently received attention in the literature, so-called orthosymmetric maps
and their connection with squares and powers of vector lattices. The notion of
orthosymmetry (and the name) came out of the work on almost f -algebras by
Buskes and van Rooij [32] and was then extensively and more abstractly used in
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vector lattices in [33]. Their importance derives from a similarity with Hilbert space
theory, as well as the fundamental fact that they are symmetric. Contributions
were made in a sequence of papers by Kusraev [64], Kusraev and Shotaev [65],
Kusraev and Tabuev [66], [67], a paper by Boulabiar [12], a paper by Boulabiar
and Toumi [14], as well as a paper [17] by Buskes and Boulabiar. One more place
where bilinear maps on products of ordered structures appear is in a paper on
Hilbert lattices by van Gaans [50].

Sections 6 and 7 are an outflow from Section 5, dealing with the aforemen-
tioned squares of vector lattices and some observations about Cauchy-Schwarz
inequalities.

In Section 8, we briefly touch on disjointness preserving bilinear maps.
In the final two sections of this paper, we discuss the tensor product of Banach

lattices and the Radon-Nikodym property of such tensor products, as studied in
a sequence of paper [21], and [22] by Bu and Buskes, and [23] by Bu, Buskes and
Lai. In that context we also wish to refer to a forthcoming thesis by Lai [70]. In
that final section we look both at the projective and injective tensor product of
Banach lattices.

In the rest of this paper (except where clearly labeled otherwise in Sections
2.3 and 2.4) E, F , G, and H are Archimedean vector lattices.

Let p : E × F → G be a bilinear map. Then p is called positive (respectively
a Riesz bimorphism) if for each x ∈ E+, and each y ∈ F+ the maps

e �→ p(e, y) (e ∈ E) and

f �→ p(x, f) (f ∈ F )

are positive maps (respectively Riesz homomorphisms). We note that Fremlin in
[48] used the term bipositive where we use the term positive. Indeed, the bilinear
map p is positive if and only if for all x, y ∈ E+ it follows that p(x, y) ∈ F+.
The bilinear map p is called regular if it can be represented as a difference of two
positive bilinear operators. The set BLr(E, F ; G) of all regular bilinear operators
from E×F to G is an ordered vector space, where the order is defined by the cone
of positive bilinear operators, BL+(E, F ; G). Take a ∈ E+. A partition of a is a
finite sequence of elements of E+ whose sum equals a. The partitions of a form
a set

∏
a. A partition (x1, x2, . . . , xn) of a will be denoted by just the letter “x”.

The bilinear map p is said to be of order bounded variation if for all e ∈ E+ and
all f ∈ F+, the set {∑

n,m

| p(xn, ym) |: x ∈
∏

a, y ∈
∏

b

}
is order bounded. The set of all bilinear maps E × F → G of order bounded vari-
ation is denoted by Bilbv(E, F ; G). The vector space Bilbv(E, F ; G) is a partially
ordered vector space under the ordering defined by p1 ≥ p2 if p1 − p2 is positive.
Obviously, BLr(E, F ; G) ⊂ Bilbv(E, F ; G) but the converse inclusion may be false.
The map p �→ p⊗ defines (see [32]) a bijective bipositive map from Bilbv(E, F ; G)
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to the partially ordered vector space of all order bounded linear maps from the
Fremlin tensor product E⊗̄F to G, denoted by Lb(E⊗̄F, G). In particular, when
G is Dedekind complete, it follows that Bilbv(E, F ; G) is a (Dedekind complete)
vector lattice. We use the notation of xα → x when the net (xα) order converges
to x (for the definition of which we here use the one in [4]). The bilinear map p is
called separately order continuous if

e �→ p(e, y) (e ∈ E) and

f �→ p(x, f) (f ∈ F )

are order continuous for each x ∈ E+, and each y ∈ F+. Furthermore, p is sym-
metric if E = F and p(x, y) = p(y, x) for all x, y ∈ E while p is anti-symmetric if
E = F and p(x, y) = −p(y, x) for all x, y ∈ E. The order dual of a vector lattice
E is the vector lattice of all order bounded linear functionals on E and is denoted
by E∼. More generally, the space of all order bounded maps from E to G is de-
noted by Lb(E, G), whereas the space of differences of positive maps is denoted by
Lr(E, G). The order bidual of a vector lattice E is the order dual of E∼ and it is
denoted by E∼∼. The order bidual E∼∼can be decomposed as the orthogonal sum
of the projection bands of order continuous linear functionals (E∼)∼n , and singular
linear functionals (E∼)∼s .

To understand those parts of the paper where lattice ordered algebras appear,
we briefly review some of the terminology in lattice ordered algebra. A vector
lattice E is called a lattice ordered algebra (also called an �-algebra) if its positive
cone is closed under multiplication. An �-algebra A is said to be to be an f -algebra
if for every f, g ∈ A, the condition

f ∧ g = 0 implies (fh) ∧ g = (hf) ∧ g = 0 for all h ∈ A+

holds. The latter definition is due to Birkhoff and Pierce in [11] and f -algebras
continue to play a very important and motivating role for the general theory of
bilinear maps on products of ordered vector spaces. We call the �-algebra A an
almost f -algebra (due to Birkhoff in [29, Section 6]) if

f ∧ g = 0 in A implies fg = 0.

Finally, an �-algebra A in which

f ∧ g = 0 in A and h ∈ A+ imply (fh) ∧ (gh) = (hf) ∧ (hg) = 0

is called a d-algebra. These d-algebras were introduced by Kudláček in [60].
We remark here that as far as tensor products are considered we only treat

the projective and injective tensor products. A paper the length of this survey
could be written about other tensor products for Banach lattices like the ones
developed by Schaefer in [84]. Standard terminology of vector lattices is followed
throughout.



Bilinear Maps on Products of Vector Lattices: A Survey 101

2. Fremlin’s tensor product

In his fundamental paper [48] Fremlin introduced for every two Archimedean vector
lattices E and F a new Archimedean vector lattice E⊗̄F , defined by the following
universal property: there exists a Riesz bimorphism E × F → E⊗̄F such that
whenever G is a vector lattice and T is a Riesz bimorphism E×F → G then there
exists a unique Riesz homomorphism T⊗ : E⊗̄F → G for which

T (x, y) = T⊗(x ⊗ y) (x ∈ E, y ∈ F ).

He also showed that E⊗̄F , from here on called the Archimedean vector lattice
tensor product of E and F , has the following additional universal property.

Theorem 1. For every positive bilinear map T of E×F into any uniformly complete
(hence Archimedean) vector lattice G there exists a unique positive linear T⊗ :
E⊗̄F → G such that T (x, y) = T⊗(x⊗ y) (x ∈ E, y ∈ F ).

It follows immediately that the map S �→ S◦⊗ defines a bijective positive map
from Lr(E⊗̄F, G) onto BLr(E, F ; G), where Lr(E⊗̄F, G) denotes the partially
ordered vector space of all order bounded linear maps from E⊗̄F to G (see [61],
[65]).

Fremlin’s construction uses the Axiom of Choice. Buskes and van Rooij gave
a construction that is valid in ZF in the more general context of lattice ordered
groups in [27].

Now we give an example from [15] and [65] of how Fremlin’s tensor prod-
uct helps to transfer results from linear maps to bilinear maps. The result that
we present for bilinear maps was used by Grobler and Labuschagne in [54] to
construct the Fremlin tensor product. However, it can in turn be derived from
the corresponding known results for positive linear maps: Kantorovich (Theorem
2.8 in [4]), Lipecki (Theorem 2.9 in [4]) and Lipecki-Luxemburg-Schep (Theorem
7.17 in [4]). All that is needed beyond these results is the universal property for
the Archimedean vector lattice tensor product as studied by Fremlin in [48] and
presented above. As a comment we add that the third author has pointed out in
3.6.3(4) in [62] that the Lipecki-Luxemburg-Schep theorem was first proved by
Kutateladze.

Theorem 2. Let G be a vector lattice, E1 and F1 be majorizing vector sublattices
of the vector lattices E and F , respectively, and let p : E1 × F1 → G be a positive
bilinear map. If G is Dedekind complete then the set E (p) of positive extensions of
p to all of E × F is a nonempty convex set with extreme points. Moreover, if p is
a Riesz bimorphism then q ∈ E (p) is an extreme point if and only if q is a Riesz
bimorphism.

The fact that E (p) is nonempty was observed in [61]. Moreover, it was proved
in the same paper that there exists an order continuous “simultaneous extension”
of regular bilinear operators, i.e., there exists an order continuous lattice homomor-
phism ε : BLr(E1, F1; G) → BLr(E, F ; G) such that ρ ◦ ε is an identity mapping
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on BLr(E1, F1; G), where ρ : BLr(E, F ; G) → BLr(E1, F1; G) denotes the restric-
tion operator b �→ b|E1×F1 . This result is an easy corollary of the existence of
“simultaneous extension” of regular linear operators, see Theorem 3.4.11 in [62].

One more example taken from [15] and [65] transfers Kutateladze’s charac-
terization of lattice homomorphisms (Theorem 3.3.3 in [62]) to bilinear maps via
Fremlin’s tensor product.

Theorem 3. Let E, F , and G be vector lattices with G Dedekind complete. A
positive bilinear map p : E × F → G is a lattice bimorphism if and only if for
every bilinear map T : E × F → G with 0 ≤ T ≤ p there exists an orthomorphism
ρ : G→ G such that 0 ≤ ρ ≤ IG and T = ρ ◦ p.

2.1. Bilinear maps of order bounded variation

The start of the theory of vector lattices is marked by F. Riesz’ observation that
the space of all bounded linear functionals on C[0, 1] is itself a Dedekind complete
vector lattice. In that direction, by using the idea of bilinear maps of order bounded
variation, a complete analogy between operators on vector lattices and bilinear
maps on products of vector lattices is obtained as follows (see Theorem 3.1 in [32]
and [65]).

Theorem 4. Let E, F, G be Archimedean vector lattices; let G be Dedekind complete.

(1) Let T be a bilinear map E×F → G that is of order bounded variation. Then
there exists a unique order bounded linear T⊗ : E⊗̄F → G for which

T (x, y) = T⊗(x ⊗ y) (x ∈ E, y ∈ F ).

(2) Bilbv(E, F ; G) is a Dedekind complete vector lattice. The correspondence

T �→ T⊗

is a Riesz homomorphism from Bilbv(E, F ; G) onto Lb(E⊗̄F, G).
(3) For T ∈ Bilbv(E, F ; G), | T | is determined by

| T | (a, b) = sup
x∈
∏

a, y∈
∏

b

∑
n,m

| T (xn, ym) | (a ∈ E+, b ∈ F+).

(4) BLr(E, F ; G) = Bilbv(E, F ; G).

As a corollary one immediately obtains (see Corollary 3.1 in [32]).

Corollary 5. If E, F and G are Archimedean vector lattices and G is Dedekind
complete, then the vector lattices Bilbv(E, F ; G), Lb(E⊗̄F, G) and Lb(E,Lb(F, G))
are naturally isomorphic.

The universal property of Fremlin’s tensor product stated in Theorem 1 is
valid in the context of bilinear maps of order bounded variation as well (see The-
orem 3.2 in [32]).
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Theorem 6. Let E, F, G be Archimedean vector lattices; let G be uniformly com-
plete. Then for every bilinear T : E × F → G that is of order bounded variation
there is a unique order bounded linear map T⊗ : E⊗̄F → G for which

T (x, y) = T⊗(x ⊗ y) (x ∈ E, y ∈ F ).

T �→ T⊗ is a linear order isomorphism between Bilbv(E, F ; G) and Lb(E⊗̄F, G).

2.2. The projective tensor norm

For Banach lattices E and F , Fremlin in [49], defined the positive projective ten-
sor norm ‖‖|π| on the Archimedean vector lattice tensor product E⊗̄F for all
u ∈ E⊗̄F by

‖u‖|π|=inf
{∑

‖ak ‖‖bk ‖:a1,...,ak∈E+, b1,...,bk∈F+, |u |≤
∑

ak⊗bk

}
.

Fremlin shows in Theorem 1E in [49] that ‖ ‖|π| indeed is a norm.

Relative to this norm the following properties hold:

(1) E ⊗ F is dense in E⊗̄F .
(2) The cone generated by {x ⊗ y : x ∈ E+, y ∈ F+} is dense in (E⊗̄F )+; see

[49], 1B(b).

For more information about the above norm in the context of the Radon-
Nikodym property we refer the reader to the last two sections of this paper.

For Banach lattices E, F, G and for a bilinear map T : E × F → G, define
the operator norm

‖ T ‖:= sup{‖ T (x, y) ‖ : x ∈ E, y ∈ F, ‖ x ‖≤ 1, ‖ y ‖≤ 1}.

T is continuous if and only if ‖ T ‖ is finite. Fremlin proved:

Theorem 7. Let E, F be Banach lattices. The positive projective norm defined above
defines a Riesz norm ‖ ‖|π| on E⊗̄F . Let T be a positive (and therefore continuous)
bilinear map of E ×F into a Banach lattice G. Then T⊗ is continuous relative to
‖ ‖|π|, and ‖ T⊗ ‖=‖ T ‖.

2.3. Bilinear maps of bounded semivariation

Let E and F be normed vector lattices. Let G be a normed vector space.
We endow E⊗̄F with Fremlin’s projective product norm ‖ . ‖|π| as defined

above. For a bilinear map T : E × F → G we define its semivariation by

||| T |||:= sup{‖
∑

n,m εnmT (xn, ym) ‖: x1, x2, . . . , xN ∈ E+, ‖
∑

xn ‖≤ 1,

y1, y2, . . . , yM ∈ F+, ‖
∑

yn ‖≤ 1, εnm ∈ {−1, 1} for all n, m}.

The bilinear maps T : E × F → G for which ||| T ||| is finite form a vector
space Bil||| |||(E, F ; G) and ||| . ||| is a norm on Bil||| |||(E, F ; G). All elements of
Bil||| |||(E, F ; G) are norm continuous. Indeed, ‖ T ‖≤||| T ||| for every T . The
elements of Bil||| |||(E, F ; G) are said to have finite semivariation (see [32]).
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Theorem 8. Let E and F be normed vector lattices and let G be a Banach space.
The map

S �→ S ◦ ⊗ (S ∈ L(E⊗̄F, G))
is a Banach space isomorphism of L(E⊗̄F, G) onto Bil||| |||(E, F ; G). In particular,
for every bilinear map T : E × F → G that is of finite semivariation there exists
a unique continuous linear T⊗ : E⊗̄F → G with

T (x, y) = T⊗(x⊗ y) (x ∈ E, y ∈ F ).

We have ‖ T⊗ ‖=||| T |||.

2.4. Bilinear maps of bounded norm variation

We next discuss the special case where G is a Banach lattice. Like in Section 2.3,
we closely follow the approach of [32]. Fremlin in [49] studied the case where G is
an ordered vector space such that

(∗) if x, a ∈ G and − a ≤ x ≤ a then ‖ x ‖≤‖ a ‖ .

The condition (∗) above is equivalent to

if a, b ∈ G+, then ‖ a− b ‖≤‖ a + b ‖
and also to

if x1, . . . , xN ∈ G+ and ε1, . . . , εN ∈ {−1, 1}, then
∥∥∥∑ εnxn

∥∥∥ ≤ ∥∥∥∑xn

∥∥∥ .

All closed linear subspaces of Banach lattices satisfy (∗), and so does L(E, F )
for Banach lattices E and F . The following theorem generalizes one of the main
results in [49] (see [32]).

Theorem 9. Let E and F be normed vector lattices; let G be an ordered Banach
space satisfying (∗) above. Let T : E × F → G be a continuous, positive (i.e.,
T (E+ × F+) ⊂ G+) and bilinear map. Then the semivariation of T is finite and,
indeed, ‖ T ‖=||| T |||. With T⊗ as in Theorem 8, T⊗ is a positive linear map and
‖ T ‖=‖ T⊗ ‖. Consequently, L(E⊗̄F, G) and Bil||| |||(E, F ; G) are isomorphic as
ordered Banach spaces.

The norm variation of a bilinear map T : E × F → G is

V ar T := sup
{∥∥∥∑n,m | T (xn, ym) |

∥∥∥ : x1, x2, . . . , xN ∈ E+, ‖
∑

xn ‖≤ 1,

y1, y2, . . . , yM ∈ F+, ‖
∑

yn ‖≤ 1
}
;

T is of norm bounded variation if V ar T <∞.
For every bilinear map T : E × F → G we have ‖ T ‖≤||| T |||≤ V ar T ,

whereas ‖ T ‖= V ar T if T is positive. Also, if a ∈ E+ and b ∈ F+, then∥∥∥∑ | T (xn, ym) |
∥∥∥ ≤‖ a ‖‖ b ‖ V ar T

(
x ∈

∏
a, y ∈

∏
b
)

.

The bilinear maps E × F → G of norm bounded variation form a vector space,
containing all bilinear maps that are positive and continuous.
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To be able to state the Main Universal Theorem for the projective Banach
lattice tensor product we need the definition of norm bounded variation for linear
maps. Let E and F be normed vector lattices. If S is a linear map E → F then
the norm variation of S is defined by

V ar S := sup
{∥∥∥∑ | Sxn |

∥∥∥ : x1, x2, . . . , xN ∈ E+,
∥∥∥∑xn

∥∥∥ ≤ 1
}

.

S is said to be of norm bounded variation if V ar S is finite.
If S : E → F is linear, then ‖ S ‖≤ V ar S, and ‖ S ‖= V ar S for positive

S. Moreover, for all a ∈ E+,∥∥∥∑ | Sxn |
∥∥∥ ≤‖ a ‖ V ar S

(
x ∈

∏
a
)

.

The linear maps of order bounded variation form a vector space containing all
positive continuous linear maps. Observe that the class of linear maps of order
bounded variation between Banach lattices coincides with the class of (p, q)-regular
operators with p = 1 and q = 1 (see 7.2.11 (3) in[62]). The Main Universal Theorem
for the projective Banach lattice tensor product follows next (see [32]).

Theorem 10 (Main Universal Theorem for the projective Banach lattice tensor
product). Let E and F be normed vector lattices, let G a Banach lattice, and let
T be a bilinear map E × F → G that is of norm bounded variation. Then there
exists a unique continuous linear T⊗ : E⊗̄F → G with

T (x, y) = T⊗(x ⊗ y) (x ∈ E, y ∈ F ).

We have that T⊗ ≥ 0 if and only if T is positive. Furthermore, T⊗ is of norm
bounded variation and

V ar T⊗ = V ar T.

2.5. Fremlin tensor product and bornologies

One can unify and extend the two Fremlin results as described in the beginning
of this section as well the above generalizations of Buskes and van Rooij by using
the theory of bornological vector spaces, as we will now do. For more details we
refer to [34] and [35] from which we take almost literally (with kind permission
of Springer Science and Business Media) what follows in this subsection. For all
matters bornological we refer to [58]. This section puts more clearly into focus that
it is not the positivity of the bilinear map but the boundedness that matters for
the universal property of the tensor product.

A Riesz disk in E is a nonempty subset A of E that is convex and solid (i.e.,
if a ∈ A, x ∈ E, | x |≤| a |, then x ∈ A.) If A is such a Riesz disk, then its linear
span is EA :=

⋃
λ>0

λA. This EA is a order ideal in E. For a set A we define a gauge

pA : EA → [0,∞) by

pA(x) := inf{λ : λ > 0, x ∈ λA}.
Then pA is a Riesz seminorm on EA. The disk A is completant if pA is a norm on
EA and EA with that norm is a Banach lattice.
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The Riesz disk generated by a nonempty set S ⊂ E is the convex hull of⋃
s∈S

[−s, s]. In a formula, it is the set

{
x ∈ E :| x |≤

K∑
k=1

λk | sk |, λ1, . . . , λK ∈ [0, 1],
K∑

k=1

λk = 1,

s1, . . . , sK ∈ S
}
.

A [complete] Riesz bornology in E is a bornology (see [58]) having a base that
consists of [completant] Riesz disks. We have the following two main examples in
mind.

Example 11. The order bounded subsets of E form a Riesz bornology, the order
bornology. It is complete as soon as E is uniformly complete.

Example 12. Suppose E is a normed vector lattice. Its von Neumann bornology is
the Riesz bornology consisting of all norm bounded sets. It is complete if E is a
Banach lattice.

A [complete] bornological vector lattice is an Archimedean vector lattice en-
dowed with a [complete] Riesz bornology. For our main result, we need not only
completeness, but also the following extra condition on the range space G.

The bornological closure of every bounded subset of G is bounded.

If G is uniformly complete and the bornology is the order bornology or if G is
a Banach lattice and the bornology is the von Neumann bornology the extra
condition is fulfilled. There exist complete bornological vector lattices that do not
satisfy this condition.

Let E, F , G be bornological vector lattices with Riesz bornologies A, B,
and C, respectively. Let T : E → G be linear. T is called bounded if T (A) ∈ C for
all A ∈ A. We say that T is of bounded variation if for every A ∈ A the set{

N∑
n=1

| T (xn) |: x1, . . . , xN ∈ E+,
N∑

n=1

xn ∈ A

}
belongs to C. Clearly, if T is of bounded variation, then it is bounded. The converse
is true if T is positive.

Similarly, a bilinear map T : E × F → G is bounded if T (A, B) ∈ C for all
A ∈ A, B ∈ B, whereas T is of bounded variation if for all such A and B the set{ N∑

n=1

M∑
m=1

| T (xn, ym) |: x1, . . . , xN ∈ E+,
N∑

n=1
xn ∈ A,

y1, . . . , yM ∈ F+,
N∑

n=1
ym ∈ B

}
belongs to C.

A bilinear map of bounded variation is bounded; for positive bilinear maps
the converse is also valid.
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The main theorem on bilinear maps of bounded variation now follows after
introducing the bornology on the tensor product

Let A and B be the Riesz disks in E and F , respectively. By [A⊗B] we denote
the Riesz disk generated by {a ⊗ b : a ∈ A, b ∈ B}. The gauge on (E⊗̄F )[A⊗B]

determined by [A⊗B] is given by

p[A⊗B](u) = inf
{ K∑

k=1

pA(xk)pB(yk) :

x1, . . . , xK ∈ E, y1, . . . , yK ∈ F, | u |≤
K∑

k=1

| xk | ⊗ | yk |
}

This implies that, if E and F are Banach lattices and A, B are their closed
unit balls, then p[A⊗B] equals the norm ‖ ‖|π| as introduced by Fremlin.

By the bornological vector lattice tensor product we mean the vector lattice
E⊗̄F with the Riesz bornology generated by {[A ⊗ B] : A and B are bounded
Riesz disks in E and F , respectively}.

Theorem 13. Let E, F, G be bornological vector lattices. Assume that G is complete
and that in G the bornological closure of every bounded set is bounded. Let T be a
bilinear map E × F → G of bounded variation. Then there exists a unique linear
T⊗ : E⊗̄F → G that is of bounded variation and satisfies

T (x, y) = T⊗(x⊗ y) (x ∈ E, y ∈ F ).

Moreover, if A ⊂ E, B ⊂ F , and C ⊂ G are bounded Riesz disks and T (A, B) ⊂ C
then T⊗([A ⊗ B]) is contained in the bornological closure of C. If T is positive,
then so is T⊗.

Problem 14. Can the extra condition on G in the theorem above be deleted?

3. The adjoints of bilinear maps

The adjoint of a bilinear map is defined next. The idea is due to Arens in [7]. If
E, F , and G are vector spaces and E′, F ′, and G′ are their respective duals (as in
dual pairs) and p : E ×F → G is a bilinear map, then p∗ : G′×E → F ′ is defined
by

(p∗(f, x)) (y) = f(p(x, y)) for all f ∈ G′, x ∈ E, and y ∈ F .
We will write p∗∗ for (p∗)∗.

We will use the notation p∗, p∗∗ as above in the situation where E, F , and
G are vector lattices and the duals are their order duals E∼, F∼, and G∼. For
convenience, we use p∗∗∗ for the restriction of the Arens triadjoint of the bilinear
map p : E × F → G to (E∼)∼n × (F∼)∼n .

The following theorem is one of the main results in [15].

Theorem 15. Let p : E × F → G be a bilinear map of order bounded variation.
Then the following hold.
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(1) p∗ is of order bounded variation.
(2) p∗∗∗ is separately order continuous.
(3) p∗∗∗((E∼)∼n × (F∼)∼n ) ⊂ (G∼)∼n .
(4) If p is positive then p∗ is positive.
(5) If E = F and p is symmetric then p∗∗∗ is symmetric.
(6) If E = F and p is anti-symmetric then p∗∗∗ is anti-symmetric. Moreover, the

algebraic decomposition of any bilinear map of order bounded variation into
its symmetric and antisymmetric parts is preserved when taking the Arens
triadjoint map.

(7) If p is a Riesz bimorphism then p∗∗∗ is a Riesz bimorphism.

The following four consequences immediately follow from the above theorem
(where the reader needs to keep in mind that p∗∗∗ is assumed to have (E∼)∼n ×
(F∼)∼n as its domain).

(i) (Bernau and Huijsmans, 1995, [10]) If E is a d-algebra then so is (E∼)∼n
when equipped with the Arens multiplication.

(ii) (Scheffold, 1996, [90]) If E, F , and G are Banach lattices and p : E×F → G
is a Riesz bimorphism then so is p∗∗∗.

(iii) (Scheffold, 1998, [91]) If E, F , and G are Banach lattices and p : E×F → G
is symmetric and the difference of two positive bilinear maps then p∗∗∗ is
symmetric.

(iv) (Grobler, 1999, [53]) If E is a commutative lattice ordered algebra then so is
(E∼)∼n when equipped with the Arens multiplication.
With a variation on Scheffold’s definition in [90], we define the positive bilin-

ear operator p : E × F → G to be left almost interval preserving if p(e, [0, f ]) =
[0, p(e, f)] for every e ∈ E+, f ∈ F+, where the closure is taken in the absolute
weak topology |σ| (see [5]). Of course, p : E × F → G is called right almost inter-
val preserving if p([0, e], f) = [0, p(e, f)] for every e ∈ E+, f ∈ F+. The notion of
almost interval preserving for linear operators was defined in [75]. The following
result was proved by R. Page in [82] (also see [15]).

Theorem 16. Let E, F , and G be vector lattices and assume that H is a Dedekind
complete vector lattice and let p : E × F → G be a bilinear map.

(i) If p is left (or right) almost interval preserving and H∼ separates the points
of H then the operator S �→ S ◦p from Lb (G, H) to Bilbv (E, F ; H) is a Riesz
homomorphism.

(ii) If p is a Riesz bimorphism then the operator S �→ S ◦ p from Lb (G, H) to
Bilbv (E, F ; H) is interval preserving.

4. Arens regular maps

Now let E, F, G be Banach spaces with duals E′, F ′, and G′ and let P : E×F → G
be a bilinear map such that sup{‖P (x, y)‖ : ‖x‖ ≤ 1, ‖y‖ ≤ 1} < ∞. The collection
of such bilinear maps is called Bil(E, F ; G). In case E = F , define P t, the transpose
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of P , by
P t(x, y) = P (y, x) for all x, y ∈ E.

Still under the assumption that E = F , the bilinear map P is called Arens
regular if

P t∗∗∗t = P ∗∗∗

Arens gave an example in [7] of a bilinear map which is not Arens regular. In his
example E = F = �1 and the bilinear map of his example actually turns out to be
positive. The positivity of a bilinear map that is not Arens regular has a lot to do
with �1. The details follow next (see [36]).

Theorem 17. Let E be a Banach lattice. Then the following are equivalent.
(1) Every positive bilinear map E × E → R is Arens regular.
(2) �1 does not embed in E.
(3) For every Banach lattice F every bilinear map E ×E → F of order bounded

variation is regular.
(4) For every Banach lattice F every positive bilinear map E×E → F is regular.
(5) Every positive bilinear map E × E → E is Arens regular.
(6) Every bilinear map of order bounded variation E × E → E is Arens regular.

Though the literature on Arens regularity is extensive, the systematic ap-
pearance of positivity in that literature is rather recent.

5. Orthosymmetric maps

The following concept was introduced by Buskes and van Rooij in [31].
Let E and F be vector lattices. A bilinear map T : E × E → F is called

orthosymmetric if whenever f ∧ g = 0 for f, g ∈ E we have T (f, g) = 0.
Let X be a vector space. A bilinear operator b : X × X → G is said to be

symmetric if b(x, y) = b(y, x) for all x, y ∈ X , positively semidefinite if b(x, x) ≥ 0
for every x ∈ X , and positively definite if it is positively semidefinite and b(x, x) =
0 implies x = 0. Every orthosymmetric positive bilinear operator is positively
semidefinite [50]. More subtle is the fundamental fact that any orthosymmetric
positive bilinear operator is symmetric, which was proved in [31].

Theorem 18. Let E and F be Archimedean vector lattices. Then every orthosym-
metric positive bilinear E × E → F is symmetric.

The previous theorem has many consequences. One of them characterizes
symmetric Riesz bimorphisms.

Theorem 19. For any lattice bimorphism b : E × E → F the following statements
are equivalent.
(1) b is symmetric.
(2) b is orthosymmetric.
(3) b is positively semidefinite.
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Now we state a structural property of orthosymmetric regular bilinear op-
erators due to Kusraev [64]. Denote by BLor(E, G) the ordered space of all or-
thosymmetric regular bilinear operators from E × E to G.

Theorem 20. Let E, F , and G be vector lattices with G uniformly complete. Let
〈· , ·〉 : E × E → F be a positively definite lattice bimorphism and F0 be the
smallest vector sublattice in F containing the set {〈x, y〉 : x, y ∈ E}. Then for
every orthosymmetric regular bilinear operator b : E × E → G there exists a
unique regular linear operator Φb : F0 → G such that

b(x, y) = Φb(〈x, y〉) (x, y ∈ E).

The correspondence b �→ Φb is a linear and order isomorphism of BLor(E, G) and
Lr(F0, G).

6. Powers of vector lattices

6.1. Squares

The following construction has roots in convexification of Banach lattices. The
results are mostly taken from [33].

Definition 21. Let E be a vector lattice. (E�,�) is called a square of E, if E� is
a vector lattice and if

(1) � : E × E → E� is an orthosymmetric Riesz bimorphism.
(2) For every vector lattice F , whenever T : E × E → F is an orthosymmetric

bimorphism there exists a unique Riesz homomorphism T� : E� → F such
that T� ◦ � = T .

Remarkably, the square of any Archimedean vector lattice exists.

Theorem 22. Let E be an Archimedean vector lattice. Then

(1) E has a square (E�,�).
(2) (E�,�) is (essentially) unique.

There are various concrete ways to look at the square of a vector lattice. We
offer two of these representations.

Theorem 23. Let E be a uniformly complete vector sublattice of an Archimedean
semiprime f-algebra G whose multiplication is indicated by a period •. Put E2 :=
{x•y : x, y ∈ E}. Then E2 is a vector sublattice of G and (E2, •) is a square of E.

The function ϑ : t �→ t | t | is an order isomorphism of R. We define H, J :
R2 → R by

H(s, t) = ϑ−1(ϑ(s) + ϑ(t)) and

J(s, t) = ϑ−1(st) for all s, t ∈ R.
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Then H, J ∈ H(R2). Thus, H(x, y) and J(x, y) exist for all x, y ∈ E. We use the
map H to define an addition +̃ and a scalar multiplication · on E as follows

x+̃y := H(x, y) and λ · x := ϑ−1(λ)x for all x, y ∈ E and all λ ∈ R.

Then we show that the resulting vector space is a vector lattice that satisfies the
universal property of the square.

Theorem 24. Let E be a uniformly complete vector lattice. Define an addition +̃
and a scalar multiplication · on E as above. Then the following statements hold.
(1) Under these operations and with the given ordering, E is a vector lattice E•

and J , considered as a map from E × E into E•, is a surjective orthosym-
metric Riesz bimorphism.

(2) If F is any vector lattice and if T : E × E → F is bilinear, orthosymmetric
and order bounded, there exists a unique T • : E• → F with T = T •J ; this
T • is linear and order bounded. T • is positive if and only if T is positive.
T • is a Riesz homomorphism if and only if T is a Riesz bimorphism.

(3) In particular (E•, J) is a square of E.

Corollary 25. If E is Dedekind complete [or σ-Dedekind complete, or laterally
complete] then so is its square.

One can prove that the Fremlin tensor product

c0⊗̄c0

is not uniformly complete. But for squares of course the following holds.

Corollary 26. If E is uniformly complete then so is its square.

One of the constructions of the square of E is as an appropriate quotient of
the Fremlin tensor product of E with itself ([33]). From that construction, other
nice properties of the square of a vector lattice can be derived as well. We offer
some of them in the following result, see [63].

Theorem 27. Let an Archimedean vector lattice E and the lattice bimorphism � :
(x, y) �→ x� y from E × E to E� be like before. Then we have the following.
(1) If b is an orthosymmetric regular bilinear map from E×E to some uniformly

complete vector lattice F then there is a unique regular linear map Φb : E� →
F with b = Φb�.

(2) Given an arbitrary u ∈ E�, there is e0 ∈ E+ such that, for every ε > 0, one
can choose x1, . . . , xn, y1, . . . , yn ∈ E with∣∣∣∣∣u−

n∑
i=1

xi � yi

∣∣∣∣∣ ≤ εe0 � e0.

(3) For any x, y ∈ E we have x� y = 0 if and only if |x| ∧ |y| = 0.
(4) Given an element 0 < u ∈ E�, there exits an e ∈ E+ with 0 < e� e ≤ u.

6.2. Higher powers

Now we turn our attention to higher powers of E, following the exposition in [17].
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An s-linear map T : ×sE → F is called positive if T (u1, . . . , us) ∈ F+ for all
u1, . . . , us ∈ E+, where ×sE denotes the Cartesian product E× · · ·×E (s-times).
A Riesz s-morphism from ×sE into F is an s-linear map T : ×sE → F such that
for each i ∈ {1, . . . , s} and uj ∈ E+ (j ∈ {1, . . . , s} , j �= i), the equality

T (u1, . . . , ui−1, u, ui+1, . . . , us) ∧ T (u1, . . . , ui−1, v, ui+1, . . . , us)

= T (u1, . . . , ui−1, u ∧ v, ui+1, . . . , us) .

holds in F . Riesz 1-morphisms are referred to as Riesz homomorphisms. It is ob-
vious that every Riesz s-morphism is positive. Besides, it is proven in [12] that the
s-linear map T : ×sE → F is a Riesz s-morphism if and only if |T (u1, . . . , us)| =
T (|u1| , . . . , |us|) for all u1, . . . , us ∈ E.

We now focus on orthosymmetric s-linear maps on vector lattices. Assume
that s ≥ 2. The s-linear map T : ×sE → F is said to be orthosymmetric if T
is positive and T (u1, . . . , us) = 0 whenever u1, . . . , us ∈ E+ and ui ∧ uj = 0 for
some i, j in {1, . . . , s}. In Proposition 2.1 of [13] it is shown that if in addition E
and F are Archimedean then any orthosymmetric s-linear map T : ×sE → F is
symmetric, that is, T (u1, . . . , us) = T

(
uσ(1), . . . , uσ(s)

)
for every permutation σ

of the set {1, . . . , s} and all u1, . . . , us ∈ E. Next, from [17] we provide a useful
necessary and sufficient condition for a lattice s-morphism to be orthosymmetric.

Lemma 28. Let s ∈ {2, 3, . . . }, E and F be Archimedean vector lattices, and T :
×sE → F be a lattice s-morphism. Then T is orthosymmetric if and only if T is
symmetric.

The formal definition of the s-power for an Archimedean vector lattice is as
follows.

Definition 29. Let E be a vector lattice and s ∈ {2, 3, . . .}. The pair
(
E�, �

)
is

called an s-power of E if
(1) E� is a vector lattice,
(2) � : ×sE → E� is a symmetric Riesz s-morphism, and
(3) for every vector lattice F and every symmetric Riesz s-morphism T : ×sE →

F , there exists a unique Riesz homomorphism T � : E� → F such that
T = T � ◦�.

Every Archimedean vector lattice has an s-power. The construction uses the
Fremlin tensor product with more than two components like presented in [92]

Theorem 30. Let s ∈ {2, 3, . . .} and E be an Archimedean vector lattice. Then E
has a unique (up to a lattice isomorphism) s-power

(
E�, �

)
.

An alternative formulation, just like for Fremlin’s tensor product, can be
offered when considering the range space to be uniformly complete.

Theorem 31. Let s ∈ {2, 3, . . .} and E be an Archimedean vector lattice. If EΦ

is an Archimedean vector lattice and Φ : ×sE → EΦ is a symmetric lattice s-
morphism then the following statements are equivalents.
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(1) The pair
(
EΦ, Φ

)
is the s-power of E.

(2) For every uniformly complete vector lattice F and every orthosymmetric s-
linear map T : ×sE → F , there exists a unique positive operator T Φ : EΦ →
F such that T = T Φ ◦ Φ.

7. Cauchy-Bunyakowski-Schwarz inequalities

In this section and the next we state a couple of results that are not yet avaible in
the literature. In [31] the following general form of the classical Cauchy–Bunyakow-
ski–Schwarz inequality was proved: if X is a real vector space and b : X ×X → F
is a positively semidefinite symmetric bilinear operator with values in an almost
f -algebra F then

b(x, y)b(x, y) ≤ b(x, x)b(y, y) (x, y ∈ X).

In the case of a semiprime f -algebra F this fact was established earlier in [59] and
it was shown in [9] that the semiprimeness assumption can be omitted. In this
survey we point to another improvement by Kusraev [63], replacing the almost f -
algebra multiplication by an arbitrary positive orthosymmetric bilinear operator,
the proof of which we will provide in a future paper. One can find a review of
different generalizations and refinements of the classical Cauchy–Bunyakowski–
Schwarz inequality in [45].

Theorem 32. Let X be a real vector space, E be a vector lattice, and 〈·, ·〉 be
a positively semidefinite symmetric bilinear operator from X ×X to E. Let F be
another vector space and ◦ : E × E → F be a positive orthosymmetric bilinear
operator. Then

〈x, y〉 ◦ 〈x, y〉 ≤ 〈x, x〉 ◦ 〈y, y〉 (x, y ∈ X).

8. Disjointness preserving bilinear operators

Let E, F , and G be vector lattices. A bilinear map b : E × F → G is called
disjointness preserving if

x1 ⊥ x2 implies b(x1, y) ⊥ b(x2, y),

y1 ⊥ y2 implies b(x, y1) ⊥ b(x, y2)

for arbitrary x ∈ E and y ∈ F .
In many ways disjointness preserving bilinear maps behave like disjointness

preserving linear maps.

Theorem 33.

(1) A disjointness preserving bilinear map is order bounded if and only if it is
regular (if and only if it is of order bounded variation).

(2) A Meyer type theorem is true for bilinear maps (cf. [46], first proved in [79]):
For an order bounded disjointness preserving bilinear map p : E × F → G
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there exist two lattice bimorphisms p+ and p− from E × F to G such that
p = p+− p− and p+(x, y) = p(x, y)+, p−(x, y) = p(x, y)− for all x ∈ E+ and
y ∈ F+. Moreover,

|p|(|x|, |y|) = |p(x, y)| for all x ∈ E, y ∈ F .

(3) If p : E×F → G is an order bounded disjointness preserving bilinear map, G
is uniformly complete, and φ = |p| then the principal ideal and the principal
band generated by φ in Bilbv(E, F ; G) can be described as A ◦ φ = {α ◦ φ :
α ∈ A}, where A is an appropriate set of orthomorphisms.

(4) The correspondence S �→ S⊗ is a bijection between the set of order bounded
disjointness preserving linear maps from E⊗̄F to G and the set of order
bounded disjointness preserving bilinear maps from E × F into G.

The results (1) and (2) were obtained independently in [15], [66], and [82],
whereas (3) and (4) can be found in [66].

Order bounded disjointness preserving bilinear maps admit a nice analytic
representation. Let E, F , and G be order-dense ideals of some universally complete
vector lattices E , F , and G. In E , F , and G we fix order units 1E , 1F , and 1G and
consider multiplications that make these spaces f -algebras with units 1E , 1F , and
1G respectively. We recall that orthomorphisms in E , F , and G are multiplication
operators and we identify them with the corresponding multipliers. For every f ∈
E , there exists a unique element g ∈ E such that fg=[f ] 1E and [f ] = [g], where [f ]
stands for the band projection onto f⊥⊥. We denote such an element g by 1E/f
and the orthomorphism g �→ g/f is also denoted by 1E/f .

Consider order dense ideals E′ ⊂ E , F ′ ⊂ F , G′ ⊂ G, and G′′ ⊂ G. Denote
by G′ · G′′ vector sublattice in G generated by the set {g′g′′ : g′ ∈ G′, g′′ ∈ G′′}.
If w : E → E′, v : F → F ′, S : E′ → G′, and T : F ′ → G′′ are linear maps then
w × v : E × F → E′ × F ′ and S • T : E′ × F ′ → G′ · G′′ denote the linear and
bilinear maps defined by (x, y) �→ (wx, vy) and (x, y) �→ S(x)T (y), respectively.

A shift operator from E′ to G′ is a restriction to E′of a positive linear map
Ŝ : Ê → G satisfying the properties: 1) Ê is an order dense ideal in E containing E′

and 1E ; 2) Ŝ sends any component of 1E into a component of 1G ; 3) Ŝ is disjointness
preserving; 4) Ŝ(1E)⊥⊥ = Ŝ(Ê)⊥⊥.

Now we phrase a representation result for order bounded disjointness pre-
serving bilinear operators by Kusraev and Tabuev [67] corresponding to a weight-
shift-weight representation result for linear operators due to A.E. Gutman, see [57]
and [62]. The symbol ρS denotes an extension of ρ ◦ S as defined in [57].

Theorem 34. Let b : E×F → G be a regular disjointness preserving bilinear map.
Then there exist order dense ideals E′ ⊂ E, F ′ ⊂ F , G′ ⊂ G, and G′′ ⊂ G, shift
operators S : E′ → G′ and T : F ′ → G′′, a family of pair-wise disjoint band
projections (ρξ)ξ∈Ξ in G, and families (eξ)ξ∈Ξ in E and (fξ)ξ∈Ξ in F such that

ρξ ◦ b = ρξW ◦ (ρξS • ρξT ) ◦ (1E/eξ × 1F/fξ) (ξ ∈ Ξ)

where W : G → G is the orthomorphism of multiplication by
∑

ξ∈Ξ ρξb(eξ, fξ).
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9. Injective and projective tensor product

Let X and Y be Banach spaces and X ⊗ Y denote their algebraic tensor prod-
uct. The injective tensor norm ‖ · ‖ε and the projective tensor norm ‖ · ‖π are,
respectively, defined by

‖u‖ε = sup

{∣∣∣∣∣
n∑

k=1

x∗(xk)y∗(yk)

∣∣∣∣∣ : u =
n∑

k=1

xk ⊗ yk ∈ X ⊗ Y, x∗ ∈ BX∗ , y∗ ∈ BY ∗

}
and

‖u‖π = sup

{∣∣∣∣∣
n∑

k=1

ϕ(xk, yk)

∣∣∣∣∣ : u =
n∑

k=1

xk ⊗ yk ∈ X ⊗ Y, ϕ ∈ A

}
,

where A is the set of all bilinear functionals on X × Y with their norms ≤ 1. The
completion of X ⊗ Y with respect to ‖ · ‖ε and ‖ · ‖π are, respectively, denoted
by X⊗̌εY and X⊗̂πY , called the injective tensor product and the projective ten-
sor product of X and Y , respectively (see [40][44, Chapter 10][55, 56, 83]). The
projective tensor norm ‖ · ‖π has another equivalent form:

‖u‖π = inf

{
n∑

k=1

‖xk‖ · ‖yk‖ : u =
n∑

k=1

xk ⊗ yk ∈ X ⊗ Y

}
.

From the positivity perspective, it is interesting to know whether or not
X⊗̌εY and X⊗̂πY are Banach lattices if both X and Y are Banach lattices. It is
known that for a finite measure space (Ω, Σ, µ), L1(µ)⊗̂πX = L1(µ, X), which is
a Banach lattice, and for a Hausdorff compact topological space K, C(K)⊗̌εX =
C(K, X), which is also a Banach lattice. However, in general, X⊗̌εY and X⊗̂πY
need not be Banach lattices. To explain why, let us first introduce the concepts of
local unconditional structure and Gordon-Lewis spaces.

A Banach space X is said to have a local unconditional structure if there
is a constant c ≥ 1 such that for every finite-dimensional subspace E of X , the
canonical embedding from E to X has a factorization E

v→ Y
u→ X , where Y is

a Banach space with an unconditional basis, and u and v are continuous linear
operators satisfying ‖u‖ · ‖v‖ · ub(Y ) ≤ c, where ub(Y ) is the unconditional basis
constant of Y (see [42, p. 345]). Maurey in [77] showed that every Banach lattice
has a local unconditional structure. A continuous linear operator T from a Banach
space X to a Banach space Y is called 1-summing if there is a constant c > 0 such
that for any finite sequence x1, . . . , xn in X ,

n∑
k=1

‖T (xk)‖ ≤ c · sup

{
n∑

k=1

|x∗(xk)| : x∗ ∈ BX∗

}
.

T is called 1-factorable if there exists a measure space (Ω, Σ, µ) and operators
a : L1(µ) −→ Y ∗∗, b : X −→ L1(µ) such that kY T has a factorization kY T : X

b→
L1(µ) a→ Y ∗∗, where kY : Y −→ Y ∗∗ is the canonical embedding. A Banach space
X is said to have the Gordon-Lewis property, or said to be a GL-space, if every
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1-summing operator from X to �2 is 1-factorable. Gordon and Lewis in [52] showed
that every Banach space with a local unconditional structure is a GL-space. Thus
every Banach lattice is a GL-space (also see [42, chapter 17]).

Let X be a Banach space with a Schauder basis (xm)m∈N and Y be a Banach
space with a Schauder basis (yn)n∈N. Gelbaum and Lamadrid in [51] showed that
(xm ⊗ yn)(m,n)∈N×N, taken in the rectangular order, forms a Schauder basis for
both X⊗̌εY and X⊗̂πY . In case that both (xm)m∈N and (yn)n∈N are unconditional
basis, Diestel, Jarchow, and Tonge in [42, p. 365] showed that (xm⊗yn)(m,n)∈N×N is
an unconditional basis for X⊗̌εY and X⊗̂πY if and only if X⊗̌εY and X⊗̂πY are
GL-spaces, respectively. It is known that �2⊗̌ε�2 and �2⊗̂π�2 (due to Gelbaum and
Gil de Lamadrid [51]), and �p⊗̌ε�q and �p′⊗̂π�q′ (due to Kwapien and Pelczynski
[68]), where 1 ≤ p, q < ∞, 1/p + 1/p′ = 1, 1/q + 1/q′ = 1, and 1 ≤ 1/p + 1/q,
do not have an unconditional basis. Consequently, �2⊗̌ε�2, �2⊗̂π�2, �p⊗̌ε�q, and
�p′⊗̂π�q′ are not Banach lattices.

Remark 35. Cartwright and Lotz [37] showed that if X is a Banach space with a
normalized unconditional basis (xn)n∈N and 1 ≤ p, p′ <∞ such that 1/p+1/p′ = 1,
then (em ⊗ xn)(m,n)∈N×N is an unconditional basis for �p⊗̌εX (respectively, for
�p′⊗̂πX, �p′ = c0 if p = 1) if and only if (xn)n∈N is equivalent to the usual basis
in c0 (respectively, in �1). They also in [37] showed that if X and Y are Banach
lattices and X⊗̌εY (respectively, X⊗̂πY ) is a Banach lattice, and X (respectively,
X∗) contains a closed sublattice which is lattice isomorphic to �p for 1 ≤ p < ∞,
then Y is lattice isomorphic to an AM-space (respectively, to an AL-space).

Abramovich, Chen, and Wickstead [2] showed that a Banach lattice Y is
isometrically lattice isomorphic to C(K) for some Stonean space K, if and only if,
for every Banach lattice X , L(X, Y ) is a Banach lattice under the operator norm.
Note that (X⊗̂πY )∗ = L(X, Y ∗) (see [44, p. 230, Corollary 2]). The following
proposition follows.

Proposition 36. If one of the Banach lattices X or Y is an AL-space then X⊗̂πY
is a Banach lattice. On the other hand, if X⊗̂πY is a Banach lattice for every
Banach lattice X then Banach lattice Y is isometrically lattice isomorphic to an
AL-space.

Remark 37. From Proposition 39 below, if one of X and Y is a Dedekind complete
AM-space with an order unit then X⊗̌εY is a Banach lattice.

For Banach lattices X and Y , let Lr(X, Y ) denote the space of continuous
linear regular operators from X and Y and let Kr(X, Y ) denote the space of
compact regular operators from X and Y . For each T ∈ Lr(X, Y ), the r-norm of
T is defined as follows:

‖T ‖r = inf{‖S‖ : S ∈ L(X, Y )+, |T (x)| ≤ S(x) ∀ x ∈ X+}.
Then (Lr(X, Y ), ‖ · ‖r) is a Banach space. If, moreover, Y is Dedekind complete
then (Lr(X, Y ), ‖ · ‖r) is a Banach lattice (see [78, §1.3]).
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For Banach lattices X and Y , let X ⊗Y denote the algebraic tensor product

of X and Y . For each u =
n∑

k=1

xk ⊗ yk ∈ X ⊗ Y , define Tu : X∗ → Y by Tu(x∗) =
n∑

k=1

x∗(xk)yk for each x∗ ∈ X∗. The injective cone on X ⊗ Y is defined by

Ci = {u ∈ X ⊗ Y : Tu(x∗) ∈ Y + for all x∗ ∈ X∗+}.

Wittstock in [94, 95] introduced the positive injective tensor norm on X ⊗ Y as
follows:

‖u‖|ε| = inf{{sup ‖Tv(x∗)‖ : x∗ ∈ BX∗+} : v ∈ Ci, v ± u ∈ Ci}.

Let X⊗̌|ε|Y denote the completion of X ⊗ Y with respect to ‖.‖|ε|. Then X⊗̌|ε|Y

with Ci as its positive cone is a Banach lattice (also see Section 3.8 in [78]),
called the Wittstock injective tensor product. Moreover, by Proposition 3.8.7 in [78],
‖u‖|ε| = ‖Tu‖r. Thus X⊗̌|ε|Y is a closed subspace of Lr(X∗, Y ) with the regular
operator norm ‖.‖r. We also know that X⊗̌|ε|Y is a closed subspace of L(X∗, Y )
with the operator norm ‖.‖, that as vector spaces Lr(X∗, Y ) ⊆ L(X∗, Y ) and that
for each T ∈ Lr(X∗, Y ) we have ‖T ‖ ≤ ‖T ‖r. Thus (as vector spaces) X⊗̌|ε|Y ⊆
X⊗̌εY and for each u ∈ X⊗̌|ε|Y , ‖u‖ε ≤ ‖u‖|ε| . To get the equality (isometrically
and isomorphically) X⊗̌|ε|Y = X⊗̌εY , we need the following proposition due to
Cartwright and Lotz [37].

Proposition 38. Let Y be a Dedekind complete Banach lattice such that there is
a positive projection from Y ∗∗ to Y . Then Lr(X, Y ) is (isometrically) isomorphic
to L(X, Y ) if and only if X is (isometrically) isomorphic to an AL-space or Y is
(isometrically) isomorphic to an AM-space.

Note that for every Dedekind complete AM-space Y with an order unit,
there is a positive projection from Y ∗∗ to Y . Therefore, if Y is (isometrically)
isomorphic to a Dedekind complete AM-space with an order unit, then Lr(X, Y )
is (isometrically) isomorphic to L(X, Y ). Note that X⊗Y is dense in X⊗̌|ε|Y and
X⊗̌εY respectively. Then we have the following proposition.

Proposition 39. Let X and Y be Banach lattices. If one of X and Y is (isomet-
rically) isomorphic to a Dedekind complete AM-space with an order unit, then
X⊗̌|ε|Y is (isometrically) isomorphic to X⊗̌εY .

The partial converse to Proposition 36 is contained in [37] and [78, p. 196,
Corollary 3.2.2] as follows.

Proposition 40. Let 1 < p < ∞. If

�p⊗̌|ε|Y = �p⊗̌εY or Lp[0, 1]⊗̌|ε|Y = Lp[0, 1]⊗̌εY,

then Y is isomorphic to an AM-space.
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Remark 41. Abramovich and Wickstead [3] showed that if Y is a Dedekind com-
plete Banach lattice then Lr(X, Y ) = L(X, Y ) for all Banach lattices X if and
only if Y has an order unit. In this case, the regular operator norm and the oper-
ator norm on Lr(X, Y ) = L(X, Y ) are equivalent. Thus, X⊗̌|ε|Y is isomorphic to
X⊗̌εY .

For Banach lattices X and Y , the projective cone on X ⊗ Y is defined to be
(see [78, p. 229])

Cp =

{
n∑

k=1

xk ⊗ yk : n ∈ N, xk ∈ X+, yk ∈ Y +

}
.

Fremlin [48, 49] introduced the positive projective tensor norm on X⊗Y as follows:

‖u‖|π| = sup

{∣∣∣∣∣
n∑

k=1

ϕ(xk, yk)

∣∣∣∣∣ : u =
n∑

k=1

xk ⊗ yk ∈ X ⊗ Y, ϕ ∈ B

}
,

where B is the set of all bipositive bilinear functionals on X ×Y with their norms
≤ 1. An equivalent form of ‖ · ‖|π|, also introduced by Fremlin, was already used
in the beginning of Section 2.

Let X⊗̂|π|Y denote the completion of X ⊗ Y with respect to the positive
projective tensor norm ‖ · ‖|π|. Then X⊗̂|π|Y with Cp as its positive cone is a
Banach lattice, called the Fremlin projective tensor product of X and Y .

If X and Y are Banach lattices, then X⊗̂|π|Y and X⊗̂πY are both well
defined, where X⊗̂|π|Y is a Banach lattice and X⊗̂πY is a Banach space (but
it may not be a lattice). It follows from definitions that ‖u‖|π| ≤ ‖u‖π for each
u ∈ X ⊗ Y . Thus as vector spaces, X⊗̂πY ⊆ X⊗̂|π|Y and for each u ∈ X⊗̂πY ,
‖u‖|π| ≤ ‖u‖π. Fremlin in [49] showed that (X⊗̂|π|Y )∗ = Lr(X, Y ∗). Note that
(X⊗̂πY )∗ = L(X, Y ∗), every dual Banach lattice Y ∗ is Dedekind complete, and
there is a positive projection from Y ∗∗∗ to Y ∗. Thus by Proposition 36, Lr(X, Y ∗)
is (isometrically) isomorphic to L(X, Y ∗) if and only if X is (isometrically) isomor-
phic to an AL-space or Y ∗ is (isometrically) isomorphic to an AM-space. Therefore,
we have

Proposition 42. Let X and Y be Banach lattices. Then X⊗̂|π|Y is (isometrically)
isomorphic to X⊗̂πY if and only if one of X and Y is (isometrically) isomorphic
to an AL-space.

10. RNP for Tensor Products

In 1976, Diestel and Uhl in [43] showed that the Radon-Nikodym property (here-
after called RNP) is inherited from the dual Banach spaces X∗, Y ∗ to their pro-
jective tensor product X∗⊗̂πY ∗ if X∗ has the approximation property (hereafter
called AP). They then asked in their classic monograph [44] whether RNP can be
inherited from any two Banach spaces to their projective tensor product.
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In 1983, Bourgain and Pisier in [18] constructed a Banach space X with
RNP for which the projective tensor product X⊗̂πX fails to have RNP. Thus
in general RNP is not inherited from any two Banach spaces to their projective
tensor product. However, Diestel and Uhl’s result in [43] tells us that RNP is
inherited under special circumstances. In 1983, Andrews in [6] improved Diestel
and Uhl’s result and showed that RNP is inherited from any Banach dual space
X∗ and any Banach space Y to their projective tensor product X∗⊗̂πY if X∗ has
AP. Moreover, Bu and Lin in 2004 in [25] showed that RNP is inherited from any
two Banach lattices E and F to their projective tensor product E⊗̂πF . Recently,
Diestel, Fourie, and Swart in [41] improved Bu and Lin’s result and showed that
RNP is inherited from any Banach lattice E and any Banach space X to their
projective tensor product E⊗̂πX .

Moreover, not only RNP, but other types of RNP as well, such as the an-
alytic RNP, the near RNP, the non-containment of a copy of c0 (due to [24]),
and the weakly sequential completeness (due to [73]) are inherited from Banach
spaces X and Y to their projective tensor product X⊗̂πY if one of them has an
unconditional basis.

If X and Y are Banach lattices, is RNP inherited from X and Y to their Frem-
lin projective tensor product? Fremlin in [49] showed that L2[0, 1]⊗̂|π|L2[0, 1] is
not Dedekind complete. Thus L2[0, 1]⊗̂|π|L2[0, 1] does not have RNP. This counter-
example tells us that RNP is not always inherited from Banach lattices X and Y
to their Fremlin projective tensor product X⊗̂|π|Y , even if both X and Y have
very nice properties as L2[0, 1] does. However, in case that one of X , Y is �p for
1 ≤ p < ∞, Bu and Buskes in [21] showed that RNP is inherited from Banach
lattices X , Y to their Fremlin projective tensor product X⊗̂|π|Y , which we now
more closely examine.

Let X be a Banach lattice. Bu and Buskes in [21] introduced the Banach
sequence lattices �ε

p(X) (1 ≤ p < ∞) and �π
p (X) (1 < p < ∞) as follows:

�ε
p(X) =

{
x̄ = (xn)n ∈ XN :

∞∑
n=1

[|x∗|(|xn|)]p < ∞, ∀ x∗ ∈ X∗

}
with a lattice norm

‖x̄‖�ε
p(X) = sup

⎧⎨⎩
( ∞∑

n=1

[|x∗|(|xn|)]p
)1/p

: x∗ ∈ BX∗

⎫⎬⎭ ,

and

�π
p (X) =

{
x̄ = (xn)n ∈ XN :

∞∑
n=1

|x∗
n|(|xn|) < ∞, ∀ (x∗

n)n ∈ �ε
p′(X∗)

}
with a lattice norm

‖x̄‖�π
p (X) = sup

{ ∞∑
n=1

|x∗
n|(|xn|) : (x∗

n)n ∈ B�ε
p′(X∗)

}
,
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where 1 < p′ < ∞ such that 1/p+1/p′ = 1. Let �ε,0
p (X) denote the closed subspace

of �ε
p(X) consisting of all elements whose tails converge to 0, i.e.,

�ε,0
p (X) =

{
x̄ ∈ �ε

p(X) : lim
n
‖x̄(> n)‖�ε

p(X) = 0
}

,

where x̄(> n) = (0, . . . , 0, xn+1, xn+2, . . . ) for x̄ = (x1, x2, . . . ). Then �ε,0
p (X) is a

sublattice and ideal of �ε
p(X). For each x̄ = (xn)n ∈ �ε

p(X), define Tx̄ : �p′ −→ X

by Tx̄(t) =
∑∞

n=1 tnxn for each t = (tn)n ∈ �p′ . Following these notations, Bu and
Buskes in [21] showed the following propositions.

Proposition 43. Let X be a Banach lattice, 1 ≤ p, p′ <∞ such that 1/p+1/p′ = 1,
and �p′ = c0 if p = 1. Then Lr(�p′ , X) is a Banach lattice which is isometrically lat-
tice isomorphic to �ε

p(X) under the mapping: x̄ ←→ Tx̄. Moreover, Tx̄ ∈ Kr(�p′ , X)
if and only if x̄ ∈ �ε,0

p (X).

Proposition 44.

(1) Let X be a Banach lattice and 1 ≤ p < ∞. Then �p⊗̌|ε|X is isometrically
lattice isomorphic to �ε,0

p (X).
(2) Let X be a Banach lattice and 1 < p < ∞. Then �p⊗̂|π|X is isometrically

lattice isomorphic to �π
p (X).

Recall that a continuous linear operator between Banach spaces is called a
semi-embedding if it is one to one and takes the closed unit ball in the domain to
a closed subset (see [74]). For a Banach lattice X and 1 ≤ p < ∞, define

�strong
p (X) =

{
x̄ = (xn)n ∈ XN :

∞∑
n=1

‖xn‖p <∞
}

and

‖x̄‖�strong
p (X) =

( ∞∑
n=1

‖xn‖p

)1/p

.

Then �strong
p (X) with this norm is a Banach lattice. Bu and Buskes in [21] showed

that if 1 < p <∞ then the inclusion map �π
p (X) ↪→ �strong

p (X) is a semi-embedding
and also showed that the tail of each element in �π

p (X) converges to 0 in �π
p (X). It

is known that �strong
p (X) (1 ≤ p < ∞) has RNP if X has RNP (see [71]) and that

if there is a semi-embedding from a separable Banach space X to a Banach space
with RNP then X has RNP (see [19]). Thus Bu and Buskes showed that �π

p (X)
has RNP if X has. They also showed that �ε

p(X) has RNP if and only if �ε,0
p (X)

has RNP if and only if X has RNP and �ε
p(X) = �ε,0

p (X). Combining these results
with Propositions 43 and 44, we have the following.
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Theorem 45.

(1) Let X be a Banach lattice and 1 < p < ∞. Then �p⊗̂|π|X has RNP if and
only if X has RNP.

(2) Let X be a Banach lattice, 1 ≤ p, p′ < ∞ such that 1/p + 1/p′ = 1, and
�p′ = c0 if p = 1. Then �p⊗̌|ε|X has RNP if and only if Lr(�p′ , X) has RNP
if and only if X has RNP and each positive operator from �p′ to X is compact.

Remark 46.

(1) In case p = 1, �1 ⊗̂|π|X = �1⊗̂πX = �strong
1 (X). It follows from [75] that

�1⊗̂|π|X has RNP if and only if X has RNP.
(2) Similar to the proof of Theorem 12 in [20], one can show that �p⊗̌εX has

RNP if and only if L(�p′ , X) has RNP if and only if X has RNP and each
continuous linear operator from �p′ to X is compact, where X is a Banach
space, 1 ≤ p, p′ < ∞ such that 1/p + 1/p′ = 1, and �p′ = c0 if p = 1.
Thus in case that X is a Banach lattice, if �p⊗̌εX has RNP then �p⊗̌|ε|X
also has RNP. However, the converse is not true for all Banach lattices X.
Indeed, let p and q be numbers such that 1 ≤ q < p′ ≤ 2 where 1/p + 1/p′

= 1. Then combining Theorem 45 with Theorem 4.9 in [39], we infer that
�p⊗̌|ε|Lq[0, 1] has RNP. But from Theorem 4.7 in [39], it follows that there is a
continous linear operator from �p′ to Lq[0, 1] which is not compact. Therefore
�p⊗̌εLq[0, 1] does not have have RNP.

Using the same ideas, Bu, Buskes, and Lai in [23] (also see [70]) extended
results in [21] to Orlicz sequence spaces �ϕ. They introduced Banach sequence lat-
tices �strong

ϕ (X), �ε
ϕ(X), �ε,0

ϕ (X), and �π
ϕ(X) where �ϕ is an Orlicz sequence space

and X is a Banach lattice. They used the lower and upper Matuszewska-Orlicz
indices of an Orlicz function ϕ to show that the inclusion map �π

ϕ(X) ↪→ �strong
ϕ (X)

is a semi-embedding and that the tail of each element of �π
ϕ(X) converges to 0 in

�π
ϕ(X). They also showed that the Fremlin projective tensor product �ϕ⊗̂|π|X is

isometrically isomorphic and lattice homomorphic to �π
ϕ(X) and that the Wittstock

injective tensor product �ϕ⊗̌|ε|X is isometrically isomorphic and lattice homomor-
phic to �ε,0

ϕ (X). Finally, they proved the following theorem.

Theorem 47. Let X be a Banach lattice, and ϕ and ϕ∗ be Orlicz functions that
are complementary to each other. Then

(1) �ϕ⊗̂|π|X has the RNP if and only if both �ϕ and X have RNP.
(2) �ϕ⊗̌|ε|X has RNP if and only if Lr(hϕ∗ , X) has RNP if and only if both �ϕ

and X have RNP and each positive continuous linear operator from hϕ∗ to
X is compact, where hϕ∗ is the order continuous part of �ϕ∗ .

Remark 48. Recently, Bu and Buskes in [22] have used a different technique to
show that if one of the Banach lattices X, Y is atomic then the Fremlin projective
tensor product X⊗̂|π|Y has RNP if and only if both X and Y have RNP.
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Vector Measures, Integration and Applications

G.P. Curbera and W.J. Ricker

Introduction

We will deal exclusively with the integration of scalar (i.e., R or C)-valued functions
with respect to vector measures. The general theory can be found in [36, 37, 32],
[44, Ch. III] and [67, 124], for example. For applications beyond these texts we refer
to [38, 66, 80, 102, 117] and the references therein, and the survey articles [33, 68].
Each of these references emphasizes its own preferences, as will be the case with this
article. Our aim is to present some theoretical developments over the past 15 years
or so (see §1) and to highlight some recent applications. Due to space limitation we
restrict the applications to two topics. Namely, the extension of certain operators
to their optimal domain (see §2) and aspects of spectral integration (see §3). The
interaction between order and positivity with properties of the integration map of
a vector measure (which is defined on a function space) will become apparent and
plays a central role.

Let Σ be a σ-algebra on a set Ω �= ∅ and E be a locally convex Hausdorff
space (briefly, lcHs), over R or C, with continuous dual space E∗. A σ-additive set
function ν : Σ → E is called a vector measure. By the Orlicz-Pettis theorem this
is equivalent to the scalar-valued function x∗ν : A �→ 〈ν(A), x∗〉 being σ-additive
on Σ for each x∗ ∈ E∗; its variation measure is denoted by |x∗ν|. A set A ∈ Σ is
called ν-null if ν(B) = 0 for all B ∈ Σ with B ⊆ A. A scalar-valued, Σ-measurable
function f on Ω is called ν-integrable if

f ∈ L1(x∗ν), x∗ ∈ E∗, (0.1)

and, for each A ∈ Σ, there exists xA ∈ E such that

〈xA, x∗〉 =
∫

A

f dx∗ν, x∗ ∈ E∗. (0.2)

The first author acknowledges gratefully the support of D.G.I. # BFM2003-06335-C03-01
(Spain).
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We denote xA by
∫

A f dν. Two ν-integrable functions are identified if they differ
on a ν-null set. Then L1(ν) denotes the linear space of all (equivalence classes of)
ν-integrable functions (modulo ν-a.e.).

Let Q denote a family of continuous seminorms determining the topology of
E. Each q ∈ Q induces a seminorm in L1(ν) via

‖f‖q := sup
x∗∈U◦

q

∫
Ω

|f | d|x∗ν|, f ∈ L1(ν), (0.3)

where U◦
q ⊆ E∗ is the polar of q−1([0, 1]). The Σ-simple functions are always dense

in the lcHs L1(ν). For E a Banach space, we have the single norm

‖f‖L1(ν) = sup
‖x∗‖≤1

∫
Ω

|f | d|x∗ν|, f ∈ L1(ν). (0.4)

Whenever E is a Fréchet space, L1(ν) is metrizable and complete. We point out
that (0.3) is a lattice seminorm, i.e., ‖f‖q ≤ ‖g‖q whenever f, g ∈ L1(ν) satisfy
|f | ≤ |g|. Actually, L1(ν) is also solid, i.e., f ∈ L1(ν) whenever |f | ≤ |g| with f
measurable and g ∈ L1(ν). If we wish to stress that we are working over R or C,
then we write L1

R
(ν) or L1

C
(ν), resp. Of course, L1

C
(ν) = L1

R
(ν) + iL1

R
(ν) is the

complexification of L1
R
(ν), with the order in the positive cone L1(ν)+ of L1(ν)

being that defined pointwise ν-a.e. on Ω. The dominated convergence theorem
ensures that the topology in the (lc-lattice =) lc-Riesz space L1(ν) has the σ-
Lebesgue property (also called σ-order continuity of the norm if E is Banach), i.e.,
if {fn} ⊆ L1(ν) satisfies fn ↓ 0 with respect to the order, then limn→∞ fn = 0 in
the topology of L1(ν). Moreover, χ

Ω
is a weak order unit in L1(ν); see [3] for the

definition.
If a Σ-measurable function f satisfies only (0.1), then (0.3) is still finite

for each q ∈ Q, [128]; we then say that f is weakly ν-integrable and denote the
space of all (classes of) such functions by L1

w(ν). Equipped with the seminorms
{‖ · ‖q : q ∈ Q}, this is a lc-lattice (Fréchet whenever E is Fréchet) containing
L1(ν) as a closed subspace. If E does not contain an isomorphic copy of c0, then
necessarily L1

w(ν) = L1(ν); see [67, II 5 Theorem 1] and [73, Theorem 5.1]. For
all of the above basic facts (and others) concerning L1

R
(ν) we refer to [67] and for

L1
C
(ν) to [50], for example. If E is not complete, then various subtleties may arise

in passing from the case of R to C, [91, 59, 119].
Given 1 ≤ p < ∞, a Σ-measurable function f belongs to Lp(ν) if |f |p ∈ L1(ν).

When E is a Banach space, then Lp(ν) is a p-convex Banach lattice relative to the
norm

‖f‖Lp(ν) := sup
‖x∗‖≤1

(∫
Ω

|f |p d|x∗ν|
)1/p

, f ∈ Lp(ν), (0.5)

and satisfies Lp(ν) ⊆ L1(ν) continuously. Such spaces and operators defined in
them have recently been studied in some detail; see [26, 122, 56, 101, 55], for
example, and the references therein. Of course, the spaces Lp

w(ν) can also be defined
in the obvious way (i.e., by requiring |f |p ∈ L1

w(ν)), [26, 56, 101]. More generally,
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a study of Orlicz spaces with respect to a vector measure, which stems from a
detailed study of the Banach function subspaces of L1(ν), has been made in [27].

Of central importance to this article will be the integration operator Iν :
L1(ν) → E defined by f �→

∫
Ω f dν. For brevity, we also write

∫
f dν for

∫
Ω f dν.

According to (0.2) and (0.3) we have

q

(∫
Ω

f dν

)
= sup

x∗∈U◦
q

|〈
∫

Ω

f dν, x∗〉| ≤ ‖f‖q, f ∈ L1(ν),

for each q ∈ Q. This shows that Iν is continuous, with ‖Iν‖ ≤ 1 if E is a Banach
space. Given a lc-lattice E, a vector measure ν : Σ → E is called positive if it takes
its values in the positive cone E+ of E. In this case, it is an easy approximation
argument using the denseness of the Σ-simple functions in L1(ν) to see that Iν is a
positive operator, i.e., Iν(L1(ν)+) ⊆ E+. For recent aspects of the theory of vector
measures and integration in a Banach space E see [16, 17, 18, 19, 101] and for E
a Fréchet space or lattice, we refer to [54, 53, 52, 49, 31, 51, 48, 8, 125, 126, 127],
and the references therein.

1. Representation theorems

When E is a Banach space and ν is an E-valued measure, the correct frame-
work for interpreting both L1(ν) and L1

w(ν) is that of Banach function spaces
(briefly, B.f.s.). Let (Ω, Σ, λ) be a σ-finite measure space, M be the space of all
Σ-measurable functions on Ω (functions equal λ-a.e. are identified), and M+ be
the cone of those elements of M which are non-negative λ-a.e. A function norm
is a map ρ : M+ → [0,∞] satisfying

(a) ρ(f) = 0 iff f = 0 λ-a.e.,
ρ(af) = aρ(f) for every a ≥ 0 and f ∈M+,
ρ(f + g) ≤ ρ(f) + ρ(g) for all f, g ∈M+,

(b) If f, g ∈M+ and f ≤ g λ-a.e., then ρ(f) ≤ ρ(g).

The function space Lρ is defined as the set of all f ∈ M satisfying ρ(|f |) < ∞;
it is a linear space and ρ is a norm. Moreover, whenever ρ has the Riesz-Rischer
property (cf. [136, Ch. 15]) the space Lρ is a Banach lattice for the λ-a.e. order
and it is always an ideal of measurable functions, that is, if f ∈ Lρ and g ∈ M
satisfies |g| ≤ |f | λ-a.e., then g ∈ Lρ. The associate space Lρ′ of Lρ is generated
by the function norm ρ′(g) := sup{

∫
|fg| dλ : ρ(f) ≤ 1, f ∈ M+}. We also denote

Lρ′ by L′
ρ. If g ∈ L′

ρ and G(f) :=
∫

fg dλ for every f ∈ Lρ, then G ∈ L∗
ρ and

‖G‖ = ρ′(g). In this sense, L′
ρ is identified with a closed subspace of L∗

ρ. Applying
the same procedure to L′

ρ, we obtain the second associate space L′′
ρ . The B.f.s. Lρ

satisfies the Fatou property if 0 ≤ fn ↑ f in M+ implies that ρ(fn) ↑ ρ(f). The
Lorentz function norm ρL associated to any given function norm ρ is defined by

ρL(f) := inf{lim ρ(fn) : 0 ≤ fn ↑ f with fn ∈M+}.
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Then ρL is the largest norm majorized by ρ and having the Fatou property, [136,
Ch. 15, §66]. It follows that LρL is the minimal B.f.s. (over λ) with the Fatou
property and continuously containing (with norm ≤ 1) Lρ. Since ρL = ρ′′ [136,
Ch. 15, §71, Theorem 2], we see that L′′

ρ is the minimal B.f.s. (over λ) with the
Fatou property and continuously containing (with norm ≤ 1) Lρ. The order con-
tinuous part (Lρ)a of a B.f.s. Lρ consists of all f ∈ Lρ such that ρ(fn) ↓ 0 whenever
{fn} ⊆ L+

ρ satisfies |f | ≥ fn ↓ 0 (equivalently, increasing sequences order bounded
by |f | are norm convergent, [136, Ch. 15, §72, Theorem 2]). B.f.s.’ were studied by
Luxemburg and Zaanen; see [79, 75, 76, 77, 78] and [136, Ch. 15]. Caution should
be taken since some authors consider different definitions of B.f.s.’ which are more
restrictive; see [6, Definition I.1.1] and [74, Definition 1.b.17].

It was observed in [17, Theorem 1] that L1(ν) is a σ-order continuous (briefly,
σ-o.c.) B.f.s. with weak order unit with respect to the measure space (Ω, Σ, λ),
where λ is a Rybakov control measure for the vector measure ν : Σ → E, that is,
a finite measure of the form λ = |x∗

0ν| for some suitable x∗
0 ∈ BE∗ (the closed unit

ball of E∗) such that λ and ν have the same null sets; see [32, Ch. IX, §2, Theorem
2]. The crucial property is σ-order continuity, which leads to the converse result
(cf. Theorem 1.1 below); this is the main representation theorem for the class of
spaces L1(ν), [17, Theorem 8]. Note that in Banach lattices, σ-order continuity
and σ-Dedekind completeness (which is satisfied by L1(ν)) is equivalent to order
continuity (i.e., ‖xτ‖ ↓ 0 whenever {xτ} decreases to zero in order).

Theorem 1.1. Let E be any Banach lattice with o.c. norm and possessing a weak
order unit. Then there exists a (E+-valued) vector measure ν such that E is order
and isometrically isomorphic to L1(ν).

This theorem characterizes the spaces L1(ν), for Banach space-valued mea-
sures, and explains the diversity of spaces arising as L1(ν). For example, for a
finite measure space (Ω, Σ, λ), 1 ≤ p < ∞, and the vector measure A �→ νp(A) :=
χA ∈ Lp(λ) on Σ, we obtain L1(νp) = Lp(λ).

The theory of integrating scalar-valued functions with respect to a vector
measure defined on a σ-algebra can be extended to vector measures defined on
δ-rings; [73, 81, 82]. A study of the corresponding space of integrable functions
has been undertaken in [28]. In this context, Theorem 1.1 can be generalized as
follows, [16, pp. 22–23].

Theorem 1.2. Let E be any Banach lattice with o.c. norm. Then there exists an E-
valued vector measure ν defined on a δ-ring such that E is order and isometrically
isomorphic to L1(ν).

A version of these representation theorems in a more general setting is also
known, [41, Proposition 2.4(vi)]. For the definition of a spectral measure, see Sec-
tion 3.

Theorem 1.3. Let E be a Dedekind complete, complex Riesz space with locally solid,
Lebesgue topology. Assume E is quasicomplete and has a weak order unit e ≥ 0
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and that the space L(E) of continuous linear operators in E is sequentially com-
plete for the strong operator topology. Then there exists a closed, equicontinuous
L(E)-valued spectral measure P for which e is a cyclic vector and such that the
integration map f �→

∫
f dPe is a topological and Riesz homomorphism of L1(Pe)

onto E.

What is the connection between the spaces L1(ν) and L1
w(ν)? For the function

norm (relative to λ = |x∗
0ν| as above) given by

ρw(f) := sup
x∗∈BE∗

∫
Ω

f d|x∗ν|, f ∈ M+,

we have Lρw = L1
w(ν). So: what is the connection between the B.f.s.’ L1(ν) and

L1
w(ν)? In this regard the role of the Fatou property is relevant, [23, Propositions

2.1, 2.3 and 2.4].

Theorem 1.4. Let ν be any vector measure.
(a) The B.f.s. L1

w(ν) has the Fatou property.
(b) L1(ν)′′ = L1

w(ν).
(c) L1(ν) has the Fatou property iff L1

w(ν) has o.c.-norm.

The answer to the question above can now be given. Since L1(ν) has o.c.-norm
and the Σ-simple functions are dense, it can be verified that (L1

w(ν))a = L1(ν).
So, L1(ν) is the maximal B.f.s. inside L1

w(ν) (with the same norm) which has o.c.-
norm. Since the Lorentz function norm ρL is the largest norm majorized by ρ and
having the Fatou property, [136, Ch. 15, §66], it follows that L1

w(ν) is the minimal
B.f.s. (over λ) with the Fatou property and continuously containing (with norm
≤ 1) L1(ν). Accordingly, L1

w(ν) can be interpreted as the “Fatou completion” of
L1(ν). Statement (c) in Theorem 1.4 now follows: if L1(ν) has the Fatou property,
then the minimal property of L1

w(ν) forces L1(ν) = L1
w(ν); on the other hand, if

L1
w(ν) has o.c.-norm, then the maximal property of L1(ν) forces L1

w(ν) = L1(ν).
Theorem 1.5 below characterizes all Banach lattices which arise as L1

w(ν) for
some vector measure ν, [23, Theorem 2.5]. Note what we have called the Fatou
property, technically speaking, should be called the σ-Fatou property but, since
B.f.s.’ are super Dedekind complete and M is order separable, there is no distinc-
tion between using increasing sequences or increasing nets, [137, Theorem 112.3].

Theorem 1.5. Let E be any Banach lattice with the σ-Fatou property and possessing
a weak order unit which belongs to Ea. Then there exists a (E+

a -valued) vector
measure ν such that E is order and isometrically isomorphic to L1

w(ν).

For E a B.f.s., the previous result gives the following

Theorem 1.6. Let Lρ be a B.f.s. over a finite measure space (Ω, Σ, λ) such that
Lρ has the Fatou property and χΩ ∈ (Lρ)a. Then Lρ is order and isometrically
isomorphic to L1

w(ν) for some ν.

For p-convex Banach lattices with 1 ≤ p < ∞ (see [74, Definition 1.d.3]) the
following extension of Theorem 1.1 holds, [56, Theorem 2.4].
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Theorem 1.7. Let E be a p-convex Banach lattice with o.c. norm and a weak order
unit. Then there exists a vector measure ν such that E is order isomorphic to
Lp(ν).

For 1 ≤ p < ∞, the space Lp
w(ν) is generated by the function norm

ρp
w(f) := sup

x∗∈BE∗

(∫
Ω

fp d|x∗ν|
)1/p

, f ∈M+.

The result corresponding to Theorem 1.4, now relating the spaces Lp(ν) and Lp
w(ν)

is also known, [26, Propositions 1, 2 and 4]. For E = Lp
w(ν), we know that E is

p-convex, has the σ-Fatou property, Ea = Lp(ν) and χΩ is a weak order unit for
E which belongs to Ea. These properties of Lp

w(ν) characterize a large class of
abstract Banach lattices, [26, Theorem 4].

Theorem 1.8. Let 1 ≤ p < ∞ and E be any p-convex Banach lattice with the σ-
Fatou property and possessing a weak order unit which belongs to Ea. Then there
exists an Ea-valued vector measure ν such that E is Banach lattice isomorphic to
Lp

w(ν).

We conclude with a different kind of representation result, not of a space, but
of an operator. The variation measure of a Banach space-valued vector measure ν,
denoted by |ν|, can be defined via the “partition process” as for scalar measures;
see [32, pp. 2–3]. It turns out that always L1(|ν|) ⊆ L1(ν) with a continuous
inclusion, [73]. For the notion of Bochner integrals we refer to [32, Ch. II].

Theorem 1.9. Let E be a Banach space and ν : Σ → E be a vector measure with
finite variation (i.e., |ν|(Ω) <∞). The integration map Iν : L1(ν) → E is compact
iff ν possesses an E-valued, Bochner |ν|-integrable Radon-Nikodým derivative G =
dν/d|ν| which has |ν|-essentially relatively compact range in E.

In this case, L1(ν) = L1(|ν|) and (with Bochner integrals) we have

Iνf =
∫

Ω

fG d|ν|, f ∈ L1(ν).

Remark 1.10.
(i) This result occurs in [96, Theorem 1].
(ii) It is also true that if Iν is compact, then ν has finite variation, [96, Theorem 4].

Examples of vector measures which do not have finite variation arise via a
Pettis integrable density G : Ω → E (see [32, Ch. II, §3] for the definition),
i.e., ν(A) :=

∫
A G dλ, where λ : Σ → [0,∞] is an infinite measure; see [46,

Proposition 5.6(iv)] where it is shown that |ν| is σ-finite. More precisely, if G
is strongly measurable, [32, p. 41], and Pettis λ-integrable (but not Bochner
λ-integrable), then ν has σ-finite but, not finite, variation. For the existence
of such functions G on Ω = [0,∞) for Lebesgue measure λ, see the proof
of [120, Theorem 3.3]. A characterization of vector measures with σ-finite
variation occurs in [121, Theorem 2.4]. In every infinite-dimensional space
E there also exist vector measures with infinite but, not σ-finite, variation;
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they can even be chosen to have relatively compact range, [132, p. 90]. In
particular, relative compactness of the range of ν does not suffice for Iν to be
compact. For concrete examples of ν (arising in classical analysis) which fail
to have σ-finite variation we refer to [87, Lemma 2.1] and [99, Proposition 4.1],
for example.

(iii) Let dim(E) = ∞. Then there exists an E-valued measure ν with |ν|(Ω) < ∞,
the range of ν is not contained in any finite-dimensional subspace of E, and
Iν is compact, [96, Theorem 2]. There also exists an E-valued measure µ with
|µ|(Ω) < ∞ satisfying L1(|µ|) = L1(µ) and having an E-valued Bochner |µ|-
integrable Radon-Nikodým derivative dµ/d|µ| such that Iµ is not compact
[96, Theorem 3].

(iv) For 1 < p < ∞, the compactness properties of Iν , restricted to Lp
R
(ν) ⊆ L1

R
(ν)

and Lp
w(ν)R ⊆ L1

R
(ν), are studied in [56, 122].

(v) An extension of Theorem 1.9 to Fréchet spaces E occurs in [97]. Given extra
properties of E, more can be said. For instance, if E is Fréchet-Montel, then
Iν : L1(ν) → E is compact iff the Fréchet lattice L1(ν) is order and topolog-
ically isomorphic to a Banach AL-lattice, [98, Theorem 2]. Nuclearity of E
also has some consequences, [98, Theorem 1].

2. Optimal domains

Let X be a B.f.s. over a finite measure space (Ω, Σ, λ), E be a Banach space and
T : X → E be a linear operator. There arise situations when T has a natural
extension (still with values in E) to a larger space Y into which X is continuously
embedded. This is the case for the Riesz representation theorem: a positive linear
operator Λ: C(K) → C can be extended to the space L1(λ), where λ is a scalar
measure associated to Λ. Under certain conditions, we associate to the operator
T a vector measure νT with values in E. We will say that the operator T is λ-
determined if the additive set function (with values in E)

νT : A �→ T (χ
A
), A ∈ Σ

has the same null sets as λ. For the next result see [20, Theorem 3.1].

Theorem 2.1. Let X be a B.f.s. over a finite measure space (Ω, Σ, λ), E be a
Banach space and T : X → E be a λ-determined linear operator with the property
that Tfn → Tf weakly in E whenever {fn} ⊂ X is a positive sequence increasing
λ-a.e to f ∈ X. Then the measure νT is countably additive, X is continuously
embedded in L1(νT ) and the integration operator from L1(νT ) into E extends T .

Remark 2.2.
(i) The assumptions of Theorem 2.1 hold if X has order continuous norm and

T is continuous and linear. They also hold for X = L∞(λ) and T weak∗-
to-weak continuous. Continuity of T alone does not suffice in general (e.g.,
the identity operator on L∞([0, 1])). The result can be extended to σ-finite
measure spaces, or even general measure spaces provided X contains a weak
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order unit, that is, a function ϕ > 0, λ-a.e. In this case the measure ν is
defined by νT (A) := T (ϕχ

A
), A ∈ Σ, and the embedding from X into L1(νT )

is f �→ f/ϕ.
(ii) Theorem 2.1 provides an integral representation for certain operators via

integration with respect to a vector measure, even in cases where the Bochner
or Pettis integrals do not exist. For instance, the fractional integral of order
α, 0 < α < 1, of a function f at a point x ∈ [0, 1] is given by

Iαf(x) =
1

Γ(α)

∫ 1

0

f(t)
|x− t|1−α

dt

whenever it is defined.
We can consider Iα as an operator Iα : L∞([0, 1]) → Lp([0, 1]). By Theorem
2.1, Iα(f) =

∫
f dνp, where νp denotes the measure given by νp(A)(x) =∫

A |x − y|α−1 dy ∈ Lp([0, 1]). This can be done for any 1 ≤ p ≤ ∞. How-
ever, unless (1 − α)p < 1, there is no Bochner or Pettis integrable function
G : [0, 1]→ Lp([0, 1]) such that Iα(f) =

∫
[0,1]

f(t)G(t) dt, [20, Remark 3.5].

A basic problem is to identify the optimal space to which the operator T can
be extended, within a particular class of spaces, but keeping the codomain space of
T fixed. This is sometimes considered within the theory of integral operators; see [4,
71, 88, 129, 130], for example, and the references therein. We will denote by [T, E]
the maximal B.f.s. (containing X) to which T can be extended as a continuous
linear operator, still with values in E. This maximality is to be understood in the
following sense. There is a continuous linear extension of T (which we still denote
by T ) T : [T, E]→ E, and if T has a continuous, linear extension T̃ : Y → E, where
Y is a B.f.s. containing X , then Y is continuously embedded in [T, E], and the
extended operator T coincides with T̃ on Y . The space [T, E] is then the optimal
lattice domain for T . If we consider the class of B.f.s.’ with order continuous norm
(briefly, o.c.), then we have the space [T, E]o, which is the o.c. optimal lattice
domain for T . Theorem 2.1 shows that the space L1(νT ) is the o.c. optimal lattice
domain for T .

We identify situations in which [T, X ] = L1(νT ); this has the advantage that
the properties of νT and E, needed in determining the space L1(νT ) hence, also
[T, E], are well understood. As we will see, this procedure for identifying optimal
domains is extremely fruitful; see also [101].

Let K : [0, 1]× [0, 1] → [0,∞) be a measurable function. We associate to K
an operator T via the formula

Tf(x) :=
∫ 1

0

f(y)K(x, y) dy, x ∈ [0, 1], (2.1)

for any function f for which it is meaningful to do so for m-a.e. x ∈ [0, 1], where
m is Lebesgue measure in [0,1]. We will say that the kernel K is admissible if
it satisfies the following three conditions: (i) for every x ∈ [0, 1], the function
Kx : y �→ K(x, y), y ∈ [0, 1], is Lebesgue integrable in [0,1]; (ii)

∫ 1

0 Ky(x) dx > 0
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for m-a.e. y ∈ [0, 1] where, for every y ∈ [0, 1], the function Ky is defined by
x �→ K(x, y), for x ∈ [0, 1]; and (iii) Kxn → Kx0 weakly in L1([0, 1]) whenever
x0 ∈ [0, 1] and xn → x0. These conditions guarantee that

ν(A)(·) :=
∫

A

K(· , y) dy, A ∈ B,

(B is the Borel σ-algebra of [0,1]) is a C([0, 1])-valued, σ-additive measure, which
has the same null sets as m, [20, Proposition 4.1].

Let E be a B.f.s. over ([0, 1],B, m) for which L∞([0, 1]) ⊆ E ⊆ L1([0, 1]).
Under the above conditions on K, we have T : L∞([0, 1]) → E continuously. It
turns out that [T, E] = {f : T |f | ∈ E}, [20, Proposition 5.2], and ‖f‖[T,E] :=
‖T |f | ‖E is a complete function norm in [T, E]. Since C([0, 1]) is continuously
embedded in E, the measure ν is also E-valued and σ-additive with ν(A) = T (χ

A
)

for A ∈ B. We denote it by νE in this case. Moreover, because K ≥ 0, it is clear
that T : [T, E]→ E is a positive operator and that νE takes its values in E+.

The relationships between the three B.f.s.’ associated to K and E, namely,
L1(νE), L1

w(νE) and [T, E], are precise, [23, p. 199].

Theorem 2.3. Let K be a non-negative admissible kernel and E be a B.f.s. satis-
fying the above conditions. The following inclusions hold:

L1(νE) ⊆ [T, E] ⊆ [T, E]′′ = L1
w(νE) ⊆ [T, E′′]. (2.2)

The first inclusion is an isometric imbedding, and the norms of the spaces [T, E]′′

and L1
w(νE) coincide.

Remark 2.4. (i) The inclusions in (2.2) can be strict; see [20, Remark 5.3]
and [23, Example 3.4].

(ii) The optimal domain [T, E] has the Fatou property iff [T, E] = L1
w(νE),

[23, p. 199].
(iii) If E′ is a norming subspace of E∗, then all inclusions in (2.2) are iso-

metric imbeddings and L1
w(νE) = [T, E′′]; see Corollary 3.5 and Theorem 3.6 of

[23].
(iv) If E has o.c. norm, then L1(νE) = [T, E] and

L1(νE) = [T, E] ⊆ [T, E]′′ = L1
w(νE) = [T, E′′],

with the imbedding [T, E] ⊆ L1
w(νE) isometric, [23, Corollary 3.7].

(v) If E has the Fatou property, then L1
w(νE) = [T, E] and

L1(νE) ⊆ [T, E] = [T, E]′′ = L1
w(νE) = [T, E′′];

see [23, Corollary 3.7].
(vi) If E is weakly sequentially complete, then all spaces in (2.2) are equal,

[23, Corollary 3.7].

An interesting result concerning the relationships between the spaces L1(νE),
L1

w(νE) and [T, E] is the following one, [23, Proposition 3.12]. Recall, for a B.f.s.
E, that Ea (cf. Section 1) is the o.c. part of E and Eb is the closure of the B-simple
functions in E.
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Theorem 2.5. Let Y be any one of L1(νE), L1
w(νE) or [T, E]. Then

Yb = Ya = L1(νE).

Additional information on the optimal domain [T, E] is available in the case
when the B.f.s. E is rearrangement invariant (briefly, r.i.). Recall that a B.f.s.
E is r.i. if it satisfies the Fatou property and f ∈ E implies that g ∈ E with
‖g‖ = ‖f‖ whenever g and f are equimeasurable, [6, II.4.1]. Every r.i. space E on
[0,1] is an interpolation space between the spaces L1([0, 1]) and L∞([0, 1]), arising
via the the K-functional of Peetre (as E = (L1, L∞)ρ for a suitable r.i. norm
ρ); see [6, V.1]. It turns out, under certain conditions, that the optimal domain
[T, E] is an interpolation space between the optimal domains [T, L1([0, 1])] and
[T, L∞([0, 1])] (both of these spaces being weighted L1-spaces) in the same way
that E is an interpolation space between L1([0, 1]) and L∞([0, 1]) (by a technical
result of Gagliardo, we can substitute here L∞([0, 1]) with C([0, 1])). Let us be
more precise.

Theorem 2.6. Let K be a non-negative admissible kernel.
(a) Let ν be the associated C([0, 1])-valued measure. Then we have [T, C([0, 1])] =

L1(ν).
(b) If, in addition, K is non-decreasing (i.e., Kx1 ≤ Kx2 a.e. on [0, 1] whenever

0 ≤ x1 ≤ x2 ≤ 1), then [T, C([0, 1])] = L1
ξ where the weight ξ(y) := K(1, y).

(c) Let νL1 denote the measure ν considered as being L1([0, 1])-valued. Then
[T, L1([0, 1])] = L1(νL1) = L1

ω, where the weight ω(y) :=
∫ 1

0 K(x, y) dx.

This identification (see Propositions 5.1 and 5.4 of [20]) makes it possible,
with the aid of interpolations techniques, to obtain the following result, [20, Propo-
sition 5.5 & Theorem 5.11].

Theorem 2.7. Let K be a non-negative admissible kernel and E = (L1, L∞)ρ be a
r.i. B.f.s. on [0, 1].
(a) The space (L1

ω, L1(ν))ρ is continuously embedded in [T, E].
(b) If K is non-decreasing with the property that there exists a constant β > 0

such that, for every t > 0 and every y ∈ [0, 1],∫ 1

max{0,1−t}
K(x, y) dx ≥ β ·min

{∫ 1

0

K(x, y)dx; t ·K(1, y)
}

, (∗)

then, with equivalence of norms,

[T, E] = (L1
ω, L1

ξ)ρ.

(c) If, in addition, E has o.c. norm, then [T, E] = (L1
ω, L1

ξ)ρ = L1(νE).

Many interesting kernels satisfying the above properties occur. For example,
the classical Volterra operator given by the kernel K(x, y) = χ∆(x, y), where ∆ =
{(x, y) ∈ [0, 1]2 : 0 ≤ y ≤ x}, is non-decreasing and satisfies condition (∗) with β =
1. There is a corresponding result for non-increasing kernels, [20, Theorem 5.12],
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an example of which is given by the kernel arising from nilpotent left translation
semigroups; see [20, Example 4.4 and Remark 5.14].

The extension of the previous results to kernel operators defined for functions
on [0,∞) requires a consideration of optimal domains for operators defined on
B.f.s.’ over [0,∞). For this, the required tool is the theory of L1-spaces for vector
measures on δ-rings. Such a study is made in [29]; for applications to the Hardy
operator, see [30].

The above results on optimal domains for kernel operators can be applied to
the study of refinements of the classical Sobolev inequality. This inequality, valid
for differentiable functions f on a bounded domain Ω in Rn with n ≥ 2, states
that

‖f‖Lq(Ω) ≤ C‖ |∇f | ‖Lp(Ω), f ∈ C1
0 (Ω), (2.3)

where 1 < p < n, q := np/(n − p) and C > 0 depends only on p, n. Edmunds,
Kerman and Pick studied the optimal domain problem, for the inequality (2.3),
within the class of r.i. spaces, [47]. They consider r.i. spaces E and F on [0, 1] and
a generalized Sobolev inequality

‖f∗‖E ≤ C‖|∇f |∗‖F , f ∈ C1
0 (Ω), (2.4)

where f∗ and |∇f |∗ are, respectively, the decreasing rearrangements of f and
the norm of its gradient |∇f |. They show (for |Ω| = 1) that (2.4) is equivalent to
boundedness of the kernel operator T associated with Sobolev’s inequality, namely

Tf(t) =
∫ 1

t

f(s)s(1/n)−1 ds, t ∈ [0, 1], (2.5)

acting between the r.i. spaces E and F , that is, ‖Tf‖E ≤ K‖f‖F , [47, Theorem
6.1]. Since the kernel in (2.5) satisfies the non-increasing versions of Theorems 2.6
and 2.7 (see [20, Theorem 5.12]) it follows, for a r.i. space E = (L1, L∞)ρ, that
the optimal domain [T, E] can be identified as the interpolation space

[T, E] =
(
L1(s1/nds), L1(s(1/n)−1ds)

)
ρ

,

since [T, L∞([0, 1])] = L1(s(1/n)−1ds) and [T, L1([0, 1])] = L1(s1/nds), [21, Propo-
sition 2.1(d) and Corollary 4.3].

For the kernel operator associated to Sobolev’s inequality a thorough study
of the optimal domains has been made; see the following result, [21, Proposition
3.1(a), Theorem 4.2 and Corollary 4.3].

Theorem 2.8. The optimal domain [T, E] is order isomorphic to an AL-space if
and only if E is a Lorentz Λ-space, in which case

[T, E] = L1(νE) = L1(|νE |).
Moreover, the variation measure |νE | is given by

|νE |(A) =
∫

A

s(1/n)−1ϕE(s) ds, A ∈ B,

with ϕE(s) := ‖χ[0,s]‖E being the fundamental function of the r.i. space E.
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The question of whether or not the spaces [T, E] are r.i. is an important one.
The answer is given in [24, Theorem 3.4].

Theorem 2.9. Let E be a r.i. space on [0, 1]. The optimal domain [T, E] is itself
r.i. if and only if E is the Lorentz space Ln′,1([0, 1]), where n′ is the conjugate
index of n.

This result focuses the investigation on the largest r.i. space continuously
contained in the optimal domain [T, E], denoted by [T, E]ri. An example illustrates
the importance of this issue. For E = Lp([0, 1]) and n′ < p < ∞, the optimal r.i.
domain [T, Lp]ri is the Lorentz Lp,q-space Lp0,p([0, 1]), where p0 := np/(n+p), [108,
Theorem 3.20]. Note that p = np0/(n−p0) is precisely the exponent corresponding
to p0 in the classical Sobolev inequality (2.3):

‖f‖p ≤ C ‖ |∇f | ‖p0.

Hence, Sobolev’s inequality is actually sharpened, since [T, Lp]ri = Lp0,p([0, 1])
implies that

‖f‖p ≤ C ‖ |∇f | ‖p0,p,

with ‖ |∇f | ‖p0,p ≤ ‖ |∇f | ‖p0,p0 = ‖ |∇f | ‖p0 (as p > p0). Moreover, this sharpen-
ing is optimal within the class of r.i. norms.

The following result identifies [T, E]ri for certain classes of r.i. spaces E, [21,
Proposition 4.7, Theorem 5.7 and Theorem 5.11]. For technical details on r.i. spaces
E and their lower (resp. upper) dilation exponent γϕE (resp. δϕE) we refer to [6]
and [70].

Theorem 2.10. Let E a r.i. B.f.s. on [0, 1].

(a) Suppose that ϕE is (1/n′)-quasiconcave. Then, for Θ(t) :=
∫ t

0 s(1/n)−1ϕE(s)ds,
the Lorentz space ΛΘ is the largest r.i. space inside L1(|νE |).

(b) Let E be a Marcinkiewicz space Mϕ with ϕ satisfying (1/n) < γϕ ≤ δϕ < 1.
Then the largest r.i. space inside [T, Mϕ] is the Marcinkiewicz space MΨ,
where Ψ(t) := t−1/nϕ(t).

(c) Suppose that ϕE is (1/n′)-quasiconcave and 0 < γϕE ≤ δϕE < 1/n′. Then
the largest r.i. space inside [T, E] has fundamental function equivalent to
Γ(t) = t1/nϕE(t).

These results allow the formulation of an extended version of the classical
Rellich-Kondrachov theorem on compactness of the Sobolev imbedding (for suit-
able Ω ⊂ Rn), which asserts that the imbedding

W 1,p
0 (Ω) ↪→ Lq(Ω) (2.6)

is compact for 1 ≤ q < np/(n−p) whenever 1 ≤ p < n. In the case q = np/(n−p),
although Sobolev’s theorem ensures boundedness, the imbedding is not compact.
This can be interpreted in the following way: if we fix the range space to be some
Lq(Ω) smaller than Ln′

(Ω), then the imbedding remains compact as long as the
domain space W 1,p

0 (Ω) does not reach the space W
1,nq/(n+q)
0 (Ω) which is “too
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large” (i.e., the endpoint nq/(n + q) is avoided). But, if we fix the range space to
be some Lq(Ω) larger than Ln′

(Ω), then the imbedding is compact for all domain
spaces W 1,p

0 (Ω) (since it is so for W 1,1
0 (Ω)), i.e., no endpoint occurs.

Setting E(Ω) := {u : Ω → R : u∗ ∈ E}, and ‖u‖E(Ω) := ‖u∗‖E (which is a
norm because E is r.i.), the Sobolev space W 1

0 E(Ω) is defined as the closure of
C1

0 (Ω) with respect to the norm ‖u‖W 1
0 E(Ω) := ‖u‖E(Ω) + ‖ |∇u| ‖E(Ω) (see, e.g.,

[15]). It follows that the inequality (2.4) is equivalent (by a generalized Poincaré
inequality, [15, Lemma 4.2]) to boundedness of the inclusion

j : W 1
0 F (Ω) ↪→ E(Ω). (2.7)

Hence, (2.7) is equivalent to boundedness of the kernel operator T in (2.5) from
F to E. In view of the above results on optimal domains for the kernel operator
T in (2.5), the optimal r.i. Sobolev imbedding is

j : W 1
0 [T, E]ri(Ω) ↪→ E(Ω). (2.8)

It turns out that compactness/noncompactness of the optimal r.i. Sobolev
imbedding (2.8) is intimately connected to that of the associated kernel operator
T : [T, E]ri → E. This is rather interesting, given that the extended operator
T : [T, E]→ E is never compact; see [20, Proposition 5.2(a)] and [21, Propositions
2.2(c) and 3.6(d)]. In this regard, we have the following result, [24, Theorems 3.7
and 3.9].

Theorem 2.11. Let E be an r.i. space.
(a) If t−1/n′

ϕE(t) is decreasing, then T : [T, E]ri → E is not compact.
(b) [T, E]ri = L1([0, 1]) and T : [T, E]ri → E is compact if and only if

limt→0+ t−1/n′
ϕE(t) = 0.

For E = Lp([0, 1]), say, the condition (a) of Theorem 2.11 is satisfied whenever
p ≥ n′, so that T : [T, E]ri → E is noncompact. Condition (b) is satisfied for p < n′,
so that T : [T, E]ri → E is compact in this case.

Theorem 2.11(a) can be “lifted” to obtain the following result, [24, Theorem
4.1].

Theorem 2.12. Let E and F be r.i. spaces such that F ⊂ [T, E]ri. If T : F → E is
noncompact, then the Sobolev imbedding j : W 1

0 F (Ω) ↪→ E(Ω) is bounded, but not
compact.

With the aid of this result, we have the extended version of the Rellich-
Kondrachov theorem for the optimal r.i. Sobolev imbedding (2.8), [24, Theo-
rems 4.3 and 4.4].

Theorem 2.13. Let E be an r.i. space.
(a) If t−1/n′

ϕE(t) is decreasing, then the optimal r.i. Sobolev imbedding (2.8)
fails to be compact.

(b) If limt→0+ t−1/n′
ϕE(t) = 0, then [T, E]ri = L1([0, 1]) and we have compact-

ness of the optimal r.i. Sobolev imbedding (2.8).
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We end the current part concerning optimal Sobolev imbeddings by discussing
the possibility of extending the previous results to the non-r.i. setting. For the
operator T in (2.5) associated to Sobolev’s inequality we know, by Theorem 2.9,
that T : [T, E]ri → E has a further genuine extension to T : [T, E]→ E only in the
case E �= Ln′,1([0, 1]). Hence, if this is the case, then we may consider an optimal
Sobolev imbedding more general than (2.8), namely

j : W 1
0 [T, E](Ω) ↪→ E(Ω). (2.9)

However, difficulties arise in this attempt. Firstly, because [T, E] will not be r.i., it
is unclear how the spaces [T, E](Ω) and hence, also W 1

0 [T, E](Ω), should even be
defined. It turns out, due to specific properties of the kernel operator T and of the
particular B.f.s. [T, E], that the space [T, E] is always a r.i. quasi-Banach function
space and hence, that W 1

0 [T, E](Ω) is always a quasi-Banach space (containing
W 1

0 [T, X ]ri(Ω)), [25, Proposition 2.1].
Secondly, it is unclear whether the Sobolev imbedding (2.9) exists or not.

The following result shows, at least by following this approach, that there is no
possibility of extending the optimal result for r.i. Sobolev imbeddings to the non-
r.i. case; [25, Theorems 1.1, 1.2 and 1.3].

Theorem 2.14. Let E be a r.i. space.

(a) If limt→0 ϕE(t)/t1/n′
= 0, then the optimal Sobolev imbedding (2.9) fails to

exist for the space E.
(b) Let E = Λϕ be a Lorentz Λ-space such that ϕ(t)/t1/n′

is equivalent to a
decreasing function. Then the optimal Sobolev imbedding (2.9) exists for E =
Λϕ but, it is not a further extension of the optimal r.i. Sobolev imbedding
(2.8).

(c) Let E be a r.i. space whose Boyd indices satisfy

0 < αE ≤ αE <
1
n′ .

The optimal Sobolev imbedding (2.9) exists for E but, it is not a further
extension of the optimal r.i. Sobolev imbedding (2.8).

Two of the most important operators acting in harmonic analysis are the
Fourier transform and convolutions. Both are integral operators corresponding
to C-valued kernels and hence, the question of their optimal extension is again
relevant. Let G be a compact abelian group with dual group Γ. Recall that T ∈
L(Lp(G)), for 1 ≤ p < ∞, is a Fourier p-multiplier operator if it commutes with
all translations, where Lp(G) denotes the complex B.f.s. Lp

C
(λ) with λ being Haar

measure on G. Equivalently, there exists ψ ∈ �∞(Γ) such that

(T̂ f) = ψf̂, f ∈ L2 ∩ Lp(G), (2.10)

where ·̂ denotes the Fourier transform, [72]. Since ψ is unique, T is typically
denoted by Tψ. Translations correspond to ψ(γ) = 〈x, γ〉 on Γ, for some x ∈ G,
and convolutions to ψ(γ) = µ̂(γ) on Γ for some µ ∈M(G), the space of all regular,
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C-valued Borel measures on G. Here µ̂(γ) :=
∫

G 〈x, γ〉 dµ(x), for γ ∈ Γ, is the
Fourier-Stieltjes transform of µ. The (continuous) convolution operator Tµ̂ acting
in Lp(G) is denoted by C

(p)
µ and is defined by f �→ f ∗ µ, for f ∈ Lp(G), where

(f ∗ µ)(x) :=
∫

G
f(x − y) dµ(y) for λ-a.e. x ∈ G, belongs to Lp(G) and satisfies

‖f ∗ µ‖p ≤ |µ|(G)‖f‖p. The vector measure νTµ̂
corresponding to Tµ̂ = C

(p)
µ will

be denoted more suggestively by ν
(p)
µ , that is, ν

(p)
µ (A) = µ ∗χ

A
for A ∈ B(G). The

subclass corresponding to absolutely continuous measures µ' λ (i.e., µ = λh, for
some h ∈ L1(G), where λh(A) :=

∫
A

h dλ on B(G)) is quite different to that for
general µ ∈ M(G) and so we consider this first. We abbreviate ν

(p)
λh

simply to ν
(p)
h .

For ϕ ∈ Lp′
(G) = Lp(G)∗, where p′ := p/(p − 1) is the conjugate index to p, it

turns out that(
ϕν

(p)
h

)
(A) := 〈ν(p)

h (A), ϕ〉 =
∫

A

ϕ ∗ h̃ dλ, A ∈ B(G),

where h̃(x) := h(−x), for x ∈ G, is the reflection of h. The next result, [99,
Lemma 2.2], collects together some basic properties of the vector measure ν

(p)
h .

Theorem 2.15. Let 1 ≤ p <∞ and fix h ∈ L1(G).

(a) The range of ν
(p)
h is a relatively compact subset of Lp(G).

(b) Given any A ∈ B(G) its semivariation (cf. [32, p. 2]) equals

‖ν(p)
h ‖(A) = sup

{∫
A

|ϕ ∗ h̃| dλ : ϕ ∈ Lp′
(G), ‖ϕ‖p′ ≤ 1

}
,

and satisfies

‖ĥ‖∞ λ(A) ≤ ‖ν(p)
h ‖(A) ≤ ‖h‖1 (λ(A))1/p.

(c) If h �= 0, then λ' ν
(p)
h . Conversely, always ν

(p)
h ' λ.

It follows from Theorem 2.15(c) that C
(p)
h is λ-determined whenever h ∈

L1(G) \ {0}. The following result, which is a combination of Theorem 1.1, Lemma
3.1 and Proposition 3.4 of [99], summarizes the essential properties of the o.c.
optimal lattice domain space L1(ν(p)

h ) of C
(p)
h ; see also [101, Proposition 7.46].

Theorem 2.16. Let 1 ≤ p <∞ and fix h ∈ L1(G) \ {0}.
(a) The inclusions

Lp(G) ⊆ L1(ν(p)
h ) = L1

w(ν(p)
h ) ⊆ L1(G)

hold and are continuous. Indeed,

‖f‖
L1(ν

(p)
h )

≤ ‖h‖1 ‖f‖p, f ∈ Lp(G),

and also
‖f‖1 ≤ ‖ĥ‖−1

∞ ‖f‖
L1(ν

(p)
h )

, f ∈ L1(ν(p)
h ).
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(b) L1(ν(p)
h ) =

{
f ∈ L1(G) :

∫
G
|f | · |ϕ ∗ h̃| dλ <∞, ∀ϕ ∈ Lp′

(G)
}

and also
L1(ν(p)

h ) =
{
f ∈ L1(G) :

(
(χ

A
f) ∗ h

)
∈ Lp(G), ∀A ∈ B(G)

}
.

Moreover, the norm of f ∈ L1(ν(p)
h ) is given by

‖f‖
L1(ν

(p)
h )

= sup
{∫

G

|f | · |ϕ ∗ h̃| dλ : ϕ ∈ Lp′
(G), ‖ϕ‖p′ ≤ 1

}
.

(c) L1(ν(p)
h ) is a translation invariant subspace of L1(G) which is stable un-

der formation of reflections and complex conjugates. Moreover, the extension
I
ν
(p)
h

: L1(ν(p)
h ) → Lp(G) of C

(p)
h to its o.c. optimal lattice domain L1(ν(p)

h )
is given by

I
ν
(p)
h

(f) = h ∗ f, f ∈ L1(ν(p)
h ). (2.11)

It is known that C
(p)
h is a compact operator in Lp(G) for all 1 ≤ p < ∞ and

h ∈ L1(G). For h �= 0, it turns out that the extended operator I
ν
(p)
h

(see (2.11)) of

C
(p)
h to its o.c. optimal lattice domain L1(ν(p)

h ) is a compact operator iff h ∈ Lp(G)
iff the vector measure ν

(p)
h : B(G)→ Lp(G) has finite variation iff L1(ν(p)

h ) = L1(G)
is as large as possible; see [99, Theorem 1.2], where Theorem 1.9 above plays a
crucial role in the proof. The following result, essentially Proposition 4.1 of [99],
shows that more information about I

ν
(p)
h

is available.

Theorem 2.17. Let 1 ≤ p <∞ and h ∈ L1(G) \ {0}.
(a) If h /∈ Lp(G), then I

ν
(p)
h

: L1(ν(p)
h ) → Lp(G) is not compact and both the

following inclusions are proper:

Lp(G) ⊆ L1(ν(p)
h ) ⊆ L1(G). (2.12)

The first inclusion in (2.12) is proper for every h ∈ L1(G)\{0}. In particular,
the o.c. optimal lattice domain L1(ν(p)

h ) of C
(p)
h is always genuinely larger

than Lp(G).
(b) There exists h ∈ L1(G) with

⋃
1<p<∞ L1(ν(p)

h ) � L1(G).

For further results we refer to [99] and [101, Ch. 7, §7.3].
We now turn our attention to C

(p)
µ with µ ∈ M(G) \ L1(G). Of relevance

are the measures in M0(G) := {µ ∈ M(G) : µ̂ ∈ c0(Γ)}. Indeed, it turns out
for 1 < p < ∞ and µ ∈ M(G) that C

(p)
µ is compact in Lp(G) iff µ ∈ M0(G) iff

the range of the vector measure ν
(p)
µ is a relatively compact subset of Lp(G), [100,

Proposition 2.3]. For arbitrary µ ∈M(G) it is the case that ν
(p)
µ ' λ and, if µ �= 0,

then also, λ ' ν
(p)
µ , [100, Proposition 2.4]. In particular, C

(p)
µ is λ-determined

whenever µ ∈ M(G)\{0}. Moreover, the statement of Theorem 2.16 remains valid
(throughout) if we replace h ( λh (resp. ν

(p)
h ) with µ ∈ M(G) (resp. ν

(p)
µ ); see

[100, Theorem 1.1 & Corollary 3.2] and [101, Proposition 7.60]. Compactness of
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the operators C
(p)
µ was characterized above (e.g., in terms of M0(G), say). For

their optimal extension I
ν
(p)
µ

we have the following result, which is a combination
of Theorem 1.2, Remark 4.2(b) and Proposition 4.3 of [100].

Theorem 2.18. Let 1 ≤ p < ∞ and fix µ ∈ M(G) \ {0}. Then the following
assertions are equivalent.

(a) The extension I
ν
(p)
µ

: L1(ν(p)
µ ) → Lp(G) of C

(p)
µ to its o.c. optimal lattice

domain L1(ν(p)
µ ) is a compact operator.

(b) µ = λh for some h ∈ Lp(G).
(c) The vector measure ν

(p)
µ : B(G)→ Lp(G) has finite variation.

(d) L1(ν(p)
µ ) = L1(G).

We now take a closer look at the spaces L1(ν(p)
µ ) for arbitrary µ ∈ M(G);

phenomena quite different to the case of µ ' λ can occur (which is covered by
Theorem 2.17 above). For a ∈ G, we denote the Dirac point mass at a by δa.

Theorem 2.19. Let 1 < p <∞ and µ ∈ M(G).

(a) If supp(µ) �= G and a /∈ supp(µ), then L1(ν(p)
µ+δa

) = Lp(G).

(b) If a ∈ G and µ ∈M0(G), then L1(ν(p)
µ+δa

) = Lp(G).

(c) If there exists η ∈M(G) satisfying µ ∗ η = δ0, then L1(ν(p)
µ ) = Lp(G).

(d) If µ ≥ 0 and L1(ν(p)
µ ) �= Lp(G) for some 1 < p < ∞, then µ is a continuous

measure (i.e., µ({a}) = 0 for all a ∈ G).
(e) The inclusion Lp(G) ⊆ L1(ν(p)

µ ) is proper if µ ∈M0(G) \ {0}.
For part (a) we refer to [101, Remark 7.75], for (b) to [101, Proposition 7.77],

for (c) to [101, Corollary 7.79] and for (d) to [101, Corollary 7.76]. Part (e) is
[100, Proposition 4.5]. Cases (a)-(c) in Theorem 2.19 show that C

(p)
µ may already

be defined on its o.c. optimal lattice domain and no further extension is possible.
Case (e) in Theorem 2.19 exhibits a large class of measures µ where the optimal
extension is always genuine. Theorem 2.18 characterizes those µ for which the
optimal extension is to the largest possible domain space, namely L1(G).

Consider now G := T, the circle group, in which case Γ = Z. For 1 ≤ p ≤ 2,
it is known that the Fourier transform Fp : Lp(T) → �p′

(Z) is injective and that it
is continuous, because of the Hausdorff-Young inequality

‖f̂‖p′ ≤ ‖f‖p, f ∈ Lp(T).

Of course, Fpf := f̂ for each f ∈ Lp(T) ⊆ L1(T). As for Sobolev’s inequality,
discussed in Section 2, one may ask whether the Hausdorff-Young inequality is
optimal. Now, for X := Lp(T) and E := �p′

(Z) and T := Fp, we have νFp(A) =
Fp(χ

A
) = χ̂

A
for A ∈ B(T). Note that the B.f.s. X has o.c. norm and that the

codomain space E is reflexive for 1 < p ≤ 2. Moreover, νFp is σ-additive and
L1(νFp) = L1

w(νFp) for all 1 ≤ p ≤ 2. It is known that the vector measure νFp :
B(T) → �p′

(Z) is mutually absolutely continuous with respect to Haar measure
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λ on T (hence, Fp is a λ-determined operator), that it has infinite variation for
1 < p ≤ 2 (with νF1 having finite variation), and that the range of νFp , for
1 ≤ p < ∞, is not a relatively compact subset of �p′

(Z); see Lemma 2.1, Remark 2.2
and Corollary 2.5 of [87]. Moreover, L1(νFp) ⊆ L1(T) with ‖f‖1 ≤ ‖f‖L1(νFp ), for
each f ∈ L1(νFp), and the extension IνFp

: L1(νFp) → �p′
(Z) of Fp is again the

map f �→ f̂ , for f ∈ L1(νFp), [87, Theorem 1.1(iii)]. For simplicity, we adopt the
notation of [87] and, henceforth, write Fp(T) := L1(νFp).

We now turn to a more concrete description of Fp(T). First,

‖f‖Fp(T) = sup
{∫

T

|f | · |φ̌ | dλ : φ ∈ �p(Z), ‖φ‖p ≤ 1
}

,

where φ̌ is the inverse Fourier transform of φ ∈ �p(Z) = �p′
(Z)∗ ⊆ �2(Z). Given

1 ≤ p ≤ 2, define a vector subspace V p(T) of Lp′
(T) by

V p(T) := {h ∈ Lp′
(T) : h = ϕ̌ for some ϕ ∈ �p(Z)}.

For p = 2, Plancherel’s theorem implies that V 2(T) = L2(T). It is known that there
exists f ∈ C(T) such that f̂ /∈ �r(Z) for all 1 ≤ r < 2 and so the containment
V p(T) ⊆ Lp′

(T) is proper for 1 ≤ p < 2. For each f ∈ L1(T), define a linear
map Sf : L∞(T) → c0(Z) by Sf : g �→ ĝf for g ∈ L∞(T). Clearly ‖Sf‖ ≤ ‖f‖1.
For each 1 ≤ p ≤ 2 and each continuous operator R : L∞(T) → �p′

(Z), let
‖R‖∞,p′ := sup‖g‖∞≤1 ‖Rg‖p′ denote its operator norm. If f ∈ L1(T) has the
property that the range Sf (L∞(T)) ⊆ �p′

(Z), then the Closed Graph Theorem
implies that ‖Sf‖∞,p′ < ∞. For the next result, see [87, Theorem 1.2].

Theorem 2.20. Let 1 ≤ p ≤ 2. Each of the spaces

∆p(T) =
{

f ∈ L1(T) :
∫

T

|fg| dλ <∞, ∀g ∈ V p(T)
}

,

Φp(T) =
{

f ∈ L1(T) : f̂χ
A
∈ �p′

(Z), ∀A ∈ B(T)
}

,

Γp(T) =
{

f ∈ L1(T) : Sf (L∞(T)) ⊆ �p′
(Z)
}

, (2.13)

coincides with the o.c. optimal lattice domain Fp(T) of the Hausdorff-Young in-
equality. Moreover, in the case of (2.13), the operator norm ‖Sf‖∞,p′ is equivalent
to ‖f‖Fp(T), for f ∈ Fp(T).

For p = 1, 2 it turns out that F1(T) = L1(T) and F2(T) = L2(T). So, both
maps F1 : L1(T) → �∞(Z) and F2 : L2(T) → �2(Z) are already defined on their
o.c. optimal lattice domain; no further extension is possible. Is Fp(T) genuinely
larger than Lp(T) for 1 < p < 2? The answer is given by the following result, [87,
Theorem 1.4].

Theorem 2.21. For 1 < p < 2, the following inclusions are proper:

Lp(T) ⊆ Fp(T) ⊆ L1(T).
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It is also shown in [87] that, for each 1 < r < p, the space Fp(T) is not
contained in Lr(T) and, that Lr(T) is not contained in Fp(T) for any 1 ≤ r <
p. It is also established in [87] that Fp(T) is a translation invariant subspace
of L1(T) and that it is a weakly sequentially complete B.f.s. with the σ-Fatou
property. Moreover, the translation operators τwf(z) = f(zw−1), for w, z ∈ T,
are continuous in Fp(T) and τw converges to the identity operator (for the strong
operator topology) as w �→ 1. Accordingly, Fp(T) is a homogeneous Banach space
and so is well suited for harmonic analysis.

3. Aspects of spectral integration

A rich source of vector measures arises in spectral theory. For instance, the res-
olution of the identity of a normal operator in a Hilbert space is a σ-additive
projection-valued measure (i.e., spectral measure). Such vector (= operator-valued)
measures were extended to the Banach space setting by N. Dunford, [45]. The the-
ory of spectral measures and integration in Banach and Fréchet spaces is somewhat
more complicated than in Hilbert spaces (where it is more transparent because of
the Mackey-Wermer theorem, [42, Proposition 8.2]). Nevertheless, there have been
significant advances in this theory over the past 15 years or so. We begin with de-
velopments that occured in the general theory; the latter half of the section is
devoted to applications.

Let X be a Fréchet space and L(X) denote the space of all continuous linear
operators of X into itself. The identity operator in X is denoted by I. The strong
operator topology τs (briefly, sot) in L(X) is generated by the seminorms

qx,n : T �→ ‖Tx‖n, T ∈ L(X), (3.1)

where x ∈ X is arbitrary and {‖ · ‖n}∞n=1 is a sequence of continuous seminorms
determining the topology of X . Then E = Ls(X) denotes the quasicomplete lcHs
L(X) equipped with the continuous seminorms Q := {qx,n : x ∈ X, n ∈ N} as
given by (3.1).

A collection M ⊆ L(X) of commuting projections is a Boolean algebra
(briefly, B.a.) if 0, I ∈ M and M is a B.a. for the partial order ≤ defined by
P ≤ R iff PR = P = RP (equivalently, their ranges satisfy PX ⊆ RX). The B.a.
operations ∨,∧ and complementation in M are then given by P ∧ R = PR and
P ∨R = P +R−PR and P c = I −P . If M is equicontinuous in L(X), then M is
called equicontinuous (or bounded if X is Banach). We will discuss only such B.a.’s
of projections, although important examples occur in classical analysis which are
not equicontinuous; see [111, 84] and [117, Ch. III Example 18]. It is remarkable
that every B.a. of projections which is merely σ-complete as an abstract B.a. is
already equicontinuous; see [5, Theorem 2.2] for X a Banach space, [134, Propo-
sition 1.2] for X a Fréchet space, and [9] for some other classes of lcHs’ X . Here
abstractly σ-complete means every countable subset A ⊆ M has a greatest lower
bound, denoted by ∧A (equivalently a least upper bound, denoted by ∨A).
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According to a result of M.H. Stone, every B.a. of projections M ⊆ L(X)
is isomorphic to the algebra of all closed-open sets Co(ΩM) of some totally dis-
connected, compact Hausdorff space ΩM. This isomorphism is finitely additive
as a set function from Co(ΩM) into L(X). If M is abstractly σ-complete, then
ΩM is basically disconnected and if M is abstractly complete (i.e., every A ⊆M
has a greatest lower bound ∧A; equivalently, a least upper bound ∨A), then ΩM
is extremely disconnected; see, e.g., [117, Ch. II] for a discussion of these classi-
cal facts. In particular, every B.a. of projections can be represented as the range
P (Σ) := {P (A) : A ∈ Σ} of some finitely additive spectral measure P : Σ → L(X)
and vice versa (with Σ an algebra of subsets of some set Ω �= ∅), where P satisfies
P (∅) = 0 and P (Ω) = I and P is multiplicative (i.e., P (A ∩ B) = P (A)P (B) for
A, B ∈ Σ).

A B.a. of projections M ⊆ L(X) is Bade complete (resp. Bade σ-complete)
if it is abstractly complete (resp. abstractly σ-complete) and

(∧αBα)X = ∩α(BαX) and (∨αBα)X = sp{∪α(BαX)}, (3.2)

whenever {Bα} is a family (resp. countable family) of elements from M, [5, 134].
The interaction between the order properties of M and the topology of X (via
(3.2)) has some far reaching consequences.

Theorem 3.1. Let X be a Fréchet space and M⊆ L(X) be a B.a. of projections.
(a) If M is Bade complete, then it is a closed (hence, also complete) subset of

Ls(X).
(b) If M is Bade σ-complete, then its closure Ms in Ls(X) is a Bade complete

B.a. of projections.
(c) If M is Bade σ-complete (resp. Bade complete), then M is the range of a

σ-additive Ls(X)-valued spectral measure defined on the Baire (resp. Borel)
subsets of the Stone space ΩM of M.

For Banach spaces, (a) and (b) occur in [5] and for Fréchet spaces in [40, §4].
Part (c) is folklore; for a discussion and proof see [92, §4] and [93], for example,
and the references therein.

If X is separable, then every Bade σ-complete B.a. of projections M is Bade
complete; see [5, p. 350] and [40, Proposition 4.3]. If M possesses a cyclic vector
(i.e., X = sp{Bx : B ∈M} for some x ∈ X), then again M is Bade complete; the
same is true if M is countably decomposable (i.e., every pairwise disjoint family
of elements from M is at most countable). For these claims and further sufficient
conditions on M see [94]. If we restrict X to the class of Banach spaces, even
more is known. For instance, X has the property that every bounded B.a. of
projectionsM⊆ Ls(X) which is τs-closed is Bade complete iff X does not contain
an isomorphic copy of c0, [64]. Or, if X is separable, then a B.a. of projections in
X is abstractly σ-complete iff it is abstractly complete, [116, Corollary 2.1]; this is
a consequence of the fact that in any weakly compactly generated Banach space
(separable spaces have this property) the τs-closure of any abstractly σ-complete
B.a. of projections is Bade complete, [116, Theorem 2]. Recently it was shown
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that a Banach space X has the property that the τs-closure of every abstractly
σ-complete B.a. of projections in X is Bade complete iff X does not contain an
isomorphic copy of �∞, [35]. This is of interest because an abstractly σ-complete
B.a. of projections in a Banach space not containing a copy of �∞ need not be
Bade complete or even Bade σ-complete, [116, Remark 2].

In view of Theorem 3.1(b), it might be anticipated that every Bade σ-
complete B.a. of projections in a Banach space X is at least a sequentially closed
subset of Ls(X). For purely atomic B.a.’s this was known to be the case, [115],
but, recently this question was answered in the negative in [58], even for Hilbert
spaces! The paper [58] is also of interest because it exhibits a large class of non-
atomic, Bade σ-complete (but, not Bade complete) B.a.’s of projections in the
non-separable Banach space ca(Σ) consisting of all σ-additive, R-valued measures
on a measurable space (Ω, Σ) equipped with the total variation norm. Such types
of examples were missing in the past.

Non-trivial, concrete examples of Bade complete and σ-complete B.a.’s of
projections in Fréchet spaces X have been somewhat scarce in the past; see [134,
135, 123, 89], for some such examples. In recent years this list of examples has
been significantly extended and reveals (in certain cases) an intimate connection
between properties of M (e.g., Dunford’s boundedness criterion, boundedly σ-
complete, finite τs-variation) and geometric properties of X (e.g., nuclear, Montel,
Radon-Nikodým property); see [95, 10, 11, 13, 12, 90].

There is also a converse to Theorem 3.1.

Theorem 3.2. Let X be a Fréchet space and P : Σ → Ls(X) be a σ-additive spectral
measure defined on a σ-algebra Σ.
(a) The range P (Σ) ⊆ L(X) is an equicontinuous, Bade σ-complete B.a. of pro-

jections.
(b) The B.a. of projections P (Σ) is Bade complete if and only if P (Σ) is a closed

subset of Ls(X).

For the proof and a discussion of this result, together with its historical
origins (for X normable and non-normable), see [92, Section 3] and [93, Theorem
2, Remark 4.3] and the references therein.

Of particular interest is the case when Σ equals the Borel subsets B(K) of
some compact set K ⊆ C (or K ⊆ C ∪ {∞} if X is non-normable). It is assumed
that K is minimal, that is, it equals the support of the spectral measure P (in
the sense of [42, p. 122]) and that the identity function on K belongs to L1(P ),
in which case the operator IP (z) =

∫
K z dP (z) is called a scalar-type spectral

operator and P is its (unique) resolution of the identity. For X a Banach space,
such operators have been extensively studied in [42, 45, 117]. It turns out, for X
a separable Banach space, that every Bade σ-complete (= Bade complete) B.a.
of projections M ⊆ L(X) coincides with the resolution of the identity of some
scalar-type spectral operator [103, Proposition 2]. The proof of this result depends
on the existence of Bade functionals, i.e., given any x ∈ X there exists x∗ ∈ X∗

with the properties that 〈Rx, x∗〉 ≥ 0 for all R ∈M and Bx = 0 whenever B ∈M
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satisfies 〈Bx, x∗〉 = 0, [5, Theorem 3.1]. Unfortunately, this remarkable fact fails to
hold in a general Fréchet space X . Indeed, a Fréchet space X has the property that
every Bade σ-complete B.a. of projections M⊆ L(X) possesses Bade functionals
(for arbitrary x ∈ X) iff X does not contain an isomorphic copy of the Fréchet
sequence space CN, [114, Theorem 2]. Nevertheless, it remains true that every
Bade σ-complete (= Bade complete) B.a. of projections in a separable Fréchet
space coincides with the resolution of the identity of some scalar-type spectral
operator, [118].

For X a Fréchet space and P : Σ → Ls(X) a σ-additive spectral measure, the
integration operator IP : L1(P ) → Ls(X) is of central importance. Indeed, with
respect to pointwise multiplication the lc-Riesz space L1(P ) is also a commutative
lc-algebra with identity and is topologically τs-complete iff P (Σ) is a closed subset
of Ls(X), [40, Proposition 1.4]. In the case when P (Σ) is τs-closed, the integration
operator IP is an isomorphism of the complete lc-algebra L1(P ) onto the closed
operator algebra in Ls(X) generated by P (Σ), [40, Proposition 1.5]. It should be
pointed out that L1(P ) = L∞(P ), as vector spaces, whenever X is a Banach space,
[117, Proposition V.4]. For each x ∈ X , let P (Σ)[x] denote the closed subspace
of X generated by {P (A)x : A ∈ Σ}; it is called the cyclic space generated by
x. The X-valued vector measure defined in Σ by A �→ P (A)x is denoted by Px.
An important fact is that L1(P ) =

⋂
x∈X L1(Px), [95, Lemma 2.2]. The follow-

ing result, [41, Proposition 2.1], a converse to Theorem 1.3, reveals the intimate
connection between B.a.’s of projections, spectral measures and certain aspects
from the theory of order and positivity that arise via Banach lattices (and more
general Riesz spaces); see also [39]. For the terminology of undefined notions we
refer to [3].

Theorem 3.3. Let X be a Fréchet space and M ⊆ L(X) be a Bade complete
B.a. of projections, displayed as the range of some spectral measure P : Σ →
Ls(X), that is, M = P (Σ). Then, for each x ∈ X, the integration operator IPx :
L1(Px) → M[x] induces on the cyclic space M[x] the structure of a Dedekind
complete Fréchet lattice with Lebesgue topology in which x is a weak order unit.
The absolute value of an element

∫
Ω

f dPx ∈ M[x] is the element
∫
Ω
|f | dPx ∈

M[x]. Moreover, IPx is a Riesz and topological isomorphism and the absolute value
mapping on M[x] is continuous.

Concerning Theorem 3.3, if there exists a cyclic vector x0 ∈ X for M,
then the integration operator induces on X the structure of a Dedekind complete
Fréchet lattice (= Banach lattice if X is normable) with a Lebesgue topology (=
order continuous norm if X is normable) which is equivalent to the original topol-
ogy in X and such that x0 is a weak order unit. Moreover, with respect to this
Fréchet lattice topology, IP is a positive operator and the B.a. M may be iden-
tified with the B.a. of all band projections, [41, Proposition 2.1]. For X a Banach
space, this fact goes essentially back to A.I. Veksler, [133]. For X non-normable,
to describe L1(P ) “concretely” is, in general, rather difficult. Some illuminating



Vector Measures, Integration and Applications 149

and non-trivial examples occur in [10, 11, 12], where L1(P ) is identified with a
certain space of multiplication operators acting on X .

To decide whether a particular operator acting in a given Banach space is
actually scalar-type spectral (briefly, scalar) can be rather difficult; see [45], for
example. Here we only make some relevant comments in the direction of harmonic
analysis. That certain translation and convolution operators in Lp-spaces over Z,
for p �= 2, fail to be scalar operators goes back to U. Fixman, [57], and G.L. Krabbe,
[69]. Translation operators in Lp(G), with G an arbitrary locally compact abelian
group and p �= 2, were shown by T.A. Gillespie to be scalar operators iff they
have finite spectrum, [63]. If one is prepared to relax the topology in Lp(G), then
it may happen that non-scalar translation operators in Lp(G) do become scalar
operators when extended to act in a superspace Xp(G) (not necessarily Fréchet)
which contains Lp(G) continuously, [60, 61], but not always. As noted in Section 2,
translations and convolutions are special cases of Fourier multiplier operators. For
G = T (or any compact metrizable abelian group), those Fourier p-multiplier
operators Tψ ∈ L(Lp(G)) which are scalar are characterized in [85]; see also [86].
Namely, for each λ in the countable set ψ(Γ) ⊆ C the idempotent χ

ψ−1({λ})
should

be a p-multiplier for G and the pairwise disjoint family of Fourier p-multiplier
projections {Tχ

ψ−1({λ})
: λ ∈ ψ(Γ)} ⊆ L(Lp(G)) should be a Littlewood-Paley

p-decomposition for G. For G = RN and ψ : RN → C a polynomial, (2.10) can be
used to define a closed, densely defined, unbounded Fourier p-multiplier operator
which is, of course, none-other than a constant coefficient linear partial differential
operator in Lp(RN ). Such operators are rarely (unbounded) scalar operators for
p �= 2, [1]; see also [2, 113] for results concerning the spectrality of matrix-valued
Fourier p-multiplier and differential operators in Lp-spaces.

We also mention some recent directions where vector and operator-valued
measures occur in vector-valued harmonic analysis. Let G be a lca group and
λ : B(G)→ [0,∞] denote Haar measure. Given 1 ≤ p < ∞ and a Hilbert space H,
let Lp(G,H) be the Banach space of (equivalence classes of) strongly λ-measurable

functions f : G → H such that the norm ‖f‖p :=
( ∫

G
‖f(u)‖p

H dλ(u)
)1/p

< ∞.

The Fourier transform of a function f ∈ L1(G,H) is defined in the natural way:

f̂(γ) :=
∫

G

〈u, γ〉f(u) dλ(u), γ ∈ Γ,

the integral being a H-valued Bochner integral. An operator T ∈ L(Lp(G,H)) is
called a Fourier p-multiplier operator if there exists a measurable function Φ :
Γ → L(H) such that Φ is essentially bounded in the operator norm of L(H) and
for each f ∈ L1 ∩ L2 ∩ Lp(G,H) the equality (T̂ f)(γ) = Φ(γ)f̂(γ) holds a.e. on
Γ (compare with (2.10)). Here the measurability of Φ means that the H-valued
function γ �→ Φ(γ)h is strongly measurable for each h ∈ H. As for scalar-valued
harmonic analysis, it turns out that T is a Fourier p-multiplier operator iff it
commutes with each translation operator in L(Lp(G,H)), [62, Proposition 2.8].
The monograph [62] is mainly concerned with an analysis of the more special case
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when

Φ(γ) = µ̂(γ) :=
∫

G

〈u, γ〉 dµ(u), γ ∈ Γ,

is the Fourier-Stieltjes transform µ̂ : Γ → L(H) of a regular operator-valued mea-
sure µ : B(G) → Ls(H). A collection of negative results illustrates decisively how
known Lp multiplier results in the scalar setting can break down in the vector-
valued setting when p �= 2. For instance, because the operator-valued measure µ
is not, generally, selfadjoint-valued, it can happen that µ̂ : Γ → L(H) is a Fourier
p-multiplier but not a Fourier p′-multiplier, where 1

p + 1
p′ = 1. Chapter 4 of [62] is

devoted to the case when µ : B(G)→ Ls(H) is a spectral measure. It is shown that
whenever (G,B(G), λ) is a separable measure space (with G infinite), H = L2(G)
and µ is the canonical (selfadjoint) spectral measure acting in L2(G) via multipli-
cation with χ

A
, for A ∈ B(G), then Tµ̂ is a Fourier p-multiplier operator iff p = 2,

[62, Theorem 4.7]. As a consequence: according to Stone’s theorem, the transla-
tion group Φ : Γ→ Ls(L2(Γ)), which is bounded and τs-continuous, has the form
Φ = P̂ for some regular, selfadjoint spectral measure P : B(G) → Ls(L2(G)). By
the previous mentioned fact it follows that TP̂ is a Fourier p-multiplier operator
(acting in Lp(G, L2(G))) iff p = 2. Of course, [62] has further results than just the
sample alluded to above; see also [131] and the references therein.

A fundamental question is to determine criteria which ensure that the sum
and product of two commuting scalar operators acting in a Banach space are again
scalar: an example of C.A. McCarthy shows, even in a separable reflexive Banach
space, that this is not always the case, [83]. Since commutativity of the scalar
operators is equivalent to the commutativity of their resolutions of the identity (a
consequence of [45, XV Corollary 3.7]), the above question is intimately related to
the problem of determining criteria which ensure that the B.a. generated by two
commuting, bounded B.a.’s of projections is again bounded. An account of what
was known up to 1970 in regard to these questions can be found in [45, pp. 2098–
2101]. Much research concentrated on identifying classes of Banach spaces in which
the answer is positive. For instance, C.A. McCarthy established that all Lp-spaces,
for 1 ≤ p <∞, have this property and (together with W. Littman and N. Riviére)
also their complemented subspaces; see [45, pp. 2099–2100], for example. This is
also the case for all Grothendieck spaces with the Dunford-Pettis property, [110],
and the class of all hereditarily indecomposable Banach spaces, [112]. Also [43] is
relevant to these questions. However, not so many results have appeared in this
regard, since it is difficult to identify geometric conditions on a Banach space X
which ensure that all pairs of commuting, bounded B.a.’s of projections in X
automatically have a uniformly bounded product B.a. Perhaps the most recent
significant result in this direction is the following one, due to T.A. Gillespie, [65].

Theorem 3.4. Let M and N be commuting, bounded B.a.’s of projections in a
Banach space X. Then the B.a. of projections M∨N generated by M and N is
also bounded, in each of the following cases.
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(a) X is a Banach lattice.
(b) X is a closed subspace of any p-concave Banach lattice (p finite).
(c) X is a complemented subspace of any L∞-space.
(d) X is a closed subspace of Lp for any 1 ≤ p <∞.
(e) X has local unconditional structure (briefly, l.u.st.).

In the recent article [104], the viewpoint was taken that the geometry of
X is not the only relevant ingredient; an important property of the individual
B.a.’s concerned (when available) can also play a crucial role. This is the notion
of R-boundedness, introduced by E. Berkson and T.A. Gillespie in [7] (where it
is called the R-property), but already explicit in earlier work of J. Bourgain, [14].
For a Banach space X , a non-empty collection T ⊆ L(X) is called R-bounded if
there exists a constant M ≥ 0 such that( ∫ 1

0

∥∥∥ n∑
j=1

rj(t)Tjxj

∥∥∥2

dt
)1/2

≤ M
(∫ 1

0

∥∥∥ n∑
j=1

rj(t)xj

∥∥∥2

dt
)1/2

for all T1, . . . , Tn ∈ T , all x1, . . . , xn ∈ X and all n ∈ N, where {rj}∞j=1 is the
sequence of Rademacher functions on [0, 1]. Clearly every R-bounded collection is
uniformly bounded in L(X). An important fact is the following one, [104, Theo-
rem 3.1].

Theorem 3.5. Let X be a Banach space and M be any R-bounded B.a. of projec-
tions in X. Then the B.a. M∨N is bounded for every bounded B.a. of projections
N ⊆ L(X) which commutes with M.

The applicability of Theorem 3.5 stems from the fact that every Banach
space X with property (α), a class of spaces introduced by G. Pisier, [109], has
the property that every bounded B.a. of projections in X is automatically R-
bounded, [104, Theorem 3.3]. We recall that property (α) holds if there exists a
constant α ≥ 0 such that∫ 1

0

∫ 1

0

∥∥∥ m∑
j=1

n∑
k=1

εjkrj(s)rk(t)xjk

∥∥∥2

ds dt

≤ α2

∫ 1

0

∫ 1

0

∥∥∥ m∑
j=1

n∑
k=1

rj(s)rk(t)xjk

∥∥∥2

ds dt

for every choice of xjk ∈ X , εjk ∈ {−1, 1} and for all m, n ∈ N. It is shown
in [109, Proposition 2.1] that every Banach space with l.u.st. and having finite
cotype necessarily has property (α). In particular, every Banach lattice (which
automatically has l.u.st., [34, Theorem 17.1]) with finite cotype has property (α).
Actually, within the class of Banach spaces with l.u.st., having property (α) is
equivalent to having finite cotype, [104, pp. 488–489]. Concerning some relevant
examples, note that c0 and �∞ (for instance) have l.u.st. but fail to have finite
cotype (and hence, fail to have property (α)). The von Neumann-Schatten ideals
Sp, for 1 < p <∞, are Banach spaces with finite cotype but, for p �= 2, fail to have
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property (α) (hence, also fail l.u.st.); see [65, Remark 2.10] and [104, Corollary 3.4].
For every p > 2, it is known that there exist closed subspaces of Lp (hence, they
have property (α)) which fail to have l.u.st., [109, p. 19].

For the definition and properties of Banach spaces which are Gordon-Lewis
spaces (briefly, GL-spaces) we refer to [34, §17]. GL-spaces have property (α) iff
they have finite cotype, [104, Theorem 4.4]. Every Banach space with l.u.st. is a
GL-space but not conversely; see [104, p. 491] for a discussion. Accordingly, the
following result, [104, Theorem 4.2], is not subsumed by Theorem 3.4 above.

Theorem 3.6. The product B.a. generated by any pair of commuting, bounded B.a.’s
of projections in a GL-space X is again bounded.

The particular B.a. Bd(X) consisting of all band projections in a Banach
lattice X has the following remarkable property, [104, Theorem 5.8].

Theorem 3.7. For a Banach lattice X the following are equivalent.
(a) X is Dedekind σ-complete and Bd(X) is R-bounded.
(b) X has finite cotype.
(c) X has property (α).

A consequence of Theorem 3.7 and the discussion immediately after The-
orem 3.5 is that every bounded B.a. of projections in a Dedekind σ-complete
Banach lattice X is R-bounded precisely when just the B.a. Bd(X) is R-bounded!
The techniques used in [104] to establish these facts are of interest in their own
right and have further consequences. Given any Banach space X and any bounded
B.a. of projections M in X , it is always possible to equip the cyclic space M[x]
with a Banach lattice structure, for each x ∈ X ; see [104, §6]. This leads to the
following useful fact, [104, Proposition 6.3].

Theorem 3.8. Let M be a bounded B.a. of projections in a Banach space X. Then
Ms is a Bade complete B.a. of projections iff each Banach latticeM[x], for x ∈ X,
has order continuous norm.

By applying the above criteria in each Banach lattice M[x], for x ∈ X , it
turns out, for any Banach space X , that Ms is Bade complete whenever M is
R-bounded, [104, Theorem 6.6]. A consideration of the case X = c0 and M =
Bd(c0), which even has a cyclic vector, shows that the converse is false in general.

In conclusion we briefly mention some recent results in [106] on C(K)-rep-
resentations which are also related to spectral measures and R-boundedness; see
also [105]. For the following fact see [106, Proposition 2.17 & Remark 2.18].

Theorem 3.9. Let K be a compact Hausdorff space and X be a Banach space. Let
Φ : C(K) → L(X) be a continuous representation (i.e., linear and multiplicative)
which is R-bounded, that is, the image under Φ of the unit ball of C(K) is R-
bounded in L(X). Then there exists a regular spectral measure P : B(K)→ Ls(X)
which is R-bounded (i.e., P (B(K)) ⊆ L(X) is R-bounded) and satisfies

Φ(f) =
∫

K

f dP, f ∈ C(K). (3.3)
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Conversely, if P : B(K)→ Ls(X) is any regular, R-bounded spectral measure,
then Φ as defined by (3.3) is a continuous, R-bounded representation.

Let G be a lca group and consider L1(G) as a Banach algebra under convo-
lution. A representation Ψ : L1(G) → L(X), always assumed to be continuous,
is called essential if

⋃
f∈L1(G) Ψ(f)(X) is dense in X . The next result (see [107])

follows by applying Theorem 3.9 to the dense subalgebra {f̂ : f ∈ L1(G)} of C0(Γ)
(the Banach space of all continuous functions on Γ which vanish at ∞) and by
passing to C(Γ∞), where Γ∞ is the 1-point compactification of Γ.

Theorem 3.10. Let Ψ : L1(G) → L(X) be an essential representation with {Ψ(f) :
f ∈ L1(G), ‖f̂‖∞ ≤ 1} being R-bounded. Then there exists an R-bounded, regular
spectral measure P : B(Γ)→ Ls(X) with

Ψ(f) =
∫

Γ

f̂ dP, f ∈ L1(G). (3.4)

Conversely, given any R-bounded, regular spectral measure P : B(Γ) →
Ls(X), the map Ψ defined by (3.4) is an essential representation of L1(G) and
{
∫
Γ f̂ dP : f ∈ L1(G), ‖f̂‖∞ ≤ 1} is R-bounded.

For X a Banach lattice which satisfies either a lower p-estimate for some
1 ≤ p < 2 or an upper q-estimate for some 2 < q ≤ ∞, techniques are exhibited
which can be used to decide about the R-boundedness of particular representations
Ψ : L1(G)→ L(X) defined on particular groups G; see [105, 107] for the details.
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The Role of Frames in the Development
of Lattice-ordered Groups:
A Personal Account

Jorge Mart́ınez

Abstract. A frame is a complete lattice in which finite meets distribute over
arbitrary joins.

Frames have only recently made a formal entry into the development of
lattice-ordered groups. On the other hand, the work of Paul Conrad and some
of his students of the sixties and seventies, analyzing a lattice-ordered group
through its lattice of convex �-subgroups, is frame theory in disguise. In more
recent work, pure frame theory has found application to problems in �-groups,
producing, in several cases, theorems which had not been possible with more
traditional techniques. And now this turning of the tables has been taken a
step further: proving theorems from the theory of �-groups in frame-theoretic
settings, without invoking the Axiom of Choice or other axioms which imply
the existence of points in spectra.

This article aims to inform and convince the reader: inform, in broad
terms, and convince that the phenomena discussed in the preceding paragraph
constitute an honorable research activity. This is a survey article of modest
length: selectivity is a must – with the choices of illustrations being left, for
good or ill, to the taste and prejudices of the author.

The exposition is in three parts, following the three (chronological) as-
pects of the role of frame theory in the development of �-groups. First up is
the famous theorem of Conrad on finite-valued �-groups. This is followed by
an account of dimension theory, particularly as it applies to the z-dimension
of rings of continuous functions. Finally, there is an account of the recent
and ongoing work on the epicompletion in a category of regular frames, and
related issues concerning archimedean frames.
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1. Part One: Preliminaries

1.1. Introduction

An important strand in the development of lattice-ordered groups has involved
structure theory in terms of the lattice of convex �-subgroups of the group in ques-
tion. There has evolved a kind of synergy, which this exposition will illustrate with
the selection a few examples which, in my opinion, best witness this phenomenon.
The choices are somewhat personal, reflecting the impact on my own work. But
these illlustrations are chosen principally because they witness rather well these
three important elements of the progress of the influence of frame theory in the
structure theory of lattice-ordered groups:

• The intuitive reliance on frame-theoretic principles, guided by formal alge-
braic or topological or analytical motivation, or a combination of the three.

• The reliance on spectra, while seeking formulations of structure theory that
are pointfree.

• The evolution towards approaches to structure theory that are pointfree and
Choice-free – which means, using only Zermelo-Fraenkel principles.

In making these selections, no apologies are added for the bias they reflect. More-
over, although this exposition is being given some amplitude, this kind of circum-
stance seems to call for selectivity and impact. Without further ado then, here is
the first assumption which will be carried throughout: that all groups are abelian.
To open, here are the definitions of a lattice-ordered group and of a frame.

Definition & Remarks 1.1.1. A lattice-ordered group (henceforth, �-group) G is a
group, which is simultaneously a lattice, such that, for each a, b, c ∈ G,

(1.1.1.1) a + (b ∨ c) = (a + b) ∨ (a + c).

We will assume familiarity with the arithmetic of �-groups. In particular, the reader
should know:

• that the dual of (1.1.1.1), with respect to meets, also holds;
• that the underlying group is torsion-free, and the underlying lattice is dis-

tributive.

Any unexplained terminology is surely to be found in either [BKW77] or [D95],
and we shall often refer to these.

Definition & Remarks 1.1.2. Let L be a complete lattice; denote its top and bottom
by 1 and 0, respectively. L is a frame if for each a ∈ L and each subset S of L,

(1.1.2.1) a ∧
(∨

S
)

=
∨{

a ∧ x : x ∈ S
}
.

The next section will consist of a short dictionary of frame-theoretic terms, along
with some categorical observations which ought to help the reader further on. The
standard reference for the general theory of frames remains [J82], although [PT01,
Chapter 2] is a personal favorite.
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To conclude this introduction, it seems fair to formulate a sort of thesis in
this exposition; namely, that there are important aspects of the theory of �-groups
which are entirely frame-theoretic, and that their presentation frequently benefits
from a pointfree approach.

1.2. The language of frames and categories

As advertised, this section assembles the necessary frame-theoretic resources. The
reader who is familiar with the fundamental terms and concepts from frame theory
should be able to skip this section; in any event, it is here for easy reference.

We begin with a catalogue or dictionary of terms; each item is suitably illus-
trated.

Definition & Remarks 1.2.1. L is a complete lattice. For x ∈ L, denote the set of
elements of L less than or equal to (resp. greater than or equal to) x by ↓ x (resp.
↑ x).

• c ∈ L is compact: if c ≤
∨

S, then c ≤
∨

F , for some finite subset F of S. We
say that L is compact if the top, 1, is compact.

• L is an algebraic lattice: every element is a supremum of compact elements.
Most examples of algebraic lattices arise as lattices of subobjects of some
algebraic structure. In such a context, the compact elements coincide with
the finitely generated subobjects.

The subset of compact elements is denoted k(L).
It is well known that if L is an algebraic lattice, then it is a frame if

and only it satisfies the (finite) distributive law.
• L has the finite-intersection property (abbr. FIP):

a, b ∈ k(L) =⇒ a ∧ b ∈ k(L).

Note that a finite supremum of compact elements is always compact.
• L is coherent: it is compact and satisfies the FIP.
• In a frame L, y⊥ ≡ ∨{ x ∈ L : x ∧ y = 0 }. p ∈ L a polar: it is of the form

p = y⊥, for some y ∈ L. x⊥⊥ signifies (x⊥)⊥. We record for later use the
closure operator p defined by p(x) = x⊥⊥. It is well known that the set PL
of all polars forms a complete boolean algebra, in which infima agree with
those in L.

Many authors use the term “pseudo-complemented” in place of “po-
lar”. A polar x is complemented if x ∨ x⊥ = 1.

• a * b : (in a frame) b ∨ a⊥ = 1. x ∈ L is regular: x = ∨{ a ∈ L : a * x }.
A frame L regular: each element of L is regular.

• A frame L is normal : whenever x∨ y = 1, there exist disjoint u∧ v = 0 in L,
such that u ≤ x and v ≤ y, and 1 = x ∨ v = u ∨ y.

• An algebraic frame L has disjointification: for each pair a, b ∈ k(L), there
exist disjoint c, d, both compact, such that c ≤ a, d ≤ b, and

a ∨ b = c ∨ b = a ∨ d.
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Banaschewski calls this property “coherent normality”, while in [ST93] it is
called “relative normality”. In spite of the obvious connection to normality,
“disjointification” seems to better cut to the quick.

Remark 1.2.2. Frame theory was appropriated by topologists, who reverse all the
arrows and call the objects of the resulting category locales. Not being a topologist,
I prefer frames for their own sake. That having been said, much of the motivation
and terminology comes from topology, and we should address the spatial side of
things. In this remark, we outline the basic adjointness (and resulting duality)
between spaces and frames; said outline will be informal and light on the category
theory.

(a) Frames from spaces. If X is any topological space, then O(X) denotes the
frame of open sets. Arbitrary meets in O(X) are defined∧

S ≡ intX

(⋂
S
)
.

If g : X −→ Y is a continuous function between spaces, then O(g) : O(Y ) −→
O(X) denotes the map U �→ g−1(U).

(b) Spaces from frames: Spectra. Let L be a frame. p < 1 in L is said to be prime
if x∧y ≤ p implies that either x ≤ p or y ≤ p. The set of all primes of L is denoted
Spec(L) and referred to as the (prime) spectrum of L. It becomes a topological
space under the hull-kernel topology, whose open sets are the subsets

Coz(x) ≡ { p ∈ Spec(L) : x �≤ p } over all x ∈ L.

(c) Frame homomorphisms. A map h : L −→ M between frames is a frame ho-
momorphism (or simply a frame map) if it preserves all suprema and all finite
infima. Taking infima and suprema of empty families, a frame homomorphism also
preserves top and bottom, respectively.

If g : X −→ Y is a continuous map between spaces, then it is easily seen that
O(g) is a frame map, and that O is a contravariant functor between the category
Top of all topological spaces with all continuous maps, and Frm, the category of
all frames with all frame maps.

Conversely, if h : L −→M is a frame homomorphism, then, for each prime p
of M , the map

Spec(h)(p) ≡ ∨{ x ∈ L : h(x) ≤ p }
defines a continuous function Spec(h) : Spec(M) −→ Spec(L). It is routine to
check that Spec defines a contravariant functor from Frm to Top.

(d) Back-and-forth: “Adjointness-Lite”. We have a surjective function Coz : L −→
O(Spec(L)), which, in view of the identities:

• Coz(0) = ∅ and Coz(1) = Spec(L),
• Coz(x ∧ y) = Coz(x) ∩ Coz(y),
• Coz(

∨
S) = ∪{Coz(x) : x ∈ S },
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is a frame map. A frame L is spatial if Coz is one-to-one, and thereby an isomor-
phism. Thus, as is easy to verify, L is spatial if and only if each x ∈ L is an infimum
of primes.

Dually, for each space X one has, for each p ∈ X , the open set Up ≡ X \
clX{p}, and it is easy to verify that Up is prime in O(X). The map ε : p �→ Up then
defines a continuous function ε : X −→ Spec(O(X)). When ε is a homeomorphism
the space X is said to be sober.

Let SpFrm denote the full subcategory of spatial frames, and Sob denote
the full subcategory of sober spaces. The upshot of the above discussion is that
the two functors

Spec : SpFrm←→ Sob : O

define a duality of categories.

(e) Frames without points. Any complete boolean algebra B is a frame; this is
an interesting exercise in itself. It is quite easy indeed to establish that p ∈ B is
prime if and only if p is a co-atom. Since the passage x �→ x⊥ in B carries atoms to
co-atoms, one realizes that Spec(B) is empty precisely when B is atomless. On the
other hand B is spatial if and only if it is atomic; if this is the case, then Spec(B)
is a discrete space.

2. Part Two: Dual Frames

2.1. Conrad’s theorem for finite-valued �-groups

Conrad’s theorem on finite-valued �-groups characterizes, in a number of ways, the
�-groups in which every positive element can be decomposed into a finite supremum
of so-called “special” elements. This theorem first appeared in [C65]. The result was
then abstracted and generalized for partially ordered sets, in [M72], and reprised
in [ST93]. The interest in Conrad’s theorem here is due to its characterization of a
class of �-groups in terms of the frame of convex �-subgroups of its members. From
one point of view Conrad’s theorem characterizes those �-groups G for which the
frame C(G) of all convex �-subgroups is completely distributive. Another viewpoint
regards this theorem as capturing those �-groups G for which C(G) is dually a
frame.

After studying Conrad’s theorem for a period of time, one is more than
tempted to ask: What is going on here? So let us have a “vertical” look at the
situation, beginning with the original formulation of Conrad’s theorem and a brief
discussion of its proof, and then proceed to later, more abstract versions of the
theorem, to attempt to decipher what – in Conrad’s own words – makes his theorem
tick.

We recite the theorem without further preface and supply clarifications af-
terwards. The reader will find, in each item in the following theorem, a specific
reference to explanatory commentary in 2.1.2. We follow [M06b] closely, referring
the reader there for the details of proofs.
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Theorem 2.1.1 (Conrad’s theorem). Suppose that G is an �-group. The following
are equivalent statements.

1. C(G) is freely generated by its values. (2.1.2(e))
2. C(G) is a completely distributive frame (2.1.2(a)).
3. C(G) satisfies the dual frame law

(2.1.1.1) a ∨
(∧

S
)

=
∧{

a ∨ x : x ∈ S
}
. (2.1.2(a))

4. Each 0 < g ∈ G is a disjoint supremum of special elements: g = g1 ∨ · · · ∨ gn

(2.1.2(b)).
5. Each nonzero g ∈ G has at most finitely many values (2.1.2(b)).
6. Each value of G is special (2.1.2(b)).

Definition & Remarks 2.1.2. G stands for an arbitrary �-group. An �-subgroup is
a subgroup which is simultaneously a sublattice. C ⊆ G is a convex subgroup if
it is a subgroup and a ≤ g ≤ b, with a, b ∈ C, implies that g ∈ G. The set of all
convex �-subgroups of G is throughout denoted by C(G).

Throughout this commentary L will denote a complete lattice.

(a) C(G) is a complete sublattice of the algebraic lattice of all subgroups of G
([D95, Theorem 7.5]). This fact, plus an application of the Riesz Interpolation
Property ([D95, Theorem 3.11]), enables one to prove Birkhoff’s Theorem ([D95,
Proposition 7.10], 1942), stating that C(G) is a frame.

Complete distributivity in L is simply the validity of the most general possible
distributive law: ∧

i∈I

∨
j∈J xij =

∨
f∈JI

∧
i∈I xif(i).

This clearly implies both the frame law and its dual.

(b) In an algebraic frame L the element v is a value if it is maximal with respect to
a �≤ v, for a suitable a ∈ k(L). If this is the case, then we also say that v is a value
of a. It is well known – and the argument is not Choice-dependent – that values
are prime. Val(L) denotes the set of values of L. (We abbreviate, when dealing
with �-groups, Spec(G) ≡ Spec(C(G)) and Val(G) ≡ Val(C(G)).)

The compact a ∈ L is said to be special if it has only one value. Any v ∈
Val(L) which is a value of some special element is also called special. L is finite-
valued if each compact element of L has finitely many values.

(c) The compact elements of C(G) are precisely the principal ones ([D95, Propo-
sition 7.14]). The convex �-subgroup generated by a ∈ G is

G(a) = { x ∈ G : |x| ≤ n|a|, for suitable n ∈ N }.

Note that |x| ≡ x ∨−x.
This observation prompts the meta-statement, which the reader needs to

apply with caution: any affirmation about compact elements and their values in
an algebraic frame has a corresponding interpretatation in C(G) for the principal
convex �-subgroups, and, consequently, for the elements of G themselves.
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(d) As has already been noted, if one assumes the Axiom of Choice, then each
algebraic frame L is spatial, and, in fact, each x ∈ L is an infimum of values of L.
Thus, with Choice, L is (meet) generated by its values. Further, let us observe that
in most arguments involving statements about elements of an �-groups vis-à-vis
their values, require the property that for any prime p ∈ Spec(L) such that p does
not exceed the compact element a ∈ L, there be a value v of a such that p ≤ v.
For this to work the Axiom of Choice is typically invoked in the guise of Zorn’s
lemma.

Following Conrad’s lead, define L to be freely generated by Val(L) if for any
two upsets S1 and S2 of values,

(2.1.2.1)
∧

S1 =
∧

S2 =⇒ S1 = S2.

(If P is any poset and S ⊆ P , we say that S is an upset if y ≥ x ∈ S implies that
y ∈ S. A downset is defined dually.)

With the preceding comments in mind, let us analyze the proof of Conrad’s
theorem.

Remark 2.1.3. Conrad makes straightforward assumptions. He begins with a lat-
tice L.

A meet-irreducible element m ∈ L is one for which, given S ⊆ L such that
m < x ∈ S (for each x ∈ S) implies that m <

∧
S, provided

∧
S exists. Observe

that this means that if L has a top, then m < 1. Now let M(L) denote the set
of meet-irreducible elements of L. Conrad assumes that M(L) generates L: that
is, each x ∈ L is a meet of members of M(L). The first thing he gets from this
assumption is that L is complete ([C65, 2.4]). The second is that L is necessarily
a frame ([C65, 2.5]).

One amazing aspect of Conrad’s work in [C65] is that he obtains, as a pre-
liminary to Theorem 2.1.1, the equivalence of 1, 2, and 3 in the theorem:

Theorem A. Suppose L is a lattice that is generated by M(L). Then the following
are equivalent:

(i) M(L) freely generate L (2.1.2.1).
(ii) L is completely distributive.
(iii) The dual frame law holds for members of M(L).

The above facts are established within ZF, quite simply because Choice is
already incorporated into the assumption in Theorem A.

In [M72] Conrad’s theorem is generalized to posets P and their frame of
ideals Idl(P ). In that context an ideal J of P is a subset which is a downset, and
closed under all existing finite suprema. Idl(P ) is an algebraic frame, in which the
finitely generated ideals are the compact elements.

The contribution in [M72] amounts to tying the three conditions of Theorem
A to obtain the following generalization of Conrad’s theorem, after realizing that
the meet-irreducibles generate Idl(P ) ([M72, Theorem 3.1]), with an application
of Zorn’s lemma, of course:
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Theorem B. ([M72, Corollary 3.1.1]) Let P be a poset. Then the following are
equivalent:

(i) M(Idl(P )) freely generates Idl(P ).
(ii) Idl(P ) is completely distributive.
(iii) The dual frame law holds for members of M(Idl(P )).
(iv) Each meet-irreducible ideal of P is special.
(v) Each x ∈ P can be decomposed, uniquely, as a finite supremum of pairwise

incomparable strongly finitely join-irreducible elements.
To amplify (iv), one observes thatM(Idl(P )) = Val(Idl(P )). As to (v), to say that
a ∈ P is a “strongly finitely join-irreducible element” means the following:

a ≤
∨

F, F finite, =⇒ a ≤ y, for some y ∈ F.

These take the place of Conrad’s special elements. They are the elements having
exactly one value. If P is a distributive lattice then a ∈ P is strongly finitely join-
irreducible precisely when it is finitely join-irreducible ([M72, Proposition 2.5]).

2.2. Conrad’s theorem for frames

By now it should be evident that Conrad’s theorem is a theorem about algebraic
frames. Let us briefly reflect upon what properties of C(G) might not play a role
in the proof of the theorem.

Remark 2.2.1. The frame of convex �-subgroups C(G) of an �-group G has the dis-
jointification! (See 1.2.1.) However, any finite distributive lattice has all the prop-
erties of the theorem, without necessarily having disjointification. So one ought
to be able to drop the disjointification in a reasonable generalization of Conrad’s
theorem to frames. This seems to be the message of Theorem B as well.

Yet, the best we can do is prove in ZF that the conditions of Theorem A can
be attached to most of the other desired equivalences, but that the disjointification
seems to play a crucial role anyway.

As a first step in a proof of Conrad’s theorem, within ZF, we have a lemma
on decomposition into indecomposable elements. We say that the compact element
c in the frame L is indecomposable if c = a ∨ b implies that a or b is c.

Lemma 2.2.2. Suppose that L is an algebraic frame satisfying the dual frame law.
Then every compact element of L may be expressed, uniquely, as a finite supremum
of pairwise disjoint indecomposable compact elements.

Proof. Suppose that a ∈ L is compact; if a = 0 there is nothing to prove, so
assume that a > 0. Furthermore, the uniqueness follows routinely, so we proceed
to sketch the proof of existence, in ZF.

If a is indecomposable, we’re done. Assume, therefore, that it is decomposable
and write a = a1∨b1, with a1∧b1 = 0 and nontrivial. The compactness of a implies
that a1 and b1 are also compact. If either one of these components is decomposable
– without loss of generality a1 – write a1 = a2∨b2, with a2∧b2 = 0 and nontrivial.
Induct and get two sequences of nontrivial compact elements a, a1, . . . , an, . . . and
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b1, . . . , bn, . . . , such that, for each n, an+1 ∧ bn+1 = o, and an = an+1 ∨ bn+1. The
reader may refer to the picture (2.2.2.1) below.

(2.2.2.1)

a

��
��

��
��

��
��

��
��

a1

��
��

��
��

��
��

��
��

b1

a2

��
��

��
��

��
��

��
��

b2

a3 b3

c

Put c ≡
∧∞

n=1 an, and observe that, since L is a frame, c is disjoint to
∨∞

n=1 bn.
Now apply the dual frame law: since each ai exceeds all bj, with j > i, we have

c ∨
( ∞∨

n=1

bn

)
=
(
a1 ∨

( ∞∨
n=1

bn

))
∧
(
a2 ∨

( ∞∨
n=1

bn

))
∧ · · · = a.

Since a is compact, there exist indices j1 < j2 < . . . < jk such that a = c ∨ (bj1 ∨
· · · ∨ bjk

). On the other hand,

c ∨ (bj1 ∨ · · · ∨ bjk
) ≤ ajk+1 ∨ (bj1 ∨ · · · ∨ bjk

),

a contradiction. �
The next lemma is also proved within ZF. Note that the use of the dual frame

law in the proof of Lemma 2.2.2 is rather mild: what is needed is the distributivity
of joins over countable meets. However, the next proof uses the full force of the
dual frame law.

Lemma 2.2.3. Suppose that L is an algebraic frame with disjointification, satisfying
the dual frame law. Then every indecomposable element is finitely join-irreducible,
and hence special.

Proof. Suppose a ∈ k(L) and b, c ∈ L, both < a, such that a = b ∨ c. Using the
dual frame law, we may assume b and c are the smallest such elements. By the
disjointification, there exist disjoint b1 and c1 such that a = b ∨ c1 = b1 ∨ c. The
minimal features of b and c in the decomposition a = b∨c then imply that b∧c = 0.

Thus, if a is indecomposable it must also be finitely join-irreducible. Finally,
a compactness argument then also shows that there is a largest element beneath
a. As is well known, this is equivalent to a being special. �
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One then has the following version of Conrad’s theorem, in ZF. We refer the
reader to [M06b] for the particulars of the proof. We simply note here that the
relevant argument in the proof of [M72, Theorem 3.1] shows that 5 implies 1, and
does not involve Choice issues.

Theorem 2.2.4. For an algebraic frame L with the disjointification, the following
are equivalent:

1. M(L) freely generate L.
2. L is completely distributive.
3. The dual frame law holds L.
4. Each a ∈ k(L) can be decomposed, uniquely, as a finite supremum of pairwise

disjoint finitely join-irreducible elements.
5. M(L) generates L, and each meet-irreducible element of L is special.

Remark 2.2.5. (a) On the proof that 4 =⇒ 5 in Theorem 2.2.4: first, it is easy
to see that each a ∈ k(L) has n values, corresponding to the n special components
in the disjoint supremum of 4, and each value of a is special. This is more than
enough to show that the infimum of all values is 0. Furthermore, condition 4 also
holds in any quotient frame ↑ x, which shows thatM(L) generates L. Finally, as a
meet-irreducible m must be a value of some compact element, it must be special.

(b) In Theorem 2.2.4 the condition “L is finite-valued,” is conspicuous by
its absence. The proof that 4 =⇒ 5 shows that this condition follows from the
theorem. We are unable to show the converse in ZF, even when it is accompanied
by the assumption that M(L) generates L.

Remark 2.2.6. Notably absent in the formulation of Theorem 2.2.4 is any mention
of the FIP; that is, the property that the meet of two compact elements be compact.
In fact, the FIP is a consequence of the theorem ([M06c]).

To conclude this part of the exposition, let us underscore that it has been
intended as an illustration of an almost accidental or implicit early manifestation
of frame theory in a theorem about �-groups, a manifestation which should now
be sufficiently explicit.

3. Part Three: Dimensions of Algebraic Frames

3.1. On d-elements and z-elements

In the early eighties, C. B. Huijsmans and B. de Pagter produced a trio of papers,
[HdP80a, HdP80b, Pa81], on the subject of d-ideals and z-ideals of Riesz spaces.
The concept of a d-ideal had been around for a number of years, albeit under a
different name. But it was their introduction of the “abstract” z-ideal and the
richness of the content of these articles that made such an impact. They managed
to weave these special convex �-subgroups into a thorough analysis of uniformly
complete Riesz spaces. The thing to stress here is the connection with the theme
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of this exposition: these authors proved structure theorems for uniformly complete
Riesz spaces through conditions on the frame of convex �-subgroups.

Much later Mel Henriksen, Grant Woods and I became interested in rings
of continuous functions C(X) with the property that every prime z-ideal is either
maximal or minimal. The fruits of our efforts appear in [HMW03]; we caled the
Tychonoff spaces characterized by this condition quasi-P spaces. As is well known,
P -spaces have this feature. In [HMW03], we achieved many nice results, but the
answer to one question eluded us: Is the topological sum of quasi P -spaces again
quasi P?

One could not help being struck by the dimensional angle to this study: we
were, after all, looking at archimedean f -rings for which the “Krull” dimension of
the lattice of z-ideals was at most one! And Huijsmans and de Pagter had given us
z-ideals, although they had not explicitly considered the abstract concept in the
context of f -rings.

Then in [MZ03], Eric Zenk and I stumbled onto the frame-theoretic gateway
to systematically dealing with the phenomenon of d-ideals and z-ideals. That is
the subject of this section. A bit later on we went further, to develop the dimension
theory of z-ideals, and to apply it to study C(X) with finite dimension. An account
of these results, in [MZ05], will be given in §3.2.

To put things in the proper perspective, we need to devote some attention
to closure operators, and, in particular, to nuclei on frames. In short, it is time to
expand our vocabulary.

Definition & Remarks 3.1.1. Throughout L denotes a frame. The reader is urged
to review the vocabulary in 1.2.1.

• A closure operator j : L −→ L: an order-preserving map such that x ≤ j(x) =
j(j(x)), for each x ∈ L. We define jL ≡ { x ∈ L : j(x) = x }; its members
are called j-elements.

j is dense: j(0) = 0. Note that j is dense if and only if 0 ∈ jL.
• A nucleus j: a closure operator such that j(a ∧ b) = j(a) ∧ j(b).
• L is j-regular if jL is a regular frame.
• For closure operators j and j′: j ≤ j′ means that j(x) ≤ j′(x), for each x ∈ L.

This condition is equivalent to j′L ⊆ jL.

For the remainder of this commentary j stands for a nucleus on an algebraic
frame L. We consider the process of manufacturing a new nucleus which is in some
sense algebraic. This process can be carried out more generally, but goes through
more smoothly by assuming L has the FIP, so we assume that as well throughout
these remarks. In any event, the applications we have in mind are to �-groups G
and their convex �-subgroups, and C(G) has the FIP.

1. j is inductive: for each x ∈ L,

j(x) =
∨{

j(a) : a ≤ x, a ∈ k(L)
}

.
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This identity is equivalent to the condition: jL is closed under the supremum
of updirected sets. ([MZ03, Proposition 4.3]) It implies that jL is algebraic,
but the converse is false. ([MZ03, Example 4.4])

2. Define
ĵ(x) =

∨{
j(a) : a ≤ x, a ∈ k(L)

}
.

It is shown in [MZ03, §4] that
• ĵ is an inductive nucleus, and ĵ ≤ j. Furthermore, ĵ is the largest

inductive nucleus ≤ j.
• x ∈ ĵL if and only if a ≤ x with a compact, implies that j(a) ≤ x.
• k(ĵL) = { j(a) : a ∈ k(a) }

ĵ is called the inductivization of j.

By way of examples, we now give an account of the two inductivizations we
are most interested in. Our discussion of d-elements will be brief, as our main
interest lies with z-elements.

Recall from 1.2.1 the definition p(x) = x⊥⊥; it is well known that this defines
a nucleus on any frame L. Recall as well that the preferred notation for pL is PL,
which is a complete boolean algebra.

Definition & Remarks 3.1.2. Let L be an algebraic frame with the FIP, and let
d ≡ p̂. Eplicitly,

d(x) =
∨ {

c⊥⊥ : c ≤ x, c ∈ k(L)
}

,

for each x ∈ L. The d-elements are the members of dL. Let us summarize the
principal features of d:

(i) d is an inductive nucleus, and dL is an algebraic frame with the FIP.
(ii) For each c ∈ k(L), d(c) = c⊥⊥.
(iii) The term “prime d-element” is unambiguous. Note that a minimal prime

element of L is a d-element.
(iv) d is the largest among the inductive nuclei j, for which j(0) = 0.

Let us interpret the foregoing in the frame C(G), for a typical �-group G.

Remark 3.1.3. Let G be an �-group and denote dC(G) ≡ Cd(G).
(a) We shall refer to the elements of Cd(G) as d-subgroups, following the us-

age of [HdP80a] and [HdP80b]. Early in the literature these were called
“z-subgroups”, but this conflicted with more established terminology from
general topology. The nomenclature introduced here has become common.

(b) We say that G is d-regular if C(G) is d-regular. Now, Cd(G) is compact (and
therefore coherent) if and only if G has a weak order unit; that is, there is in
G an element u > 0 such that u ∧ g = 0 implies that g = 0. If G has a weak
order unit then it is easily seen to be d-regular if and only if for each element
0 < g ∈ G there is an 0 < h ∈ G such that g ∧ h = 0 and g ∨ h is a weak
order unit. An �-group with this feature is said to be complemented.

Complemented �-groups were introduced in [CM90]. For Riesz spaces see [HdP80b,
Theorem 9.8(i)].
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What follows is a frame-theoretic formalization of the concept of an archi-
medean �-group. Recall that the �-group G is archimedean if 0 ≤ a, b ∈ G and
na ≤ b, for each n ∈ N together imply that a = 0. We introduce upper-archimedean
elements of an algebraic frame, and use them to define the abstract notion of a
z-element. Throughout the remarks that follow, L denotes an algebraic frame with
the FIP. These concepts were first discussed in [M73].

Definition & Remarks 3.1.4. Max(L) denotes the (possibly empty) set of maximal
elements of L. It is a routine matter to show that a maximal element is necessarily
prime.

(a) With x ∈ L we say that m < x is maximal under x if m ∈ Max(↓ x). Note
that Max(↓ x) �= ∅, if x is compact and one assumes (for example) Zorn’s
lemma.
The set Max(↓ x) is in one-to-one correspondence with

{ p ∈ Spec(L) : x �≤ p and p is maximal with this property}.

Thus, if x is compact, then the preceding set of primes is simply the set of
values of x.

(b) L is said to be an archimedean lattice if, for each c ∈ k(L),
∧

Max(↓ c) = 0.
We shall say that x ∈ L is upper-archimedean if ↑ x is archimedean. Denote
the set of all upper-archimedean elements of L by a↑(L).

(c) Observe that if L is compact then L is archimedean if and only if
∧

Max(L) =
0. Thus, if L is compact then x ∈ a↑(L) precisely when x is an infimum of
maximal elements of L.

The following lemma is a paraphrase of [MZ03, Lemma 6.2].

Lemma 3.1.5. Suppose that L is an algebraic frame with the FIP. Then a↑(L) is
closed under arbitrary infima, and if

ar(x) ≡
∧{

y ∈ a↑(L) : y ≥ x
}

,

then ar defines a nucleus for which arL = a↑(L).

Definition & Remarks 3.1.6. Suppose, throughout this commentary, that L is an
algebraic frame with the FIP.

(a) The proof of Lemma 3.1.5 underscores that if L is archimedean then a↑(L)
contains all the polars of L.
If L is a compact algebraic frame then, in view of the comments in 3.1.4(c),

ar(x) =
∧ {

m ∈Max(L) : x ≤ m
}

.

(b) Now define z = âr. We summarize the properties of the operator z.
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(i) For each x ∈ L,

z(x) =
∨ {

ar(c) : c ≤ x, c ∈ k(L)
}
,

(ii) Assume L is archimedean. Then ar(x) ≤ x⊥⊥, for each x ∈ L, whence
z ≤ d. Thus, every d-element is necessarily a z-element.

(iii) z is the largest inductive nucleus under ar.
In the context of an �-group G, the frame zC(G) of z-elements is denoted Cz(G).

3.2. Krull dimension without primes

The subject of a Krull-style dimension for either distributive lattices with top and
bottom, or algebraic frames with the FIP, has received considerable attention in
recent years. The subject has been investigated by researchers in real algebra,
frequently employing the techniques and terminology of logic. In [M06a], and to-
gether with Zenk in [MZ05], I approached the subject from a frame-theoretic point
of view. In [CL02] and [CLR03], the authors investigated the subject in distributive
lattices, and established a pointfree criterion for such lattices to have dimension
not exceeding n. In [M06a], a similar principle was developed for algebraic frames
with the FIP and disjointification, which allows dimension to be computed using
certain finite sets of compact elements of the frame. The criterion, Theorem 3.2.6
below, offers certain advantages over the one in [M06a, Theorem 3.8], the principal
one being that it lends itself to inductive arguments.

As we have already signalled in the introduction to §3.2, the original motivat-
ing force behind our interest in dimension in the setting of frames, was the desire
to have a vehicle by means of which one could study the frame of z-ideals of a ring
C(X) of continuous real-valued functions on a Tychonoff space X . The approach
via Theorem 3.2.6, together with the observation that the lattice of cozerosets
and the sublattice of principal z-ideals are isomorphic, permits us to compute
z-dimension purely spatially.

In advance of Theorem 3.2.6 we need three preliminaries. The first two are
part of the stock of frame-theoretic observations. The third, Lemma 3.2.5, will
be an inductive estimation of dimension. This is also the place where boundary
quotients make their appearance.

The proof of the following lemma involves ultrafilters of compact elements.
By a filter F of compact elements we mean a subset of k(L) \ {0}, closed under
finite meets and such that c ≤ d in k(L) with c ∈ F implies that d ∈ F . An
ultrafilter of compact elements is a maximal filter of compact elements.

Lemma 3.2.1 ([M73, Corollary 2.5.1]). Suppose L is an algebraic frame. Then
p ∈ Spec(L) is minimal if and only if Fp = { c ∈ k(L) : c �≤ p } is an ultrafilter on
k(L). If this is the case, then p = ∨{ c⊥ : c ∈ Fp }.
Remark 3.2.2. Let Min(L) denote the set of all minimal prime elements of L. Zorn’s
lemma easily shows that in any frame each prime element exceeds a minimal prime.
It is also a routine matter to verify that, in any algebraic frame, each polar is an
infimum of minimal primes.
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Lemma 3.2.1 implies the following; this corollary amounts to half the proof
of Lemma 3.2.5.

Corollary 3.2.3. Let L be an algebraic frame. For each a ∈ k(L) and each p ∈
Min(L), we have a ∨ a⊥ �≤ p.

Lemma 3.2.4. Let L be an algebraic frame. For each y ∈ L, the map jy(x) = x∨ y
is an inductive nucleus and jyL =↑ y. Thus, Spec(↑ y) consists of the primes of
L that exceed y.

In an algebraic frame L, and for a compact a ∈ L, denote La ≡↑ (a ∨ a⊥),
and call La the boundary quotient over a.

Lemma 3.2.5. Suppose that L is an algebraic frame. Then dim(L) ≤ k if and only
if, for each a ∈ k(L), the dimension of the boundary quotient La over a is ≤ k−1.

The proof of Theorem 3.2.6 is now a relatively easy induction argument. We
refer the reader to [MZ05, Theorem 2.7].

Theorem 3.2.6. [The Coquand–Lombardi–Roy theorem.] Let L be an algebraic
frame. Then dim(L) ≤ k if and only if

1 = xk ∨ (xk → (· · · (x1 ∨ (x1 → (x0 ∨ x⊥
0 ))) · · · )),

for all x0, x1, . . . , xk ∈ k(L).

Theorem 3.2.7. Let L be an algebraic frame. Then dim(L) ≤ k if and only if
for each set of compact elements a0, a1, . . . , ak, ak+1 there exist compact elements
b0, b1, . . . , bk such that

ak+1 ≤ ak ∨ bk, ak ∧ bk ≤ ak−1 ∨ bk−1, . . . , a1 ∧ b1 ≤ a0 ∨ b0, and a0 ∧ b0 = 0.

Proof. Apply Theorem 3.2.6, iterating the observation that, for any compact ele-
ments a and b in L,

a ≤ b ∨ (b → y) iff ∃ c ∈ k(L), with a ≤ b ∨ c and b ∧ c ≤ y.

�
Remark 3.2.8. Briefly, we make note of the fact that the condition in Theorem
3.2.6 coincides with the one obtained in [AB91]. The context in that article is that
of clopen downsets in a Priestley space.

3.3. The z-dimension of a Tychonoff space

We explore a very particular application of Theorem 3.2.6, namely, the z-dimension
of a Tychonoff space. The foregoing two sections having set us to calculate the
dimension of any algebraic frame with FIP, we go one step further: by establishing
that there is an isomorphism between the frame of ideals of Coz(X), the lattice
of cozerosets of the space X and Cz(X), the frame of all z-ideals of C(X), we are
able to phrase the concept of dimension in purely topological terms.

Throughout this section, X denotes a Tychonoff space, which is to say, a
Hausdorff topological space such that for any point p ∈ X and closed set K in X ,
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not containing p, there is a real-valued continuous function f such that f(p) = 1
and f(K) = {0}. C(X) stands, as is customary, for the ring of all real-valued
continuous functions defined on X . C(X) is also an �-group and an f -ring. All the
pertinent operations are to be taken pointwise. If f ∈ C(X), we denote

coz(f) ≡ { x ∈ : f(x) �= 0 },
the cozeroset of f , and Z(f) stands for the set-theoretic complement of coz(f),
and is the zeroset of f . It is well known that a Hausdorff space is Tychonoff if
and only if Coz(X), the collection of all cozerosets of X , forms a base of the open
sets of X . Observe that Coz(X) is a distributive lattice with respect to ordinary
set-theoretic union and intersection, with top X and bottom ∅.

Typically, we shall spell out only the terminology from general topology which
is strictly necessary for this narrative, referring te reader to [GJ76] for all unex-
plained issues.

Definition & Remarks 3.3.1. A z-ideal r of C(X) is a subgroup for which f ∈ r and
coz(g) ⊆ coz(f) (with g ∈ C(X)) together imply that g ∈ r. It is easy to see that a
z-ideal is indeed a ring ideal as well as a convex �-subgroup of C(X). Moreover, it
emerges from [HdP80a] that the z-ideals are precisely the z-elements of C(C(X)).

Thus, Cz(X) is a frame algebraic frame with FIP under inclusion. It is easy to
check directly that k(Cz(X)) consists of the principal z-ideals; that is, the z-ideals
of the form, for each f ∈ C(X),

〈f〉z = { g ∈ C(X) : coz(g) ⊆ coz(f) }.
For example, if r is a z-ideal which is generated by f1, f2, . . . , fm, we may assume
without loss of generality – by passing from fi to |fi| – that each of the generators
is positive. It is then clear that r = 〈(f1 + f2 + · · ·+ fm)〉z .

Note, finally, that Cz(X) is compact, and therefore coherent; the top is 〈1〉z .
The following lemma establishes the crucial link between the algebraic and

the purely spatial.

Lemma 3.3.2. ([MZ05, Lemma 4.2]) Let X be a space. The map

ηz
X(coz(f)) = 〈f〉z ,

is a lattice isomorphism from Coz(X) onto k(Cz(X)).

Definition & Remarks 3.3.3. The z-dimension of C(X) is

dimz(C(X)) ≡ dim(Cz(X)) = dim(I(Coz(X))).

We shall also speak of the z-dimension of X itself, and write it dimz(X).

The translation of Theorem 3.2.7 reads as follows.

Theorem 3.3.4 ([MZ05, Theorem 4.5]). Let X be a space. Then dimz(X) ≤ k if
and only if for each sequence of cozerosets U0, U1, . . . , Uk there exist cozerosets
V0, V1, . . . , Vk such that

X = Uk ∪ Vk, Uk ∩ Vk ⊆ Uk−1 ∪ Vk−1, . . . , U1 ∩ V1 ⊆ U0 ∪ V0, and U0 ∩ V0 = ∅.
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Remarks 3.3.5.
(a) It is easy to see from Theorem 3.3.4 that dimz(X) = 0 precisely when each
cozeroset is closed. This is one of the many equivalent definitions of a P -space; see
[GJ76, Theorem 14.29].
(b) As was already advertised in the introduction to §3.1, in [HMW03] we studied
the spaces for which dimz(X) ≤ 1 (without using any of the machinery or ter-
minology introduced here, and without mentioning dimension). These are quasi
P -spaces; reciting Theorem 3.3.4 for k = 1, yiels the following characterization
of quasi P -spaces: X is quasi P if and only if for each cozero sets U0 and U1

there exist cozerosets V0 and V1 such that X = U1 ∪ V1, U1 ∩ V1 ⊆ U0 ∪ V0, with
U0 ∩ V0 = ∅.
(c) We recall the open question from [HMW03], which can now be answered with
ease. Recall that if {Xi : i ∈ I } is a family of spaces, and X denotes the disjoint
union of the Xi, then X is called the topological union if its topology is defined
as follows: V ∈ O(X) if and only if each V ∩ Xi ∈ O(Xi). Note that if X is the
topological union of the Xi, then V ∈ Coz(X) precisely when V ∩Xi ∈ Coz(Xi);
then also C(X) is canonically isomorphic – as a ring and as an �-group – to the
direct product

∏
i∈I C(Xi).

In [HMW03] it was asked whether the topological union of any number of
quasi P spaces is quasi P . Several affirmative partial results were obtained, but
the general question remained unresolved.

Theorem 3.3.4 immediately implies the following, which also answers the
question affirmatively, without exception.

Proposition 3.3.6. Suppose that X is the topological union of the spaces Xi (i ∈ I).
Then

dimz(X) = sup
i∈I

dimz(Xi).

The preceding application is straightforward. To obtain meaningful topo-
logical structure theory from Theorem 3.2.6, one has to dig a little deeper. In
[MZ05] we discussed the notion of a “natural typing of open sets”, which sets up
the connection between boundary quotients as defined prior to Lemma 3.2.5, and
topological boundaries in the following sense: for any cozeroset U of the space X ,
we consider bU ≡ clXU \U . The reader who is interested in the details is referred
to [MZ05, §3]. What follows is our best result for z-dimension. Recall that a space
is Lindelöf when every cover by open sets has a countable subcover.

Theorem 3.3.7. Suppose that X is a Lindelöf space. Then for each nonnegative
integer k, dimz(X) ≤ k if and only if dimz(bU) ≤ k − 1, for each boundary bU
(U ∈ Coz(X)).

For compact spaces there is a complete characterization of spaces whose z-
dimension is finite. To understand Theorem 3.3.10, a brief primer on scattered
spaces seems necessary, and, in particular, one should highlight the so-called
Cantor-Bendixson derivatives of a space.
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Definition & Remarks 3.3.8. In this general commentary Y is an arbitrary Ty-
chonoff space.
(a) Y is said to be scattered if each nonvoid subspace S has an isolated point of
S. Many properties of scattered spaces are summarized in Z. Semadeni’s memoir
[Se59]; we also refer the reader to his book [Se71]. It is easy to see that if each
nonempty closed subspace of Y has an isolated point, then Y is scattered.
(b) If Y is a space let Is(Y ) denote its set of isolated points, and let: Y (0) = Y ,
Y (1) = Y \ Is(Y ). For any ordinal η, let Y (η+1) = (Y (η))(1), and if η is a limit
ordinal, let

Y (η) = ∩{Y (ξ) : ξ < η }.
The spaces Y (η) are called Cantor-Bendixson derivatives of Y . The reader will note
that these derivatives form a decreasing transfinite sequence of closed subspaces of
Y . From cardinality considerations there is an ordinal α such that Y (α) = Y (α+1);
then, in fact, Y (α) = Y (β), for each β > α. Let CB(Y ) denote the smallest ordinal
for which Y (α) = Y (α+1); this is the CB-index of a space Y .

Now, it is easily seen that Y is scattered if and only if Y (α) = ∅, for suitable
α. If Y is scattered and CB(Y ) = α, then α is also the least ordinal for which
Y (α) = ∅. In particular, CB(Y ) = 1, with Y scattered, simply means that Y is a
nontrivial discrete space.

Obviously, if Y is scattered, then any subspace S is also scattered, and
CB(S) ≤ CB(Y ).

If Y is compact, scattered, and α = CB(Y ), then it is clear that ∩η<α Y (η)

is nonempty. It follows that α has a predecessor γ such that Y (γ) is finite and,
hence, the last nonempty Cantor-Bendixson derivative. (To illustrate, CB(Y ) = 1
means that Y itself is finite and nonempty; CB(Y ) = 2 means that Y \ Is(Y ) is
finite, but nonvoid; and so on.)

Note that if Y is compact and scattered, then CB(Y ) = 2 if and only if Y is
a finite topological sum of one-point compactifications of discrete spaces (of which
at least one is infinite).
(c) If X is scattered, with finite CB-index, then an easy induction argument es-
tablishes that each nonisolated point p ∈ X is the limit of a sequence p1, p2, . . .;
moreover, if p is isolated in X(i), then pn may be chosen so that it is isolated in
X(in), with in ≤ i.

To prove Theorem 3.3.10, applying Theorem 3.3.7, the following lemma is
very handy. The nontrivial implication – (c) ⇒ (a) – in the lemma is, probably,
part of the folklore of scattered spaces. A proof, due to Mart́ınez and McGovern,
appears in [MZ05].

Lemma 3.3.9. For any (compact) space X space the following are equivalent.
(a) X is scattered.
(b) For each open set O, bO is scattered.
(c) For each cozeroset U , bU is scattered.
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If X is scattered, then, for each nonnegative integer k, CB(X) ≤ k if and only if
CB(bU) ≤ k − 1, for each cozeroset U of X.

It should be noted that Theorem 3.3.10 generalizes [HMW03, Theorem 4.1(II)].
We sketch the proof.

To emphasize, though the Cantor-Bendixson apparatus is a purely topological
concept, apart from the case for quasi P -spaces, in [HMW03], we believe that no
topological proof exists of the theorem.

Theorem 3.3.10. Suppose X is a space. Then dimz(X) ≤ k if and only if X is
scattered and CB(X) ≤ k + 1; (k ≥ −1 is an integer).

Proof. For k = −1, both dimz(X) ≤ k and CB(X) ≤ k + 1 are true precisely
when the space X = ∅. Now suppose that k ≥ −1, and the theorem holds for all
compact spaces of z-dimension ≤ k. Observe that dimz(X) ≤ k + 1 if and only
if dimz(bU) ≤ k, for each cozeroset U of X , which, by induction, is true if and
only if each cozeroset boundary bU is scattered of CB-index ≤ k + 1. Finally,
applying Lemma 3.3.9, the latter holds if and only if X itself is scattered and
CB(X) ≤ k + 2. �

Remark 3.3.11. Note that βN, the Stone-Čech compactification of the discrete
natural numbers, has infinite z-dimension. Thus, any space containing a copy of
βN also has infinite z-dimension. This includes all the compact F -spaces ([GJ76,
Theorem 14.25]).

Briefly, we comment on what is known about d-dimension; there is very little
to report. We confine our remarks to CdX(X).

Remark 3.3.12. Let X be a space. The d-dimension of X (or of C(X)), denoted
dimd(X) (resp. dimd((C(X))) is the dimension of Cd(X).

As every d-element is a z-element, it follows that dimd(X) ≤ dimz(X), for
every space X . There are interesting situations when these dimensions agree; let
us refer the reader to [MZ05, §6].

It is easily seen that dimd(X) = 0 precisely when, for each cozeroset U of X ,
there is a cozeroset V of X such that U∩V = ∅ and U∪V is dense. Such spaces are
called cozerocomplemented; they have been extensively studied, and most recently
by Henriksen and Woods ([HW04]). This class includes all metric spaces. However,
βN is cozerocomplemented, but its z-dimension is infinite, one quickly realizes that
z-dimension and d-dimension can be quite different.

There is a characterization of the the condition dimd(X) ≤ k, as counterpart
to Theorem 3.3.4, in terms of closures of cozerosets; see [MZ05, Theorem 6.6].
Likewise, one has the analogue of Proposition 3.3.6:

Suppose that X is the topological union of the spaces Xi (i ∈ I). Then

dimd(X) = sup
i∈I

dimd(Xi).
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4. Part Four: Epicompletion in Frames

Here we present an account of work with Eric Zenk, some aspects of which is
very much in progress, in [M06c, MZ07]. The goal of this research is to under-
stand, in frame-theoretic terms, the “construction” of the essential closure of an
archimedean �-group, and then to view it functorially. Alternatively, from the
topological point of view, one seeks a frame-theoretic approach to the absolute
of a compact space, and terms under which the construction is reflective. The
reference for this is, primarily, [MZ06b].

In the interest of economy, we make several assumptions in this part of the ex-
position. First, we shall suppose that the reader is familiar with the elements of cat-
egory theory – with terms such as functor, whether covariant or contravariant; in
the first, short section to follow, we will provide the basic tools which the reader will
need to understand the rest of the narrative. Second, and for background purposes,
we hope that the reader will be able to work around the few references to Stone
duality. And, third, we suppose that if the reader has made it this far into the ex-
position, then this attempt of ours to ratchet up the discourse will not discourage.

4.1. Categorical preliminaries

This section consists of a brief introduction to the theory of reflections and core-
flections of categories. We shall endeavor to be as plain-spoken as possible, but
category theory being category theory, the reader may reasonably expect a blitz
of terminology. Our main reference is [HS79].

4.1.1. Monos and Epis. The seasoned navigator around issues related to mono-
morphisms and epimorphisms will know that in most reasonable categories “mono-
morphism” means “one-to-one”, whereas “epimorphism” frequently does not imply
“surjective”. For the record, we note that a morphism g : A −→ B in a category
C is a monomorphism (resp. epimorphism) if g · h1 = g · h2 (resp. h1 · g = h2 · g)
implies that h1 = h2 (whenever the compositions make sense).

4.1.2. Reflections and Coreflections. In this commentary we consider only covari-
ant functors. Suppose that B is a category having a full subcategory A; (that is
to say, between two A-objects, all B-morphisms are in A.)

A reflection of B in A is an assignment which associates with each B-object
B an A-object ρB, as well as a morphism ρB : B −→ ρB, having the following
universal property: for each A-object X and each morphism g : B −→ X , there is
a unique morphism ĝ : ρB −→ X such that ĝ · ρB = g; that is, the diagram below
commutes:

(4.1.2.ref)

B
ρB ��

g

���
��

��
��

��
��

��
ρB

ĝ

����
��

��
��

��
��

�

X
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It then follows that ρ : B −→ A is a covariant functor ([HS79]), and the
knowledgeable reader will recognize ρ as the left (or “front”) adjoint of the inclusion
functor U of A in B. Also worth a mention is the fact that ρ defines a natural
transformation between the identity functor 1B and the composite U · ρ.

Examples of reflections abound in mathematics. Likely to be familiar to many
mathematicians are: the reflection of groups in abelian groups, by factoring out
the commutator subgroup; the reflection of torsion free abelian groups in divisible
abelian groups, by the formation of the divisible hull; the reflection of the category
of Tychonoff spaces in the subcategory of compact spaces, by way of the Stone-
Čech compactification.

For additional examples of reflections, as well as amplification of the above
ones, the reader is referred to [HS79].

A coreflection is the dual concept, with all arrows reversed, associated with
the following commutative diagram:

(4.1.2.coref)

B γB
γB��

X

h

���������������

h

���������������

It is an exercise worth the reader’s while to actually formulate the dual statement.
The standard example in algebra of a coreflection is that of abelian groups in
torsion abelian groups, by passing from a groups G to its subgroups of torsion
elements.

The reader should also reflect upon the following (purposefully) imprecise
statement: that in most situations involving a pair of contravariant adjoint functors
between categories A and B, a reflection of A in a subcategory has a counterpart
in a coreflection of B, and vice-versa. Applying this to the situation involving the
functors O and Spec of 1.2.2, between the categories Frm of all frames and Top of
all topological spaces, the reader might reasonably expect some “new” examples
of coreflections of frames to arise from reflective counterparts in Top.

We comment, explicitly, upon two of these, next.

4.1.3. The Regular Coreflection. Recall from 1.2.1 that a frame L is regular if each
x ∈ L is the supremum of the elements of L which are well below it. Indeed, x ∈ L
is regular if and only if

x = ∨{ a ∈ L : a * x }.
Let us denote the subset of L of all regular elements by Reg(L); it is well known
and easily verified that Reg(L) is a subframe of L. The following are also readily
checked; we illustrate in one, typical instance:
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(a) Any regular subframe of L is contained in Reg(L).
(b) The subframe generated by any collection of regular subframes of L is regular;

thus, the supremum �L of all the regular subframes of L is regular and
�L ⊆ Reg(L). We note without comment that �L and Reg(L) are, in general
different; Reg(L) may fail to be regular.

(c) We say that * interpolates if a * b implies that c ∈ L exists such that
a * c * b. If * interpolates then Reg(L) is regular, and hence equal to �L.

(For, if a denotes the supremum of all elements of L which are well
below a, and note that a ∈ Reg(L). Next, if x is regular and c * x, then
there is a y ∈ L such that c * y * x, and so c * y ≤ y * x, and therefore x
is the supremum over the a, with a * x.)

(d) If L is normal (see 1.2.1) then * interpolates.
(e) The image under any frame homomorphism of a regular frame is regular.

As a consequence of (e) above, the inclusion �L ⊆ L defines a coreflection of the
category Frm in the subcategory RegFrm of all regular frames.

4.1.4. The Stone-Čech Coreflection. Now assume that L is regular. Consider the
ideal frame Idl(L). (Recall: J ⊆ L is an ideal of L if it is nonempty, closed under
finite suprema, and a ∈ J implies that ↓ a ⊆ J .) Consider the join map

∨
L :

Idl(L) −→ L, given by
∨

L(J) =
∨

J . Note that Idl(L) is compact. Now suppose
that h : A −→ L is any frame map out of a compact regular frame A. Define
f̄ : A −→ Idl(L) by

f̄(a) ≡ 〈 f(x) : x * a 〉,

where 〈S〉 indicates the ideal generated by S. One has to verify that f̄ is a frame
homomorphism. By the regularity of A one gets that

∨
L ·f̄ = f .

Apply the regular coreflection �, to obtain the passage from the commuta-
tivity on the left of the diagram below to the one on the right; βL ≡ �(Idl(L)),
and is the Stone-Čech compactification of L:

(4.1.4.1)

Idl(L)
∨

L �� L βL
βL≡�Idl(L)·

∨
L �� L = �L

������������������

A

f̄

����������������

f

��													
A = �A

�(f̄)

		















f=�(f)



���������������

It is a routine exercise to show that �(f̄) is actually uniquely determined by f .
That shows that β is a coreflection.

Finally in this section, we introduce the morphisms to be used in §4.4, which
will render the frame-theoretic absolute to be discussed there functorial.
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4.1.5. Skeletal maps. The reader familiar with skeletal maps in topology, in the
sense of [HS68] and [DPR81], will find the frame-theoretic counterpart natural
enough.

The frame homomorphism h : L −→ M is skeletal if x⊥⊥ = 1 in L implies
that h(x)⊥⊥ = 1. It is easy to verify that h is skeletal if and only if

x⊥
1 = x⊥

2 =⇒ h(x1)⊥ = h(x2)⊥.

Then it is also easy to check that h is skeletal precisely when there is a (unique)
frame homomorphism P(h) : PL −→ PM making the diagram below commute:

(4.1.5.1)

L

pL

��

h �� M

pM

��
PL

P(h) �� PM

In figure (4.1.5.1), pL denotes the nucleus defined by pL(x) = x⊥⊥. (We do not
decorate the ⊥s to indicate which frame the complements are taken in.)

As noted in [BaP96], if one considers the subcategory FrmS of frames with
skeletal maps, then P turns into a functor – which is, evidently, a reflection
([HS79]).

The concept of a skeletal map is also discussed in [BaP94].

4.2. Gleason and Conrad

We summarize the work of A. Gleason on the absolute of a compact Hausdorff
space, and the dual concept of the essential closure of an archimedean �-group.
We refer the reader to [Wa74] for an account of the former, and to [C71] for one
of the latter.

It should be emphasized that this section is meant to give basic background
information. Technically speaking the reader should be able to proceed to §4.4 and
pick up the “point-free” thread of this narrative.

4.2.1. The Absolute of a Compact Space. In this commentary all topological
spaces are assumed to be compact and Hausdorff. If X is a space then RO(X)
denotes the collection of regular open sets; we remind the reader that an open set
U is regular open if it is the interior of a closed set. Equivalently, U ∈ O(X) is
regular open if and only if U = intX(clXU), if and only if U is a polar of the frame
O(X).

Thus, RO(X) is itself a boolean frame, and, in particular, it is complete. The
Stone dual of RO(X), is denoted EX ; applying the machinery of Stone duality,
one obtains that EX is an extremally disconnected space – that is, every open set
has an open closure. One may view EX as the space of maximal ideals of RO(X)
– the latter viewed as a boolean ring, while EX bears the hull-kernel topology;
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each maximal ideal m is fixed, in the sense that there is a (unique) point p ∈ X
such that

m = mp ≡ {U ∈ m : p /∈ U }.
The existence of p uses the compactness of X , while the uniqueness follows from
the Hausdorff separation.

Define eX(m) = p; this defines a continuous map of EX onto X , which is
irreducible, meaning that no proper closed subset maps onto X .

If Y is any extremally disconnected space and g : Y −→ X is an irreducible
continuous surjection, then there is a homeomorphism h : Y −→ EX such that
eX ·h = g. One then says that EX is unique up to a homeomorphism over X ; EX
is the absolute of X .

Whether one obtains the absolute of a compact Hausdorff space X as a
space of maximal ideals of the Stone dual RO(X), or, as other approaches do, by
identifying it as the maximum in a poset – see, for example [H89] – the existence
of the absolute involves, somewhere in the process, an application of Choice. The
frame-theoretic approach to be outlined in §4.4 is Choice-free: it invokes the Stone-
Čech coreflection, which is Choice-free, as was pointed out in 4.1.4.

4.2.2. D(X). We review the basic facts about this construct, the set of all “almost
real-valued” continuous functions defined on the space X . Spaces are here assumed
to be Tychonoff, and frequently will have strong disconnectivity properties as well.

D(X) stands for the set of all continuous functions f defined of X with
values in the extended reals R ∪ {±∞}, such that f−1(R) is dense in X . D(X)
is easily seen to be a lattice under pointwise supremum and infimum. On the
other hand, pointwise addition and multiplication yield a group and ring structure,
respectively, in only very particular circumstances, which ought not concern us
here. Suffice it to observe that (a) for each f ∈ D(X), f−1(R) is a dense cozeroset,
and (b) dense cozerosets have to be C∗-embedded. (We refer the interested reader
to [BKW77, Chapter 13] and [PW89, 8.4] for further discussion.)

4.2.3. Essential Extensions. Suppose that G is an �-subgroup of the �-group H .
Call H an essential extension of G if each nontrivial convex �-subgroup of H
intersects G nontrivially. One also uses the following phrases, synonymously: G is
an essential �-subgroup of H , and G is a large �-subgroup of H .

In the context of archimedean �-groups, H is an essential extension of G if
and only if the trace map P �→ G ∩ P is a boolean isomorphism of PH onto PG
([BKW77, Theorem 11.1.15]); this due to Conrad. For archimedean �-groups also
one may consider the concept of an “essential closure”: first, H is essentially closed
if there are no proper (archimedean) essential extensions of H . Further, H is an
essential closure of G if G is essential in H and H is essentially closed.

Note that one is forced to confine oneself to archimedean �-groups if the
concept of an essentially closed object is to amount to anything. Else, for any G
one may lexicographically construct G×Z, making the elements of G infinitesimals
to the pairs (g, n) (with n ∈ N), and this is an essential extension.
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4.2.4. The Essential Closure. From this point onward we assume all �-groups en-
tering the conversation are archimedean, unless the contrary is explicitly stated.
The reader is reminded that all archimedean �-groups are abelian ([BKW77, The-
orem 11.1.3]).

For these results on D(X) the reader may go directly to [C71], where the
existence and uniqueness of the essential closure was first proved by Conrad; al-
ternatively, one may refer to [BKW77, §13.4].

If X is a compact extremally disconnected space, then D(X) is an �-group,
since in such a space every dense open set is C∗-embedded ([GJ76, 1H]), and D(X)
is also essentially closed. Moreover, every essentially closed �-group is a D(X), for
a suitable compact extremally disconnected space X . Conrad also characterizes
such a D(X) is terms of completeness properties ([BKW77, Corollary 13.4.3]); we
attend to that in brief in the comments of 4.3.4, below.

Indeed, the facts concerning the essential closure – at least, Conrad’s ap-
proach to them – seem to depend on the following theorem. Many authors can
claim some version of it; however, in its full generality, the theorem is most often
credited to Simon Bernau ([Be65], or [BKW77, Theorem 13.4.1]). We state it here
in a manner convenient to our purposes.

Each archimedean �-group G may be essentially embedded as an �-sub-
group of D(X), for a suitable compact extremally disconnected space X.
Moreover, X is the Stone dual of the boolean algebra PG of polars of G.

This representation theorem makes it is clear that each �-group G has an essential
closure, which is unique up to an isomorphism over G.

4.3. The category W and its relations

It is virtually impossible anymore, to say nothing of how perilous it would be, to
raise the subject matter of archimedean �-groups, without highlighting the Yosida
Embedding Theorem. And since we are about to shift the discussion to categorical
questions, the appearance of the category W is downright inevitable.

It is at this point too that the narrative of this article begins to acquire the
personal color announced in the title. Meanwhile, the reader should be made aware
of what is missing in this narrative.

The reader should know that there is a frame-theoretic perspective of the
category W and the Yosida Embedding Theorem which is different from the one
in the pages ahead. In broad terms, one may define concepts such as completely
regular and Lindelöf frames, as pointfree companions of their topological counter-
parts. The Yosida Embedding Theorem then has a frame-theoretic formulation;
the reader will find fine expositions of it in [BH91] and [MaV90]. Both these refer-
ences discuss the characterization of regular Lindelöf frames in terms of the �-group
C(L) of frame homomorphisms of O(R) into L.

Madden obtained a constructive proof of the aforementioned frame-theoretic
Yosida Embedding Theorem in [Ma90]. (For practical purposes the reader may
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interpret the term constructive as indicating a process which is free of Choice or
other axioms used to produce the existence of points or cardinal bounds. In this
regard we recommend [Ba94], which contains a purely constructive account of the
frame of real numbers.)

We record the definition of W, followed by a statement of the (classical!)
Yosida Embedding Theorem. The most comprehensive reference for this version
of the theorem remains [HR77].

Definition & Remarks 4.3.1. The category W consists of all the archimedean �-
groups G together with a designated unit u > 0, while the morphisms are the
�-homomorphisms that preserve the designated unit. (Recall that 0 < u ∈ G is a
unit of G if u⊥ = {0}.)

Associated with each W-object G with designated unit u, one has the Yosida
space Y (G); namely the space of all values of u, endowed with the hull-kernel
topology. Y (G) is a compact Hausdorff space.

For each W-morphism φ : G −→ H , there is an induced continuous map

Y (φ) : Y (H) −→ Y (G),

defined by

Y (φ)(V ) = φ−1(V ),

for each V ∈ Y (H).

Three additional comments are in order:

1. As defined, Y becomes a contravariant functor from W to the category KT2

of compact Hausdorff spaces.

2. If φ stands for the inclusion of the �-group in the extension H , then G ⊆ H is
essential if and only if Y (φ) is an irreducible surjection. This fact, effectively,
makes the work of Conrad and Gleason duals of one another.

3. f : G −→ H preserves all existing suprema precisely when Y (φ) is a skeletal
map ([BH90, Lemma 9.4]).

Without further ado we formulate the Yosida Embedding Theorem, followed
by a few clarifying remarks.

Theorem 4.3.2 (Yosida Embedding Theorem). Suppose that G is an archimedean
�-group with designated unit u. Then there is a compact Hausdorff space Y and
an �-group G′ in D(Y ), along with an �-isomorphism Θ : G −→ G′ onto G′ which
separates the points of Y and such that Θ(u) = 1.

The space Y and the map Θ are unique, in the sense that, if Y is a compact
Hausdorff space and Φ is an �-isomorphism onto an �-group Φ(G) in D(X) which
separates the points of X, and such that Φ(u) = 1, then there is a homeomorphism
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τ : X −→ Y , such that the diagram below commutes; that is, for each g ∈ G,

D(τ)(Θ(g)) = Φ(g).

G

Φ

���
��

��
��

��
��

��
�

Θ �� D(Y )

D(τ)












D(X)

Remarks 4.3.3. (a) Let X be a Tychonoff space, and G ⊆ D(X). We say that G
is an �-group in D(X) if G is a lattice-ordered group, and the group operation is
pointwise wherever possible, that is, for each f, g ∈ G,

(f + g)(x) = f(x) + g(x), for all x ∈ f−1(R) ∩ g−1(R).

In the formulation of Theorem 4.3.2 it is assumed that the �-groups of extended
real-valued functions have the constant function 1 as their designated units.

(b) A ⊆ D(X) separates the points of X if for each pair x, y ∈ X of distinct
points, there is an f ∈ A such that f(x) �= f(y). Note that if A is an �-group in
D(X), and it separates the points, then, with x �= y, we may pick f ∈ A such that
f(x) = 0 and 0 < f(y) < ∞.

(c) Finally, the reader should realize that if τ : X −→ Y is a homeomorphism
then the map D(τ) : D(Y ) −→ D(X) defined by D(τ)(g) = g·τ is properly defined,
and a lattice isomorphism, since (D(τ)(g))−1(R) = τ−1(g−1(R)).

Now it is well known that the essential closure is not functorial in W, and,
in particular, not a reflection in the subcategory of essentially closed objects. To
make this closure a functor, one must restrict the maps. The category of choice is
W∞, which has the same objects as W, but uses only the morphisms of W which
preserve all existing suprema. The dual category of compact Hausdorff spaces then,
likewise, employs only the skeletal maps, in view of 4.3.1.3.

That the essential closure is a reflection of W∞ in its full subcategory of
essentially closed groups is conjectured in [BH90, 9.12]. A proof, making heavy use
of Yosida representation, appears in Ricardo Carrera’s dissertation ([Cr04, §2.2]).
Let us give a more detailed account, in view of the goal of ultimately formulating
a frame-theoretic version. We quote from [Cr04], and leave it to the enterprising
reader to look up the relevant categorical terms in [HS79].

Remarks 4.3.4. All categorical references in this commentary are to W∞. We
follow the development of results in [Cr04].
(a) ([Cr04, Theorem 2.2.10]) The essential closure is the maximum essential

monoreflection.
(b) ([Cr04, Proposition 4.1.1]) The extension H of G (in W∞) is epic if and

only if it is essential. Together with (a), this immediately implies that the
essential closure is the maximum monoreflection.
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Carrera goes on to show that various other classes of �-groups, which are not
reflective in W, are epireflective in W∞. We summarize this next. Let α denote an
uncountable cardinal or the symbol ∞. Define three classes of �-groups (for each
α) as follows:

• P(α): �-groups in which every polar which is generated by fewer than α
elements is complemented. These are the α-projectable groups.

• C(α): �-groups in which every bounded set S of positive elements, with |S| <
α, has a supremum. These are the conditionally α-complete groups.

• L(α): �-groups in which every set S of pairwise disjoint elements, with |S| <
α, has a supremum. These are the laterally α-complete groups.

(In the preceding definitions, the case α = ∞ is interpreted as placing no cardi-
nality bounds whatsoever.) For each α, L(α) and C(α) are epireflective in W∞
([Cr04, Theorem 4.2.15]), while it is known that only L(ω1) is epireflective in W

([HM97, §7]). P(α) too is epireflective in W∞ ([Cr04, Corollary 5.1.11]), whereas
it not reflective in W, for any α.

Finally, a formulation of Conrad’s characterization of the essentially closed �-
groups: G is essentially closed if and only it is divisible, laterally and conditionally
(∞)-complete ([BKW77, Corollary 13.4.3]).

Remark 4.3.5. There are a variety of successful attempts in the literature to make
Gleason’s absolute functorial and coreflective. We refer the reader to two of these.
In [DPR81] the situation is more general, since compactness is dropped; the maps
of choice are the skeletal maps. In [Wo89] Woods proves that in the category of
compact Hausdorff spaces with continuous “li-maps” the absolute is coreflective.
However, while it is clear that the li-maps are skeletal, it is not at all obvious that
the reverse is true.

4.4. Absolutes, framewise

We have taken up the spatial and algebraic preliminaries, and the time is nigh to
elevate the subject to a frame-theoretic context. The task consists of “translating”
Gleason’s absolute to compact regular frames. The construction of the absolute
may be found in [Ba88]. This section summarizes the results of [MZ06b], where
the reflective properties of [Cr04] are lifted to the category KRegS of all compact
regular frames with all skeletal maps.

Definition & Remarks 4.4.1. Throughout this commentary A stands for an object
in KRegS.

Suppose that D is a distributive lattice with bottom 0. Idl(D) denotes the
frame of all ideals of D. Recall that Idl(D) is an algebraic frame, in which the
ideals of the form ↓ x are the compact elements.

Recall that a A is a strongly projectable frame if every polar is complemented.
If X is a compact Hausdorff space, then O(X) is strongly projectable if and only if
X is extremally disonnected. SPRegS stands for the full subcategory of KRegS

whose objects are the strongly projectable frames.
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We record some basic features of the ideal frame of a boolean algebra B; see
[MZ06b, §3]. Define

∨
B : Idl(B) −→ B by

∨
B(J) =

∨
J .

1. Idl(B) is a compact regular algebraic frame in which each compact element
is complemented.

2. B ∼= k(Idl(B)), via the isomorphism
∨

B.
3. Conversely, if L is a compact regular frame which is generated by k(L), then

each compact element is complemented, and k(L) is a boolean algebra. More-
over, the map

x �→ { a ≤ x : a ∈ k(L) },
for x ∈ L, is an isomorphism of frames.

4. Idl(B) is strongly projectable if and only if B is complete. If this is the case,
then P(Idl(B)) = k(Idl(B)).
Define εA to be Idl(PA); this is the absolute of A. We record [MZ06b, Propo-

sition 3.4].

Suppose that A is a compact regular frame. Then there is a skeletal frame
embedding εA : A −→ εA, so that the following diagram commutes:

(4.4.1.1)

A

pA

���
��

��
��

��
��

��
εA �� εA

∨
PA

����
��

��
��

��
��

�

PA

In fact, εA(x) = { a ∈ PA : a * x⊥⊥ }.

We recite the main results of [MZ06b].

Theorem 4.4.2 ([MZ06b, Theorem 4.3]). Let h : A −→ B be a KRegS-morphism.
Then there is a unique skeletal frame map ε(h) : εA −→ εB making the rectangles
in which it lies, in the prism below, commutative:

(4.4.2.1)

A

pA

���
��

��
��

��
��

��
�

h
��������������������������

εA �� εA

∨
PA

����
��
��
��
��
��
��
� ε(h)

�������������������������

B

pB

���
��

��
��

��
��

��
�

εB �� εB

∨
PB

����
��
��
��
��
��
��
�

PA

P(h)
������������������������

PB

Thus, ε : KRegS −→ SPRegS defines a monoreflection.
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Definition & Remarks 4.4.3. A morphism e : A −→ B which is both monic and epic
will be called an epic extension. An object E is epicomplete if every epic extension
m : E −→ F is an isomorphism. E(B) will stand for the full subcategory of all
epicomplete objects of the category B.

Evidently, E(B) is contained in each monoreflective subcategory of B. Fre-
quently, as is the case in KRegS, E(B) is the least monoreflective subcategory.
However, there are examples in which E(B) is not even epireflective.

Theorem 4.4.4 ([MZ06b, Theorem 5.5]). E(KRegS) = SPRegS.

Remark 4.4.5. Spurred on by the results quoted in 4.3.4, (a) and (b), one would
reasonably conjecture that ε ought to be an essential reflection, in the sense that
if h : A −→ B is monic in KRegS, then ε(h) is also monic. The trouble is that
one cannot seem to decide what the monomorphisms are in this category. It is
unknown whether monics in KRegS are dense; if this is true, then, without too
much trouble, one can proceed to show that monics are, in fact, one-to-one, and
that ε is essential.

What is known is the following; the reader is referred to [Ba88]. Now, ε has
the ostensibly weaker property that if h : A −→ B is one-to-one, then the extension
ε(h) is also one-to-one. More generally, let us say, for purposes of this remark, that
a frame embedding m : A −→ B is large if for each 0 < b ∈ B, there exists an
a > 0 in A such that m(a) ≤ b. Banaschewski shows in [Ba88] that an embedding
m : A −→ B of compact regular frames is large if and only if g is one-to-one
whenever g ·m is one-to-one, for each frame map g : B −→ C of compact regular
frames. Further, a compact regular frame A is strongly projectable if and only if
A has no proper large extensions ([Ba88, Proposition 2]).

All of which yields the following observation, which parallels 4.3.4(b).

Proposition 4.4.6. Suppose that m : A −→ B is a one-to-one KRegS-morphism.
Then m is an epic extension if and only if it is large.

Proof. Observe that a composition of frame extensions m2 ·m1 is large if and only
if both m1 and m2 are large. Thus, since εA : A −→ εA is large, we have that
that if m is large then so is ε(m). Then, by the foregoing remarks, ε(m) is an
isomorphism. Therefore m may be viewed as a first factor. Since εA is epic, by a
routine argument one is able to show that m too is epic.

Conversely, suppose m is an epic extension. Then, as a second factor of an
epimorphism, ε(m) is also an epic extension. Then, by [MZ06b, Lemma 5.4], ε(m)
is an isomorphism, whence m is large. �

4.5. Postscript

The classical work of Conrad described in §4.2 begs to be carried over to the level
of frames, and along the lines suggested by Carrera’s contribution. The goal in this
closing section is to give the reader an idea of the progress that has been made;
the references we give are to ongoing work, in [M06c] and [MZ07].
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The reader will perhaps already have guessed that the category where the
proper discourse will eventually take place should consist of archimedean frames
and frame maps which are both skeletal and coherent. We refer the reader back
to 3.1.4(b) for the notion of an archimedean frame, and recall that the notion
is abstracted from archimedean �-groups. The coherent frame homomorphisms
between algebraic frames are the ones mapping compact elements to compact
elements. Moreover, since the motivation for this work comes from �-groups and
f -rings, one might find the hypothesis of normality desirable.

This research has, in fact, prompted a second look at archimedean frames, per
sé, which is the major focus of [M06c]. We give an account of the elementary ideas,
in part because it will increase the desirability of the assumption of normality.

Definition 4.5.1. Let A be an arbitrary frame. If for each 0 < a ≤ b ∈ A, there
exists a c ∈ A, with c < b, such that b = a ∨ c, we say that A is joinfit. If A is
algebraic and this condition holds with a, b and c compact, then we say that A is
finitely joinfit.

It is straightforward that a joinfit algebraic frame is finitely joinfit. The dis-
tributive law also allows for the following simplification: for A to be joinfit, it
suffices that the above definition be satisfied for b = 1. Then it is clear that if A
is compact and finitely joinfit, it is also joinfit.

The following proposition summarizes the relationship between joinfitness
and the archimedean condition; it will appear in [M06c]. We remind the reader
that � stands for the regular coreflection.

Proposition 4.5.2. Suppose A is an algebraic frame. Regarding the conditions below,
• (a) implies (b), and the reverse is true with the Axiom of Choice.
• (b) if and only if (d), if A is normal.
• If A is a compact algebraic normal frame they are all equivalent,

with Choice.
(a) A is archimedean.
(b) A is joinfit.
(c) A is finitely joinfit.
(d) �A is large in A.

Condition (d) in the proposition appears to be key. Note that there are ex-
amples of joinfit frames which are not normal, for which this condition fails.

Of note and consequence is the following; the reader will observe the role of
normality.

Proposition 4.5.3. Suppose that A is a compact normal frame. Then (�A)∗ is a
frame homomorphism.

Using the absolute of section §4.4 one is able to construct an epireflection ε̂
of KNArS, the category of compact normal joinfit frames in the full subcategory
SPArS of all strongly projectable frames. We give an account of what is known
about ε̂ in the following commentary ([MZ07]).
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Remarks 4.5.4. In the sequel A denotes a KNArS-object. ε̂A is constructed via
the pushout in Frm, the category of all frames and frame maps:

(4.5.4.1)

�A

�A

��

ε�A �� ε(�A)

θ

��
A

ε̂A �� ε̂A

We observe the following about the pushout:
1. The maps in the pushout are skeletal; in fact,

�(ε̂A) ∼= ε(�A),

canonically, and θ ∼= �ε̂A.
2. The functor P – as discussed in 4.1.5 – induces isomorphisms throughout in

Figure (4.5.4.1).
3. By Proposition 4.5.3, �A, and therefore also θ, by properties of pushouts, are

sections ([HS79]).
4. By properties of pushouts, and because � and ε are coreflections and re-

flections, respectively, if h : A −→ B is skeletal, then there is a unique
ε̂(h) : ε̂A −→ ε̂B making the diagram below commute – and ε̂(h) too is
skeletal.

(4.5.4.2)

A

h

��

ε̂A �� ε̂A

ε̂(h)

��
B

ε̂B �� ε̂B

In particular, ε̂ defines a covariant functor.
5. If A is strongly projectable then so is �A, and it follows easily that ε̂A is an

isomorphism. In general, it is shown that ε̂A is strongly projectable, and it
follows that ε̂ is an epireflection.
This almost suffices to show that ε̂ epireflects KNArS in SPArS. The miss-

ing details are the compactess, normality, and joinfitness of ε̂A, all of which stem
from the fact that the pushout is a coequalizer of a coproduct. And the relevance
of these observations is:
• that the coequalizer taken is of a pair of frame maps having a regular source

(�A) – see [PT01, Chapter 2, Theorem 4.6], and
• that the coproduct involved, that of A and ε(�A), has compact, normal and

joinfit factors, and that these properties are preserved by coproducts, and by
a coequalizer of a pair of skeletal frame maps having a regular source.
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Similar arguments apply to prove the coherence of ε̂A from the assumption of
that property on A. The coherence of the maps ε̂A and θ, likewise, follows from
properties of the pushout.

And that is, more or less, where things stand. All that’s left to do is summarize
what we don’t know – yet:
• Is ε̂ a monoreflection? Or, what is an equivalent question: Does every compact,

normal joinfit frame embed skeletally in one which is also strongly projectable?
This question is made more mysterious by the fact that we do not

know what the skeletal monomorphisms are between normal joinfit frames.
Unlike the issue with monics in KRegS – see 4.4.5 – in KNArS monics are
dense, but dense maps need not be one-to-one in this category.

• It is not difficult to show that SPRegS ⊆ E(KNArS), the class of epicom-
plete KNArS-objects (4.4.3); but we do not know whether equality holds. It
is known that SPRegS is epi- but not monoreflective.
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Non-commutative Banach Function Spaces

Ben de Pagter

1. Introduction

In this paper we survey some aspects of the theory of non-commutative Banach
function spaces, that is, spaces of measurable operators associated with a semi-
finite von Neumann algebra. These spaces are also known as non-commutative
symmetric spaces. The theory of such spaces emerged as a common generalization
of the theory of classical (“commutative”) rearrangement invariant Banach func-
tion spaces (in the sense of W.A.J. Luxemburg and A.C. Zaanen) and of the theory
of symmetrically normed ideals of bounded linear operators in Hilbert space (in
the sense of I.C. Gohberg and M.G. Krein). These two cases may be considered
as the two extremes of the theory: in the first case the underlying von Neumann
algebra is the commutative algebra L∞ on some measure space (with integration
as trace); in the second case the underlying von Neumann algebra is B (H), the
algebra of all bounded linear operators on a Hilbert space H (with standard trace).
Important special cases of these non-commutative spaces are the non-commutative
Lp-spaces, which correspond in the commutative case with the usual Lp-spaces on
a measure space, and in the setting of symmetrically normed operator ideals they
correspond to the Schatten p-classes Sp.

In the present paper we take the Banach function spaces as our point of
departure. As will become clear, there are many results in the general theory which
are direct analogues of the corresponding results in the classical theory. But, we
hasten to say that the proofs are quite different in most cases (partly due to the
lack of lattice structure in the non-commutative situation). However, there are
also many instances where the non-commutative situation essentially differs from
the commutative setting (this is in particular illustrated by some of the results in
Section 8, concerning the continuity of so-called operator functions).

Definitions and results are stated in detail, but most of the proofs are omitted
(with references to the relevant literature). Some proofs have been included, in
particular of results which have not yet appeared in print, as well as some relatively
short arguments.
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In Section 2 we review some of the basic features of the classical (that is,
commutative) Banach function spaces associated with a measure space. We assume
that the reader is familiar with the terminology of the theory of Riesz spaces
and Banach lattices (as may be found in, e.g., [1], [40]). In particular we discuss
rearrangement invariant spaces and the so-called Köthe duality. In Section 3 we
review some basic facts concerning von Neumann algebras and in Section 4 we
discuss in some detail the τ -measurable operators (associated with a semi-finite
von Neumann algebra M equipped with trace τ). Particular attention will be
given to the properties of the order structure of the (self-adjoint part of the) space
S (τ) of all such τ -measurable operators. The measure topology on the space S (τ)
is introduced and its properties are discussed in Section 5. Again we will digress
somewhat on the interplay between the order structure and the topology.

An important role in the theory of non-commutative spaces is played by
the generalized singular value function (of a τ -measurable operator). In the com-
mutative theory this corresponds to the so-called decreasing rearrangement of a
function and, in the setting of compact operators in Hilbert space, to the sequence
of singular values of an operator. The properties of the generalized singular value
function are discussed in Section 6.

Non-commutative Banach function spaces are defined in Section 7 and some
of their basic properties are reviewed and some aspects of the duality theory are
discussed (in particular, trace duality and the Köthe dual). We end the paper with
a brief introduction to the study of so-called operator functions in Section 8.

2. Banach function spaces

Let (X, Σ, ν) be a measure space. We always assume that (X, Σ, ν) is Maharam,
that is, it has the finite subset property (i.e., for every A ∈ Σ with ν (A) > 0 there
exists B ∈ Σ such that B ⊆ A and 0 < ν (B) < ∞) and is localizable (i.e., the
measure algebra is a complete Boolean algebra; recall that the measure algebra of
(X, Σ, ν) is obtained from Σ by identifying sets which are ν-almost equal). Note
that any σ-finite measure space is a Maharam measure space.

The complex Riesz space of all complex-valued measurable Σ-measurable
functions on X (with identification of ν-a.e. equal functions) is denoted by L0 (ν).
Since we assume (X, Σ, ν) to be Maharam, L0 (ν) is Dedekind complete.

Definition 2.1. A Banach function space on (X, Σ, ν) is an ideal E ⊆ L0 (ν) (that
is, E is a linear subspace of L0 (ν) with the additional property that f ∈ L0 (ν),
g ∈ E and |f | ≤ |g| imply f ∈ E) equipped with a norm ‖·‖E such that (E, ‖·‖E)
is a Banach lattice.

Evidently, any Banach function space is Dedekind complete. We may, and
shall, always assume that the carrier of E is equal to X (that is, for every A ∈ Σ
with ν (A) > 0 there exists B ∈ Σ such that B ⊆ A, ν (B) > 0 and χB ∈ E).
Examples of Banach function spaces are the Lp-spaces (1 ≤ p ≤ ∞), Orlicz spaces,
Lorentz spaces, and Marcinkiewicz spaces. A concise introduction in the theory of
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Banach function spaces can be found in Chapter 15 of the book [39] (as in most of
the literature on Banach function spaces, the underlying measure space is assumed
to be σ-finite; for a treatment in the setting of more general measure spaces, we
refer the reader to [17]). In this paper we will be interested mainly in a special class
of Banach function spaces, the so-called rearrangement invariant Banach function
spaces.

2.1. Rearrangements

For f ∈ L0 (ν) its distribution function df : [0,∞)→ [0,∞] is defined by

df (λ) = ν ({x ∈ X : |f (x)| > λ}) , λ ≥ 0.

Note that df is decreasing and right-continuous. We are interested only in those
functions f ∈ L0 (ν) for which there exists λ0 ≥ 0 such that df (λ0) < ∞, which
implies that limλ→∞ df (λ) = 0. We define

S (ν) = {f ∈ L0 (ν) : ∃ λ0 ≥ 0 s.t. df (λ0) < ∞} . (1)

If f ∈ L0 (ν), then f ∈ S (ν) if and only if f is bounded except on a set of finite
measure. Evidently, S (ν) is an ideal in L0 (ν).

For f ∈ S (ν) the decreasing rearrangement µ (f) : [0,∞) → [0,∞] of |f | is
defined by

µ (f ; t) = inf {λ ≥ 0 : df (λ) ≤ t} , t ≥ 0.
Observe the following simple properties of the function µ (f).

Lemma 2.2. If f ∈ S (ν), then
(i) µ (f ; t) < ∞ for all t > 0;
(ii) µ (f) is decreasing and right-continuous;
(iii) µ (f ; 0) < ∞ if and only if f ∈ L∞ (ν) and in this case µ (f ; 0) = ‖f‖∞;
(iv) the functions f and µ (f) have the same distribution function, that is, dµ(f) =

df on [0,∞) (where dµ(f) is computed with respect to Lebesgue measure on
[0,∞)).

For a detailed account of the properties of decreasing rearrangements of func-
tions we refer the reader to the books [3] and [24]. The decreasing rearrangement
of |f | is frequently denoted by f∗. However, in the setting of the present paper we
prefer the notation µ (f), in particular since the ∗ will be used later on to indicate
the adjoints of Hilbert space operators.

Furthermore, we note that∫
X

|f |dν =
∫ ∞

0

µ (f ; t)dt

for all f ∈ S (ν). If f ∈ S (ν) and if ϕ : [0,∞) → [0,∞) is continuous and
increasing, then µ (ϕ ◦ |f |) = ϕ◦µ (|f |), which implies in particular that µ (|f |p) =
µ (f)p, 1 ≤ p < ∞. Consequently,∫

X

|f |p dν =
∫ ∞

0

µ (f ; t)p
dt, 1 ≤ p < ∞, for all f ∈ S (ν) . (2)
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2.2. Rearrangement invariant Banach function spaces

Let E be a Banach function space on the Maharam measure space (X, Σ, ν).

Definition 2.3. The Banach function space E ⊆ S (ν) is called rearrangement
invariant if f ∈ E, g ∈ S (ν) and µ (g) = µ (f) imply that g ∈ E and ‖g‖E = ‖f‖E.

Rearrangement invariant spaces are discussed in, e.g., [3], [24] or [27] (how-
ever, the results in [3] should be handled with some care, as the class of Banach
function spaces considered is more restrictive: the so-called Fatou property is in-
cluded in their definition of a Banach function space!). For rearrangement invariant
function spaces on non-σ-finite measure spaces, see [17].

It follows from (2) and Lemma 2.2, (iii) that Lp-spaces are rearrangement
invariant Banach function spaces. Other examples are Orlicz spaces, Lorentz spaces
and Marcinkiewicz spaces.

The following two examples are of particular interest. The space

(L1 ∩ L∞) (ν) = L1 (ν) ∩ L∞ (ν)

equipped with the norm given by

‖f‖L1∩L∞ = max (‖f‖1 , ‖f‖∞)

is a rearrangement Banach function space. An alternative expression for the norm
is given by

‖f‖L1∩L∞ = sup
t>0

1
min (t, 1)

∫ t

0

µ (f ; s) ds.

The other example is the space

(L1 + L∞) (ν) = L1 (ν) + L∞ (ν) ,

where the norm is defined by

‖f‖L1+L∞ = inf {‖g‖1 + ‖h‖∞ : f = g + h, g ∈ L1 (ν) , h ∈ L∞ (ν)} .

This norm is also given by

‖f‖L1+L∞ =
∫ 1

0

µ (f ; s)ds, f ∈ (L1 + L∞) (ν) .

If E is an rearrangement invariant Banach function space on (0,∞) (with respect
to Lebesgue measure), then

(L1 ∩ L∞) (0,∞) ⊆ E ⊆ (L1 + L∞) (0,∞) , (3)

with continuous embeddings (see, e.g., [24], Theorem II.4.1). Actually, these inclu-
sions hold whenever the measure space (X, Σ, ν) is non-atomic or, is atomic with
all atoms having equal measure.
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2.3. Submajorization

Most of the classical rearrangement invariant Banach function spaces satisfy a
stronger condition than just being rearrangement invariant. To discuss this stronger
property we introduce the following notion. As before, (X, Σ, ν) is a Maharam
measure space.

Definition 2.4. Given f, g ∈ S (ν) we say that f is submajorized by g (in the sense
of Hardy, Littlewood and Polya), denoted by

f ≺≺ g,

if ∫ t

0

µ (f ; s) ds ≤
∫ t

0

µ (g; s) ds, t ≥ 0.

Definition 2.5. A Banach function space E ⊆ S (ν) is called symmetric if it satisfies
the following three conditions:

(a) E is rearrangement invariant;
(b) L1 ∩ L∞ (ν) ⊆ E ⊆ (L1 + L∞) (ν) with continuous embeddings;
(c) if f, g ∈ E and f ≺≺ g then ‖f‖E ≤ ‖g‖E.

As we have already observed before, any rearrangement invariant Banach
function space on the interval (0,∞) automatically satisfies condition (b) of the
above definition. The following theorem exhibits a large class of symmetric Banach
function spaces. Recall that the norm ‖·‖E on a Banach function space E is called
a Fatou norm if 0 ≤ fα ↑ f ∈ E implies that ‖fα‖E ↑ ‖f‖E .

Theorem 2.6 (Luxemburg). ([27]) If E is a rearrangement invariant Banach func-
tion space on (0,∞) with a Fatou norm, then E is a symmetric Banach function
space.

For simplicity, we have formulated the above result only for the measure
space (0,∞). Actually, this result holds for any measure space which is either non-
atomic or is atomic with all atoms having equal measure. However, the result of
the theorem is not valid for any measure space, as is illustrated by the following
simple example.

Example 2.7. Let X = {1, 2} and define the measure ν by ν ({1}) = 2 and ν ({2}) =
1. For E we take CX = C2, equipped with the norm given by ‖(f1, f2)‖E = |f1|+
|f2|.

The importance of the class of symmetric Banach function spaces is already
indicated by the following result: any symmetric Banach function space on (0,∞)
has offspring on every Maharam measure space. For convenience, we denote a Ba-
nach function space E on the interval (0,∞) explicitly by E (0,∞). The following
theorem has been obtained by W.A.J. Luxemburg ([27]) under the assumption
that the norm on E (0,∞) is Fatou.
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Theorem 2.8. Let E (0,∞) be a symmetric Banach function space on (0,∞) and
let (X, Σ, ν) be a Maharam measure space. If we define

E (ν) = {f ∈ S (ν) : µ (f) ∈ E (0,∞)}

and
‖f‖E(ν) = ‖µ (f)‖E(0,∞) , f ∈ E (ν) ,

then
(
E (ν) , ‖·‖E(ν)

)
is a symmetric Banach function space on (X, Σ, ν).

Another important property which is stronger than symmetry is presented
in the next definition.

Definition 2.9. A Banach function space E ⊆ S (ν) is called fully symmetric if it
follows from f ∈ S (ν), g ∈ E and f ≺≺ g that f ∈ E and ‖f‖E ≤ ‖g‖E.

It is easily verified that any fully symmetric Banach function space is sym-
metric in the sense of Definition 2.5, but not conversely. As was shown by A.P.
Calderón ([6]), the fully symmetric Banach function spaces are precisely the exact
(L1, L∞)-interpolation spaces (cf. also [3], Chapter 5). In connection with Theo-
rem 2.6, we mention that any rearrangement invariant Banach function space on
(0,∞) with the Fatou property (that is, 0 ≤ fα ↑ f in L0 (0,∞), fα ∈ E and
supα ‖fα‖E < ∞ imply that f ∈ E and ‖fα‖E ↑ ‖f‖E) is fully symmetric, as was
shown by Luxemburg ([27]).

2.4. Köthe duality

Next we discuss some aspects of the duality theory for Banach function spaces.
Given a Banach function space E on a Maharam measure space (X, Σ, ν), the
Köthe dual space E× of E is defined by

E× =
{

g ∈ L0 (ν) :
∫

X

|fg|dν <∞ ∀ f ∈ E

}
.

Evidently, E× is an ideal in L0 (ν) and it can be shown that the carrier of E× is
equal to X . For g ∈ E× we define the linear functional ϕg : E → C by

ϕg (f) =
∫

X

fgdν, f ∈ E.

The functional ϕg is bounded, that is, ϕg ∈ E∗ and the map g �−→ ϕg is linear
and injective. Hence, we may identify E× with a subspace of E∗. If we define

‖g‖E× = ‖ϕg‖E∗ = sup
{∣∣∣∣∫

X

fgdν

∣∣∣∣ : f ∈ E, ‖f‖E ≤ 1
}

for all g ∈ E×, then (E×, ‖·‖E×) is a Banach function space on (X, Σ, ν).
Denoting by E∗

n the band in E∗ consisting of all order continuous (or, normal)
functionals on E, the following result shows the importance of the Köthe dual space
(see, e.g., [39], Chapter 15).
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Theorem 2.10. If E is a Banach function space, then

E∗
n =

{
ϕg : g ∈ E×}

In particular, the norm on E is order continuous if and only if

E∗ =
{
ϕg : g ∈ E×} .

If E is a rearrangement invariant Banach function space and if the measure
space (X, Σ, ν) is either non-atomic or is atomic with all atoms having equal mea-
sure, then it can be shown that (E×, ‖·‖E×) is also a rearrangement invariant (and,
actually, fully symmetric) Banach function space (cf. [3], Section 2.4). For general
measure spaces the following result may be obtained.

Theorem 2.11. If E is a symmetric Banach function space, then E× is a fully
symmetric Banach function space.

3. Von Neumann algebras

In this section we review some relevant notions related to von Neumann algebras.
For the details we refer the reader to any of the books [9], [21], [22] or [34]. Given
a complex Hilbert space (H, 〈·, ·〉), we denote by B (H) the algebra of all bounded
linear operators on H equipped with the operator norm. The identity operator
on H is denoted by 1. For any operator x ∈ B (H) we denote by x∗ its adjoint.
Recall that an operator a ∈ B (H) satisfying a∗ = a is called self-adjoint (or,
hermitian); the real subspace of B (H) consisting of all self-adjoint operators is
denoted by B (H)h. An operator a ∈ B (H)h is said to be positive if 〈aξ, ξ〉 ≥ 0
for all ξ ∈ H. The collection of all positive operators on H is denoted by B (H)+,
which is a proper closed generating cone in B (H)h.

Definition 3.1. A von Neumann algebra M on H is a subalgebra of B (H) such
that:

(i) M is ∗-closed (that is, x ∈ M implies that x∗ ∈M) and 1 ∈M;
(ii) M is closed in B (H) for the weak operator topology.

For any non-empty subset A ⊆ B (H) we denote by A′ the commutant of A,
that is,

A′ = {y ∈ B (H) : xy = yx ∀x ∈ A} .

If A is ∗-closed, then A′ is a von Neumann algebra. We denote A′′ = (A′)′, the
double commutant of A. The following fundamental result provides an alternative
definition of von Neumann algebras.

Theorem 3.2 (Von Neumann’s Double Commutant Theorem).
A ∗-subalgebra M of B (H) is a von Neumann algebra if and only if M = M′′.
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Evidently, M = B (H) is a von Neumann algebra. Suppose that (X, Σ, ν)
is a Maharam measure space and consider the Hilbert space H = L2 (ν). For
f ∈ L∞ (ν) define the multiplication operator

Mf : L2 (ν) → L2 (ν) , Mf (g) = fg, g ∈ L2 (ν) .

Then Mf ∈ B (L2 (ν)) and ‖Mf‖ = ‖f‖∞. The mapping f �−→Mf is an algebraic
isomorphism and isometry from L∞ (ν) into B (L2 (ν)). Moreover, M∗

f = Mf̄ ,
where f̄ is the complex conjugate of f .

Proposition 3.3. Defining

M = {Mf : f ∈ L∞ (ν)} ,

M is a commutative von Neumann algebra on the Hilbert space H = L2 (ν).

Actually, every commutative von Neumann algebra is of this form (see, e.g.,
[9], Chapter I.7). Frequently, the von Neumann algebra M = {Mf : f ∈ L∞ (ν)}
is identified with the algebra L∞ (ν).

Given a von Neumann algebra M ⊆ B (H) we define Mh = M∩ B (H)h,
which is a real linear subspace of M, and M+ = M∩B (H)+, which is a proper
closed and generating cone in Mh. We consider Mh as an ordered vector space
with M+ as its positive cone.

Definition 3.4. A trace τ on M is a map τ : M+ → [0,∞] which is additive,
positive homogeneous and unitarily invariant, that is,

τ (uau∗) = τ (a)

for all a ∈ M+ and all unitary u ∈M.

Definition 3.5. A trace τ :M+ → [0,∞] is called:
(i) faithful if τ (a) > 0 whenever 0 < a ∈M;
(ii) semi-finite if for every a ∈ M+ with τ (a) > 0 there exists 0 ≤ b ≤ a such

that 0 < τ (b) <∞;
(iii) normal if τ (aβ) ↑ τ (a) whenever aβ ↑ a in M+.

A von Neumann algebra equipped with a semi-finite faithful normal trace is
called a semi-finite von Neumann algebra.

Example 3.6.

(i) Let H be a Hilbert space and M = B (H). Given a maximal orthonormal
system {eα} in H we define

τ (a) =
∑
α

〈aeα, eα〉 , a ∈ B (H)+ .

The value of τ (a) does not depend on the particular choice of the maximal
orthonormal system in H and τ : B (H)+ → [0,∞] is a semi-finite faithful
normal trace on B (H). This is called the standard trace on B (H).
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(ii) Let H = L2 (ν), where (X, Σ, ν) is a Maharam measure space. On L2 (ν) we
consider the von Neumann algebra M = L∞ (ν) (see Proposition 3.3). If we
define τ : L∞ (ν)+ → [0,∞] by

τ (f) =
∫

X

fdν, 0 ≤ f ∈ L∞ (ν) ,

then τ is a semi-finite faithful normal trace on L∞ (ν).

An important object in the study of von Neumann algebras is the collection
of all orthogonal projections in M, which is denoted by P (M). It is the analogue
in non-commutative integration theory of the underlying σ-algebra in classical
integration theory. The partial ordering inMh induces a partial order in P (M). If
p, q ∈ P (M), then p ≤ q if and only if Ran (p) ⊆ Ran (q). For any p, q ∈ P (M) the
infimum p∧ q ∈ P (M) and supremum p∨ q ∈ P (M) exists (and are given by the
orthogonal projections onto Ran (p)∩Ran (q) and Ran (p) + Ran (q), respectively).
Actually, P (M) is a complete lattice, that is, for each collection {pα} in P (M),
the supremum

∨
α pα and infimum

∧
α pα exist (and are given by the projections

onto spanα {Ran (pα)} and
⋂

α Ran (pα), respectively). Every p ∈ P (M) has a
complement, given by p⊥ = 1− p, which satisfies p∧ p⊥ = 0 and p∨ p⊥ = 1. Two
projections p, q ∈ P (M) are called equivalent (with respect to M), denoted by
p ∼ q, if there exist a partial isometry v ∈M such that p = v∗v and q = vv∗ (that
is, p and q are the initial and final projection of v, respectively). If τ is a trace on
M, then p ∼ q implies that τ (p) = τ (q). Furthermore, p is said to be majorized
by q (relative to M), denoted by p � q, if there exists r ∈ P (M) such that r ≤ q
and p ∼ r. Note that p � q implies that τ (p) ≤ τ (q). A detailed account of this
so-called comparison of projections can be found, e.g., in [9], Chapter III.1 or [22],
Chapter 6). An important fact is that p − p ∧ q ∼ p ∨ q − q for all p, q ∈ P (M),
which implies in particular that p � q⊥ whenever p ∧ q = 0.

4. Measurable operators

As is clear from the definitions, the space of all measurable functions on a mea-
sure space provides the general framework for the theory of Banach function
spaces. Analogously, the space of all measurable operators is the setting for the-
ory of non-commutative Banach function spaces and non-commutative integration.
These measurable operators are in general unbounded linear operators (think of
unbounded measurable functions acting via multiplication on the space L2 (ν)).
Therefore we first recall some facts about unbounded linear operators in Hilbert
space (see, e.g., [4] or [21], [22]).

A linear operator in a Hilbert space H is a linear map x : D (x) → H, where
the domain D (x) is a linear subspace of H. If D (x) is dense in H, then we say
that x is densely defined. The operator x is called closed whenever its graph is a
closed subspace of H × H. Any closed and densely defined linear operator has a
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closed and densely defined adjoint x∗ : D (x∗)→ H, which is uniquely determined
by the relation 〈xξ, η〉 = 〈ξ, x∗η〉, ξ ∈ D (x), η ∈ D (x∗). Note that x∗∗ = x.

A closed densely defined linear operator a : D (a)→ H is called self-adjoint if
a∗ = a (meaning that also the domains coincide). If in addition 〈aξ, ξ〉 ≥ 0 for all
ξ ∈ D (H), then a is said to be positive (which is also denoted by a ≥ 0). For every
self-adjoint operator a there exists a unique spectral measure ea : B (R) → B (H)
(that is, ea takes its values in the orthogonal projections and is σ-additive with
respect to the strong operator topology) such that

a =
∫

R

λdea (λ) (4)

as a spectral integral. Here, B (R) is the Borel σ-algebra of R. The spectral measure
ea is actually supported on the spectrum σ (a) of a. In particular, if a ≥ 0, then ea

is supported on [0,∞). Using the spectral measure of a we may define the Borel
functional calculus for a: for any Borel function f : σ (a) → C the operator f (a)
is defined by

f (a) =
∫

σ(a)

f (λ) dea (λ) , (5)

which is normal operator on H (recall that the closed and densely defined operator
x is called normal whenever xx∗ = x∗x, with equality of domains). In particular,
if a ≥ 0, then the (positive) square root of a is given by a1/2 =

∫
[0,∞)

λ1/2dea (λ).

It can be shown that a1/2 is the unique positive operator satisfying
(
a1/2

)2
= a.

If x : D (x) → H is a closed densely defined linear operator, then it can be
shown that the operator x∗x is self-adjoint and actually, positive. The modulus |x|
of x is defined by

|x| = (x∗x)1/2 ,
that is,

|x| =
∫

[0,∞)

√
λdex∗x (λ) .

The operator x can be written as

x = v |x| ,
where v is a partial isometry. This is called the polar decomposition of x.

Now we are ready to introduce the notion of measurable operator (the details
may be found in, e.g., [36] or [35], Chapter IX). We assume that (M, τ) is a semi-
finite von Neumann algebra on the Hilbert space H, with a fixed faithful normal
semi-finite trace τ . A linear operator x : D (x) → H is called affiliated with M, if
ux = xu for all unitary u ∈ M′. This is denoted by xηM. Note that the equality
ux = xu involves in particular equality of the domains of the operators ux and
xu, that is, D (x) = u−1 (D (x)). If x ∈ B (H), then x is affiliated with M if and
only if x ∈ M (as follows from Von Neumann’s Double Commutant Theorem; see
Theorem 3.2). A useful characterization of affiliated operators is presented in the
next proposition.
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Proposition 4.1. If x : D (x) → H is a closed and densely defined linear operator
with polar decomposition x = v |x|, then x is affiliated with M if and only if:

(i) e|x| (B) ∈ M for all B ∈ B (R);
(ii) v ∈ M.

If M = B (H), then it is clear that every closed and densely defined linear
operator x in H is affiliated with B (H). Hence, the affiliated operators do not have
any reasonable algebraic structure in general. To obtain this we further restrict
the class of operators to be considered.

Definition 4.2. A closed and densely defined linear operator x : D (x)→ H is called
τ-measurable if:
(a) xηM;
(b) there exists λ ≥ 0 such that τ

(
e|x| (λ,∞)

)
< ∞.

Condition (b) in the above definition guarantees that the domain of the
operator x is “reasonably large” (with respect to the trace τ). In fact, if a closed
operator x : D (x) → H is affiliated with M, then x is τ -measurable if and only
if its domain D (x) is τ-dense in H (that is, there exists a sequence {pn}∞n=1 of
orthogonal projections in M such that pn (H) ⊆ D (x) for all n, pn ↑ 1 and
τ (1− pn) ↓ 0 as n →∞).

The collection of all τ -measurable operators is denoted by S (τ). If x, y ∈
S (τ), then the algebraic sum x + y and product xy need not be τ -measurable:
these may fail to be closed. However, it can be shown that the operators x + y
and xy are closable and that there closures, x+̂y and x̂·y (called the strong sum
and strong product, respectively) are τ -measurable. Moreover, if x ∈ S (τ), then
x∗ ∈ S (τ). All this leads to the following result.

Theorem 4.3. The set S (τ) is a complex ∗-algebra with unit element 1, with respect
to the operations of strong sum and strong product and the ∗-operation of taking
adjoints. The von Neumann algebra M is a ∗-subalgebra of S (τ).

From now on we denote the strong sum x+̂y and product x̂·y of two elements
x, y ∈ S (τ) simply by x + y and xy, respectively.

Example 4.4.

(i) If M = B (H) with standard trace τ (see Example 3.6 (i)), then S (τ) =
B (H).

(ii) If H = L2 (ν), M = L∞ (ν) and τ (f) =
∫

X fdν, 0 ≤ f ∈ L∞ (ν) (see
Example 3.6 (ii)), then S (τ) = S (ν) (see (1)), where the functions in S (ν)
are identified with (in general unbounded) multiplication operators on L2 (ν).

The real subspace of S (τ) consisting of all self-adjoint elements is denoted
by Sh (τ). Note that S (τ) = Sh (τ)⊕ iSh (τ). Indeed, any x ∈ S (τ) can be written
as x = Re (x) + iIm (x), where Re (x) = 1/2 (x + x∗) and Im (x) = 1/2i (x− x∗).
The set of all positive elements in Sh (τ), denoted by Sh (τ)+, is a proper cone
in Sh (τ). For a, b ∈ Sh (τ) we define a ≤ b whenever b − a ∈ Sh (τ)+. With
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respect to this ordering, Sh (τ) is a partially ordered vector space. Evidently, this
partial ordering is an extension of the ordering in Mh. For every a ∈ Sh (τ) the
operators a+ =

∫
R

λ+dea (λ) and a− =
∫

R
λ−dea (λ) belong to Sh (τ)+ and satisfy

a = a+ − a−. Consequently, the positive cone Sh (τ)+ is generating in Sh (τ). In
the next proposition we collect some simple properties of the partial ordering in
Sh (τ) (cf. [12]).

Proposition 4.5.

(i) If a, b ∈ Sh (τ)+, then a ≤ b if and only if D
(
b1/2

)
⊆ D

(
a1/2

)
and∥∥a1/2ξ

∥∥
H ≤

∥∥b1/2ξ
∥∥
H for all ξ ∈ D

(
b1/2

)
.

(ii) If a, b ∈ Sh (τ)+, then a ≤ b if and only if there exists x ∈ M such that
a1/2 = xb1/2 and ‖x‖B(H) ≤ 1.

(iii) If a ≤ b in Sh (τ) and x ∈ S (τ), then x∗ax ≤ x∗bx.
(iv) If a ∈ Sh (τ)+ is invertible in S (τ), then a−1 ≥ 0.
(v) If 0 ≤ a ≤ b in Sh (τ) and a is invertible in S (τ), then b is invertible in S (τ)

and 0 ≤ b−1 ≤ a−1.

As (i) of the above proposition shows, on Sh (τ)+ the partial ordering in Sh (τ)
coincides with the usual quadratic form ordering of positive operators (see, e.g.,
[23], Section VI.2.5). Statement (ii) follows almost immediately from (i) and (iii),
(iv) are more or less evident. Let us indicate a proof of (v). Since a−1 ≥ 0, it follows
that a−1/2 ∈ Sh (τ)+ and so, 1 ≤ a−1/2ba−1/2. By (i), there exists x ∈ M such that
1 = x

(
a−1/2ba−1/2

)1/2
=
(
a−1/2ba−1/2

)1/2
x∗. This shows that

(
a−1/2ba−1/2

)1/2
,

and hence, b is invertible in S (τ) with b−1 ≥ 0. Now, it follows from 0 ≤ a ≤ b that
0 ≤ b−1/2ab−1/2 ≤ 1. Since b−1/2ab−1/2 =

(
a1/2b−1/2

)∗ (
a1/2b−1/2

)
, this implies

that
∥∥a1/2b−1/2

∥∥
B(H)

≤ 1 and so,
∥∥∥(a1/2b−1/2

)∗∥∥∥
B(H)

≤ 1, which implies that

0 ≤ a1/2b−1a1/2 ≤ 1. Using (iii) once again (with x = a−1/2), we may conclude
that 0 ≤ b−1 ≤ a−1.

Using (i) of Proposition 4.5, one may prove that Sh (τ) is Dedekind complete
in the following sense (see Proposition 1.1 in [12]).

Proposition 4.6. If {aβ} is an increasing net in Sh (τ) and there exists b ∈ Sh (τ)
such that aβ ≤ b for all β, then supβ aβ exists in Sh (τ).

Another, related property of the ordering in Sh (τ) is exhibited in the follow-
ing proposition (see Proposition 1.3 in [12]).

Proposition 4.7. If {aβ} is an increasing net in Sh (τ) such that aβ ↑ a ∈ Sh (τ),
then x∗aβx ↑ x∗ax for all x ∈ S (τ).

Next we discuss the Borel functional calculus (given by (5)) for operators
a ∈ Sh (τ). For this purpose, we denote by Bbc (σ (a)) the ∗-algebra (with respect
to complex conjugation) of all complex-valued Borel functions on σ (a) which are
bounded on all compact subsets of σ (a). The proof of the first statement of the
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next proposition may be found in [31], Lemma 3.1; the second statement follows
immediately from the properties of the functional calculus.

Proposition 4.8. If a ∈ Sh (τ), then f (a) ∈ S (τ) for all f ∈ Bbc (σ (a)). Moreover,
the map f �−→ f (a) is a ∗-homomorphism from Bbc (σ (a)) into S (τ) (so, in
particular, this map is positive).

5. The measure topology in S (τ)

The ∗-algebra S (τ) of all τ -measurable operators carries an important and useful
vector space topology, the so-called (τ -) measure topology, which is Hausdorff,
metrizable and complete (but, not locally convex in general).

As before, (M, τ) is a fixed semi-finite von Neumann algebra on a Hilbert
space H. For convenience, we denote the set of all orthogonal projections in M
by P (M). Given 0 < ε, δ ∈ R we define V (ε, δ) to be the set of all x ∈ S (τ)
for which there exists p ∈ P (M) such that ‖xp‖B(H) ≤ ε and τ (1− p) ≤ δ. An
alternative description of this set is given by

V (ε, δ) =
{

x ∈ S (τ) : τ
(
e|x| (ε,∞)

)
≤ δ
}

. (6)

It can be shown that V (ε, δ) is balanced and absorbing. Furthermore, for εj , δj > 0
(j = 1, 2) we have V (ε1, δ1) + V (ε2, δ2) ⊆ V (ε1 + ε2, δ1 + δ2) and V (ε, δ) ⊆
V (ε1, δ1)∩V (ε2, δ2), where ε = min (ε1, ε2) and δ = min (δ1, δ2). These properties
imply that the collection {V (ε, δ)}ε,δ>0 is a neighbourhood base at 0 for a vector
space topology Tm on S (τ). Since

⋂
ε,δ>0 V (ε, δ) = {0}, this topology is Hausdorff.

Moreover, V (ε1, δ1)V (ε2, δ2) ⊆ V (ε1ε2, δ1δ2) for all εj , δj > 0 and V (ε, δ)∗ =
V (ε, δ), and so, S (τ) is also a topological ∗-algebra with respect to Tm. The
countable subcollection {V (1/n, 1/n)}∞n=1 is also a base at 0 for Tm and hence,
Tm is metrizable. Furthermore, it can be shown that S (τ) is complete with respect
to Tm. We collect these results (and some more) in the next theorem (for a proof,
see, e.g., [36]).

Theorem 5.1. The collection {V (ε, δ)}ε,δ>0 is a neighbourhood base at 0 for a
metrizable complete Hausdorff vector space topology Tm on S (τ). With respect to
this topology, S (τ) is a topological ∗-algebra. Moreover, M is dense in S (τ) and
the inclusion of M (with its norm topology) into S (τ) is continuous.

The topology Tm is called the measure topology on S (τ) and convergence
with respect to Tm is called convergence in measure (denoted by xn

Tm→ x). If
{xn}∞n=1 is a sequence in S (τ), then it is immediately clear from (6) that

xn
Tm→ 0 ⇐⇒ lim

n→∞
τ
(
e|xn| (ε,∞)

)
= 0 ∀ε > 0.

Furthermore, it is of some interest to note that the neighbourhoods V (ε, δ)
are actually closed for the measure topology.
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Example 5.2.

(a) Let (X, Σ, ν) be a Maharam measure space. Let M = L∞ (ν), acting via
multiplication onH = L2 (ν), equipped with the trace given by τ (f) =

∫
X

fdν,
f ∈ L∞ (ν)+ (see Example 3.6 (ii)). As we have mentioned in Example 4.4,
the algebra S (τ) may be identified with the space S (ν). Via this identification,
the measure topology in S (τ) corresponds to the usual topology of convergence
in measure in S (ν), a neighbourhood base at 0 of which is given by the sets

{f ∈ S (ν) : ν (x ∈ X : |f (x)| > ε) ≤ δ} , ε, δ > 0.

(b) Let H be any Hilbert space and M = B (H), equipped with standard trace τ
(see Example 3.6 (ii)). As observed in Example 4.4 (ii), S (τ) = B (H) in this
case. If e is an orthogonal projection with τ (1− e) < 1, then e = 1 and so,

V (ε, δ) =
{
x ∈ B (H) : ‖x‖B(H) ≤ ε

}
for all ε > 0 and 0 < δ < 1. Hence, the measure topology in S (τ) = B (H)
coincides with the operator norm topology in B (H).

Next we discuss the relation between the partial ordering in Sh (τ) and the
measure topology. First observe that the map x �−→ Re (x) is (uniformly) contin-
uous (as Re (x) = 1/2 (x + x∗)) and so, Sh (τ) is a closed real subspace of S (τ).
Another relevant observation in this respect is that the sets V (ε, δ) are absolutely
solid : if x ∈ V (ε, δ) and y ∈ S (τ) with |y| ≤ |x|, then y ∈ V (ε, δ). In the next
proposition we collect some elementary properties (for the proof of (i) see [12],
Proposition 1.4; the other statements follow immediately).

Proposition 5.3.

(i) The positive cone Sh (τ)+ is closed in Sh (τ).
(ii) If {an}∞n=1 is a sequence in Sh (τ) and a, b ∈ Sh (τ) are such that an

Tm→ a
and an ≤ b for all n, then a ≤ b.

(iii) If {an}∞n=1 is an increasing sequence in Sh (τ) and an
Tm→ a ∈ Sh (τ), then

a = supn an in Sh (τ).
(iv) If {xn}∞n=1 and {yn}∞n=1 are two sequences in S (τ) such that yn

Tm→ 0 and

|xn| ≤ |yn| for all n, then xn
Tm→ 0.

In some sense, (iii) of the above proposition states that for increasing se-
quences, measure convergence implies order convergence. What about the con-
verse: does an ↑ a in Sh (τ) imply that an

Tm→ a? In general not (not even in the
commutative situation). However, a restricted version is true. To formulate this
result, we introduce the subspace S0 (τ) of S (τ) defined by

S0 (τ) =
{
x ∈ S (τ) : τ

(
e|x| (λ,∞)

)
<∞ ∀λ > 0

}
. (7)

In connection with definition (7), recall that for an operator x ∈ S (τ) we only
know that τ

(
e|x| (λ,∞)

)
< ∞ for some λ > 0 (see Definition 4.2). It can be
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shown that S0 (τ) is actually a two-sided closed ideal in S (τ). Moreover, S0 (τ)
is absolutely solid in S (τ), that is, if y ∈ S0 (τ), x ∈ S (τ) and |x| ≤ |y|, then
x ∈ S0 (τ). The self-adjoint and positive elements in S0 (τ) are denoted by S0,h (τ)
and S0 (τ)+ respectively. This notation introduced, we can formulate the following
“Lebesgue property” of the measure topology.

Proposition 5.4. If {aβ} is a decreasing net in S+
h (τ) such that aβ ↓ 0 and if there

exists a ∈ S0 (τ)+ such that aβ ≤ a for all β, then aβ
Tm→ 0.

In the sense of the above proposition, one might say that the measure topol-
ogy on S0,h (τ) is a “Lebesgue topology” (that is, order convergence implies topo-
logical convergence). Next we would like to discuss in some detail some “Fatou
type”properties of the measure topology.

Theorem 5.5. Suppose that ε, δ > 0, a ∈ Sh (τ)+ and that {aβ} is a net in Sh (τ)+

such that 0 ≤ aβ ↑ a in Sh (τ). If aβ ∈ V (ε, δ) for all β, then a ∈ V (ε, δ).

We shall indicate the proof of this result, which is based on the following two
technical lemmas. For the notation used we refer to the end of Section 3.

Lemma 5.6. If a ∈ Sh (τ)+, 0 < ε ∈ R and p ∈ P (M) such that p ≤ ea (ε,∞),
then p � epap (ε,∞).

Proof. For notational convenience, put b = pap and observe that

b =
(
a1/2p

)∗ (
a1/2p

)
and so, b1/2 =

∣∣∣a1/2p
∣∣∣ .

Hence, D
(
b1/2

)
= D

(∣∣a1/2p
∣∣) = D

(
a1/2p

)
. We first show that p ∧ eb [0, ε] = 0.

To this end, let q = p ∧ eb [0, ε] and suppose that q �= 0. Take ξ ∈ H such that
qξ = ξ �= 0. This implies that ξ = eb [0, ε] ξ = eb1/2 [

0, ε1/2
]
ξ and so, ξ ∈ D

(
b1/2

)
=

D
(
a1/2p

)
. Since ξ = pξ and the algebraic product of a1/2 and p is already closed,

it follows that ξ ∈ D
(
a1/2

)
. Furthermore, p ≤ ea (ε,∞) and so, ξ = ea (ε,∞) ξ =

ea1/2 (
ε1/2,∞

)
ξ. Using the properties of spectral measures, it is not difficult to

show that this implies that
∥∥a1/2ξ

∥∥
H > ε1/2 ‖ξ‖H. Hence,

ε1/2 ‖ξ‖H <
∥∥∥a1/2ξ

∥∥∥
H

=
∥∥∥a1/2pξ

∥∥∥
H

=
∥∥∥∣∣∣a1/2p

∣∣∣ ξ∥∥∥
H

=
∥∥∥b1/2ξ

∥∥∥
H

=
∥∥∥b1/2eb1/2

[
0, ε1/2

]
ξ
∥∥∥
H
≤ ε1/2 ‖ξ‖H ,

which is a contradiction. Therefore, we may conclude that p∧ eb [0, ε] = 0 and this
implies that p � eb [0, ε]⊥ = eb (ε,∞) �

Using this observation we can show that the neighbourhoods V (ε, δ) are
“locally determined” in the following sense.

Lemma 5.7. Let ε, δ > 0 be given. If x ∈ S (τ), then x ∈ V (ε, δ) if and only if
p |x| p ∈ V (ε, δ) for all p ∈ P (M) with τ (p) < ∞.
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Proof. If x ∈ V (ε, δ), then it is easy to see that p |x| p ∈ V (ε, δ) for all p ∈
P (M) (with τ (p) < ∞). For the proof of the converse implication, suppose
that x /∈ V (ε, δ), that is, τ

(
e|x| (ε,∞)

)
> δ. Since the trace is semi-finite, there

exists p ∈ P (M) such that p ≤ e|x| (ε,∞) and δ < τ (p) < ∞. By Lemma
5.6, p � ep|x|p (ε,∞) and so, τ

(
ep|x|p (ε,∞)

)
≥ τ (p) > δ, which shows that

p |x| p /∈ V (ε, δ). �

Now we can provide the proof of Theorem 5.5.

Proof. (of Theorem 5.5) Suppose that p ∈ P (M) with τ (p) < ∞. It follows
from Proposition 4.7 that 0 ≤ paβp ↑ pap in Sh (τ). Since τ (p) < ∞, we have

pap ∈ S0 (τ)+, and so, it follows from Proposition 5.4 that paβp
Tm→ pap. Since

paβp ∈ V (ε, δ) for all β and V (ε, δ) is closed for the measure topology, we find
that pap ∈ V (ε, δ). Via Lemma 5.7 we may conclude that a ∈ V (ε, δ). �

Recall that a subset W of a topological vector space (V, T ) is called bounded
if for every neighbourhood U of 0 there exists 0 < λ ∈ R such that W ⊆ λU .
Specializing this notion to the measure topology, we get the following definition.

Definition 5.8. A subset W of S (τ) is called bounded in measure if for all ε, δ > 0
there exists λ > 0 such that W ⊆ λV (ε, δ).

Using that λV (ε, δ) = V (λε, δ) for all λ, ε, δ > 0 and the definition of the
neighbourhoods V (ε, δ) we immediately obtain the following characterization of
bounded sets in S (τ).

Proposition 5.9. For a subset W of S (τ) the following statements are equivalent:
(i) W is bounded in measure;
(ii) for every δ > 0 there exists R > 0 such that W ⊆ V (R, δ);
(iii) for every δ > 0 there exists R > 0 such that τ

(
e|x| (R,∞)

)
≤ δ for all x ∈W .

As an example, let us call a set W ⊆ S (τ) order bounded if there exists
a ∈ Sh (τ)+ such that |x| ≤ a for all x ∈ W . We claim that W is bounded in
measure. Indeed, let ε, δ > 0 be given. Since V (ε, δ) is absorbing, there exists
λ > 0 such that a ∈ λV (ε, δ) = V (λε, δ). Since the set V (λε, δ) is absolutely solid
(that is, y ∈ V (λε, δ), x ∈ S (τ) and |x| ≤ |y| imply x ∈ V (λε, δ)), it is clear that
W ⊆ λV (ε, δ). Hence, W is bounded in measure. As the next theorem shows, for
increasing nets in Sh (τ)+, the converse also holds.

Theorem 5.10. If {aβ} is an increasing net in Sh (τ)+ which is bounded in measure,
then supβ aβ exists in Sh (τ).

Proof. First we consider a special case. Suppose that {bk}∞k=1 is an increasing
sequence of mutually commuting operators (that is, bkbl = blbk for all k and l)
in Sh (τ)+ which is bounded in measure. We claim that supk bk exists in Sh (τ).
Indeed, let qk be the quadratic form corresponding to the operator bk, that is,
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D (qk) = D
(
b
1/2
k

)
and qk (ξ) =

∥∥∥b1/2
k ξ

∥∥∥2

H
for all ξ ∈ D (qk). Defining q : D (q) →

[0,∞) by

D (q) =

{
ξ ∈

∞⋂
k=1

D (qk) : sup
k

qk (ξ) <∞
}

,

q (ξ) = sup
k

qk (ξ) = lim
k→∞

qk (ξ) , ξ ∈ D (q) ,

it is easily verified that q is a closed quadratic form (in the sense of [23], Sec-
tion VI.2). The domain D (q) is τ -dense (see Section 4) in H. To prove this, we
have to show that, given δ > 0, there exists p ∈ P (M) such that p (H) ⊆ D (q)
and τ

(
p⊥
)
≤ δ. Since {bk}∞k=1 is bounded in measure, there exists R > 0 such

that τ
(
ebk (R,∞)

)
≤ δ for all k. Using that bkbk+1 = bk+1bk and bk ≤ bk+1,

it is easily verified that ebk (R,∞) ≤ ebk+1 (R,∞). Therefore, the projection q =∨∞
k=1 ebk (R,∞) satisfies τ (q) ≤ δ. Defining p = 1 − q =

∧∞
k=1 ebk [0, R] we have

τ
(
p⊥
)
≤ δ and for ξ ∈ p (H) we find that

qk (ξ) =
∥∥∥b1/2

k ξ
∥∥∥2

H
=
∥∥∥b1/2

k ebk [0, R] ξ
∥∥∥2

H
=
∥∥∥b1/2

k eb
1/2
k

[
0, R1/2

]
ξ
∥∥∥2

H
≤ R ‖ξ‖2H

and so, supk qk (ξ) ≤ R ‖ξ‖2H < ∞. Hence, p (H) ⊆ D (q), which shows that D (q)
is τ -dense (and so, norm dense in H). Therefore, there exists a unique positive
self-adjoint operator a in H such that D

(
a1/2

)
= D (q) and

∥∥a1/2ξ
∥∥2

H = q (ξ).
Now it is readily verified that a ∈ Sh (τ)+ and that bk ↑ a in Sh (τ).

Now we turn to the general case, where {aβ} is an increasing net in Sh (τ)+

which is bounded in measure. For k = 1, 2, . . . we define

Yk (aβ) = kaβ (aβ + k1)−1 .

The sequence {Yk (aβ)}∞k=1 is called the Yosida approximation of the operator aβ .
Note that

Yk (aβ) = k
(
1− k (aβ + k1)−1

)
= aβ − a2

β (aβ + k1)−1 .

It is not difficult to show that: (i) Yk (aβ) ∈ M and 0 ≤ Yk (aβ) ≤ k1 for all k; (ii)

0 ≤ Yk (aβ) ≤ Yk+1 (aβ) for all k; (iii) Yk (aβ) Tm→ aβ as k → ∞; (iv) Yk (aβ) ↑ aβ

in Sh (τ); (v) for fixed k we have Yk (aβ) ↑β in M.
Since 0 ≤ Yk (aβ) ↑≤ k1 in M, there exists bk ∈ M such that Yk (aβ) ↑β

bk and Yk (aβ) →β bk with respect to the strong operator topology (that is,
Yk (aβ) ξ → bkξ for all ξ ∈ H). It is clear that bk ≤ bk+1 for all k. We claim
that bkbl = blbk for all k, l ≥ 1. Indeed, the nets {Yk (aβ)}β and {Yl (aβ)}β are
uniformly bounded (by k and l, respectively) and converge strongly to bk and bl,
respectively. This implies that Yk (aβ)Yl (aβ)→β bkbl and Yl (aβ)Yk (aβ)→β blbk

strongly. Since Yk (aβ)Yl (aβ) = Yl (aβ)Yk (aβ) for all β, we may conclude that
bkbl = blbk. Next we show that {bk}∞k=1 is bounded in measure. Let δ > 0 be given.
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Since {aβ} is bounded in measure, there exists R > 0 such that aβ ∈ V (R, δ) for
all β. Using that 0 ≤ Yk (aβ) ≤ aβ , this implies that Yk (aβ) ∈ V (R, δ) for all
k ≥ 1 and all β. Since Yk (aβ) ↑β bk in Sh (τ), it follows from Theorem 5.5 that
bk ∈ V (R, δ) for all k ≥ 1. Hence, {bk}∞k=1 is bounded in measure.

From the first part of the proof it now follows that there exists a ∈ Sh (τ)+

such that bk ↑ a in Sh (τ). It is easily verified that also aβ ↑ a in Sh (τ), which
completes the proof of the theorem. �

We end this section mentioning some results concerning the continuity of
the functional calculus. It follows from Proposition 4.8 that, for any a ∈ Sh (τ),
the map f �−→ f (a) is a ∗-homomorphism from Bbc (R) into S (τ) (here Bbc (R)
denotes the ∗-algebra of all complex-valued Borel functions which are bounded on
compact subsets of R). The following result is relatively easy to prove (see [31],
Proposition 3.2).

Theorem 5.11. If f ∈ Bbc (R) and {fn}∞n=1 is a sequence in Bbc (R) such that

fn → f uniformly on compact subsets of R, then fn (a) Tm→ f (a) for all a ∈ Sh (τ).

The next theorem is less trivial. It is actually a special case of a more general
result due to O.Ye. Tikhonov ([37]).

Theorem 5.12. If f ∈ C (R) and an
Tm→ a in Sh (τ), then f (an) Tm→ f (a).

Note that this theorem implies in particular that the absolute value map
x �−→ |x| is continuous on S (τ) with respect to the measure topology. Indeed,
if xn

Tm→ x in S (τ), then x∗
nxn

Tm→ x∗x and now apply the above theorem with
f (λ) =

√
|λ|.

6. Generalized singular value functions

In the setting of τ -measurable operators, the generalized singular value functions
are the analogue (and actually, generalization) of the decreasing rearrangements of
functions in the classical setting. As before, we assume that (M, τ) is a semi-finite
von Neumann algebra on a Hilbert spaceH. For x ∈ S (τ) the distribution function
dx : [0,∞)→ [0,∞] is defined by

dx (λ) = τ
(
e|x| (λ,∞)

)
, λ ≥ 0.

Note that it follows from the definition of τ -measurability that for each x ∈ S (τ)
there exists λ0 ≥ 0 such that dx (λ) < ∞ for all λ > λ0. Furthermore, the function
dx is decreasing and right-continuous and limλ→∞ dx (λ) = 0.

For x ∈ S (τ) the generalized singular value function µ (x) : [0,∞) → [0,∞]
is defined by

µ (x; t) = inf {λ ≥ 0 : dx (λ) ≤ t} , t ≥ 0.
Since limλ→∞ dx (λ) = 0, it is clear that µ (x; t) < ∞ for all t > 0 (and note
that µ (x; 0) < ∞ if and only if x ∈ M, in which case µ (x; 0) = ‖x‖B(H)).
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The function µ (x) is decreasing and right-continuous. The notion of generalized
singular value function for operators x ∈ M goes back to A. Grothendieck ([19]).
A useful alternative description of the function µ (x) is the following.

Theorem 6.1. (see [15]) If x ∈ S (τ), then

µ (x; t) = inf
{
‖xp‖B(H) : p ∈ P (M) , p (H) ⊆ D (x) , τ (1− p) ≤ t

}
for all t ≥ 0.

Let us consider two simple examples.

Example 6.2.

(i) Let H = L2 (ν), where (X, Σ, ν) is a Maharam measure space, and M =
L∞ (ν), equipped with the trace τ given by τ (f) =

∫
X fdν for 0 ≤ f ∈

L∞ (ν) (see Example 3.6 (ii)). For any f ∈ S (τ) = S (ν) the generalized
singular value function coincides with the decreasing rearrangement as defined
in Section 2.1.

(ii) Let H be any Hilbert space and M = B (H) equipped with the standard trace
τ . If x ∈ B (H) is a compact operator, then |x| = (x∗x)1/2 is compact and
self-adjoint. The eigenvalues of |x| are called the singular values of x, denoted
by {µn (x)}∞n=0. Here the numbers µn (x) are arranged in decreasing order and
repeated according to multiplicity, so

‖x‖B(H) = µ0 (x) ≥ µ1 (x) ≥ µ2 (x) ≥ · · · ↓ 0.

It follows from the min-max formulas for the eigenvalues of self-adjoint com-
pact operators (see, e.g., [32], Section 95) in combination with Theorem 6.1
that the generalized singular value function of x is given by µ (x; t) = µn (x)
whenever n ≤ t < n + 1 and n = 0, 1, . . .. This example explains why in
the general setting the function µ (x) is called the generalized singular value
function.

There is a close connection between the measure topology and generalized
singular value functions. Recall that the neighbourhood base {V (ε, δ)}ε,δ>0 at
zero for the measure topology is given by

V (ε, δ) =
{

x ∈ S (τ) : τ
(
e|x| (ε,∞)

)
≤ δ
}

,

that is,
V (ε, δ) = {x ∈ S (τ) : dx (ε) ≤ δ} ,

which implies that
µ (x; t) = inf {ε > 0 : x ∈ V (ε, t)} (8)

for all t > 0. Conversely, for all ε, δ > 0 we have

V (ε, δ) = {x ∈ S (τ) : µ (x; δ) ≤ ε} . (9)
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Indeed, if x ∈ V (ε, δ), then it is clear from (8) that µ (x; δ) ≤ ε. Conversely, if
µ (x; δ) ≤ ε, then it follows from the definition of µ (x; δ) and the right-continuity of
dx that dx (ε) ≤ δ and so, x ∈ V (ε, δ). Note that this implies in particular that x ∈
V (µ′, t) for all x ∈ S (τ), t > 0 and µ′ > µ (x; t) (and x ∈ V (µ (x; t) , t) whenever
µ (x; t) > 0). These simple observations provide a way to transfer properties of
the measure topology to properties of the generalized singular value function, and
visa versa. For example, in the remarks preceding Proposition 5.3 it has been
observed that the sets V (ε, δ) are absolutely solid, that is, x ∈ V (ε, δ), y ∈ S (τ)
and |y| ≤ |x|, imply that y ∈ V (ε, δ). Using (8), we see that, if x, y ∈ S (τ) and
|y| ≤ |x|, then µ (y) ≤ µ (x). As another example, the property V (ε, δ)∗ = V (ε, δ)
immediately implies that µ (x∗) = µ (x) for all x ∈ S (τ). It is not difficult to
show that yV (ε, δ) z ⊆ V (‖y‖ ‖z‖ ε, δ) for all y, z ∈ M. Consequently, µ (yxz) ≤
‖y‖ ‖z‖µ (x) for all x ∈ S (τ) and y, z ∈ M. We present some other examples. In
the next proposition we denote lims↑t µ (x; s) = µ (x; t− 0) for t > 0.

Proposition 6.3. (cf. [15], Lemma 3.4) If x ∈ S (τ) and {xn}∞n=1 is a sequence in

S (τ) such that xn
Tm→ x, then

µ (x; t) ≤ lim inf
n→∞

µ (xn; t) ≤ lim sup
n→∞

µ (xn; t) ≤ µ (x; t− 0)

for all t > 0. In particular, µ (x; t) = limn→∞ µ (xn; t) for any t > 0 where µ (x; t)
is continuous (and hence, µ (xn)→ µ (x) a.e. on [0,∞)).

Proof. Since xn
Tm→ x, there exist εn > 0 and δn > 0 such that εn ↓ 0, δn ↓ 0 and

x− xn ∈ V (εn, δn) for all n. From the above observations it follows that

x = xn + (x− xn) ∈ V (µ (xn, t) + εn, t) + V (εn, δn)
⊆ V (µ (xn, t) + 2εn, t + δn)

and so, µ (x; t + δn) ≤ µ (xn, t) + 2εn. Since µ (x) is right-continuous, this implies
that µ (x; t) ≤ lim infn→∞ µ (xn; t). Take 0 < s < t and let N ∈ N be such that
s + δn ≤ t for all n ≥ N . We find that

xn = x + (xn − x) ∈ V (µ (x; s) + εn, s) + V (εn, δn)
⊆ V (µ (x; s) + 2εn, s + δn)
⊆ V (µ (x; s) + 2εn, t)

and hence, µ (xn; t) ≤ µ (x; s) + 2εn for all n ≥ N . This implies that

lim sup
n→∞

µ (xn; t) ≤ µ (x; s) .

Letting s ↑ t, we get lim supn→∞ µ (xn; t) ≤ µ (x; t− 0). �

Corollary 6.4. (see, e.g., [12], Lemma 3.5) If {aβ} is a net in Sh (τ)+ such that
aβ ↓ 0 in Sh (τ) and there exists a ∈ S0 (τ)+ such that 0 ≤ aβ ≤ a for all β, then
µ (aβ ; t) ↓ 0 for all t > 0.
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Proof. From Proposition 5.4 we know that aβ
Tm→ 0. Since the measure topology

is metrizable, there exists a decreasing subsequence {aβn}
∞
n=1 such that aβn

Tm→ 0.
It follows from Proposition 6.3 that µ (aβn ; t) ↓ 0 as n → ∞ for all t > 0, which
implies that µ (aβ ; t) ↓ 0 for all t > 0. �

In connection with the above result we mention that the elements in S0 (τ)
may be characterized in terms of the generalized singular value function by

S0 (τ) = {x ∈ S (τ) : µ (x; t)→ 0 as t→∞} , (10)

as follows easily from the definition (see (7)).

Proposition 6.5. (see, e.g., [12], Proposition 1.7) If 0 ≤ aβ ↑ a in Sh (τ), then
µ (aβ ; t) ↑ µ (a; t) for all t ≥ 0.

Proof. First we consider the case that t > 0. Since µ (aβ ; t) ≤ µ (a; t) for all β, it is
clear that α = supβ µ (aβ ; t) ≤ µ (a; t). Suppose that α < µ (a; t) and take α1 ∈ R
such that α < α1 < µ (a; t). By (9), µ (aβ ; t) ≤ α1 implies that aβ ∈ V (α1, t) for
all β. Hence, it follows from Theorem 5.5 that a ∈ V (α1, t). Using (9) once again,
we find that µ (a; t) ≤ α1, which is a contradiction.

Using that µ (a; 0) = supt>0 µ (a; t) and µ (aβ ; 0) = supt>0 µ (aβ; t), the case
t = 0 is now an immediate consequence of the above. �

Using the generalized singular value function we may also introduce the no-
tion of submajorization (cf. Definition 2.4) for elements of S (τ). If x, y ∈ S (τ),
then we say that x is submajorized by y, denoted by x ≺≺ y, whenever µ (x) ≺≺
µ (y), that is, ∫ t

0

µ (x; s) ds ≤
∫ t

0

µ (y; s) ds, t ≥ 0.

There are many useful submajorization inequalities involving the generalized sin-
gular value functions of element of S (τ), analogous to the classical inequalities for
functions. We will not even try to list them all here but, we mention two of them
for later reference.

Theorem 6.6. If x, y ∈ S (τ), then:
(i) µ (x + y) ≺≺ µ (x) + µ (y);
(ii) µ (x)− µ (y) ≺≺ µ (x− y).

Inequality (i) for the case of functions is classical and may probably be traced
back to Hardy. Littlewood and Polya. For singular values of compact operators in
Hilbert space, (i) was obtained by K. Fan ([16]). The general form for τ -measurable
operators is due to Th. Fack and H. Kosaki ([15], Theorem 4.4). For the case of
functions, inequality (ii) goes back to G.G. Lorentz and T. Shimogaki ([25]) and for
singular values of compact operators in Hilbert space this inequality was obtained
by A.S. Markus ([28]). The general case of (ii) was proved in [10].
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7. Non-commutative Banach function spaces

As before, we assume that (M, τ) is a semi-finite von Neumann algebra on a Hilbert
space H. Let E = E (0,∞) be a symmetric Banach function space (see Definition
2.5) on (0,∞) (with respect to Lebesgue measure). With these ingredients we
introduce

E (τ) = {x ∈ S (τ) : µ (x) ∈ E (0,∞)} ,

‖x‖E(τ) = ‖µ (x)‖E(0,∞) , x ∈ E (τ) .

The following result has been obtained in [10], [11]. We shall indicate the main
steps of its proof.

Theorem 7.1. With the above definitions we have:

(i) E (τ) is a linear subspace of S (τ) and ‖·‖E(τ) is a norm on E (τ);

(ii) the embedding of
(
E (τ) , ‖·‖E(τ)

)
into (S (τ) , Tm) is continuous;

(iii) E (τ) is complete with respect to ‖·‖E(τ).

Proof. (i) If x, y ∈ E (τ), then it follows from Theorem 6.6 (i), that µ (x + y) ≺≺
µ (x) + µ (y), which implies that x + y ∈ E (τ) and

‖x + y‖E(τ) = ‖µ (x + y)‖E(0,∞) ≤ ‖µ (x) + µ (y)‖E(0,∞)

≤ ‖µ (x)‖E(0,∞) + ‖µ (y)‖E(0,∞) = ‖x‖E(τ) + ‖y‖E(τ) .

Now it is clear that ‖·‖E(τ) is a norm on E (τ).
(ii) It is sufficient to show that the closed unit ball BE(τ) of E (τ) is bounded

in measure, that is, for every δ > 0 there exists R > 0 such that µ (x; δ) ≤ R
whenever x ∈ BE(τ) (see Proposition 5.9 and (9)). Given δ > 0 and x ∈ BE(τ),
it follows from the inequality 0 ≤ µ (x; δ) χ[0,δ] ≤ µ (x) (as µ (x) is decreasing on
[0,∞)) that µ (x; δ) ≤

∥∥χ[0,δ]

∥∥−1

E(0,∞)
. Hence, we may take R =

∥∥χ[0,δ]

∥∥−1

E(0,∞)
.

(iii) To show that E (τ) is complete with respect to ‖·‖E(τ), suppose that
{xn}∞n=1 is a Cauchy sequence in E (τ). It follows from (ii) that {xn}∞n=1 is Cauchy

for the measure topology and so, there exists x ∈ S (τ) such that xn
Tm→ x (see

Theorem 5.1). Moreover, it follows from Theorem 6.6 (ii), that

µ (xm)− µ (xn) ≺≺ µ (xm − xn)

and so, ‖µ (xm)− µ (xn)‖E(0,∞) ≤ ‖µ (xm − xn)‖E(0,∞) = ‖xm − xn‖E(τ) for all
m and n. Hence, {µ (xn)}∞n=1 is a Cauchy sequence in E (0,∞). Hence, there
exists f ∈ E (0,∞) such that ‖µ (xn)− f‖E(0,∞) → 0. Furthermore, it follows

from Proposition 6.3 that xn
Tm→ x implies that µ (xn) → µ (x) a.e. on (0,∞) and

so, µ (x) = f ∈ E (0,∞), that is, x ∈ E (τ). Applying the same argument to the
Cauchy sequence {x− xn}∞n=1 (which converges to 0 in measure), we find that
‖µ (x− xn)‖E(0,∞) → 0, that is, ‖x− xn‖E(τ) → 0. The proof is complete. �
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The space E (τ) is called the non-commutative Banach function space corre-
sponding to E (0,∞) and associated with (M, τ). From the definition it is clear
that x ∈ E (τ) if and only if |x| ∈ E (τ), if and only if x∗ ∈ E (τ) and that
‖x‖E(τ) = ‖|x|‖E(τ) = ‖x∗‖E(τ). Furthermore we note that E (τ) is symmetric,
that is, if x ∈ S (τ), y ∈ E (τ) and x ≺≺ y, then x ∈ E (τ) and ‖x‖E(τ) ≤ ‖y‖E(τ)

(and so, in particular, E (τ) is an absolutely solid subspace of S (τ)).
The real linear subspace of all self-adjoint elements in E (τ) is denoted by

Eh (τ). The collection of all positive elements in Eh (τ) is denoted by Eh (τ)+, that
is, Eh (τ)+ = E (τ)∩ Sh (τ)+, which is a proper cone in Eh (τ). Hence, Eh (τ) has
the structure of a partially ordered vector space with Eh (τ)+ as its positive cone.
Since the embedding of

(
E (τ) , ‖·‖E(τ)

)
into (S (τ) , Tm) is continuous and Sh (τ)+

is closed in Sh (τ) (see Proposition 5.3), it is clear that Eh (τ)+ is closed in Eh (τ).
Therefore,

(
Eh (τ) , ‖·‖E(τ)

)
is an ordered Banach space (for an exposition of the

theory of ordered Banach spaces we refer the reader to, e.g., [2]; see also Chapter V
in the book [33]). The positive cone Eh (τ)+ is generating (indeed, each a ∈ Eh (τ)
can be decomposed as a = a+ − a−, where a+ and a− belong to Eh (τ)+ with
‖a+‖E(τ), ‖a−‖E(τ) ≤ ‖a‖E(τ)). Furthermore, the norm in Eh (τ) is monotone, that
is, 0 ≤ a ≤ b in Eh (τ) implies that ‖a‖E(τ) ≤ ‖b‖E(τ). This implies in particular
that Eh (τ)+ is a normal cone. Consequently, any ϕ in the (real) Banach space
dual Eh (τ)∗ can be decomposed as ϕ = ϕ1 −ϕ2, with ϕ1, ϕ2 ≥ 0. In other words,
the dual cone of Eh (τ)+ is generating in Eh (τ)∗. Moreover, a standard argument
shows that any positive linear functional on Eh (τ) is automatically bounded.

Note that E (τ) is the complexification of Eh (τ), that is, E (τ) = Eh (τ) ⊕
iEh (τ). Indeed, any x ∈ E (τ) can be written as x = Rex + iImx, with Rex,
Imx ∈ Eh (τ) (and ‖Rex‖E(τ), ‖Imx‖E(τ) ≤ ‖x‖E(τ)). This implies that Eh (τ)∗

may be identified with a closed real subspace of E (τ)∗. Indeed, let us call a func-
tional ϕ ∈ E (τ)∗ self-adjoint (or, hermitian) whenever ϕ (x∗) = ϕ (x) for all
x ∈ E (τ) and denote by E (τ)∗h the closed real subspace of E (τ)∗ consisting of
all self-adjoint functionals. It is easy to verify that the map ϕ �−→ ϕ |Eh(τ) de-
fines an isometric isomorphism form E (τ)∗h onto Eh (τ)∗. Via this isomorphism we
may identify E (τ)∗h with Eh (τ)∗. Furthermore, with this identification, we have
E (τ)∗ = Eh (τ)∗⊕iEh (τ)∗. Indeed, any ϕ ∈ E (τ)∗ can be written as ϕ = ϕ1+iϕ2,
where ϕ1, ϕ2 ∈ Eh (τ)∗ are given by

ϕ1 (x) =
1
2

(
ϕ (x) + ϕ (x∗)

)
, ϕ1 (x) =

1
2i

(
ϕ (x)− ϕ (x∗)

)
, x ∈ E (τ)∗ .

This implies in particular that every ϕ ∈ E (τ)∗ is a linear combination of four
positive linear functionals.

As specific examples we mention the non-commutative Lp-spaces associated
with (M, τ), that is, the spaces Lp (τ) corresponding to Lp (0,∞), for 1 ≤ p ≤ ∞.
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The norm in Lp (τ) is usually denoted simply by ‖·‖p. In particular, L∞ (τ) = M
and ‖x‖∞ = ‖x‖B(H) for all x ∈ L∞ (τ) (see the remarks preceding Theorem 6.1).

If we take M = B (H) with standard trace, then the spaces E (τ) correspond
to the so-called symmetrically normed ideals of compact operators, the theory of
which is developed in detail in the book [18]. In particular, in this case Lp (τ) = Sp

for 1 ≤ p < ∞, the p-Schatten ideals of compact operators.
It follows from (3) that any non-commutative Banach function space satisfies

(L1 ∩ L∞) (τ) ⊆ E (τ) ⊆ (L1 + L∞) (τ)

with continuous embeddings. It is clear that (L1 ∩ L∞) (τ) = L1 (τ) ∩L∞ (τ) and
it can be shown that (L1 + L∞) (τ) = L1 (τ)+L∞ (τ). The restriction of the trace
τ to (L1 ∩ L∞)+h (τ) is a positive linear functional and can be extended to a linear
functional τ̇ on (L1 ∩ L∞) (τ), satisfying τ̇ (|x|) = ‖x‖1 for all x ∈ (L1 ∩ L∞) (τ).
Using that (L1 ∩ L∞) (0,∞) is dense in L1 (0,∞), it follows that (L1 ∩ L∞) (τ) is
dense in L1 (τ) (see, e.g., Proposition 2.8 in [12]) and hence, τ̇ extends uniquely
to a linear functional τ̇ : L1 (τ) → C. Moreover, τ̇ (|x|) = ‖x‖1 for all x ∈ L1 (τ)
and τ̇ is a positive functional on L+

1 (τ). For the details of this construction and
further properties of this extended trace, which will be denoted again by τ , we
refer the reader to Section 3 of [12].

Next we discuss some aspects of the duality theory of these non-commutative
spaces. As above, we assume that E (0,∞) is a symmetric Banach function space
on (0,∞).

Definition 7.2. The Köthe dual space E (τ)× of E (τ) is defined by

E (τ)× =
{
y ∈ S (τ) : xy ∈ L1 (τ) ∀x ∈ E (τ)

}
.

It is clear that E (τ)× is a linear subspace of S (τ). It is not difficult to
verify that y ∈ E (τ)× if and only if yx ∈ L1 (τ) for all x ∈ E (τ). Moreover, if
y ∈ E (τ)× and x ∈ E (τ), then τ (xy) = τ (yx). If, in addition, x ≥ 0 and y ≥ 0,
then τ (xy) ≥ 0 (all these statements, and much more, can be found in Proposition
5.2 of [12]). For y ∈ E (τ)×, we define the linear functional

ϕy : E (τ) → C, ϕy (x) = τ (xy) , x ∈ E (τ) . (11)

If y ∈ E (τ)× and y ≥ 0, then ϕy is a positive functional, that is, ϕy (x) ≥ 0 for
all x ∈ E+

h (τ). This observation can be used to show that the functional ϕy is
bounded for every y ∈ E (τ)×. The map Φ : E (τ)× → E (τ)∗ is linear and injective
(which follows from (L1 ∩ L∞) (τ) ⊆ E (τ)). Now we define a norm ‖·‖E(τ)× on
E (τ)× by

‖y‖E(τ)× = ‖ϕy‖E(τ)∗ , y ∈ E (τ)× .

We say that E (τ)× may be identified with a subspace of E (τ)∗ via trace duality
(which is given by (11). In the analysis of Köthe dual E (τ)× the following result
plays a crucial role (see [12], Proposition 5.3).
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Proposition 7.3. If y ∈ S (τ), then y ∈ E (τ)× if and only if

sup
{∫ ∞

0

µ (x; t)µ (y; t) dt : x ∈ E (τ) , ‖x‖E(τ) ≤ 1
}

<∞

and in this case we have

‖y‖E(τ)× = sup
{∫ ∞

0

µ (x; t)µ (y; t)dt : x ∈ E (τ) , ‖x‖E(τ) ≤ 1
}

.

Using these observations, it can be shown that the normed linear space(
E (τ)× , ‖·‖E(τ)×

)
has the following properties (see [12], Proposition 5.4):

(a) (L1 ∩ L∞) (τ) ⊆ E (τ)× ⊆ (L1 + L∞) (τ), with continuous embeddings;
(b) the embedding of

(
E (τ)× , ‖·‖E(τ)×

)
into (S (τ) , Tm) is continuous;

(c) if x ∈ S (τ), y ∈ E (τ)× and x ≺≺ y, then x ∈ E (τ)× and ‖x‖E(τ)× ≤
‖y‖E(τ)× ;

(d) if {yα} is a net of positive elements in E (τ)× such that 0 ≤ yα ↑ and
supα ‖yα‖E(τ)× < ∞, then there exists a positive element y ∈ E (τ)× such
that yα ↑ y and ‖yα‖E(τ)× ↑ ‖y‖E(τ)× ;

(e) E (τ)× is complete with respect to ‖·‖E(τ)× .

The important result for the identification of the Köthe dual E (τ)× is the
following theorem (see [12], Theorem 5.6).

Theorem 7.4. If E = E (0,∞) is a symmetric Banach function space on (0,∞)
with Köthe dual space E×, then E (τ)× = E× (τ) (with equality of norms).

The linear functionals ϕ ∈ E (τ)∗ which correspond to elements y ∈ E (τ)×

via trace duality (11) have a characterization which is analogous to the commuta-
tive case (see Theorem 2.10).

Theorem 7.5. ([12], Theorem 5.11) Suppose that E = E (0,∞) is a symmetric
Banach function space on (0,∞). For ϕ ∈ E (τ)∗ the following conditions are
equivalent:

(i) ϕ is normal, that is, xα ↓ 0 in Eh (τ) implies that ϕ (xα)→ 0;
(ii) ϕ is completely additive, that is, eα ↓ 0 in P (M) implies that ϕ (xeα) → 0

and ϕ (eαx)→ 0 for all x ∈ E (τ);
(iii) there exists y ∈ E (τ)× such that ϕ (x) = τ (xy) for all x ∈ E (τ) (that is,

ϕ = ϕy in the notation of (11)).

Via the same argument as used in the case of Banach lattices, it is easily
see that every ϕ ∈ E (τ)∗ is normal (briefly, E (τ)∗ = E (τ)×) if and only if
the norm in E (τ) is order continuous, that is, xα ↓ 0 in Eh (τ) implies that
‖xα‖E(τ) ↓ 0. Another relevant observation in this connection is the following (see
[12], Proposition 3.6, and [7]).
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Proposition 7.6. If the symmetric Banach function space E = E (0,∞) has order
continuous norm, then the norm in E (τ) is also order continuous.

Proof. The order continuity of the norm in E (0,∞) implies that µ (f ; t) → 0
as t → ∞ and so, E (τ) ⊆ S0 (τ) (see (10)). Consequently, if x0 ≥ xα ↓ 0 in
Eh (τ), then it follows from Corollary 6.4 that µ (xα; t) ↓ 0 for all t > 0 and hence,
‖xα‖E(τ) = ‖µ (xα)‖E(0,∞) ↓ 0. �

We illustrate the above results with some explicit examples. If we take for
example E = Lp (0,∞), with 1 ≤ p < ∞, the E has order continuous norm and so,

Lp (τ)∗ = Lp (τ)× = L×
p (τ) = Lq (τ)

(identification via trace duality), where p−1+q−1 = 1. Similarly,M× = L∞ (τ)× =
L1 (τ). Other examples are

(L1 (τ) + L∞ (τ))× = (L1 + L∞)× (τ) = (L1 ∩ L∞) (τ) = L1 (τ) ∩ L∞ (τ) ,

(L1 (τ) ∩ L∞ (τ))× = (L1 ∩ L∞)× (τ) = (L1 + L∞) (τ) = L1 (τ) + L∞ (τ) .

Of course, similar examples may be given using Orlicz spaces, Lorentz and Mar-
cinkiewicz spaces.

We end this section with an interesting decomposition theorem for functionals
in the Banach space dual E (τ)∗, as was obtained in [14]. Let us first consider the
situation for a Banach function space E on a (Maharam) measure space (X, Σ, ν).
As before, we denote by E∗

n the collection of all normal (that is, order continuous)
linear functionals on E, which is a band in the Banach space dual E∗ (and may
be identified with the Köthe dual E×). The disjoint complement of E∗

n in E∗ will
be denoted by E∗

s (sometimes this band is also denoted by E∗
sn) and the elements

of E∗
s are termed singular (normal) linear functionals. Since E∗ = E∗

n⊕E∗
s , every

ϕ ∈ E∗ has a unique decomposition ϕ = ϕn + ϕs, where ϕn ∈ E∗
n and ϕs ∈ E∗

s

(and so, ϕn⊥ϕs). This decomposition can be viewed as an analogue of the so-called
Yosida-Hewitt decomposition of measures. For the details we refer the reader to,
e.g., Chapter 12 in [40] or Chapter 1 in [1]. From the definition it is clear that a
functional ϕ ∈ E∗ is singular if and only if it follows from |ψ| ≤ |ϕ| and ψ ∈ E∗

n

that ψ = 0. Another useful characterization of singular functionals is that they
vanish on large (order) ideals in E. To be more precise, an ideal (that is, absolutely
solid linear subspace) A ⊆ E is called order dense in E if for every 0 < u ∈ E
there exists v ∈ A such that 0 < v ≤ u. With this terminology, a linear functional
ϕ ∈ E∗ is singular if and only ϕ = 0 on some order dense ideal in E (see [26],
Theorem 50.4; this result also follows from Theorem 90.5 in [40]). We note that
for this characterization it is essential that E∗

n separates the points of the Banach
function space E (for example, on the Banach lattice C [0, 1] the functional of
integration is singular and strictly positive).

Now we consider such a decomposition for functionals on a space E (τ), where
(M, τ) is a semi-finite von Neumann algebra and E = E (0,∞) is a symmetric
Banach function space on (0,∞). The concept of normal functional was already
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introduced in Theorem 7.5. A linear subspace A ⊆ E (τ) is called an order ideal
if A is generated by its positive elements and if it follows from 0 ≤ b ≤ a, a ∈ A
and b ∈ Eh (τ) that b ∈ A. Such an ideal A is called order dense in E (τ) if for
every 0 < b ∈ Eh (τ) there exists a ∈ A such that 0 < a ≤ b. A linear functional
ϕ ∈ E (τ)∗ is said to be singular whenever ϕ vanishes on some order dense ideal
in E (τ). Evidently, this notion of singularity agrees with the one for Banach
function spaces, as follows from the above discussion. If E = L∞ (0,∞), and so
E (τ) = M, it also agrees with the usual definition of a singular functional on a
von Neumann algebra (see, e.g., [34], Section III.2 or [22], Section 10.1), as follows
from [14], Proposition 2.1, in combination with [34], Theorem III.3.8. Now we are
in a position to formulate the decomposition theorem for elements of E (τ)∗.

Theorem 7.7. ([14], Corollary 2.5) If (M, τ) is a semi-finite von Neumann algebra
and E = E (0,∞) is a fully symmetric Banach function space on (0,∞), then
every ϕ ∈ E (τ)∗ has a unique decomposition ϕ = ϕn + ϕs, where ϕn is normal
and ϕs is singular.

For further details and interesting applications of this result, we refer the
reader to [14].

8. Operator functions

As we have seen in the previous section, there are many results concerning non-
commutative Banach function spaces which are analogous to the commutative
theory (although most of the proofs are quite different!). However, there are some
aspects of the non-commutative theory which are essentially different from the
commutative situation. We shall illustrate this with some results concerning so-
called operator functions. By an operator function we mean a map a �−→ f (a),
where f : R → R is an appropriate Borel function and the (non-commutative)
variable a belongs to Eh (τ). If f : R → R is continuous, then we know by The-
orem 5.12 that the map a �−→ f (a) from Sh (τ) into itself, is continuous with
respect to the measure topology. But, here we will be interested in Lipschitz-type
norm estimates. To be more precise, we consider the following problem: under
which assumptions, on the Banach function space E = E (0,∞) and on the func-
tion f , does there exists a constant C > 0 (depending on E and f) such that
‖f (a)− f (b)‖E(τ) ≤ C ‖a− b‖E(τ) for all a, b ∈ Eh (τ)?

Let us say first a few words about the commutative situation. Suppose that
E is any Banach function space on a (Maharam) measure space (X, Σ, ν) and
let a ∈ E be real-valued (we use here the symbol a for a function to keep the
analogy with the above discussion). We may represent a by its spectral integral
a =

∫
R

λdea (λ) as in (4). Note that we may consider a as a self-adjoint operator
on the Hilbert space L2 (ν), acting via multiplication. The spectral measure of a
is then given by ea (B) = χa−1(B) for all Borel sets B ⊆ R. If f : R → R is a Borel
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function, then f (a) is defined by

f (a) =
∫

R

f (λ) dea (λ)

(see (5)). Approximating f by simple functions, it is not difficult to see that f (a) =
f ◦ a (the composition of f and a). Now suppose that the function f is Lipschitz
continuous, that is, there exists a constant C > 0 such that |f (λ)− f (µ)| ≤
C |λ− µ| for all λ, µ ∈ R. If a, b ∈ E are real-valued, then

|f (a) (x)− f (b) (x)| = |f (a (x))− f (b (x))| ≤ C |a (x) − b (x)| , x ∈ X,

and hence,
|f (a)− f (b)| ≤ C |a− b| . (12)

Since E is an ideal in L0 (ν) and the norm on E is absolutely monotone, it
follows that f (a) − f (b) ∈ E and ‖f (a)− f (b)‖E ≤ C ‖a− b‖E . This argu-
ment shows that in the commutative situation, it is more or less evident that
Lipschitz continuity of f implies that the corresponding “operator function” is
also Lipschitz continuous (with the same constant, independent of E). The crucial
estimate is of course inequality (12). In the non-commutative situation, inequalities
like (12) are not valid in general (if a and b do not commute) and, as it turns out,
Lipschitz continuity of f is in general not enough to guarantee that the corre-
sponding operator function satisfies a Lipschitz estimate.

As a special case, let us first consider the absolute value mapping correspond-
ing to the function f (λ) = |λ|. In [13] the following result has been obtained.

Theorem 8.1. Suppose that 1 < p < ∞ and let (M, τ) be a semi-finite von Neu-
mann algebra. If x, y ∈ S (τ) such that x − y ∈ Lp (τ), then |x| − |y| ∈ Lp (τ)
and

‖|x| − |y|‖p ≤ Cp ‖x− y‖p , (13)
where Cp > 0 is a constant only depending on p.

In the case M = B (H), with standard trace (and so, Lp (τ) = Sp, the p-
Schatten ideal), the above result was obtained by E.B. Davies in [8] (see also [5]).
Moreover, it was shown in [8] that an estimate like (13) fails for p = 1,∞. We
like to point out that it is sufficient to prove the above theorem for self-adjoint
elements x and y only. Indeed, the general case is then obtained from this special
case by considering the von Neumann algebra M2 (C) ⊗M, of all 2× 2-matrices
with entries in M, and applying the result to the self-adjoint operators[

0 x∗

x 0

]
,

[
0 y∗

y 0

]
.

We leave the verification to the reader.
Furthermore, the result of Theorem 8.1 can be extended via interpolation

techniques to a much larger class of spaces than the Lp-spaces. In fact, in [13],
Theorem 3.4, it was shown that, if E = E (0,∞) is a symmetric Banach func-
tion space which is an (Lp, Lq)-interpolation space for some 1 < p ≤ q < ∞,
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then there exists a constant CE > 0 (only depending on the space E) such that
‖|x| − |y|‖E(τ) ≤ CE ‖x− y‖E(τ) for all x, y ∈ E (τ) with x − y ∈ E (τ), for all
semi-finite von Neumann algebras (M, τ) (and actually, this property character-
izes the Banach function spaces which are (Lp, Lq)-interpolation space for some
1 < p ≤ q <∞).

Finally we say a few words about more general operator functions a �−→ f (a),
a ∈ Eh (τ). For sake of simplicity we shall not state the results in full generality,
but single out some important special cases (which follows from [29], Corollary 7.5
in combination with Proposition 8.5).

Theorem 8.2. Suppose that 1 < p < ∞, let (M, τ) be a semi-finite von Neu-
mann algebra and f : R → R be a function with weak derivative f ′ which is of
bounded variation. There exists a constant Cp,f > 0 (only depending on p and the
function f), such that

‖f (a)− f (b)‖p ≤ Cp,f ‖a− b‖p

for all a, b ∈ Sh (τ) with a− b ∈ Lp (τ).

The function f (λ) = |λ| satisfies the conditions of the above theorem and
so, the result of Theorem 8.1 may be obtained via Theorem 8.2. Furthermore, also
Theorem 8.2 actually holds for (Lp, Lq)-interpolation spaces with 1 < p, q < ∞. In
the paper [30] several results concerning the (Gâteaux) differentiability of operator
functions have been obtained. All these results depend on the theory of so-called
double operator integrals, originated by Birman and Solomyak in the setting of
trace ideals and extended in [29] to the general setting of semi-finite von Neumann
algebras. These double operator integrals and their relation to the UMD-property
and R-bounded collections of operators, have been discussed also in detail in [38].
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Positive Operators on Lp-spaces

Anton R. Schep

1. Introduction

Throughout this paper we denote by Lp the Banach lattice of p-integrable functions
on a σ-finite measure space (X,B, µ), where 1 ≤ p ≤ ∞. We will consider those
aspects of the theory of positive linear operators, which are in some way special
due to the fact the operators are acting on Lp-spaces. For general information
about positive operators on Banach lattices we refer to the texts [1]. [20], and [36].
Our focus on Lp-spaces does not mean that in special cases some of the results can
not be extended to a larger class of Banach lattices of measurable function such
as Orlicz spaces or re-arrangement invariant Banach function spaces. However in
many cases the results in these extensions are not as precise or as complete as
in the case of Lp-spaces. We will discuss results related to the boundedness of
positive linear operators on Lp-spaces. The most important result is the so-called
Schur criterion for boundedness. This criterion is the most frequently used tool
to show that a concrete positive linear operator is bounded from Lp to Lq. Then
we will show how this result relates to the change of density result of Weis [33].
Next the equality case of Schur’s criterion is shown to be closely related to the
question whether a given positive linear operator attains its norm. We discuss in
detail the properties of norm attaining operators on Lp-spaces and discuss as an
example the weighted composition operators on Lp-spaces. Then we return to the
Schur criterion and show how it can be applied to the factorization theorems of
Maurey and Nikǐsin. Most results mentioned in this paper have appeared before
in print, but sometimes only implicitly and scattered over several papers. Also a
number of the proofs presented here are new.

2. Boundedness of positive linear operators

In this section we shall consider a positive operator T acting on a space of (equiv-
alence classes of) measurable functions and give a necessary and sufficient condi-
tion for T to define a bounded linear operator from Lp(Y, ν) into Lq(X, µ) where
1 ≤ q ≤ p ≤ ∞ and obtain a bound for ‖T ‖. In what follows we follow initially
closely [12], where the Schur criteria was proved as a factorization theorem, which
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allow us later on to derive the Maurey factorization theorem as an easy conse-
quence. Note first that if we already know that a positive linear operator T maps
Lp into Lq, then it is elementary that T is bounded, see, e.g., [1], Theorem 1.31
or [20], Proposition 1.3.5. For that reason we will need to consider initially more
general domains and range spaces for the operators we consider. Let L0(X, µ) de-
note the space of a.e. finite measurable functions on X and let M(X, µ) denote
the space of extended real-valued measurable functions on X . Assume that T is
defined on an ideal L of measurable functions, i.e., a linear subspace of L0(Y, ν)
such that if f ∈ L and |g| ≤ |f | in L0, then g ∈ L. By L+ we denote the collection
of nonnegative functions in L. A positive linear operator T : L → L0(X, µ) is
called order continuous if 0 ≤ fn ↑ f a.e. and fn, f ∈ L imply that Tfn ↑ Tf a.e.
We first prove that such operators have “adjoints”.

Theorem 1. Let L be an ideal of measurable functions on (Y, ν) and let T be a
positive order continuous operator from L into L0(X, µ). Then there exists an op-
erator T t : L0(X, µ)+ →M(Y, ν)+ such that for all f ∈ L+ and all g ∈ L0(X, µ)+
we have ∫

X

(Tf)gdµ =
∫

Y

f(T tg)dν.

Proof. Assume first that there exists a function f0 > 0 a.e. in L. Let g ∈ L0(X, µ)+.
Then we define φ : L+ → [0,∞] by φ(f) =

∫
(Tf)gdµ. Since Tf0 < ∞ a.e. we can

find X1 ⊂ X2 ⊂ · · · ↑ X such that for all n ≥ 1 we have∫
Xn

(Tf0)gdµ < ∞.

Let Lf0 = {h : |h| ≤ cf0 for some constant c} and define φn : Lf0 → R by

φn(h) =
∫

Xn

(Th)gdµ.

The order continuity of T now implies (through an application of the Radon–
Nikodym theorem) that there exists a function gn ∈ L1(Y, f0dν) such that for all
h ∈ Lf0 we have

φn(h) =
∫

Y

hgndν,

see, e.g., [36], Theorem 86.3. Moreover we can assume that g1 ≤ g2 ≤ . . . a.e. Let
g0 = sup gn. An application of the monotone convergence theorem now gives∫

X

(Th)gdµ =
∫

Y

hg0dν

for all 0 ≤ h ∈ Lf0 . The order continuity of T and another application of the
monotone convergence theorem now give∫

X

(Tf)gdµ =
∫

Y

fg0dν

for all 0 ≤ f ∈ L. If we put T tg = g0, then the theorem holds in case L contains
a strictly positive f0. In case no such f0 exists in L, then we can find via Zorn’s
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lemma a maximal disjoint system (fn) in L+ and apply the above argument to
the restriction of T to the functions f ∈ L with support in the support Yn of fn.
We obtain that way functions gn with support in Yn so that for all such f we have∫

X

(Tf)gdµ =
∫

Yn

fgndν

Now define T tg = sup gn and one can easily verify that in this case the theorem
again holds. This completes the proof of the theorem. �

The above theorem allows us to define for any positive operator T : L →
L0(X, µ) an adjoint operator T ∗. Let N = {g ∈ L0(X, µ) : T t(|g|) ∈ L0(Y, ν)}
and define T ∗g = T tg+ − T tg− for g ∈ N . It is easy to see that T ∗ is positive
linear operator from N into L0(Y, ν) such that∫

X

(Tf)gdµ =
∫

Y

f(T ∗g)dν

holds for all 0 ≤ f ∈ L and 0 ≤ g ∈ N . Observe that in case T : Lp → Lq is
a bounded linear operator and 1 ≤ p, q < ∞ then T ∗ as defined as above is an
extension of the Banach space adjoint. The above construction is motivated by the
following example.

Example 2. Let T (x, y) ≥ 0 be µ×ν-measurable function on X×Y . Let L = {f ∈
L0(Y, ν) such that

∫
T (x, y)|f(y)|dν < ∞ a.e.} and define T as the integral oper-

ator Tf(x) =
∫

Y T (x, y)f(y)dν(y) on L. Then one can check (using Tonelli’s the-
orem) that N = {g ∈ L0(X, µ) such that

∫
Y

T (x, y)|g(x)|dµ < ∞ a.e.} and that
the operator T ∗ as defined above is the the integral operator

∫
X T (x, y)g(x)dµ(x).

We now present a Hölder inequality for positive linear operators. The result
is known in ergodic theory (see [16], Lemma 7.4). We include the short proof.

Theorem 3 (Abstract Hölder inequality). Let L be an ideal of measurable functions
on (Y, ν) and let T be a positive operator from L into L0(X, µ). If 1 < p <∞ and
p′ = p

p−1 , then we have

T (fg) ≤ T (fp)
1
p T (gp′

)
1
p′

for all 0 ≤ f, g with fg ∈ L, fp ∈ L and gp′ ∈ L.

Proof. For any two positive real numbers x and y we have the inequality x
1
p y

1
p′ ≤

1
px + 1

p′ y, so that if 0 ≤ f, g with fg ∈ L, fp ∈ L and gp′ ∈ L, then for any α > 0

T (fg) = T

(
(αf)

(
1
α

)
g

)
≤ 1

p
T ((αf)p) +

1
p′

T

((
1
α

g

)p′)
=

1
p
αpT (fp) +

1
p′

1
αp′ T (gp′

)

Now for each x ∈ X such that T (fp)(x) �= 0 choose the number α so that
αpT (fp)(x) = 1

αp′ T (gp′
)(x). �
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The following theorem gives a sufficient condition for a positive order contin-
uous operator to be bounded between certain Lp-spaces.

Theorem 4. Let L be an ideal of measurable functions on (Y, ν) and let T be a
positive order continuous linear operator from L into L0(X, µ). Let 1 < q ≤ p < ∞
and assume there exists f0 ∈ L with 0 < f0 a.e. and there exists λ > 0 such that

T ∗(Tf0)q−1 ≤ λfp−1
0 (1)

and in case q < p also
Tf0 ∈ Lq(X, µ). (2)

Then T can be extended to a positive linear map from Lp(Y, ν) into Lq(X, µ) with

‖T ‖p,q ≤ λ
1
p ‖Tf0‖

1− q
p

q (3)

in case q < p and in case p = q

‖T ‖p,p ≤ λ
1
p . (4)

If also f0 ∈ Lp(Y, ν), then

‖T ‖p,q ≤ λ
1
q ‖f0‖

p−q
q

p . (5)

Proof. Define the positive linear operator S : Lp(Y, ν) → L0(X, µ) by Sf =
(Tf0)

q−p
p · Tf , note that S = T in case p = q. Then it is straightforward to

verify that S∗(h) = T ∗((Tf0)
q−p

p · h). This implies that

S∗(Sf0)p−1 = S∗((Tf0)
q(p−1)

p ) = T ∗(Tf0)q−1 ≤ λfp−1
0 ,

i.e., S satisfies (1) with p = q. Let Yn = {y ∈ Y : 1
n ≤ f0(y) ≤ n}. Then

L∞(Yn, ν) ⊂ L. Let 0 ≤ u ∈ L∞(Yn, ν). Then we have∫
(Su)pdµ =

∫
S(uf

− 1
p′

0 f
1
p′
0 )pdµ

≤
∫

S(upf−p+1
0 )(Sf0)

p

p′ dµ (Abstract Hölder inequality)

=
∫

upf−p+1
0 S∗(Sf0)(p−1)dν ≤

∫
upf−p+1

0 λfp−1
0 dν = λ‖u‖p

p.

Hence
‖Su‖p ≤ λ

1
p ‖u‖p

for all 0 ≤ u ∈ L∞(Yn, dν). If 0 ≤ u ∈ L, let un = min(u, n)χYn
. Then un ↑ u a.e.

and ‖Su‖p ≤ λ
1
p ‖u‖p holds for each un. The order continuity of T and the mono-

tone convergence theorem imply that ‖S‖p,p ≤ λ
1
p . Note that in case p = q this

proves (4). In case q < p define the multiplication operator M , by Mh = (Tf0)
p−q

p ·
h. Then (2) implies, by means of Hölder’s inequality with r = p

q , r′ = p
p−q , that

‖M‖p,q ≤ ‖Tf0‖1−
q
p . The inequality (3) follows now from the factorization T =

MS. Inequality (5) follows from (3) by using the inequality ‖Tf0‖q ≤ ‖T ‖p,q‖f0‖p

and solving for ‖T ‖p,q. This completes the proof of the theorem. �
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In applications of the above theorem it is important to realize that f0 does
not have to be an element of Lp(Y, ν). We give some examples to illustrate this.

Example 5. Let X = Y = [0,∞) with µ = ν equal to the Lebesgue measure and
define the integral operator T by Tf(x) = 1

x

∫ x

0 f(t)dt. An easy computation shows
that for 1 < p < ∞ the equality T ∗(Tf0)p−1 ≤ λfp−1

0 holds for some constant
λ = λ(α), whenever f0(y) = yα for any −1 < α < 0. One can verify that in this
case α = − 1

p gives the best upperbound for ‖T ‖p, in which case λ = ( p
p−1 )p. The

inequality ‖Tf‖p ≤ ‖T ‖p‖f‖ is then the classical Hardy inequality.

Example 6. Let again X = Y = [0,∞) with µ = ν equal to the Lebesgue measure
and define the Laplace integral operator L by L(f)(x) =

∫∞
0 f(y)e−xy dy. Then

obviously by the symmetry of the kernel e−xy we have L∗ = L. Let 1 < p < ∞
and denote by p′ the conjugate exponent of p. If we take f0(y) = y

− 1
p′ , then it

follows from Lf0(x) = Γ( 1
p )x− 1

p that

L∗(Lf0)p−1 = Γ
(

1
p

) 1
p

fp−1
0 . (6)

Hence L defines a bounded operator on Lp([0,∞)) with norm less or equal to Γ( 1
p ).

Now L will have norm less or equal to Γ( 1
p′ ) on Lp′

([0,∞)), so that the norm of L
is less or equal to the minimum of Γ( 1

p ) and Γ( 1
p′ ). As the Gamma function Γ(x)

is decreasing on (0, 1) we have that Γ( 1
p ) < Γ( 1

p′ ) if 1 < p < 2 and Γ( 1
p′ ) < Γ( 1

p )
if p > 2. This shows that the equality in (6) does not imply that the norm of L is
equal to Γ( 1

p ). Later on, when we discuss norm attainment of positive operators,
we shall see that the situation is different when f0 ∈ Lp.

The above theorem is an abstract version of what is called the Schur test
for boundedness of integral operators (see [12] for the case p = q = 2 and see [9],
Theorem 1.I for the case 1 < q ≤ p < ∞ ). In these references the Schur test is
formulated in a slightly different (but equivalent) form. We will only present this
for the case p = q.

Theorem 7. Let L be an ideal of measurable functions on (Y, ν) and let T be a
positive order continuous linear operator from L into L0(X, µ). Let 1 < p < ∞
and assume there exists f0, g0 ∈ L with 0 < f0, 0 ≤ g0 a.e. and there exists C > 0
such that

T (f0) ≤ Cg0 (7)
and

T ∗(gp−1
0 ) ≤ Cfp−1

0 . (8)
Then T can be extended to a positive linear map from Lp(Y, ν) into Lp(X, µ) with

‖T ‖p,p ≤ C.

Proof. The proof is immediate from the previous theorem, since

T ∗(Tf0)p−1 ≤ Cp−1T ∗(gp−1
0 ) ≤ Cpfp−1

0 . �
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Remark. The above theorem can also be obtained as a consequence of the Riesz in-
terpolation theorem, which should not be surprising as the Riesz interpolation the-
orem for positive operators can be proved via the Hölder inequality for positive op-
erators. To see this observe first that if Tf0(x) ≤ Cg0(x) a.e., then Tf0(x) = 0 a.e.
on the set where g0(x) = 0 a.e. Define now T̂ as follows, T̂ (f) = g0(x)−1T (ff0)(x),
where we define 0

0 = 0. Then T̂ maps Lp(Y, fp
0 dν) into Lp(X, gp

0dµ) if and only
if T maps Lp(Y, ν) into Lp(X, µ) and in that case ‖T̂‖ = ‖T ‖. Now the ad-
joint of T̂ with respect to the measure spaces (Y, fp

0 dν) and (X, gp
0dµ) is given

by T̂ ∗g = 1
fp−1
0

T ∗(ggp−1
0 ). Now the hypotheses of the above theorem say that

T̂ (1Y ) ≤ C1X and T̂ (1X) ≤ C1Y . It follows from the Riesz interpolation theorem
that T̂ : Ls(Y, fp

0 dν) → Ls(X, gp
0dµ) for all 1 ≤ s ≤ ∞ with the norm of T̂ less or

equal than C. We also observe that if f0 satisfies T ∗(Tf0)p−1 ≤ λfp−1
0 , then f0 and

g0 = λ− 1
p Tf0 will satisfy the the conditions of the above theorem with C = λ

1
p ,

so that for p = q the assumptions in the two above theorems are equivalent.

3. Necessity of the Schur boundedness test

We now discuss the converse to the above theorems, which is due to Gagliardo [9]
(Theorem 1.II). We present a proof, which is a slight simplification of the proof
given in [9].

Theorem 8. Let 0 ≤ T : Lp(Y, ν) → Lq(X, µ) be a positive linear operator and
assume 1 < p, q < ∞. Then for all λ with λ

1
q > ‖T ‖pq there exists 0 < f0 a.e. in

Lp(Y, ν) such that

T ∗(Tf0)q−1 ≤ λfp−1
0 . (9)

Proof. We can assume that ‖T ‖p,q = 1. Then we assume that λ > 1. Now define
S : Lp(Y, ν)+ → Lp(Y, ν)+ by means of

Sf = (T ∗(Tf)q−1)
1

p−1 .

Then it is easy to verify that ‖f‖p ≤ 1 implies that ‖Sf‖p ≤ 1, also that 0 ≤ f1 ≤
f2 implies that Sf1 ≤ Sf2 and that 0 ≤ fn ↑ f a.e. in Lp implies that Sfn ↑ Sf
a.e. Let now 0 < g a.e. in Lp(Y, ν) such that ‖g‖p ≤ 1 and define f1 = λ−1

λ g. For
n > 1 we define fn = f1 + 1

λSfn−1. By induction we verify easily that fn ≤ fn+1

and that ‖fn‖p ≤ 1 for all n. This implies that there exists f0 in Lp such that
fn ↑ f0 a.e. and ‖f0‖p ≤ 1. Now Sfn ↑ Sf0 implies that f0 = f1 + 1

λSf0. Hence
Sf0 ≤ λf0, which is equivalent to the inequality (9) and f0 ≥ f1 > 0 a.e., so that
f0 > 0 a.e. and the proof is complete. �

Corollary 9. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) be a positive linear operator and
assume 1 < p < ∞. Then for all C > ‖T ‖p there exist f0, g0 ∈ Lp(Y, ν) with
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0 < f0, 0 ≤ g0 a.e. such that

T (f0) ≤ Cg0 (10)

and T ∗(gp−1
0 ) ≤ Cfp−1

0 . (11)

In the next section we discuss when we can take g0 = f0 in these inequalities.
We conclude this section with a technical remark about the iteration used in

the proof of Theorem 8.

Lemma 10. Let S, λ, g and fn be as in the proof of Theorem 8. Assume Sg ≤ λg.
Then also Sf0 ≤ λf0.

Proof. Let α = q−1
p−1 . Then 0 < α and S(cf) = cαSf for all f ≥ 0. By the proof of

Theorem 8 we have

f2 = f1 +
1
λ

S(f1) = f1 +
1
λ

(
λ− 1

λ

)α

Sg

≤ f1 +
(

λ− 1
λ

)α

g =
λ− 1

λ
g +

(
λ− 1

λ

)α

g

≤ λg,

since (λ−1
λ )α ≤ 1 ≤ λ + 1

λ − 1. By induction it now follows that fn ≤ λg and thus
also f0 = limn→∞ fn ≤ λg. �

4. Change of measure and extrapolation

From the above corollary and the discussion following Theorem 7 it follows that
if T : Lp(Y, ν) → Lp(X, µ) is a positive linear operator and if 1 < p < ∞, then
for all C > ‖T ‖p there exist f0, g0 ∈ Lp(Y, ν) with 0 < f0, 0 ≤ g0 a.e. such that
T̂ (f) = g0(x)−1T (ff0)(x) maps Ls(Y, fp

0 dν) into Ls(X, gp
0dµ) for all 1 ≤ s ≤ ∞

with the norm of T̂ less or equal than C. For applications to, e.g., spectral theory
it is desirable that the extrapolated operator for T n can be taken as (T̂ )n, which
requires that we can take f0 = g0 in the above corollary. It was proved by Lutz
Weis in [33] that we can always do this, except that his proof does not provide us
with the same constants as above. In fact we can not always get the exact sharp
results in this case, as we will see. The following theorem is a variation of Theorem
2.1 of [33].

Theorem 11. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) be a positive linear operator and
assume 1 < p < ∞. Then for all C > max{ p

√
2, p′√

2}‖T ‖p there exist f0 ∈ Lp(Y, ν)
with 0 < f0 a.e. such that

T (f0) ≤ Cf0 (12)

and
T ∗(fp−1

0 ) ≤ Cfp−1
0 . (13)
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Proof. We can assume that ‖T ‖p = 1. Now define S : Lp(Y, ν)+ → Lp(Y, ν)+ by
means of

Sf =
(

1
2
T ∗(fp−1)

p
p−1 +

1
2
T (f)p

) 1
p

.

Then it is easy to verify that ‖f‖p ≤ 1 implies that ‖Sf‖p ≤ 1, also that 0 ≤ f1 ≤
f2 implies that Sf1 ≤ Sf2 and that 0 ≤ fn ↑ f a.e. in Lp implies that Sfn ↑ Sf a.e.
As in the proof of Theorem 8 it follows that for λ > 1 there exists f0 > 0 a.e. such
that Sf0 ≤ λf0. This implies that Tf0 ≤ λ2

1
p f0 a.e. and T ∗fp−1

0 ≤ λp−12
1
p′ fp−1

0

a.e., which completes the proof of the theorem. �

The above theorem had been conjectured in the (infinite) matrix case by Vere-
Jones [32], who also conjectured that one could take C > ‖T ‖p. The first part of
this conjecture was first proved by M. Koskela [17] in 1978 for the infinite matrix
case, but with a worse constant than the one obtained by Weis. The method of
proof of Koskela is to apply Theorem 8 to the operator I +T . Koskela also showed
that already in the finite matrix case we can not take C > ‖T ‖p, as conjectured by
Vere-Jones. We will present a generalization of Koskela’s result which will make
this clear.

Theorem 12. Let 0 ≤ T : Lp(X, µ) → Lp(X, µ) be a positive linear operator with
1 < p < ∞ and such that there exists a constant a > 0 with T ≥ aI. Assume that
for all C > ‖T ‖p there exists f0 ∈ Lp(X, µ) with 0 < f0 a.e. such that

T (f0) ≤ Cf0 (14)

and
T ∗(fp−1

0 ) ≤ Cfp−1
0 . (15)

Then r(T ) = ‖T ‖.

Proof. Define S = T − aI. Then S ≥ 0 and for C > ‖T ‖ there exists f0 > 0 a.e.
such that Sf0 ≤ (C − a)f0 and S∗fp−1

0 ≤ (C − a)fp−1
0 . It follows from Theorem 7

that ‖S‖ ≤ C − a. This implies that ‖S‖ ≤ ‖T ‖− a = ‖S + aI‖ − a ≤ ‖S‖. Hence
‖S‖ + a = ‖S + aI‖, i.e., the operator S satisfies the Daugavet equation. As Lp,
for 1 < p < ∞, is uniformly convex, it follows from the main result of [2] that
r(S) = ‖S‖. This implies that r(T ) = a + r(S) = a + ‖S‖ = a + ‖T − aI‖. By
the same argument this implies that r(T ) = ε + ‖T − εI‖ for all 0 < ε < a, so
r(T ) = ‖T ‖. �

Example 13. From the above theorem it is now clear how to get an example for
which the second part of Vere-Jones conjecture fails. Let T be the positive operator
on the two-dimensional �2(2) defined by the matrix(

1 0
1 1

)
.

It is now not difficult to see that r(T ) = 1 and ‖T ‖2 ≥
√

2. Hence by the above
theorem T must provide a counterexample for the conjecture of Vere-Jones. One
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easily checks that C = 2 is the best constant for which the inequalities (14) and

(15) hold. As ‖T ‖ =
√

3+
√

5
2 >

√
2, it also shows that the factor 2

1
2 in Weis’

theorem is not sharp in this example. It seems an open question what is exactly
the best constant in Theorem 11.

For p = 2 we have a class of operators, which includes the positive (in the
sense of the lattice ordering) normal operators, for which Vere-Jones conjecture
holds.

Theorem 14. Let 0 ≤ T : L2(X, dµ)→ L2(X, dµ) be a positive linear operator such
that T ∗T ≤ TT ∗, or TT ∗ ≤ T ∗T in the lattice ordering. Then for all C > r(T )
there exists f0 ∈ L2(X, µ) with 0 < f0 a.e. such that

T (f0) ≤ Cf0 (16)

and
T ∗(f0) ≤ Cf0. (17)

In particular we have r(T ) = ‖T ‖.

Proof. We will assume that T ∗T ≤ TT ∗, the other case follows by duality. Let
C > r(T ). Then the resolvent operator R(C, T ) satisfies TR(C, T ) = CR(C, T )−
I ≤ CR(C, T ) and similarly T ∗R(C, T ∗) ≤ CR(C, T ∗). Moreover the hypothesis
T ∗T ≤ TT ∗ implies that also T ∗R(C, T ) ≤ R(C, T )T ∗ by the Neumann series
for R(C, T ). Now let h0 > 0 a.e. in L2(X, dµ) and put f0 = R(C, T )R(C, T ∗)h0.
Then by the above inequalities Tf0 ≤ Cf0 and T ∗f0 ≤ Cf0. Moreover, since
also f0 > 0 a.e., this implies that ‖T ‖ ≤ C for all C > r(T ), which shows that
r(T ) = ‖T ‖. �

Example 15. To have a non-normal operator T which satisfies the above conditions,
we only need to take T to be the unilateral shift T ({ξn}) = {0, ξ1, ξ2, . . . } on �2.
In this case T ∗T = I, while TT ∗({ξn}) = {0, ξ2, . . . }, so that TT ∗ ≤ T ∗T .

We now indicate some applications of Theorem 11, which were obtained by
the author in [27]. We start with an Egoroff type theorem.

Theorem 16. Let 0 ≤ Tτ : Lp(X, µ) → Lp(X, µ) with 1 ≤ p ≤ ∞ and µ(X) < ∞.
Assume that the downward directed system {Tτ} satisfies Tτ ↓ 0. Then for all ε > 0
there exists a measurable set Xε ⊂ X with µ(Xc

ε ) < ε such that if 1 < p ≤ ∞ we
have ‖χXεTτ‖ ↓ 0 and if 1 ≤ p < ∞ we have ‖TτχXε‖ ↓ 0.

Proof. Let 0 ≤ T0 : Lp(X, µ)→ Lp(X, µ) such that 0 ≤ Tτ ≤ T0 for all τ . Assume
first that 1 < p < ∞. From Theorem 11 it follows that there exists a strictly
positive f0 such that T̂ = f−1

0 T0f0 is a positive operator from Ls(X, fp−1
0 dµ) →

Ls(X, fp−1
0 dµ) for all 1 ≤ s ≤ ∞. Define now T̂τ = f−1

0 Tτf0. It follows then
from 0 ≤ T̂τ ≤ T̂0 that also T̂τ is a positive operator from Ls(X, fp−1

0 dµ) →
Ls(X, fp−1

0 dµ) for all 1 ≤ s ≤ ∞. In particular T̂τ is a positive operator from
L∞(X, fp−1

0 dµ) → L∞(X, fp−1
0 dµ). From Tτ ↓ 0 it follows that T̂τ (1) ↓ 0 a.e. on
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X and thus there exist τn such that T̂τn(1) ↓ 0 a.e. on X . From the classical Egoroff
theorem we conclude that there exists for ε > 0 a measurable set Xε ⊂ X with
µ(Xc

ε ) < ε such that ‖χXε T̂τn(1)‖∞ ↓ 0. For any positive operator S on L∞ we have
that ‖S‖ = ‖S1‖∞. Hence ‖χXε T̂τn‖L∞ ↓ 0. Applying now the Riesz interpolation
theorem to the operator χXε T̂τn we obtain that ‖χXε T̂τn‖Lp(X,fp−1

0 dµ) ↓ 0. From
this it follows that ‖χXεTτn‖Lp(X,dµ) ↓ 0. In case p = ∞ we can just use the above
argument without extrapolation and interpolation. The case 1 ≤ p < ∞ follows
by duality from the above result by applying it to the adjoints T ∗

τ . �

We note that the above theorem gives a uniform way of proving some known
results from the literature, i.e., we have the following corollary of results due to
Semenov et al ([29, 30]).

Corollary 17. Let 0 ≤ T : Lp(X, µ) → Lp(X, µ) with 1 ≤ p ≤ ∞. Then

inf{‖χP TχQ‖ : P, Q ⊂ X, µ(P ) > 0, µ(Q) > 0} = 0.

Proof. Without loss of generality we can assume that µ(X) < ∞. Assume first
that 1 ≤ p < ∞. Let Pn ↓ ∅ with µ(Pn) > 0 and define Tn = χPnT . Then
Tn ↓ 0, so by the above theorem there exists for ε > 0 a measurable set Xε ⊂ X
with µ(Xc

ε ) < ε such that we have ‖TnχXε‖ ↓ 0, from which the desired results
immediately follows. For p = ∞ the result follows by considering Tn = TχPn and
applying the corresponding result from the above theorem. �

Another application of Theorem 16 is an improvement of the above corollary
in case T ⊥ I. As the result shows, we can restrict ourselves in the above corollary
to diagonal operator blocks in this case.

Theorem 18. Let 0 ≤ T : Lp(X, µ) → Lp(X, µ) with 1 ≤ p ≤ ∞. Then T ⊥ I if
and only if for all Q ⊂ X with µ(Q) > 0 we have

inf{‖χP TχP‖ : P ⊂ Q, µ(P ) > 0} = 0.

Proof. Assume first T ⊥ I. Then we can assume that Q = X and µ(X) < ∞.
Assume first that 1 ≤ p < ∞. We denote by Π = {P1, . . . , Pn} a partition of X
in sets of positive measure and denote by P the set of all such partitions. The
set P is downward directed, if we partially order it by refinement. For Π ∈ P we
then define S(Π) =

∑n
i=1 χPiTχPi . It follows now from Theorem 1.1 of [25] that

S(Π) ↓P 0 whenever T ⊥ I. Let 0 < ε < µ(X). Then by Theorem 16 there exists
a measurable set Xε ⊂ X with µ(Xc

ε ) < ε such that we have ‖S(Π)χXε‖ ↓P 0.
Hence there exists a partition Π = {P1, . . . , Pn} of X such that ‖S(Π)χXε‖ < ε.
As µ(Xε) > 0 there exists an i ∈ {1, . . . , n} such that Xε∩Pi has positive measure.
If we put P = Xε ∩ Pi then ‖χP TχP ‖ < ε and we conclude that

inf{‖χP TχP ‖ : P ⊂ X, µ(P ) > 0} = 0.

The case p = ∞ is completely analogous and therefore left to the reader. For the
converse, assume that T is not disjoint with I. Then there exists Q ⊂ X and
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c > 0 such that T ≥ cχQ. This implies that χP TχP ≥ cχP for all P ⊂ Q, so
‖χP TχP‖ ≥ c > 0 for all P ⊂ Q, which is a contradiction. �

We present another application of Theorem 16 to almost compact operators.
For the purpose of this paper let us define almost compactness as follows. Let
1 < p < ∞ and T a positive linear operator from Lp(X, µ) into itself. Then T is
called almost compact if there exist measurable Xn ⊂ X with Xn ↑ X such that
χXnT is a compact operator for all n ≥ 1.

Theorem 19. Let 1 < p < ∞ and T a positive linear operator from Lp(X, µ) into
itself. Then T is almost compact if and only if T is in the band generated by all the
positive compact linear operators on Lp(X, µ). In particular, every positive integral
operator on Lp(X, µ) is almost compact.

Proof. If T is almost compact, then obviously T is in the band generated by the
positive compact operators. Conversely, if 0 ≤ T is in the band generated by the
compact positive linear operators, then by the Dodds-Fremlin Theorem (see [1],
or [36]) there exist 0 ≤ Tn ↑ T with each Tn compact. The result then follows
immediately from Theorem 16. In case T is a positive integral operator, then T
is in the band generated by the finite rank operators, so T is therefore almost
compact by the above. �

One can extend the notion of almost compactness to any bounded linear
operator on Lp. Weis [33] proved in that context that the collection of all norm
bounded almost compact operators equals the norm closure of the integral opera-
tors on Lp. The above theorem can be viewed as a regular operator norm version
of Weis’ result. In the context of the above theorem it needs to observed that there
exist positive linear compact operators on Lp([0, 1]) for 1 < p < ∞, which are not
integral. This was proved by Fremlin [7] for p = 2 and Wickstead [34, Theorem
3.4] extended Fremlin’s construction to 1 < p <∞.

5. Norm attaining positive linear operators

In this section we discuss the relation between the attaining of its norm of a
positive linear operator T and equality in the inequality of Theorem 4. Recall that
a bounded linear operator T : X → Y between Banach spaces is called norm
attaining if for some 0 �= f ∈ X we have ‖Tf‖Y = ‖T ‖‖f‖X.

Then for any bounded linear operator T : Lp(Y, ν) → Lq(X, µ) with 1 <
p, q < ∞ we call a function 0 �= f ∈ Lp(X, µ) a critical point of T if for some real
number λ we have

T ∗( sgn(Tf)|Tf |q−1) = λ sgn(f)|f |p−1 (18)

(such a function f is at least formally a solution to the Euler-Lagrange equation
for the variational problem implicit in the definition of ‖T ‖p,q). In the case that
T is positive and f ≥ 0 a.e. the equation 18 takes on the simpler form

T ∗((Tf)q−1) = λfp−1 (19)
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The connection between critical points and the previous sections is contained in
the next theorem.

Theorem 20. Let L be an ideal of measurable functions on (Y, ν) and let T be a
positive order continuous linear operator from L into L0(X, µ). Let 1 < q ≤ p < ∞
and assume there exists f0 ∈ Lp ∩ L with 0 < f0 a.e. and there exists λ > 0 such
that

T ∗(Tf0)q−1 = λfp−1
0 . (20)

Then T can be extended to a positive linear map from Lp(Y, ν) into Lq(X, µ) with

‖T ‖p,q = λ
1
q ‖f0‖

p
q −1
p .

Proof. Integrating the equation (20) against f0 gives that ‖Tf0‖q
q = λ‖f0‖p

p which
shows Tf0 ∈ Lq. From Theorem 4 it follows that T can be extended to a positive
linear operator from Lp to Lq with

‖T ‖p,q ≤ λ
1
q ‖f0‖

p
q −1
p .

Now it follows from ‖Tf0‖q
q = λ‖f0‖p

p that

‖T ‖p,q ≥ λ
1
q ‖f0‖

p
q −1
p

and the proof is complete. �

We now recall some general facts about smooth Banach spaces. Let E be a
Banach space and let E∗ denote its dual space. If f∗ ∈ E∗ then we denote by
〈f, f∗〉 the value of f∗ at f ∈ E. If 0 �= f ∈ E then f∗ ∈ E∗ norms f if ‖f∗‖ = 1
and 〈f, f∗〉 = ‖f‖. By the Hahn-Banach theorem there always exist such norming
linear functionals. A Banach space E is called smooth if for every 0 �= f ∈ E
there exists a unique f∗ ∈ E∗ which norms f . Geometrically this is equivalent
with the statement that at each point f of the unit sphere of E there is a unique
supporting hyperplane. It is well known that E is smooth if and only if the norm
is Gâteaux differentiable at all points 0 �= f ∈ E (see, e.g., [4]). If E is a smooth
Banach space and 0 �= f ∈ E, then denote by ΘE(f) the unique element of E∗

that norms f . Note that ‖ΘE(f)‖ = 1. For basic properties of smooth Banach
spaces and continuity properties of the map f �→ ΘE(f) we refer to [4, part 3,
Chapter 1].

The basic examples of smooth Banach spaces are the spaces Lp(X, µ) where
1 < p < ∞. For 0 �= f ∈ Lp(X, µ) one can easily show that

ΘLp(f) = ‖f‖−(p−1)
p sgn(f)|f |p−1 (21)

by considering when equality holds in Hölder’s inequality. The following proposi-
tion shows the relation between critical points and norm attainment of operators
on smooth Banach spaces.
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Proposition 21. Let T : E → F be a bounded linear operator between smooth
Banach spaces. If T attains its norm at 0 �= f ∈ E then there exists a real number
α such that

T ∗(ΘF (Tf)) = αΘE(f) (22)
and the norm of T is given by

‖T ‖ = α.

Proof. Define Λ1, Λ2 ∈ E∗ by

Λ1(h) = 〈h, ΘE(f)〉

Λ2(h) =
1
‖T ‖ 〈Th, ΘF (Tf)〉 =

1
‖T ‖ 〈h, T ∗(ΘF (Tf))〉 .

Then ‖Λ1‖ = 1 (since ‖ΘE(f)‖ = 1) and Λ1(f) = ‖f‖, so Λ1 norms f . Similarly
‖ΘF (Tf)‖ = 1 implies that ‖Λ2‖ ≤ 1, but using ‖Tf‖ = ‖T ‖‖f‖ we have Λ2(f) =
‖f‖. Therefore Λ2 also norms f . The smoothness of E now implies that Λ1 = Λ2.
Hence (22) holds with α = ‖T ‖ as claimed. �

Applying the above proposition to positive operators on Lp-spaces we get the
following result.

Theorem 22. Let 1 < p, q < ∞and 0 ≤ T : Lp → Lq a positive linear operator,
which attains its norm at 0 ≤ f ∈ Lp. Then f is a critical point of T , i.e.,

T ∗(Tf)q−1 = λfp−1

where
λ = ‖T ‖q

p,q‖f‖q−p
p .

It is well known that there exist positive linear operators between Lp spaces,
who do not attain their norm, e.g., the operator Tf(x) = xf(x) from Lp([0, 1])
into itself does not attain its norm on Lp for 1 ≤ p <∞. On the other hand every
positive linear operator T from L∞(Y, ν) into Lq(X, µ) with 1 ≤ q ≤ ∞ assumes its
norm and ‖T ‖∞,q = ‖T (1)‖q. It was however proved by Lindenstraus ([18]) that
the set of norm attaining operators from Lp(Y, ν) into Lq(X, µ) with 1 < p, q < ∞
is norm dense in the collection of all bounded linear operators. Grzaślewicz ([11])
observed that with essentially the same proof as in [18] the corresponding result
for positive operators holds. In fact we have the following result.

Theorem 23. Let 0 ≤ T : Lp → Lq be a positive linear operator and assume
1 < p, q < ∞. Then for all ε > 0 there exists a positive norm attaining operator
T̂ ≥ T such that ‖T̂ − T ‖ < ε.

Proof. We will only sketch the proof and for the verification of the details we refer
the reader to [18]. Without loss of generality we can assume that ‖T ‖ = 1 and
that 0 < ε < 1

3 . Now choose εk > 0 such that 2
∑∞

i=1 εi < ε, 2
∑∞

i=k+1 εi < ε2k, and
εk < 1

10k . Then we construct inductively positive operators Tk, positive fk ∈ Lp,
and positive gk ∈ Lq′

as follows. Define T1 = T and then fk ≥ 0 with ‖fk‖p = 1
such that ‖Tkfk‖q ≥ ‖Tk‖p,q − ε2k. Then find 0 ≤ gk ∈ Lq′

with ‖gk‖q′ = 1 such
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that
∫

gkTk(fk) dµ = ‖Tkfk‖q. Next define Tk+1 = Tk + εkT ∗
k gk ⊗ Tkfk. One can

then check that Tk → T̂ in norm, ‖T̂ − T ‖ < ε and that T̂ attains its norm.
Moreover Tk+1 ≥ Tk ≥ T implies that T̂ ≥ T . �

The norm density of norm attaining operators for the remaining values of
p and q have been proved too. The case p = 1 and 1 < q < ∞ follows from a
more general theorem due to Uhl ([31]), the case p = q = 1 was proved by Iwanik
([13]), while the case p = 1, q = ∞ was proved by Finet and Paya for the σ-finite
case in [8] and in general by Paya and Saleh in [23]. The corresponding result
for positive linear operators follows in these cases immediately as the operator
norm ||T ‖p,q equals the regular operator norm in all these cases. Now we discuss
the structure of the set of norm attainers. Following [10] we define for a bounded
operator T : Lp → Lq

M(T ) = {f ∈ Lp : ‖Tf‖q = ‖T ‖p,q‖f‖p}.
Hence T is norm attaining if and only if M(T ) �= {0}. We will be only considering
M(T ) for positive linear operators. In this case we have the following proposition.

Proposition 24. Let 1 < p, q < ∞ and 0 ≤ T : Lp(Y, ν) → Lq(X, µ) a positive
linear operator. Then the following hold.

1. If f ∈M(T ), then |f | ∈M(T ) and |Tf | = T |f |, Tf+ ∧ Tf− = 0.
2. If 0 ≤ f ∈M(T ), 0 ≤ g ∈ Lp and f ∧ g = 0 a.e, then Tf ∧ Tg = 0 a.e.
3. If p = q, f ∈ M(T ) and f = f1 + f2 with f1 ⊥ f2 and Tf1 ⊥ Tf2, then

f1, f2 ∈M(T ). In particular, if p = q, then f ∈M(T ) implies that f+, f− ∈
M(T ).

Proof. For the first part, note that |Tf | ≤ T |f |, which implies immediately that
|f | ∈M(T ) and T |f | = |Tf | for all f ∈ M(T ). Now T |f | = |Tf | implies that

‖Tf+ + Tf−‖q = ‖T |f |‖q = ‖Tf‖q = ‖Tf+ − Tf−‖q,

which implies that Tf+∧Tf− = 0. Now let 0 ≤ f ∈ M(T ) and assume f �= 0. We
can then assume that ‖T ‖p,q = 1 = ‖f‖p. Then from Theorem 22 it follows that
T ∗(Tf)q−1 = fp−1. Multiplying both sides with g and integrating over Y we get∫

X

(Tf)q−1(x)Tg(x) dµ =
∫

Y

T ∗(Tf)q−1(y)g(y) dν =
∫

Y

fp−1(y)g(y) dν = 0,

which implies that Tf ∧ Tg = 0 a.e. To prove part (3) we again assume ‖T ‖p =
1 = ‖f‖p. Then we have that

1 = ‖Tf‖p
p = ‖Tf1‖p

p + ‖Tf2‖p
p ≤ ‖f1‖p

p + ‖f2‖p
p = ‖f‖p

p = 1.

Hence ‖Tf1‖p
p = ‖fi‖p

p for i = 1, 2. �

By supp(f) we denote the set {y ∈ Y : f(y) �= 0}. Note this set should be
considered as an element of the measure algebra of ν, as it is only defined up to a
set of ν-measure zero. We denote by Λ(T ) = {supp(f) : f ∈M(T )}.
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Proposition 25. Let 1 < p <∞ and 0 ≤ T : Lp(Y, ν) → Lp(X, µ) a positive linear
operator. Then f ∈ M(T ) and A ∈ Λ(T ) implies that fχA, fχAc ∈M(T ).

Proof. Let 0 ≤ g ∈ M(T ) with suppg = A. Then g ∧ |f |χAc = 0, so by (2) of the
above proposition Tg ∧ T (|f |χAc) = 0. Now |f |χA is in the band generated by g,
so T (|f |χA) is in the band generated by Tg, which implies that also T (|f |χA) ∧
T (|f |χAc) = 0. Now the result follows from (3) of the above proposition. �

Theorem 26. Let 1 < p < ∞ and 0 ≤ T : Lp(Y, ν) → Lp(X, µ) a positive linear
operator. Then Λ(T ) is a σ-ring with a largest element supp f0 = Amax.

Proof. From the above proposition, part (3), it is immediate that if A, B ∈ Λ(T ),
then A ∩ B ∈ Λ(T ) and A \ B ∈ Λ(T ). It remains to show that Λ(T ) is closed
under countable disjoint unions. Let {An} be a disjoint collection in Λ(T ). Then
we can find 0 ≤ fn ∈ M(T ) with ‖fn‖p = 1 such that An = supp fn. Now
define f =

∑∞
n=1

1

2
n
p

fn. Then ‖Tf‖p = 1 = ‖f‖p, so f ∈M(T ) and thus supp f =
∪∞

n=1An ∈ Λ(T ). That Λ(T ) has now a largest element follows from the σ-finiteness
of ν, as a maximal disjoint collection in Λ(T ) is countable. �

The main result about M(T ) is that M(T ) is a linear sublattice of Lp for a
positive linear operator T : Lp → Lq. This result is due to Grzaślewicz ([10]) and
Kan ([14]). Until now we followed [10], but now we switch to the approach of [14],
which gives an description of M(T ) from which the result follows immediately. We
introduce a larger σ-algebra than Λ(T ), which shares some of the properties of
Λ(T ). For T : Lp(Y, ν) → Lp(X, µ) we define

Λ0(T ) = {A : A measurable and |T (fχA)| ∧ |T (gχAc)| = 0 for all f, g ∈ Lp(Y, ν)}.

Theorem 27. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) with 1 < p < ∞. Then Λ0(T ) is a
σ-algebra with Λ(T ) ⊂ Λ0(T ). Moreover for all A ∈ Λ0(T ) and f ∈ M(T ) we have
χAf ∈M(T ).

Proof. Let A ∈ Λ(T ), where A = supp(g0) with g0 ∈ M(T ). Let f, g ∈ Lp.
Then χAcg ⊥ g0 implies that T (χAc) ⊥ T (g0). Now fχA is in the band {g0}dd

generated by g0, so T (fχA) is in the band generated by Tg0, which implies that
T (fχA) ⊥ T (gχAc), i.e., A ∈ Λ0. That λ0(T ) is a σ-algebra is straightforward. If
A ∈ Λ0(T ) and f ∈M(T ), then ‖Tf‖p

p = ‖T (fχA)‖p
p+‖T (fχAc)‖p

p = ‖T ‖p
p‖f‖p

p =
‖T ‖p

p(‖fχA‖p
p + ‖fχAc‖p

p). This implies ‖T (fχA)‖p = ‖T ‖p‖fχA‖p, so χAf ∈
M(T ). �

Corollary 28. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) with 1 < p < ∞ and f ∈ M(T ).
Then mf ∈M(T ) for all Λ0(T ) measurable functions m such that mf ∈ Lp(Y, ν).

Proof. The proof is immediate from the above theorem and the p-additivity of the
norms in case m is a Λ0(T ) measurable simple function. The general case follows
now from the Dominated Convergence Theorem. �
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For the remaining part of this section we shall assume that T is positive
linear operator from Lp(Y, ν) → Lp(X, µ) such that Tf �= 0 a.e. in case f ≥ 0
and f �= 0 a.e. We can always achieve this by removing a measurable set from Y
corresponding to the absolute null ideal of T .

Lemma 29. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) with 1 < p < ∞ and f ∈ M(T ).
1. sgn f is Λ0(T ) measurable.
2. If 0 ≤ g ∈M(T ) and g ∈ {f}dd, then g

f |suppf is Λ0(T ) measurable.

Proof. In case f is real-valued, then the Λ0(T ) measurability of sgnf follows im-
mediate from the fact that also f+, f− ∈ M(T ). For the complex case we refer to
[14]. Likewise we refer for the second part to [14]

�
Now we can state and proof the main theorem about M(T ).

Theorem 30. Let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) with 1 < p < ∞. Then M(T ) is
a closed linear sublattice of Lp(Y, ν). Moreover, the restriction of T to M(T ) is a
disjointness preserving linear operator.

Proof. Let 0 < f0 ∈ M(T ) such that Amax = suppf0 is the maximal element of
Λ(T ). Let now g ∈M(T ). Then by the above lemma m1 = sgng is Λ0(T ) measur-
able and also m2 = g

f0
χAmax is Λ0(T ) measurable and g = m1m2f0. Combining

this with Corollary 28 we see that

M(T ) = {mf0 ∈ Lp(Y, ν) : m is Λ0(T )|Amax measurable}.
This description shows immediately that M(T ) is a closed linear sublattice of
Lp(Y, ν). �

We now discuss the case 0 ≤ T : Lp(Y, ν) → Lq(X, µ), where 1 ≤ q < p < ∞.
In the case 1 < q < p < ∞ it was recently proved by G. Sinnamon [24] that every
positive linear operator attains its norm. In his proof Sinnamon introduced a more
complicated version of the iteration of the proof of Theorem 8. Our proof shows
that one can use the original iteration as well. A consequence of the following
theorem is that the structure of the Λ(T ) is very simple in case 1 < q < p < ∞.

Theorem 31. Let 1 ≤ q < p < ∞ and 0 ≤ T : Lp(Y, ν) → Lq(X, µ) a positive
linear operator. Then T attains its norm.

Proof. We can assume that ‖T ‖p,q = 1. Assume first that 1 < q < p < ∞. Let
Sf = (T ∗(Tf)q−1)

1
p−1 as in the proof of Theorem 8. Let λ0 > 1 and let φ0 = f0

with ‖φ0‖p ≤ 1 such that S(φ0) ≤ λ0φ0 as in the proof of Theorem 8. Define now

λn = λ
1
2
n−1 for n ≥ 1 and φn the positive solution of φn = λn−1

λn
φn−1 + 1

λn
Sφn

given by the proof of Theorem 8. By Lemma 10 we have φn+1 ≤ λnφn for all n ≥ 0.
Moreover by Theorem 8 we have that 1 ≤ λn‖φn‖p−q

p , so that limn→∞ ‖φn‖p = 1.
Now

φ0 ≥
1
λ0

φ1 ≥ · · · ≥
1

λ0 · · ·λn−1
φn
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for all n ≥ 1 and λ0 . . . λn−1 = λ0λ
1
2
0 . . . λ

1
2n

0 ↑ λ2
0. Hence φ̃ = limn→∞

1
λ0...λn−1

φn

exists in norm and pointwise a.e. and ‖φ̃‖p = 1
λ2
0
. This implies that φ = λ2

0φ̃ =
limn→∞ φn exists in norm and pointwise a.e. and ‖φ‖p = 1. By taking limits
in φn = λn−1

λn
φn−1 + 1

λn
Sφn we see that Sφ = φ, i.e., T attains its norm at

φ. Now assume q = 1. Then let f0 = (T ∗1)p′−1. One easily verifies then that
‖Tf0‖1 = ‖T ∗1‖p′

p′ = ‖f0‖p = ‖T ∗‖p′
= 1. Hence T attains its norm at f0. �

By supp T we denote the largest measurable set A (up to a set of measure
zero) such that 0 ≤ f and Tf = 0 implies that supp f ∩A = ∅.

Theorem 32. Let 1 < q < p < ∞ and 0 ≤ T : Lp(Y, ν) → Lq(X, µ) a positive linear
operator. Then Λ(T ) = {∅, supp T }. Moreover M(T ) contains a unique f ≥ 0 of
norm one and if g ∈ M(T ), then |g| = ‖g‖pf .

Proof. We assume again that ‖T ‖p,q = 1. Let A ∈ Λ(T ) with ν(A) > 0. Then
there exists 0 ≤ f ∈ M(T ) of norm one with supp f = A. Let 0 ≤ h ∈ Lp(Y, ν) of
norm one such that f ∧h = 0. Then by Proposition 24 we have that Tf ∧ Th = 0.
This implies that for all t > 0 we have that

1 + tq‖Th‖q
q = ‖T (f + th)‖q

q ≤ ‖f + th‖q
p = (1 + tp)

q
p .

This implies that

‖Th‖q
q ≤ lim

t↓0

(1 + tp)
q
p − 1

tq
= 0.

Hence Th = 0. This implies that supp T ⊂ A. On the other hand ‖Tf‖q = 1 =
‖f‖p implies that A ⊂ supp T . Hence Λ(T ) = {∅, supp T }. Let 0 ≤ f ∈ M(T )
with ‖f‖p = 1 and assume again ‖T ‖p,q = 1. Then by Theorem 22 we have

T ∗(Tf)q−1 = fp−1.

Now

‖g‖q
p =

∫
X

|Tg|q dµ ≤
∫

X

(T (|g|f− 1
q′ f

1
q′ )) dµ

≤
∫

X

T (|g|qf− q

q′ )T (f)
q

q′ dµ

=
∫

Y

|g|qf1−qT ∗(Tf)q−1 dν

=
∫

Y

|g|qf1−qfp−1 dν =
∫

Y

|g|qfp−q dν

≤
(∫

Y

|g|p dν

) q
p
(∫

Y

fp dν

)1− q
p

= ‖g‖q
p.

From the equality case of Hölder’s inequality it now follows that |g| = cf , which
implies that c = ‖g‖q. �
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Remark. Note that we did not discuss in this section the structure of M(T ) in case
q > p. This is for a good reason. The above results do not hold in that case as can
be seen from the identity map I : �p → �q, which has norm one for 1 ≤ p ≤ q ≤ ∞.
One can verify easily that if p < q, then M(I) = {αen : α ∈ R}, where {en}
denotes the standard unit basis of �p.

6. Weighted composition operators

Let as before (X, µ) and (Y, ν) be σ-finite measure spaces and denote by Σ the
σ-algebra of µ-measurable sets and by Λ the σ-algebra of ν-measurable sets. Let φ
denote a measurable mapping from X → Y , i.e., φ−1(A) ∈ Λ for all A ∈ Σ. Such
a measurable mapping is called null-preserving if ν(φ−1(A)) = 0 for all A ∈ Σ
with µ(A) = 0. For a null-preserving φ and h ∈ L0(X, µ) we define the weighted
composition operator Tf(x) = h(x)f(φ(x)) a.e. Note that T is an order continuous
linear mapping from L0(Y, ν) into L0(X, µ). Moreover T has a modulus |T | given
by |T |f(x) = |h(x)|f(φ(x)) a.e. It is clear that T is bounded from Lp(Y, µ) into
Lq(X, µ) and ‖T ‖p.q = ‖ |T | ‖p,q. Moreover T attains its norm at f if and only if T
attains its norm at |f | if and only if |T | attains its norm at |f | (this is immediate
from |Tf | = |T |f || = |T |(|f |)). Therefore we restrict ourselves to positive weighted
composition operators. We note that weighted composition operators are disjoint-
ness preserving, i.e., if f ⊥ g, then Tf ⊥ Tg. In fact, on standard Borel spaces
every disjointness preserving operator is a weighted composition operator and in
general one can always represent a disjointness preserving operator as a weighted
composition operator on function spaces on the Stone spaces of the measure alge-
bras. To keep things more concrete we will restrict ourselves to operators which are
weighted composition operators on the given spaces. For the boundedness we will
restrict ourselves to the case 1 ≤ p ≤ q ≤ ∞ as we will see that in case p > q there
exist no non-zero weighted composition (or disjointness preserving) operators in
the non-atomic case. We first state a simple lemma.

Lemma 33. Let a, b, c, d, e, f be positive real numbers, such that a = b + c and
d = e + f . Then

a

d
≤ max

{
b

e
,
c

f

}
.

Theorem 34. Let 1 ≤ p < q < ∞ and T : Lp(Y, ν) → Lq(X, µ) a weighted
composition operator. If ν is non-atomic, then T = 0.

Proof. Let f �= 0 in Lp(Y, ν). Let A = {y ∈ Y : f(y) �= 0}. Put A1 = A. If we write
A1 = B∪C a disjoint union of measurable sets, then ‖fχA1‖p

p = ‖fχB‖p
p+‖fχC‖p

p.
If ν is non-atomic, then can find B (and thus C) such that ‖fχB‖p

p = ‖fχC‖p
p =

1
2‖fχA1‖p

p. As T preserves disjointness we have also ‖T (fχA1)‖q
q = ‖T (fχB)‖q

q +
‖T (fχC)‖q

q. By the above lemma we can take A2 equal to either B or C so that

‖T (fχA2)‖q
q

‖fχA2‖
p
p

≥
‖T (fχA1)‖q

q

‖fχA1‖
p
p

.



Positive Operators on Lp-spaces 247

By induction we construct a sequence An with

An+1 ⊂ An, ‖fχAn+1‖p
p =

1
2
‖fχAn‖p

p,

and
‖T (fχAn+1)‖q

q

‖fχAn+1‖
p
p

≥
‖T (fχAn)‖q

q

‖fχAn‖
p
p

.

Assume now that T (f) �= 0 a.e. Then

‖T (fχA1)‖q
q

‖fχA1‖
p
p

> 0

for all n ≥ 1. This implies that

‖T ‖q
p,q ≥

‖T (fχAn)‖q
q

‖fχAn‖
q
q

≥
‖T (fχAn)‖q

q

‖fχAn‖
p
p

1
‖fχAn‖

q−p
p

↑ ∞,

which is a contradiction. Hence T (f) = 0 a.e. for all f �= 0 a.e. and thus T = 0. �

The idea of the above proof was taken from [14], where a more general result
was proved. Let 0 ≤ h ∈ L0(X, Σ, µ) and φ : X → Y a null-preserving measurable
mapping as above. To discuss the boundedness of the associated weighted compo-
sition operator T we introduce a measure. Define νT,p(A) =

∫
φ−1(A)

hp dµ for all
A ∈ Λ. Then it is straight forward that νT,p is a measure on Λ, and νT,p ' ν.
For 0 ≤ f ∈ L0(Y, ν) we have now the following formula for the Radon-Nikodym
derivative of νT,p: ∫

Y

f(y)
dνT,p

dν
dν =

∫
X

h(x)pf(φ(x)) dµ.

Theorem 35. Let 1 ≤ p < ∞, 0 ≤ h ∈ L0(X, µ) and φ : X → Y a null-preserving
measurable mapping. Then the following are equivalent for the weighted composi-
tion operator Tf(x) = h(x)f(φ(x)).

1. T is bounded from Lp(Y, ν) into Lp(X, µ).
2. There exists a constant C > 0 such that∫

φ−1(A)

hp(x) dµ ≤ Cµ(A)

for all A ∈ Λ.
3. The Radon-Nikodym derivative dνT,p

dν ∈ L∞(Y, ν).

Moreover ‖T ‖p =
∥∥∥dνT,p

dν

∥∥∥ 1
p

∞
.

Proof. The equivalence of (1) and (2) is immediate from the p-additivity of the
norm and that (2) is the same as ‖T (χA)‖p ≤ C‖χA‖p. The equivalence of (2) and
(3) is an easy exercise about Radon-Nikodym derivatives. �
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Next we deal with the case 1 ≤ q < p < ∞.

Theorem 36. Let 1 ≤ q < p < ∞, 0 ≤ h ∈ L0(X, µ) and φ : X → Y a null-
preserving measurable mapping. Then the following are equivalent for the weighted
composition operator Tf(x) = h(x)f(φ(x)).

1. T is bounded from Lp(Y, ν) into Lq(X, µ).
2. The Radon-Nikodym derivative dνT,q

dν ∈ Lr(Y, ν), where 1
r = 1

q −
1
p .

Moreover ‖T ‖p,q =
∥∥∥∥(dνT,q

dν

) 1
q

∥∥∥∥
r

.

Proof. Assume (2) holds. Let f ∈ Lp(Y, ν). Then using Hölder’s inequality we have∫
X

|Tf(x)|q dµ =
∫

X

h(x)q|f(φ(x))|q dµ =
∫

Y

|f(y)|q dνT,q

dν
dν

≤ ‖f‖q
p

∥∥∥∥dνT,q

dν

∥∥∥∥
p

p−q

= ‖f‖q
p

∥∥∥∥∥
(

dνT,q

dν

) 1
q

∥∥∥∥∥
q

r

,

where 1
r = 1

q −
1
p . This shows that (1) holds and that ‖T ‖p,q ≤

∥∥∥∥(dνT,q

dν

) 1
q

∥∥∥∥
r

. Now

assume (1) holds. Let 0 ≤ g ∈ L
p
q (Y, ν) with ‖g‖ p

q
≤ 1. Then we have∫

Y

g

(
dνT,q

dν

)
dν =

∫
X

h(x)qg(φ(x)) dµ

=
∫

X

T (g
1
q )q dµ

≤ ‖T ‖q
p,q‖g

1
q ‖q

p ≤ ‖T ‖q
p,q.

Hence by the converse of Hölder’s inequality we have
∥∥∥dνT,q

dν

∥∥∥
p

p−q

≤ ‖T ‖q
p,q, which

is the same as
∥∥∥∥(dνT,q

dν

) 1
q

∥∥∥∥
r

≤ ‖T ‖p,q. �

Corollary 37. Let 1 ≤ q < p < ∞. Then every weighted composition operator
Tf(x) = h(x)f(φ(x)) from Lp(Y, ν) into Lq(X, µ) attains its norm at

f =
(

dνT,q

dν

) 1
p−q

.

Proof. We can assume T ≥ 0 and that ‖T ‖p,q = 1. Then taking f =
(

dνT,q

dν

) 1
p−q

we can check as in the above proof that ‖Tf‖q = 1 = ‖f‖p, which shows that T
attains its norm at f . �
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7. Factorization theorems of positive linear operators

We begin with a theorem due to Maurey ([19]).

Theorem 38. Let 0 ≤ T : Lp(Y, ν) → Lq(X, µ) a positive linear operator and
assume 1 ≤ q < p < ∞. Then there exists 0 < g a.e. in Lr(X, µ) with 1

r = 1
q −

1
p

such that 1
g · T : Lp(Y, ν) → Lp(X, µ).

Proof. From Theorem 8 it follows that there exists 0 < f0 ∈ Lp(Y, ν) such that

T ∗(Tf0)q−1 ≤ λfp−1
0

holds. Define now, as in the proof of Theorem 4, Sf = (Tf0)
q−p

p · Tf . Then

S∗(Sf0)p−1 = S∗((Tf0)
q(p−1)

p ) = T ∗(Tf0)q−1 ≤ λfp−1
0 ,

implies that S is a bounded linear map from Lp(Y, ν) into Lp(X, µ) and g =
(Tf0)

p−q
p ∈ Lr(X, µ). �

Next we will discuss Nikǐsin’s theorems for positive linear operators with
domain Lp(Y, ν). Although the factorization theorems will hold for σ-finite mea-
sures µ, the terminology will be simpler if we restrict ourselves to finite measures.
Therefore we will assume for the rest of the section that µ(X) < ∞. Recall then
that a collection H of measurable functions is bounded in measure in L0(X, µ), if
for all ε > 0 there exists a constant M such that µ{x ∈ X : |h(x)| ≥ M} < ε for
all h ∈ H . We start with a simple lemma, which holds in fact for positive linear
operator defined on any Banach lattice.

Lemma 39. Let 1 ≤ p ≤ ∞ and 0 ≤ T : Lp(Y, ν) → L0(X, µ) a positive lin-
ear operator. Then the image under T of the unit ball of Lp(Y, ν) is bounded in
measure.

Proof. Assume the lemma is false. Then there exists ε > 0 such that for all n ≥ 1
there exists fn ∈ Lp with ‖fn‖p ≤ 1 such that µ{x ∈ X : |Tfn(x)| ≥ ε2n} ≥ ε. Let
f0 =

∑∞
n=1

|fn|
2n . Then Tf0 ≥

∑∞
n=1

|Tfn|
2n implies that |Tfn|

2n → 0 a.e., and thus in
measure. This contradicts however that µ{x ∈ X : |Tfn(x)

2n | ≥ ε} ≥ ε for all n. �

Theorem 40. Let H ⊂ L0(X, µ) be a convex, solid and bounded in measure. Then
there exists a strictly positive φ ∈ L0(X, µ) such that∫

X

|h|φdµ ≤ 1

for all h ∈ H.

Proof. Let M be the closure in L2(X, µ) of H∩L2(X, µ). Let A ⊂ X with µ(A) > 0.
Then we claim there exists m ∈ N such that mχA /∈M . If this would not be true,
then for all m ≥ 1 we can find fn ∈ H ∩ L2 such that ‖fm − mχA‖2 ≤ 1.
Then fm

m → 0 in measure, since H is bounded in measure, but on the other hand
fm

m → χA in L2, which implies that µ(A) = 0. Hence there exist m ≥ 1 such that
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mχA /∈ M . By the Hahn-Banach theorem there exists g ∈ L2(X, µ) such that∫
X

gh dµ ≤ 1 for all h ∈ M and m
∫

A
g dµ > 1. Now sgn gh ∈ M for h ∈ M

implies that
∫

X
|g| |f | dµ ≤ 1. Now

∫
A
|g| dµ > 1

m implies that we can a constant
c > 0 such that B = {x ∈ A; |g(x)| ≥ 1

c} has positive measure. This implies
that

∫
B |h| dµ ≤ c for all h ∈ M . Now for h ∈ H there exist hn ∈ M such that

|hn| ↑ |h|. It follows from the Monotone Convergence Theorem that
∫

B |h| dµ ≤ c
for all h ∈ H . We have therefore shown now that for all A ⊂ X with µ(A) > 0
there exist B ⊂ A with µ(B) > 0 and c ∈ R such that

∫
B
|h| dµ ≤ c for h ∈ H .

Now by using Zorn’s lemma we can find disjoint Xn ⊂ X with ∪∞
n=1Xn = X and

cn ∈ R such that
∫

Xn
|h| dµ ≤ cn for all h ∈ H . Now φ =

∑∞
n=1

1
2ncn

χXn satisfies
the conclusion of the theorem. �

The above proof is a slight modification of the proof in [20] that the associate
space of a Banach function space separates the points of the Banach function space.
That the above theorem is essentially the same as that theorem is clear from the
results in [28], where it was shown that convex solid sets bounded in measure are
unit balls of normed Köthe function spaces.

Theorem 41. Let 0 ≤ T : Lp(Y, ν) → L0(X, µ) a positive linear operator and
assume 1 ≤ p < ∞. Then there exists 0 < g a.e. in L0(X, µ) such that 1

g · T :
Lp(Y, ν) → Lp(X, µ).

Proof. Combining the above lemma and theorem we see that there exists a strictly
positive φ ∈ L0(X, µ) such that φ·T : Lp(Y, ν) → L1(X, µ). The result now follows
from the q = 1 case of Maurey’s theorem 38. �

In Harmonic Analysis various variations of the above theorems have been
proved as weighted norm inequalities. We will just indicate two of those instances,
where these results are included in the above results. Let 1 < p < ∞ and weights
v, w (i.e., non-negative measurable functions), then a positive operator T is said
to satisfy a weighted Lp-inequality if∫

X

(Tf(x))p w(x)dµ ≤ C

∫
Y

f(y)p v(y)dν

for all 0 ≤ f . Note that we can either absorb the weight in the measures or in the
operator. Either way, the following theorem, which is called the Rubio de Francia
Algorithm in [5], becomes a special case of Theorems 7 and 11.

Theorem 42. Let Q(x, y) ≥ 0 and let T be the operator Tf(x) =
∫

X
Q(x, y)f(y) dy.

Let p > 1, with 1
p + 1

q = 1. Then T : Lp(X, vdν) → Lp(X, wdµ) is a bounded
operator if and only if there exists a positive α ∈ Lpq(X, dν), with

1. w
1
p T (αqv−

1
p ) ≤ Cαq a.e. and

2. v−
1
p T ∗(αpλ

1
p ) ≤ Cαp a.e.,

where T ∗ is the adjoint of T .
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The following theorem was proved in [15]. Let T be as in the above theorem
a positive integral operator.

Theorem 43. Let 1 < p < ∞ and w a weight on X. Then there exists a weight
v ∈ L0(X, ν) such that T is bounded from Lp(X, vdν) to Lp(X, wdµ) if and only
if there is a positive φ ∈ L0 with∫

X

(Tφ)p wdµ < ∞.

Proof. The condition T (φ) ∈ Lp(X, wdµ) is equivalent with the statement that
T ∗ is bounded from Lp′

(X, wdµ) → L1(X, φdν). The weighted norm inequality
follows now from the q = 1 case of Maurey’s theorem 38. �

8. Some open problems

Connected to the topics covered in this paper we have the following open problems:

1. When is a positive operator T bounded from Lp(Y, ν) to Lq(X, µ) for 1 ≤
p < q ≤ ∞? There seems to be no analogue of the Schur criterion in this
case.

2. Does every positive operator T from Lp(Y, ν) to Lq(X, µ) with 1 < p < q < ∞
attain its norm?

3. If T : Lp(Y, ν) → Lp(X, µ) is positive linear operator with norm ‖T ‖p = 1
and 1 < p < ∞, does there exist 0 < f0 ∈ L0(Y, ν) such that

T ∗(Tf0)p−1 ≤ fp−1
0

a.e.? The example of Hardy’s operator show that we can not find in general
such f0 with f0 ∈ Lp(Y, ν), but it is an open problem whether we can find
such f0 ∈ L0(Y, ν).

4. What is the best constant C for which Theorem 11 holds for all positive
operators T ? I.e., let 0 ≤ T : Lp(Y, ν) → Lp(X, µ) be a positive linear
contraction, what is the smallest C such that there exist f0 ∈ Lp(Y, ν) with
0 < f0 a.e. such that

T (f0) ≤ Cf0

and
T ∗(fp−1

0 ) ≤ Cfp−1
0 ?

5. Let T : Lp(Y, ν) → Lp(X, µ) be a positive linear operator with norm ‖T ‖p = 1
and 1 < p < ∞. Does there exist for all ε > 0 a function 0 ≤ f0 ∈ L0(Y, ν)
with ‖f0‖p = 1 such that

T ∗(Tf0)p−1 ≥ (1− ε)fp−1
0

a.e.? In general we don’t know the answer to this question, but for positive
integral operators we have the following result.
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Theorem 44. Let T : Lp(Y, ν) → Lp(X, µ) be a positive linear integral opera-
tor with norm ‖T ‖p = 1 and 1 < p < ∞. Then there exists 0 ≤ f0 ∈ L0(Y, ν)
with ‖f0‖p = 1 such that

T ∗(Tf0)p−1 ≥ (1− ε)fp−1
0

a.e.

Proof. Let Xn ↑ X and Yn ↑ Y with µ(Xn) < ∞ and ν(Yn) < ∞. Let
T (x, y) denote the kernel of T . Define the integral operators Tn by the kernels
Tn(x, y) = min{T (x, y), n}χXn×Yn(x, y). Then Tn ↑ T , so ‖Tn‖p ↑ ‖T ‖p = 1
and each Tn is a compact operator. Let N be such that ‖TN‖p > (1 − ε)

1
p .

Then the fact that TN attains its norm, implies that there exist 0 ≤ f0 ∈
Lp(Y, ν) such that

T ∗
N(TNf0)p−1 ≥ (1 − ε)fp−1

0 .

The result follows now as T ∗ ≥ T ∗
N and T ≥ TN . �

9. Concluding remarks

In this paper we primarily dealt with consequences of the Schur criterion

T ∗(Tf0)q−1 ≤ λfp−1
0

for positive operators T and with consequences of the equality case of the above
inequality. There are several other important results about positive linear operators
we did not discuss. Let us indicate two such topics. First there are the results
about extending positive or regular operators defined on a subspace of Lp(Y, ν) into
Lp(X, µ). For positive operators K. Donner [6] obtained the necessary and sufficient
conditions, while Pisier [22] obtained the result for regular operators. Secondly
there is the result that each closed sublattice of Lp is the range of a positive
contractive projection and Ando’s Theorem [3], which says that this property
characterizes Lp or c0(Γ) among all Banach lattices. For a proof of these results
we refer to [20] (pg. 134–137).
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Regular Operators between Banach Lattices

A.W. Wickstead

Introduction

If X and Y are Banach lattices then there are several spaces of linear operators
between them that may be studied. L(X, Y ) is the space of all norm bounded
operators from X into Y . There is no reason to expect there to be any connection
between the order structure of X and Y and that of L(X, Y ). Lr(X, Y ) is the
space of regular operators, i.e., the linear span of the positive operators. This at
least has the merit that when it is ordered by the cone of positive operators then
that cone is generating. Lb(X, Y ) is the space of order bounded operators, which
are those that map order bounded sets in X to order bounded sets in Y . We always
have Lr(X, Y ) ⊆ Lb(X, Y ) ⊆ L(X, Y ) and both inclusions may be proper.

I will look at the following problems, which are a small selection of those that
we might have considered, and attempt to give a snapshot survey of our state of
knowledge of these problems at the time of writing.

(1) When are all bounded operators regular?
(2) What can we say about the order structure of Lr(X, Y )?
(3) When are all order bounded operators regular?
(4) What kind of duality theory is there for regular operators?
(5) What happens for the classical Banach lattices?

I will take it for granted that the reader is familiar with the basic theory
of Banach lattices and elementary properties of linear operators between them,
as presented in [6], [17] or [21]. I will not attempt to give complete proofs of the
results presented here, except where they are not easily otherwise accessible.

1. Banach lattice terminology

In this section we summarise the basics of Banach lattice terminology, both to
make this paper more self-contained and because this terminology is not completely
standard.
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A vector lattice or Riesz space E is a real vector lattice on which there is a
lattice ordering such that

(1) For all x, y, z ∈ E, x ≤ y ⇒ x + z ≤ y + z
(2) For all x, y ∈ E and 0 ≤ λ ∈ R, x ≤ y ⇒ λx ≤ λy.

The set of positive elements in E is E+ = {x ∈ E : x ≥ 0}. Every element x of a
vector lattice may be written in a minimal way as the difference of two positive
elements x = x+−x−, where x+ = x∨0 is the positive part of x and x− = (−x)∨0
is the negative part of x. The modulus of x is |x| = x ∨ (−x). x and y are said to
be disjoint or orthogonal, written x ⊥ y, if |x| ∧ |y| = 0.

A vector sublattice H of E is a vector subspace such that x, y ∈ H ⇒ x ∨
y, x ∧ y ∈ H , where these lattice operations are computed in E. Beware that is is
possible for a vector subspace of a vector lattice to be a lattice for the inherited
ordering without being a vector sublattice.

A strong order unit in a vector lattice E is an element e ∈ E+ such that for
every x ∈ E there is λ ∈ R such that −λe ≤ x ≤ λe. A weak order unit is an
element u ∈ E+ such that if x ∈ E and x ⊥ u then x = 0. If E is the space of all
bounded continuous real-valued functions on R, with the pointwise order, then a
strong order unit is any e such that there is ε > 0 with e(t) ≥ ε for all t ∈ R whilst
a weak order unit is any w such that w(t) > 0 on a dense subset of R.

A vector lattice is Archimedean if x, y ∈ E and nx ≤ y for all n ∈ N implies
that x ≤ 0. A vector lattice is Dedekind complete (resp. Dedekind σ-complete)
if every non-empty (countable) subset which is bounded above has a least upper
bound. It follows automatically that non-empty (countable) subsets which are
bounded below have greatest lower bounds.

An atom in an Archimedean vector lattice E is a ∈ E+ such that 0 ≤ b ≤ a
implies that b is a real multiple of a, whilst E is said to be atomic if the only
element of E that is disjoint from every atom is the zero element. In the real space
Lp(µ) the atoms correspond to atoms of the measure and the space is atomic if
and only if the measure is purely atomic.

A Banach lattice is a real Banach space X which is a vector lattice such
that x, y ∈ X with |x| ≤ |y| ⇒ ‖x‖ ≤ ‖y‖. Banach lattices must be Archimedean
but need not even be Dedekind σ-complete. There is a theory of complex Banach
lattices but we will not need to go into that in this paper. The classical Banach
spaces, in the real case, are all Banach lattices under a natural (pointwise or
pointwise almost everywhere) order and their usual norm, including the spaces
C(K), for K a compact Hausdorff space, and Lp(µ).

A Banach lattice X is an AM-space if ‖x∨ y‖ = ‖x‖ ∨ ‖y‖ for all x, y ∈ X+.
A classical result of Kakutani in [13] tells us that these are precisely those Banach
lattices which are isometrically order isomorphic to a closed sublattice of some
C(K). Similarly, AL-spaces are Banach lattices X such that whenever x, y ∈ X+,
‖x+y‖ = ‖x‖+‖y‖. In [12] Kakutani proved that these are isometrically isomorphic
to spaces L1(µ), for suitable measures µ.
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Banach lattices X , in which every subset A ⊂ X+ which is downward directed
to 0 has inf{‖a‖ : a ∈ A} = 0, are said to have an order continuous norm.
If 1 ≤ p ≤ ∞ then an infinite-dimensional Banach lattice Lp(µ) has an order
continuous norm if and only if p < ∞. If Σ is a locally compact Hausdorff space
then C0(Σ), the continuous real-valued functions on Σ which vanish at infinity,
has an order continuous norm if and only if Σ is discrete. A KB-space is a Banach
lattice in which every monotone norm bounded sequence is convergent. KB-spaces
must have an order continuous norm, but even though c0 has an order continuous
norm it fails to be a KB-space.

The norm in a Banach lattice X is said to be Fatou if whenever A ⊂ X+

is upward directed with supremum b then ‖b‖ = sup{‖a‖ : a ∈ A}. The norm is
weakly Fatou if there is K ∈ R such that whenever A ⊂ X+ is upward directed with
supremum b then ‖b‖ ≤ K sup{‖a‖ : a ∈ A}. A Banach lattice has a Levi norm
if every norm bounded upward directed set of positive elements has a supremum.
Every Banach lattice with a Levi norm must have a weakly Fatou norm, but it
need not be Fatou.

2. When are all bounded operators regular?

With most of the problems we shall consider concerning pairs of Banach lattices we
would like to characterize the pairs (X, Y ) for which a certain property holds. That
is often not possible. What often is possible is to characterize those range spaces
Y such that the desired property holds for all pairs (X, Y ) and those domains X
such that the property holds for all pairs (X, Y ). We start by considering such
properties in this setting. What about the nicest possible range spaces first of all?

Theorem 2.1. If Y is a Dedekind complete Banach lattice then the following are
equivalent:
(1) Y has a strong order unit.
(2) For all Banach lattices X and Y , L(X, Y ) = Lr(X, Y ).

The fact that (1)⇒(2) dates back to Kantorovich’s work in [14], whilst that
(2)⇒(1) is proved in [5]. Without the hypothesis of Dedekind completeness the
implication (1)⇒(2) fails. For example, Lemma 2.10 of [29] shows that if K is a
compact Hausdorff space in which there is a sequence with no convergent sub-
sequence then L

(
C(K), c

)
�= Lr

(
C(K), c

)
. Similarly, condition (2) alone is not

enough to force Dedekind completeness of Y , as is shown by an example in [3].
However we do have:

Theorem 2.2. If Y is any Banach lattice then the following are equivalent:
(1) Y is Dedekind complete with a strong order unit.
(2) For all Banach lattices X, L(X, Y ) is a vector lattice.

Proof. The proof that (2) implies Dedekind completeness of Y is based on the
proof of a similar result in a vector lattice setting which is contained in [3]. As Y
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is certainly uniformly complete, in order to prove that it is Dedekind complete it
suffices, by a well-known result of Veksler and Gejler [24] to prove that any disjoint
family of positive elements (yi)i∈I ∈ Y , which has an upper bound y ∈ Y , must
have a supremum.

Let c(I) denote the space of all real-valued functions f on I with the property
that there is a real α such that for all ε > 0 the set {i ∈ I : |f(i)−α| > ε} is finite.
We write �f for this (unique) real α. Under the supremum norm and pointwise
partial order c(I) is a Banach lattice. Define an operator T : c(I) → Y by

T (f) =
∑
i∈I

(f(i)− �f )yi.

This series has only countably many non-zero terms and is Cauchy because if ε > 0
and F = {i ∈ I : |f(i)− �f | > ε} then for any finite set G ⊂ N \ F we have∣∣∣∣∣∑

i∈G

(f(i)− �f)yi

∣∣∣∣∣ ≤∑
i∈G

|f(i)− �f |yi ≤ ε
∑
i∈G

yi = ε
∨
i∈G

yi ≤ εy

so that
∥∥∑

i∈G(f(i)− �f )yi

∥∥ ≤ ε‖y‖. As Y is norm complete, the series converges.
Let us also define U : c(I)→ Y by

U(f) = T (f) + �fy.

If f ≥ 0 then (U − T )(f) = �fy ≥ 0 so that U ≥ T . Also, for any f ∈ c(I)+ and
i ∈ I we have �f ≥ �f − f(i), 0 so that

�fy ≥ �fyi ≥ (�f − f(i))yi.

As the (yi) are disjoint, we must have �fy ≥
∑

i∈I(�f − f(i))yi. I.e. (U − T )(f) ≥
−T (f) so that U −T ≥ −T and hence U ≥ 0. It follows T is regular and therefore
has a positive part, T +.

Writing 1I for the constantly one function in c(I), we claim that T +(1I) is
the supremum in Y of the family (yi), which will complete the proof. Firstly note
that T (1I) is an upper bound for the (yi) as if we let ei denote the function that
takes the value 1 at i and 0 on the rest of I, then 1I ≥ ei ≥ 0 so that

T +(1I) ≥ T +(ei) ≥ T (ei) = yi.

On the other hand the previous paragraph constructed a positive majorant U for
T with U(1I) = y. Since U ≥ T +, we must have y ≥ U(1I) ≥ T +(1I). As y was
any upper bound for the family (yi), we see that T +(1I) is indeed the supremum
of the family (yi). �

Before looking at the dual result, let us record a result with a slightly technical
statement. If 1 ≤ p < ∞ then �p is finitely lattice representable in a Banach lattice
X if for each n ∈ N there is a vector sublattice Xn of X and an order isomorphism
Tn of Xn onto �n

p such that

sup
n∈N

‖Tn‖‖T−1
n ‖ < ∞.
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Theorem 2.3. Let X and Y be Banach lattices such that every operator in the
operator norm closure of the finite rank operators from X into Y is regular.
(1) If, for some p ∈ [1,∞), �p is finitely lattice representable in Y then X is

isomorphic to an AL-space.
(2) If, for some p ∈ [1,∞), �p is finitely lattice representable in X∗ then Y is

isomorphic to an AM-space.

This (in a slightly strengthened form) was proved by Abramovich and Janov-
skii in [4], whilst a slightly weaker result was proved by Cartwright and Lotz in [7].

Theorem 2.4. If X is a Banach lattice then the following are equivalent:
(1) X is isomorphic to an atomic AL-space.
(2) For all Banach lattices Y , L(X, Y ) = Lr(X, Y ).
(3) For all Banach lattices Y , L(X, Y ) is a vector lattice.

Proof. The only non-obvious part of the proof is that (3)⇒(1). By Theorem 2.3 X
is certainly isomorphic to an AL-space. If X is not purely atomic then it contains
an closed sublattice H which is isomorphic to L1([0, 1]). By Theorem 2.7.3 of [17]
there is a positive projection P : X → H .

Let (rn) denote the sequence of Rademacher functions on [0, 1]. Define an
operator T : L1[0, 1] → c0 by Tx =

∑∞
n=1 rn(x)en where en denotes the nth

standard basis vector in c0. The Rademacher functions converge weak∗ to 0 when
considered, as we do here, as elements of L1[0, 1]∗ so that Tf ∈ c0. T is bounded
as ‖Tx‖ = sup∞

n=1 ‖rn(x)‖ ≤ sup∞
n=1 ‖rn‖∞‖x‖1 = ‖x‖1. Note that T (rn) = en

for all n ∈ N so that T (r1 + rn) = e1 + en. As r1 is constantly one and |rn| = r1

for all n ∈ N, we see that r1 + rn is positive. It follows that if we had U ≥ T, 0
then

U(2r1) ≥ U(r1 + rn) ≥ T (r1 + rn) = e1 + en

so that U(2r1) ≥ en for all n ∈ N, which is inconsistent with U(2r1) lying in c0.
It follows that T is not regular after all. It follows easily that T ◦ P : X → c0 is
bounded but not regular. �

In many cases that are known when L(X, Y ) = Lr(X, Y ) then either X is
an AL-space or Y is an AM-space, at least up to isomorphism. Krivine in [16] has
shown that for any infinite-dimensional Banach lattice either some �p, for some
p ∈ [1,∞), or c0 is finitely lattice representable in it. This shows that there is only
a small gap between Theorem 2.3 and what is needed to obtain a theorem from
this observation. It is, however, a gap that cannot be filled. This was established in
an example due to Abramovich in [1]. The following example is a slightly simplified
version of that. The author would like to thank Yuri Abramovich for providing
him with a translation of the original example – typical of his generosity of spirit!

The example depends on an estimate for the relationship between the regular
and operator norms of operators from finite-dimensional Banach lattices into an
�p space. The following proof is attributed by Abramovich to B.S. Tsirel’son.
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Lemma 2.5. Let X be an n-dimensional Banach lattice and p ∈ [1,∞). For any
T ∈ L(X, �p) we have ‖T ‖r ≤ 2n/p‖T ‖.

Proof. Let e1, e2, . . . ,en be a Hamel basis for X consisting of disjoint atoms. If
T ∈ L(X, �p) let zk = Tek. It is clear that |T |ek = |zk|, so that

‖T ‖r =
∥∥|T |∥∥ = sup{

∥∥|T |x∥∥
p

: ‖x‖ ≤ 1}

= sup{
∥∥ n∑

k=1

λk|zk|
∥∥

p
: ‖x‖ ≤ 1, x =

n∑
k=1

λkek},

where ‖ · ‖p denotes the �p-norm. Given that X is finite-dimensional and that
|T | is positive, this supremum is attained and at a positive element of X . Thus
there is y ∈ X+ with ‖y‖ = 1 at which this supremum is attained. We can write
y =

∑n
k=1 µkek where each µk ≥ 0.

Let Γ be the collection of all n-tuples γ = (ε1, ε2, . . . , εn), with each εk = ±1,
so that the cardinality of Γ is 2n. For each γ ∈ Γ let

Nγ = {m ∈ N : sign
(
zk(m)

)
= εk, k = 1, 2, . . . , n}.

Clearly if γ1 �= γ2 then Nγ1 ∩ Nγ2 = ∅. Note also that we have
⋃

γ∈Γ Nγ = N. We
now see that

‖T ‖r =
∥∥ n∑

k=1

µk|zk|
∥∥

p
=

∥∥∥∥∥∥
∑
γ∈Γ

n∑
k=1

µk|zkχNγ |

∥∥∥∥∥∥
p

=

⎛⎝∑
γ∈Γ

∥∥µk|zkχNγ |
∥∥p

p

⎞⎠1/p

≤ 2n/p max
γ∈Γ

∥∥∥∥∥
n∑

k=1

µkzkχNγ |
∥∥∥∥∥

p

.

If this maximum is attained at γ0 = (ε0
1, ε

0
2, . . . , ε

0
n) then we see that

‖T ‖r ≤ 2n/p

∥∥∥∥∥
n∑

k=1

µkzkχNγ0
|
∥∥∥∥∥

p

= 2n/p

∥∥∥∥∥
n∑

k=1

µkε0
kzkχNγ0

∥∥∥∥∥
p

≤ 2n/p

∥∥∥∥∥
n∑

k=1

µkε0
kzk

∥∥∥∥∥
p

≤ 2n/p sup{
∥∥∥∥∥

n∑
k=1

λkzk

∥∥∥∥∥
p

: ‖
∑

λkek‖ ≤ 1}

= 2n/p‖T ‖. �

Corollary 2.6. Let X be an n-dimensional Banach lattice and p ∈ (1,∞). For any
T ∈ L(�p, X) we have ‖T ‖r ≤ 2n(p−1)/p‖T ‖.

Proof. Apply the preceding lemma to T ∗ ∈ L(�p′ , X∗), where 1
p + 1

p′ = 1. �

Example 2.7. For any ε > 0 there are Banach lattices X and Y such that
(1) X is not isomorphic to an AL-space.
(2) Y is not isomorphic to an AM-space.
(3) L(X, Y ) = Lr(X, Y ) with ‖T ‖r ≤ (1 + ε)‖T ‖ for all ∈ L(X, Y ).
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Proof. Recall that for any Banach lattice X , the M-characteristic of X is defined
to the supremum of the norms of finite disjoint suprema of positive elements of X
each of norm at most one. I.e.

pM (X) = sup{‖x‖ : x = x1 ∨ x2 ∨ · · · ∨ xn, xi ∈ X+, xi ⊥ xj (i �= j),

‖xi‖ ≤ 1, n ∈ N}.

Clearly 1 ≤ pM (X) ≤ ∞ and it is well known that pM (X) < ∞ if and only if X
is isomorphic to an AM-space. It is routine to verify that pM (�n

p ) = n1/p.
This example is based on two sequences of finite-dimensional Banach lattices

(Xn) and (Yn) such that supn pM (X∗
n) = ∞, supn pM (Yn) = ∞ and for all T ∈

L(Xm, Yn) we have ‖T ‖r ≤ (1+ ε)‖T ‖ for any m, n ∈ N. Once these sequences are
given, we set X to be the �1-sum of the spaces Xn and Y to be the �∞-product of
the spaces Yn. We have pM (Y ) ≥ pM (Yn) for all n ∈ N so that pM (Y ) = ∞ and
therefore Y is not isomorphic to an AM-space. Similarly we see that, as X∗ may
be identified with the �∞-product of the spaces X∗

n, pM (X∗) = ∞ so that X∗ is
not isomorphic to an AM-space and therefore X is not isomorphic to an AL-space.

We may represent a bounded operator T : X → Y as an infinite matrix
of operators (Tij) where Tij : Xi → Yj with T (xj)∞j=1 = (

∑∞
j=1 Tijxj)∞i=1. It is

routine to verify that the norm of T is precisely sup∞
i=1

∑∞
j=1 ‖Tij‖. The matrix

(|Tij |) may now be verified easily to be a bounded operator from X into Y , to be
the modulus of T and, given that each

∥∥|Tij |
∥∥ ≤ (1 + ε)‖Tij‖, to have norm at

most (1 + ε)‖T ‖. Once we prove the existence of these two sequences of Banach
lattices, the proof will be complete.

We start the definition of the sequences Xn = �kn
pn

and Yn = �kn
qn

by choosing
k1 = 1, p1 = ∞ and q1 = 1, so that X1 = Y1 = R. Clearly if T ∈ L(X, Y1) or
T ∈ L(X1, Y ) then

∥∥|T |∥∥ = ‖T ‖, no matter what X and Y we take. The sequence
of integers (kn) and of reals (qn) will increase to ∞, whilst the sequence (pn) will
decrease to 1.

If Xk and Yk have been defined for 1 ≤ k < n then we proceed to define
Yn by choosing qn > qn−1 such that 2kn−1/qn ≤ 1 + ε and hence 2kj/qn ≤ 1 + ε
for k = 1, 2, . . . , n − 1. It follows from Lemma 2.5 that for all T ∈ L(Xk, �q) we
will have

∥∥|T |∥∥ ≤ (1 + ε)‖T ‖, for all of k = 1, 2, . . . , n − 1 and for any q ≥ qn.
In particular this inequality will hold with q = qm for any m ≥ n and also if we
replace �qm by �k

qn
for any integer k. I.e. it will hold for all operators in L(Xk, Ym)

for 1 ≤ k < n and m ≥ n. Now that we have chosen qn we choose kn > n so that
k

1/qn
n ≥ n and hence pM (yn) ≥ n.

We next choose 1 < pn < pn−1 so that 2kn(pn−1)/pn ≤ 1 + ε and hence
2kj(pn−1)/pn ≤ 1 + ε for 1 ≤ j ≤ n. By 2.6 we have

∥∥|T |∥∥ ≤ (1 + ε)‖T ‖ for all T ∈
L(�pn , Yk) where 1 ≤ k ≤ n. Finally, if necessary, we decrease pn, whilst keeping
pn > 1, so that k

(pn−1)/pn
n ≥ n. I.e. pM (X∗

n) = pM (�kn∗
pn

) = pM (�kn

(pn−1)/pn
) ≥ n.

These sequences now have all the desired properties. �
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Given that there is no complete characterization of exactly when all norm
bounded operators are regular, and as the “universal domains” and “universal
range spaces” are so specialized, it is worth seeking extra cases where we have
equality. We will look at what happens when we try increasing these universal
domains/ranges in a natural manner.

Theorem 2.8. The following conditions on a Banach lattice Y are equivalent:
(1) Y has a Levi norm.
(2) Whenever the Banach lattice X is isomorphic to an AL-space, L(X, Y ) =

Lr(X, Y ).
(3) Whenever the Banach lattice X is isomorphic to an AL-space, L(X, Y ) is a

vector lattice.

In [15], the fact that (1)⇒(3) was established under the slightly stronger
hypothesis that Y was a KB-space. Synnatzschke established the full force of that
implication in [23]. Clearly (3)⇒(2) and the fact that (2)⇒(1) is Theorem 3.5 of [5].

At the other extreme we have:

Theorem 2.9. The following conditions on a Banach lattice X are equivalent:
(1) X is atomic with an order continuous norm.
(2) If Y is isomorphic to an AM-space then L(X, Y ) = Lr(X, Y ).
(3) If Y is isomorphic to an AM-space then L(X, Y ) is a lattice.

Proof. The proofs that (1)⇒(3)⇒(2) are routine, whilst the fact that (2)⇒(1)
follows directly from Theorem 2.3. �

Let us record here that there are versions of Theorems 2.1 and 2.8 in which the
condition on the range space is weakened at the expense of imposing a restriction
on the size of order intervals in the domain. Details of these results will be published
elsewhere.

3. The order structure of Lr(X, Y )

The space of all regular operators does at least have a generating cone, i.e., every
regular operator is the difference of two positive operators, but in general there is
little more that can be said about its order structure. It certainly need not be a
lattice.

Definition 3.1. A Banach lattice has property (∗) if, for every sequence (fn) in
X∗

+ which converges σ(X∗, X) to f ∈ X∗
+ as n → ∞, we have |fn − f | → 0 for

σ(X∗, X) as n →∞.

The connection between this property and the order structure of spaces of
regular operators is given by the following result of van Rooij, Theorem 8.2 of [20].

Theorem 3.2. A Banach lattice X has property (∗) if and only if Lr(X, c) is a
lattice.
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The space X = L1([0, 1]) does not have property (∗) (consider the sequence
of Rademacher functions in X∗ = L∞([0, 1]), (rn), for which rn → 0 weak∗ but
|rn| = 1 for all n) so that Lr(L1([0, 1]), c) is not a lattice.

As in the first section, we can seek the range spaces (or domains) which always
give us a vector lattice of regular operators or we can attempt to tackle the much
more difficult problem of describing exactly which pairs of Banach lattices make
Lr(X, Y ) be a vector lattice. We look at the easier problems first. We established
the following result in Theorem 2.2.

Theorem 3.3. A Banach lattice Y is Dedekind complete if and only if, for every
Banach lattice X, Lr(X, Y ) is a vector lattice.

In fact in this case we can say more, namely that the lattice operations are
given by the so-called Riesz-Kantorovich formulae, typical of which is:

|T |(x) = sup{Tx′ : −x ≤ x′ ≤ x}
for x ∈ X+. Dually, in Theorem 10.2 of [20], van Rooij established:

Theorem 3.4. A Banach lattice X is atomic with an order continuous norm if and
only if, for every Banach lattice Y , Lr(X, Y ) is a vector lattice.

Again the lattice operations are described by the Riesz-Kantorovich formulae.
There is still no complete description of when Lr(X, Y ) is a vector lattice, but

there has been some progress on this in recent years. The importance of condition
(∗) was established by van Rooij when he proved in Theorem 8.12 of [20] that:

Theorem 3.5. If X and Y are Banach lattices and Lr(X, Y ) is a vector lattice then
either X has property (∗) or Y is Dedekind σ-complete.

A major stumbling block to further progress here is that we don’t know
exactly what property (∗) amounts to in a Banach lattice setting. We do have
partial results. Theorem 3.1 of [8] actually establishes a result (apparently) slightly
stronger than this:

Theorem 3.6. If X is a Banach lattice which is atomic with an order continuous
norm then it has an property (∗). If X has property (∗) and (a) is Dedekind σ-
complete or (b) is separable or (c) X = C0(Σ), where Σ is a locally compact
Hausdorff space, then it is atomic with an order continuous norm.

Putting together the preceding two results plus a careful analysis of the proof
that Lr(X, Y ) is a vector lattice when Y is Dedekind complete gives us:

Theorem 3.7. If X and Y are Banach lattices and X is separable then Lr(X, Y )
is a vector lattice if and only if either X is atomic with an order continuous norm
or Y is Dedekind σ-complete.

The separability allows us to go from property (∗), which is not obviously
enough to guarantee that we have a lattice of operators, to being atomic with an
order continuous norm, which is. In order even to state a generalisation of the last
result, we need to introduce two new definitions.
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Definition 3.8. The density character of a subset S of a topological space is the
smallest cardinal a such that S contains a dense subset of cardinality a.

Definition 3.9. A vector lattice Y is Dedekind a-complete if every non-empty subset
of cardinality at most a, which is bounded above, has a supremum, whilst we say
that Y is Dedekind <a-complete if every non-empty subset of cardinality strictly
less that a, and which is bounded above, has a supremum.

Definition 3.10. If a is an infinite cardinal we say that a Banach lattice X is a-
homogeneous if X is non-atomic and whenever x, y ∈ X with x ≤ y and x �= y
then the density character of the order interval [x, y] is a.

Recall that a measure algebra (Σ, µ) is naturally metrisable by defining
d(A, B) = µ(A \ B) + µ(B \ A). The measure algebra (Σ, µ) is said to be a-
homogeneous if every subset with non-zero measure has density character a. If
2 = {0, 1} and γ is the measure on the subsets of 2 with γ({0}) = γ({1}) = 1/2
and a is any infinite cardinal then the measure algebra consisting of γa on the
measurable subsets of 2a is, up to isomorphism, the only a-homogeneous mea-
sure algebra. It is a routine exercise to show that a measure algebra (Σ, µ) is
a-homogeneous if and only if L1(µ) is a-homogeneous.

Much is known about Banach lattices X with an order continuous norm, both
explicitly and implicitly because, if X had a weak order unit then we could find
a probability measure µ such that L∞(µ) ⊆ X ⊆ L1(µ), where the embedding of
L∞(µ) is onto a dense ideal in X and that of X∗ is onto a dense ideal in L1(µ),
[17], Theorem 2.7.8. It follows from the theorem of Amemiya, [17] Theorem 2.4.8,
that the norms in L1(µ) and in X generate the same topology on order intervals
in X so that X is a-homogeneous if and only if the measure algebra of µ is a-
homogeneous. In general, by producing a maximal disjoint family in X+ we obtain
an embedding of X onto a dense ideal in an �1-sum of spaces L1(µ).

Recall that Maharam’s representation of measure algebras in terms of ho-
mogeneous measure algebras allows the following very concrete description of AL-
spaces. See, for example, [22] §26 for details. In the statement of the following
result, aX denotes the �1-direct sum of a many copies of X .

Theorem 3.11. Let Y be an AL-space. There exists a unique well-ordered family
(aσ)−1≤σ<τ such that:
(1) for each σ ≥ 0, each aσ is equal to 0, or to 1, or is uncountable.
(2) {σ : aσ �= 0} is cofinal in τ , and
(3) Y is isometrically order isomorphic to �

a−1
1 ⊕1�1

(
aσL1(2ℵσ , γℵσ); 0 ≤ σ < τ

)
.

Corollary 3.12. Let X be a Banach lattice with an order continuous norm. There
is a unique ordinal τ , a cofinal subset Σ of τ and a pairwise disjoint collection
(Xσ)σ∈Σ of bands in X such that Xσ is ℵσ-homogeneous and X = at(X) ⊕∑

σ∈Σ Xσ, where at(X) is the band generated by the atoms in X.

Definition 3.13. If e is a weak order unit for a Banach lattice X with an order
continuous norm then an e-integral is φ ∈ X+ with φ(e) = 1 and φ(x) > 0 if
0 �= x ∈ X+.
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Definition 3.14. Let X be an Banach lattice with an order continuous norm, with
a weak order unit e and an e-integral φ. A non-empty family of pairs {(eα, φα) :
α ∈ a} ⊂ X×X∗, where a is an ordinal, is said to be a (φ, e)-Rademacher system if
(1) For all α ∈ a, |φα| = φ and |eα| = e.

(2) For all α, β ∈ a, φα(e) = φ(eα) and φα(eβ) =

{
1 if α = β

0 if α �= β.

(3) If α �= β then |φα − φβ |(e) = φ(|eα − eβ|) = 1
2 .

(4) For all x ∈ X , all f ∈ X∗ and all ε > 0 the sets {α ∈ a : |φα(x)| ≥ ε} and
{α ∈ a : |f(eα)| ≥ ε} are finite.

(5) If m ∈ N, σ : {1, 2, . . . , m} → {+,−} and we set ψα =
∧m

j=1 φ
σ(j)
α+j then we

have
(a) ψα(e) = 2−m for all α ∈ a, and
(b) for all x ∈ X and all ε > 0 the set {α ∈ a : |ψα(x) − 2−mφ(x)| ≥ ε} is

finite.

At present, we will limit ourselves to proving the existence of sufficiently large
such systems and some very basic properties.

Theorem 3.15. If a is an infinite cardinal and X is an a-homogeneous Banach
lattice with an order continuous norm, a weak order unit e and an e-integral φ
then there is a (φ, e)-Rademacher system of cardinality a.

Proof. By the a-homogeneity we can find injective lattice homomorphisms Π :
X → L1(2a, γa) and Θ : X∗ → L1(2a, γa), such that Π(e) = 1 and Θ(φ) = 1,
where 1 is the constantly one function on 2a. For each α ∈ a, let rα denote the
function on 2a which is 1 if the αth component is 0 and is −1 if that component
is 1. This certainly gives us a family of cardinality a and with |rα| = 1 for each
α ∈ a. For each α ∈ a let φα = Θ−1(rα), so that |φα| = φ, and eα = Π−1(rα), so
that |eα| = e. The statements in (2) and (3) are clear from the representation.

It is clear that (rα)α∈a is an orthonormal system in L2(2a, γa), so that for
all y ∈ L2(2a, γa) we have ∑

α∈a

∣∣∣∣∫ rαydγa

∣∣∣∣2 < ∞.

In particular, for each ε > 0, the set Fy = {α ∈ a : |
∫

rαydγa| ≥ ε/2} is finite. If we
take any x ∈ X we can find y ∈ L∞(2a, γa) ⊂ L2(2a, γa) with ‖P(x)− y‖1 < ε/2.
For all α outside the finite set Fα we have

|φα(x)|
∣∣∣∣∫ rαΠ(x)dγa

∣∣∣∣ ≤ ∣∣∣∣∫ rαydγa

∣∣∣∣+ ∣∣∣∣∫ rα

(
Π(x) − y

)
dγa

∣∣∣∣
< ε/2 +

∫
|rα||Π(x) − y|dγa

< ε/2 + ‖Π(x)− y‖1 < ε

which completes half the proof of (4). The proof of the other half is similar.
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It is clear that
∧m

j=1 r
s(j)
α+j =

∏m
j=1 t

s(j)
α+j is the characteristic function of a set

of γa-measure 2−m. It follows that

ψα(e) =
m∧

j=1

φs(j))α + j(e) =
m∧

j=1

Θ−1(rs(j)
α+j

(
Π−1(1)

)

= Θ−1

⎛⎝ m∧
j=1

r
s(j)
α+j

⎞⎠(Π−1(1)
)

=
∫ m∧

j=1

rs(j)
αj

× 1 dγa = 2−m,

which establishes (5) (a).
If we set tα = rα+q1rα+q2 . . . rα+qk

(where q1 < q2 < · · · < qk) and α < β
then tα is orthogonal to tβ in L2(2a, γa), as the product tαtβ is a product of
powers of rδ, not all of which are 1 as rα+q1 only occurs once. It follows that (tα)
is an orthonormal sequence in L2(2a, γa). Again it follows that for any ε > 0 and
y ∈ L2(2a, γa) the set {α ∈ a : |

∫
tαy dγa| ≥ ε} is finite. Note that

m∧
j=1

r
s(j)
α+j =

m∏
j=1

r
s(j)
α+j = 2−m

m∏
j=1

(1s(j)rα+j)

(remembering that each s(j) is either + or −.) This expands to a sum 1+
∑N

n=1 tnα
where each tnα is a family of the form considered above. It follows that the family
{α ∈ a :

∣∣∣∫ (∧m
j=1 r

s(j)
α+j − 1

)
(y) dγa

∣∣∣ ≥ ε} is finite. The transition to the statement
(5) (b) proceeds as in the proof of part (4). �

Full details of the preceding result and of the following theorem may be found
in [10].

Theorem 3.16. Let X be a Banach lattice with an order continuous norm and Y
be any Banach lattice. The following are equivalent:
(1) Either X is atomic with an order continuous norm or Y is Dedekind <a-

complete where a is the smallest cardinal that is greater than the density
character of every order interval in X.

(2) Lb(X, Y ) is a Banach lattice under the regular norm in which all lattice
operations satisfy the Riesz-Kantorovich formulae.

(3) Lr(X, Y ) is a vector lattice.

Proof. The only new part of this result is that (3)⇒(1). If X is not atomic choose
b < a such that X contains a homogenous band, B, with order intervals all having
density character b. If 0 �= e ∈ B+ and φ ∈ B+ is an e-integral there is a (φ, e)-
Rademacher system {(eβ, φβ) : β ∈ b}. We show that Y must be b-complete, by
proving that every order bounded disjoint family (yβ)β∈b in Y+ has a supremum,
using a well-known result due to Veksler and Gejler, [24]. Let y be an upper bound
for this family.

Define operators S, T : X → Y by S(x) =
∑

β∈b φβ(x)yβ and T (x) = φ(x)y.
The series for S converges because for each x ∈ X and each ε > 0 the set {β ∈ b :
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|φβ(x)| ≥ ε} is finite and because of the order boundedness of the family (yβ)β∈b.
If x ∈ X+ and F is a finite subset of b then we have

T (x)−
∑
β∈F

φβ(x)yβ = φ(x)y −
∑
β∈F

φβ(x)yβ ≥ φ(x)y −
∑
β∈F

φ(x)yβ

= φ(x)y − φ(x)
∑
β∈F

yβ ≥ φ(x)y − φ(x)y = 0

and taking the limit we see that T (x) − S(x) ≥ 0. We can see similarly that
T (x) + S(x) ≥ 0 if x ∈ X+ so that S ∈ Lr(X, Y ). As we are assuming that
Lr(X, Y ) is a lattice, we can deduce that T ≥ |S|. For any β ∈ b we have

|S|(e) = |S|(|eβ |) = |S|(e+
β + e−β ) ≥ S(e+

β ) + (−S)(e−β ) = S(eβ+ − e−β ) = S(eβ)

But S(eβ) =
∑

α∈b φα(eβ)yβ = yβ , so that |S|(e) is an upper bound for
the family of all (yβ)β∈b. On the other hand, we have seen that |S|(e) ≤ T (e) =
φ(e)y = y, where y was any upper bound for (yβ)β∈b, so we see that |S|(e) is the
supremum of that family, as claimed. Thus Y is Dedekind b-complete and hence
is Dedekind <a-complete. �

The formulation of the preceding result involving <a-completeness seems
rather artificial. We could hope to replace it by b-completeness where b is the
supremum of density characters of order intervals in X . There is no prospect of
proving such a result unconditionally, but there is with a set-theoretic assump-
tion. Recall that an uncountable cardinal a is weakly inaccessible if it is a regular
limit cardinal. Their existence cannot be proved inside Zermelo-Fraenkel set theory
together with the Axiom of Choice. In [10], Elliott established:

Theorem 3.17. Assume that there is no weakly inaccessible cardinal. Let X be a
Banach lattice with an order continuous norm and Y be any Banach lattice. The
following are equivalent:

(1) Either X is atomic with an order continuous norm or Y is Dedekind a-
complete where a is the smallest cardinal that is greater than or equal to the
density character of every order interval in X.

(2) Lb(X, Y ) is a Banach lattice under the regular norm in which all lattice
operations satisfy the Riesz-Kantorovich formulae.

(3) Lr(X, Y ) is a vector lattice.

He also showed that the equivalence of the three conditions in the theorem is
actually equivalent to the non-existence of weakly inaccessible cardinals. We omit
the details of this proof.

Again, in these last cases, if Lr(X, Y ) is a vector lattice then the lattice op-
erations are all given by the Riesz-Kantorovich formulae. There is now enough
evidence that I would lean towards the conjecture that if Lr(X, Y ) is a vector lat-
tice then the lattice operations in Lr(X, Y ) are all given by the Riesz-Kantorovich
formulae. I still have an open mind about whether or not it is true that if a single
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operator T ∈ Lr(X, Y ) has a modulus then it is given by the Riesz-Kantorovich
formula.

What about weaker conditions on the order structure? The only obvious one
that seems worth considering is:

Definition 3.18. An ordered vector space X has the Riesz Separation Property if
whenever x1, x2, z1, z2 ∈ X with x1, x2 ≤ z1, z2 there is y ∈ X with x1, x2 ≤
y ≤ z1, z2. It is equivalent that X has the Riesz Decomposition Property which
states that if 0 ≤ x ≤ y1 + y2 and y1, y2 ≥ 0 then there are x1, x2 ≥ 0 such that
x = x1 + x2 and 0 ≤ xk ≤ yk (k = 1, 2).

This is of interest because if Lr(X, Y ) is normed by the regular norm, ‖T ‖r =
inf{‖U‖ : U ≥ ±T }, then Lr(X, Y )∗ is a lattice if and only if Lr(X, Y ) has the
Riesz Separation Property.

Definition 3.19. We say that a Banach lattice X has the countable interpolation
property if, given countable subsets A and C of X such that if a ∈ A and c ∈ C
then a ≤ c, then there is b ∈ X such that a ≤ b ≤ c for all a ∈ A and c ∈ C.

The countable interpolation property is also known as the Cantor property.
It is well known that C(K) has the Cantor property if and only if K is an F -space,
i.e., the closures of two disjoint open Fσ sets are disjoint. This kind of property is
quite strong but falls short of Dedekind σ-completeness. The following result was
established by Danet [9] and Wickstead [26].

Theorem 3.20. The following conditions on a Banach lattice Y are equivalent:
(1) Y has the Cantor property.
(2) For every separable Banach lattice X, Lr(X, Y ) has the Riesz Separation

Property.
(3) Lr(c, Y ) has the Riesz Separation Property.

4. When are all order bounded operators regular?

This is certainly true if Y is Dedekind complete, but we can do slightly better.
There are no essentially new ideas needed to prove this result.

Theorem 4.1. Let X and Y be Banach lattices such that whenever a is the den-
sity character of an order interval in X then Y is Dedekind a-complete, then
Lr(X, Y ) = Lb(X, Y ).

In fact, in such a case Lb(X, Y ) will actually be a lattice. There are very few
general results in this area. The few that are known concern the special case when
Y = C(K), for K a compact Hausdorff space. The following result is Theorem 4.1
of [25]

Theorem 4.2. If K is a compact Hausdorff space such that, for every Banach lattice
X, Lr

(
X, C(K)

)
= Lb

(
X, C(K)

)
then there is n ∈ N such that, for any disjoint

open sets U1, U2 . . . , Un+1 in K,
⋂n+1

k=1 Uk = ∅.
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If we take two disjoint infinite Stonean spaces S1 and S2 and identify a non-
isolated point in each of the spaces then we obtain a space K that is not Stonean
(so that C(K) is not Dedekind complete) yet has the property described in the
theorem, for n = 2, so that every order bounded operator from any Banach lattice
into C(K) is actually regular (see [3]). By suitable choices of K we can ensure that
C(K) either is or is not Dedekind σ-complete. See [11] and [25] for details of these
examples. In particular, let us note that it is possible for the order bounded and
regular operators to coincide without being a vector lattice.

Just as there is a natural norm on the space of regular operators, under which
it is norm complete, so also there is a natural norm on the space of order bounded
operators, namely the order bound norm defined by

‖T ‖b = inf{M ∈ R : ∀x ∈ X+∃y ∈ Y+ with T ([−x, x]) ⊆ [−y, y]

and ‖y‖ ≤ M‖x‖},
under which Lb(X, Y ) is norm complete, see [27] for details.

If Lr(X, Y ) = Lb(X, Y ) then the regular and order bound norms must be
equivalent. Their non-equivalence can sometimes be used to prove that not all
order bounded operators are regular.

Example 4.3. For all n∈N, Lr(cn,c)=Lb(cn,c) but Lr(�∞(cn),c) �=Lb(�∞(cn),c).

The proof given in [27] uses the fact that we can find an operator T in Lr(cn, c)
with ‖T ‖b = 2 and ‖T ‖r ≥ n. This operator T already shows that the regular and
order bound norms need not be equal even when Lr(X, Y ) = Lb(X, Y ).

5. What kind of duality theory is there for regular operators?

If T ∈ Lr(X, Y ) then we certainly have T ∗ ∈ Lr(Y ∗, X∗) and J ◦ T ∈ Lr(X, Y ∗∗),
where J : Y → T ∗∗ is the natural embedding of Y into its bidual.

Example 5.1. If rn denotes the nth Rademacher function on [0, 1], define T :
L1([0, 1]) → c0 by Tx =

∑∞
n=1

(∫ 1

0
rn(t)x(t) dt

)
en, where en is the nth standard

basis vector in c0, which it is routine to see is not regular. However both T ∗ : c∗0 =
�1 → L1([0, 1])∗ = L∞([0, 1]) and J ◦ T : L1([0, 1])→ c∗∗0 = �∞ are regular.

This already shows that some care needs to be taken with duality for regular
operators. It turns out though that T ∗ and J ◦ T both behave in pretty much the
same way. We will prove here rather more than is contained in [8] so will give
complete proofs. We start by giving a result about Banach spaces which is surely
well known, but for which we know no reference.

Lemma 5.2. Let X and Y be Banach spaces.
(1) If U ∈ L(Y ∗, X∗) then U∗

|X ∈ L(X, Y ∗∗) and (U∗
|X)∗|Y ∗ = U .

(2) If V ∈ L(X, Y ∗∗) then V ∗
|Y ∗ ∈ L(Y ∗, X∗) and (V ∗

|Y ∗)∗|X = V .
(3) If T ∈ L(X.Y ) then (JY ◦ T )∗|Y ∗ = T ∗.



270 A.W. Wickstead

Proof. To start with it is clear that if U ∈ L(Y ∗, X∗) then U∗
|X ∈ L(X, Y ∗∗) and

that if V ∈ L(X, Y ∗∗) then V ∗
|Y ∗ ∈ L(Y ∗, X∗). Let f ∈ Y ∗, f̂ denote its canonical

image in Y ∗∗∗, and let x ∈ X then

(U∗
|X)∗(f̂)(x) = f̂(U∗x) = (Uf)(x)

whilst
(V ∗

|Y ∗)∗X(x)(f) = (V ∗)(f)(x) = f(V x),
establishing (1) and (2). For (3), note that

(JY ) ◦ T )∗(f̂) = f̂
(
(JY ◦ T )(x)

)
=
(
(JY ◦ T )(x)

)
(f) =

(
J(Tx)

)
(f)

= f(Tx) = (T ∗f)(x)

so that we do indeed have (JY ◦ T )|Y ∗ = T ∗. �
Corollary 5.3. If X and Y are Banach spaces then the linear operators L(Y ∗, X∗) -
U �→ U∗

|X ∈ L(X, Y ∗∗) and L(X, Y ∗∗) - V �→ (V ∗)|Y ∗ ∈ L(Y ∗, X∗) are mutually
inverse isometric bijections.

Proof. Statements (1) and (2) in Lemma 5.2 tells us that these maps are mutu-
ally inverse bijections. As, for example, ‖(U∗)|X‖ ≤ ‖U∗‖ = ‖U‖ both maps are
contractions and, being mutually inverse, must be isometries. �
Corollary 5.4. If X and Y are Banach lattices then the linear operators

Lr(Y ∗, X∗) - U �→ U∗
|X ∈ Lr(X, Y ∗∗) and

Lr(X, Y ∗∗) - V �→ (V ∗)|Y ∗ ∈ Lr(Y ∗, X∗)

are mutually inverse bijective order isomorphisms which are isometries for both
the operator and regular norms.

Proof. It is clear that both maps are positive and, being bijective and inverses of
each other, both are order isomorphisms. We know that they are isometries for
the operator norm from the preceding corollary. That the maps are isometries for
the regular norm follows immediately. �
Corollary 5.5. If X and Y are Banach lattices and T ∈ L(X, Y ) then T ∗ ∈
Lr(Y ∗, X∗) if and only if JY ◦ T ∈ Lr(X, Y ∗∗).

If T is regular then both of the operators T ∗ and J ◦ T are into a Dedekind
complete range space so that both operators have a modulus. If T itself has a
modulus, then it would be nice if we knew that |T ∗| = |T |∗ or that |J◦T | = J◦ |T |.
Unfortunately neither of these equalities holds in general. The same holds, of
course, for the positive and negative parts of these operators.

Example 5.6. Let K be an infinite compact Hausdorff space and let k0 be any non-
isolated point in K. Define T : C(K) → C(K) be defined by Tf = f − f(k0)1K .
As k0 is not isolated, for any f ∈ C(K)+, we have f = sup{g ∈ C(K) : 0 ≤
g ≤ f and g(k0) = 0}. Clearly I ≥ T, 0, where I is the identity operator on
C(K). On the other hand if U ≥ T, 0 and f ≥ 0 then Uf is an upper bound
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for {Tg : 0 ≤ g ≤ f} and hence for {Tg : 0 ≤ g ≤ f and g(k0) = 0} =
{g : 0 ≤ g ≤ f and g(k0) = 0} so that Uf ≥ f . Thus U ≥ I and it follows
that T + exists and is equal to I. If εk0 is the linear functional mapping f to
f(k0) then T ∗(εk0)(f) = εk0(Tf) = (Tf)(k0) = 0 for all f ∈ C(K) so that
T ∗(εk0) = 0. But (T ∗)+(εk0) = sup{T ∗µ : 0 ≤ µ ≤ εk0} = 0 as εk0 is extremal.
As (T +)∗(εk0) = I∗(εk0) = εk0 , we see that (T ∗)+ �= (T +)∗ and it follows that
|T ∗| �= |T |∗.

We do, however, have:

Theorem 5.7. Suppose that X and Y are Banach lattices and T is a regular op-
erator from X into Y such that the modulus |T | of T exists in Lr(X, Y ). Then
JY ◦ |T | = |JY ◦ T | if and only if |T |∗ = |T ∗|.

Proof. Note first that we certainly always have |JY ◦T | ≤ JY ◦ |T | and |T ∗| ≤ |T |∗.
If JY ◦ T | = JY ◦ |T | then |T ∗| ≥ ±T ∗ so that |T ∗|∗ ≥ ±T ∗∗ and hence

|T ∗|∗|X ≥ ±T ∗∗
|X = ±JY ◦ T so that |T ∗|∗|X ≥ |JY ◦ T | = JY ◦ |T |. Thus

(|T ∗|∗|X)∗ ≥ (JY ◦ |T |)∗ and restricting to Y ∗ we see that |T ∗| ≥ |T |∗ so that
|T ∗| = |T |∗.

If |T ∗| = |T |∗ then |JY ◦ T | ≥ ±JY ◦ T so that |JY ◦ T |∗ ≥ ±(JY ◦ T )∗

and hence |JY ◦ T |∗Y ∗ ≥ ±(JY ◦ T )∗|Y ∗ = ±T ∗. Thus |JY ◦ T |∗Y ∗ ≥ |T ∗| = |T |∗.
Hence (|JY ◦ T |∗Y ∗)∗ ≥ |T |∗∗ and restricting to X we find that

|JY ◦ T | = (|JY ◦ T |∗Y ∗)∗|X ≥ |T |∗∗|X = JY ◦ |T |
and hence JY ◦ |T | = |JY ◦ T | as required. �

Again, it is of interest to know conditions on X and Y which guarantee that
these equalities do hold.

Definition 5.8. The pair of Banach lattices (X, Y ) has the invariant modulus prop-
erty if, for every T ∈ Lr(X, Y ) for which |T | exists in Lr(X, Y ), we have |T |∗ = |T ∗|
and, equivalently, |J ◦ T | = J ◦ |T |.

A complete characterization of the invariant modulus property again eludes
us, but if we assume that Y is Dedekind σ-complete then we are very close to one.
This is more useful than it might seem as without Dedekind σ-completeness there
will be few operators in Lr(X, Y ) with a modulus. The first, and most well known,
result in this area is due to Synnatzschke, [23], who established that (1)(b)⇒(2).
The remainder of the proof may be found in Theorem 4.1 of [8]. We include here
an alternative short proof of Synnatzschke’s result.

Theorem 5.9. Let X and Y be Banach lattices with Y Dedekind σ-complete and
consider the following three conditions:
(1) At least one of following two conditions holds:

(a) X is atomic with an order continuous norm.
(b) The norm on Y is order continuous.

(2) The pair (X, Y ) has the invariant modulus property.
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(3) At least one of following two conditions holds:
(a) The lattice operations in X∗ are weak∗ sequentially continuous.
(b) The norm on Y is order continuous.

We always have (1) implies (2) implies (3) and if X is Dedekind σ-complete or is
separable or X = C0(Σ), where Σ is a locally compact Hausdorff space, then all
three conditions are equivalent.

Proof. If we suppose that Y has an order continuous norm, then JY ◦ Y is an
ideal in Y ∗∗, by Theorem 2.4.2 of [17]. It follows immediately that if x ≥ 0 and
T ∈ Lr(X, Y ) has a modulus then the set {JY (Ty) : −x ≤ y ≤ x} has the same
supremum in both JY ◦ Y and in Y ∗∗. This states precisely that JY ◦ |T |(x) =
|JY ◦ T |(x) so that JY ◦ |T | = |J ◦ T | as required. �

If we allow the range or domain to vary our results are much more complete,
see Corollary 4.2 and Theorem 4.3 of [8].

Corollary 5.10. A Dedekind σ-complete Banach lattice Y has an order continuous
norm if and only if for every Banach lattice Y the pair (X, Y ) has the invariant
modulus property.

Theorem 5.11. A Banach lattice X is atomic with an order continuous norm if
and only if for every Banach lattice Y the pair (X, Y ) has the invariant modulus
property.

6. What happens for the classical Banach lattices?

The results above tell us what happens in quite a few cases, but there certainly
are gaps in what the general theory tell us. If we limit our attention to some of
the classical Banach lattices then we would hope to establish more. Even here our
knowledge remains incomplete.

The most notable gaps in our knowledge concern operators from C(K) into
C(Ω) and into c0. The latter case is relatively straightforward, at least to state.
Many of the results in the first part of this section may be found in [29]. This is
Xiong’s Theorem 2.8.

Theorem 6.1. If K is an infinite compact Hausdorff space then

Lr(C(K), c0) �= L(C(K), c0).

The proof of this theorem differs greatly depending on whether or not K
contains a non-trivial convergent sequence. Such sequences are clearly important
in this context.

Definition 6.2. If K is a compact Hausdorff space then we define X� to be the
set of points k ∈ K for which there is a sequence of distinct points in K which
converges to k.
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Definition 6.3. If n ∈ N then a compact Hausdorff space K is termed an X(n)
space if every sequence in K has a convergent subsequence and K� has precisely
n members.

Theorems 2.12 and 2.13 of [29] establish the next two results.

Theorem 6.4. If K is a compact Hausdorff space then the following are equivalent:

(1) For some p ∈ N, K is an X(p)-space.
(2) For every compact Hausdorff space Ω, L

(
C(K), C(Ω)

)
= Lr

(
C(K), C(Ω)

)
.

(3) For some compact Hausdorff space Ω in which there is a non-trivial conver-
gent sequence, L

(
C(K), C(Ω)

)
= Lr

(
C(K), C(Ω)

)
.

(4) L
(
C(K), C([0, 1])

)
= Lr

(
C(K), C([0, 1])

)
.

(5) L
(
C(K), c

)
= L

(
C(K), c

)
.

Theorem 6.5. If K is a compact Hausdorff space then the following are equivalent:

(1) K is an X(1)-space.
(2) For every compact Hausdorff space Ω, L

(
C(K), C(Ω)

)
= Lr

(
C(K), C(Ω)

)
and ‖T ‖ = ‖T ‖r for all T ∈ L

(
C(K), C(Ω)

)
.

(3) For some compact Hausdorff space Ω in which there is a non-trivial conver-
gent sequence, L

(
C(K), C(Ω)

)
= Lr

(
C(K), C(Ω)

)
and ‖T ‖ = ‖T ‖r for all

T ∈ L
(
C(K), C(Ω)

)
.

(4) L
(
C(K), C([0, 1])

)
= Lr

(
C(K), C([0, 1])

)
and ‖T ‖ = ‖T ‖r for all T ∈

L
(
C(K), C([0, 1])

)
.

(5) L
(
C(K), c

)
= L

(
C(K), c

)
and ‖T ‖ = ‖T ‖r for all T ∈ L

(
C(K), c

)
.

Finally, we address the question of when the space of regular operators can
itself be one of the classical Banach lattices. The first result is contained in Theorem
2.1 of [28].

Theorem 6.6. If X and Y are Banach lattices, neither of which is the zero space,
then Lr(X, Y ) is an AL-space under the regular norm if and only if X is an AM-
space and Y is an AL-space.

Things are a little trickier when we want Lr(X, Y ) to be an AM-space.

Definition 6.7. If a is an infinite cardinal then a Banach lattice X has an a-Fatou
norm if whenever A ⊂ X+ is upward directed with supremum b and the cardinality
of A is at most a, then ‖b‖ = sup{‖a‖ : a ∈ A}.

Clearly X has a Fatou norm if and only if has a a-Fatou norm for very cardinal
a. The following result is taken from [10], after a partial result was established in
Theorem 2.2 of [28].

Theorem 6.8. Let X and Y be non-zero Banach lattices, and let a be the smallest
cardinal that exceeds the density character of every order interval in X, then the
following are equivalent:
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(1) The following three conditions are all satisfied:
(a) X is an AL-space.
(b) Y is an AM-space.
(c) Either X is atomic or Y is Dedekind <a-complete and has the <a-Fatou

property.
(2) Lr(X, Y ) is an AM-space under the operator norm.
(3) Lr(X, Y ) is an AM-space under the regular norm.

Proof. Let us start by assuming that (1) holds and prove that (2) holds. The space
Lr(X, Y ) is a Banach lattice under the regular norm by Theorem 3.16.

If X is atomic the proof is routine. Now suppose that Y has a <a-Fatou
norm. If S, T ∈ Lr(X, Y ) and x ∈ X+ then the Riesz-Kantorovich formula tells us
that

(S ∨ T )(x) = sup{Sx1 + Tx2 : 0 ≤ x1, x2, x1 + x2 = x}.
Consider the set A = {Sx1 + Tx2 : 0 ≤ x1, x2, x1 + x2 = x} ⊆ S([0, x]) + T ([0, x]).
As order intervals in X have density character strictly less than a the same is true
of any continuous images of them, in particular S([0, x]) and T ([0, x]). It follows
that their sum also has density character strictly less than a and hence the same is
true of A. Now let B denote the collection of all finite suprema from A, which also
has density character less than a, is upward directed and has the same supremum
as A. The <a-Fatou property guarantees that ‖(S ∨ T )x‖ = sup{‖b‖ : b ∈ B}. If
we have 0 ≤ x1, x2 and x1 + x2 = x then the fact that X is an AL-space shows
that for any such choice of x1 and x2 we have

‖Sx1 + Tx2‖ ≤ ‖Sx1‖+ T ‖x2‖ ≤ ‖S‖‖x1‖+ ‖T ‖‖x2‖
≤ (‖S‖ ∨ ‖T ‖)(‖x1‖+ ‖x2‖ = (‖S‖ ∨ ‖T ‖)‖x‖.

Finally we use the fact that Y is an AM-space to see that if x1
1, x

1
2, . . . , x

n
1 , xn

2 ∈
[0, x] with xk

1 + xk
2 = x, for 1 ≤ k ≤ n, then∥∥∥∥∥

n∨
k=1

(Sxk
1 + Txk

2)

∥∥∥∥∥ =
n∨

k=1

‖Sxk
1 + Txk

2)‖ ≤ max{‖S‖, ‖T ‖}‖x‖.

It follows that, for all x ∈ X+, we have

‖(S ∨ T )(x)‖ = ‖ sup(B)‖ ≤ max{‖S‖, ‖T ‖}‖x‖.
If S∨T ≥ 0 then this tells us that ‖(S∨T )‖ ≤ max{‖S‖, ‖T ‖}. Taking S = −T we
see that

∥∥|T |∥∥ ≤ ‖T ‖, so that the regular and operator norms coincide. Applying
the inequality to two arbitrary positive operators S and T , this suffices to show
that Lr(X, Y ) is indeed an AM-space under the operator norm.

If Lr(X, Y ) is an AM-space under the operator norm then it is certainly a
Banach lattice under the regular norm and the norm condition on positive opera-
tors tells us that it is an AM-space under the regular norm also. This establishes
that (2)⇒(3).

Finally, let us assume (3) and establish (1). Routine considerations of rank
one operators shows that X must be an AL-space and Y an AM-space. It remains
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only to prove that (1)(c) holds. To this end, let us recall from Theorem 3.16 that
the fact that Lr(X, Y ) is a vector lattice implies that either X is atomic (in which
case there is nothing left to prove) or else that Y is Dedekind <a-complete. If X is
not atomic choose b < a such that X contains a homogenous band, B, with order
intervals all having density character b. By Theorem 3.15 there is e ∈ B+ and an
e-integral φ ∈ B+ together with (φ, e)-Rademacher system of functionals (φβ)β∈b,
with ‖e‖ = ‖φ‖ = ‖φβ‖ for each β ∈ b.

In order to show that Y has a b-Fatou norm it suffices, by Theorem 2.1 of
[2], to show that if (yβ)β∈b is a disjoint positive family in Y , with supremum z,
then ‖z‖ = sup{‖

∑
β∈F yβ‖ : F ⊆ b} where the supremum is taken over all finite

subsets F of b. As Y is here known to be an AM-space, this amounts to stating
that ‖z‖ = sup{‖yβ‖ : β ∈ b}. Let us denote sup{‖yβ‖ : β ∈ b} by κ, then our
task is to show that κ ≤ ‖z‖, the reverse inequality being clear.

Define operators S, T : X → Y by

Sx =
∑
β∈b

φ+
β (x)yβ and Tx =

∑
β∈b

φ−
β (x)yβ .

These series converges in order. In order to see that, given the Dedekind α-
completeness, it suffices to note that φ±

β (x) is bounded using, for example, the
identity φ+

β = 1
2 (φ + φβ) and condition (2) in Definition 3.14.

Our first task is to compute the norms of S and T . In fact the norms of
both are at most (κ + ‖z‖)/2. We show this for S, the proof for T being virtually
identical. First let us note that an alternative description of S is provided by the
formula

Sx =
∑
β∈b

(φ+
β −

1
2
φ)(x)yβ +

1
2
φ(x)z =

∑
β∈b

1
2
φβ(x)yβ +

1
2
φ(x)z.

The series here is certainly order convergent and, for each x ∈ X , is actually norm
convergent. For if ε > 0 then there is a finite set F ⊂ b such that |φβ(x)| < ε for
all β ∈ b \ F . Now note that

|
∑
β∈b

1
2
φβ(x)yβ −

∑
β∈F

1
2
φβ(x)yβ | = |

∑
β∈b\F

1
2
φβ(x)yβ | = |

∑
β∈b\)

1
2
φβ(x)|yβ |

≤
∑

β∈b\F

|1
2
φβ)(x)|yβ =

∑
β∈b\F

εyβ ≤ εz.

In fact, the finite sums
∑

β∈F (φ+
β − 1

2φ)(x)yβ are actually finite suprema
(because of the disjointness of the yβ) and the fact that Y is an AM-space tells us
that ∥∥∥∥∥∥

∨
β∈F

1
2
φβ(x)yβ

∥∥∥∥∥∥ =
∨

β∈F

‖1
2
φβ(x)yβ‖ ≤

∨
β∈F

‖1
2
φβ‖‖x‖‖yβ‖ ≤ κ‖x‖/2.
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On passing to the limit, we see that∥∥∥∥∥∥
∑
β∈b

1
2
φβ(x)yn

∥∥∥∥∥∥ ≤ κ‖x‖/2.

It is also clear that ‖ 1
2φ(x)z‖ ≤ 1

2‖x‖‖z‖ so the triangle inequality tells us that
‖S‖ ≤ 1

2 (‖z‖+ κ).
It is routine to verify that

(S ∨ T )(x) =
∑
β∈b

|φβ |(x)yβ =
∑
β∈b

φ(x)yβ = φ(x)
∨
β∈b

yβ = φ(x)z,

so that ‖S ∨ T ‖ = ‖z‖. If Lr(X, Y ) is an AM-space then ‖S ∨ T ‖ = ‖S‖ ∨ ‖T ‖ so
that

‖z‖ = ‖S ∨ T ‖ = ‖S‖ ∨ ‖T ‖ ≤ 1
2
(κ + ‖z‖)

which shows that ‖z‖ ≤ κ, completing the proof that Y has a b-Fatou norm. This
will be true for all b for which there is a b-homogenous ideal in X . The supremum
of such b is a, so that Y has a <a-Fatou norm, completing the proof. �

Again, it is worth recording that Elliott has given an example in [10] to show
that the rather simpler version that one might hope for where “<a” is replaced by
“a” is equivalent to the non-existence of weakly inaccessible cardinals. A simpler
version of the preceding result may be easier to appreciate. The fact that AM-
spaces with a Fatou norm are of the form C0(Σ) follows from a result of Nakano
that may be found in [18] and [19].

Corollary 6.9. If Y is a Banach lattice such that Lr(X, Y ) is an AM-space for all
AL-spaces X, then Y is isometrically order isomorphic to C0(Σ) for some locally
compact extremally disconnected space Σ.

By way of contrast, things are not at all as interesting in the Lp case. We
extract a minor technical detail from the main proof.

Lemma 6.10. Let 1 < p, q < ∞ then the natural embedding of �2
q into �2

p has norm

2( 1
p− 1

q )+ .

Proof. Suppose that θ ∈ [0, π/2] and consider cosr(θ) + sinr(θ). If r > 2 this
decreases on [0, π/4] and increases on [π/4, π/2], so has maximum value 1. If r = 2
it is, of course, constantly 1. If r < 2 then it increases on [0, π/4] and decreases
on [π/4, π/2] so has a maximum value of 21− r

2 . To calculate the norm in question,
it suffices to find the maximum value of ‖(x, y)‖p subject to the constraints that
‖(x, y)‖q = 1 and x, y ≥ 0. We may represent such pairs as x = cos

2
q (θ) and

y = sin
2
g (θ) for θ ∈ [0, π/2]. Then ‖(x, y)‖p

p = xp + yp = cos
2p
q (θ) + sin

2p
q (θ) =

cosr(θ) + sinr(θ), where r = 2p
q . The maximum of this is thus 1 if r ≥ 2, i.e., if

p ≥ q and is 21− p
q if p < q. Taking pth roots gives the claimed norm. �
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Theorem 6.11. If X and Y are non-trivial Banach lattices and Lr(X, Y ) is iso-
metrically isomorphic to an Lp-space, where 1 < p < ∞, then either X or Y is
one-dimensional.

Proof. If Lr(X, Y ) is an Lp-space then using rank one operators shows that both
X∗ and Y have are Lp-spaces so that X is an Lq-space, where 1

p + 1
q = 1. Suppose

that both X and Y have dimension at least two. Pick disjoint positive elements of
norm 1, x1, x2 ∈ X and y1, y2 ∈ Y . By Theorem 2.7.11 of [17] there is a positive
contractive projection P of X onto the two-dimensional sublattice generated by
x1 and x2. Let Qk denote the band projection of this two-dimensional lattice
onto the linear span of xk. The linear operator J taking xk to yk is a positive
bijection. Define Tk = J ◦ Qk ◦ P : X → Y , and we see that Qk ◦ P is certainly
a contraction with one-dimensional image so that Tk is also a contraction. As
Txk = yk, ‖Tk‖ = 1. However, T1 + T2 = J ◦ (Q1 + Q2) ◦ P = J ◦ P . Thus
‖T1 + T2‖ ≤ ‖J‖‖P‖ = ‖J‖ = 2( 1

p− 1
q )+ = 2( 2

p−1)+ , by the preceding lemma. On
the other hand, if Lr(X, Y ) were an Lp-space then this should be 2

1
p . If p ≥ 2 then

( 2
p − 1)+ = 0 �= 1

p whilst if p < 2 then ( 2
p − 1)+ = 2

p − 1 which is only equal to 1
p

if p = 1, which is excluded by our hypotheses. �

There are also isomorphic versions of the last three results.
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[19] , Über die Charakterisierung des allgemeinen C-Raumes, Proc. Imp. Acad.
Tokyo 17 (1941), 301–307. MR 0014175 (7,249h) (German)

[20] A.C.M. van Rooij, When do the regular operators between two Riesz spaces form a
Riesz space? , Technical Report 8410, Katholieke Universiteit, Nijmegen, 1984.

[21] Helmut H. Schaefer, Banach lattices and positive operators, Springer-Verlag, New
York, 1974, Die Grundlehren der mathematischen Wissenschaften, Band 215. MR
0423039 (54 #11023)

[22] Zbigniew Semadeni, Banach Spaces of Continuous Functions. Vol. I , PWN –
Polish Scientific Publishers, Warsaw, 1971, Monografie Matematyczne, Tom 55.
MR0296671 (45 #5730)
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