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Preface

In the years 1948 to 1950, one of us (J.S.) had the unique opportunity of at-
tending lecture courses on elliptic differential equations given by Professors
Eberhard Hopf and David Gilbarg at Indiana University. These exemplary
lectures first awakened his interest in this theory and in particular in the
subject of the maximum principle. The other of us (P.P.) began the study
of partial differential equations at the Universities of Perugia and of Michi-
gan with Professor Lamberto Cesari, who instilled in her a deep regard for
clarity and rigor, as well as for the importance of dealing with concrete
problems. This combination is the background of the present work.

The maximum principle enables us to obtain information about solu-
tions of differential equations and inequalities without any explicit knowl-
edge of the solutions themselves, and thus can be a valuable tool in scientific
research. In particular, this book should prove useful not only to profes-
sional mathematicians and students primarily interested in mathematics,
but also to physicists, chemists, engineers and economists. The maximum
principle moreover occurs in so many places and in such varied forms that
anyone learning about it becomes acquainted with the classically important
partial differential equations and, at the same time, discovers the reason
for their importance.

We consider classical linear and quasilinear elliptic inequalities as well
as divergence structure and variational operators, with emphasis on the
important topics of comparison results and tangency theorems. This work
ultimately applies also to weak solutions in appropriate Sobolev spaces.

In order that the book may serve the purposes of reference and as a
basis for further developments, the proofs are given in detail. This has led,
at a number of points, to results either not found elsewhere, or not readily
accessible. Many of the proofs and derivations, even of the standard parts of
the theory, are new, along with the first book presentation of the modern
compact support principle and the general theory of structured elliptic
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inequalities. The proofs here, though difficult, make the subject available
for the first time to the general reader.

Problems are introduced in the conviction that no mastery of a math-
ematical subject is possible without working with it. They are designed
primarily to illustrate or extend the theory, although the desirability of
occasional concrete easy examples has not been ignored.

The most relevant related works are the classical monographs of
Gilbarg and Trudinger [43] and the earlier work of Protter and Wein-
berger [76]. While both these books remain of essential importance and
have been invaluable as background for the present work, neither contains
an up-to-date modern treatment of the maximum principle itself.

Readers should find the work valuable not only for its detailed pre-
sentation, but also as a reference work and possible graduate text material.

We are grateful to Michel Chipot and Hans Weinberger for a number
of suggested improvements in this work. We are also particularly indebted
to Antonio Ambrosetti for his initial encouragement to us for writing this
book.

Minneapolis, April 2007 Patrizia Pucci and
James Serrin

Acknowledgement

The first author was supported by the Italian MIUR project titled “Metodi
Variazionali ed Equazioni Differenziali non Lineari”.



Chapter 1

Introduction and
Preliminaries

1.1 Introduction

The maximum principles of Eberhard Hopf are classical and bedrock re-
sults of the theory of second order elliptic partial differential equations.
They go back to the maximum principle for harmonic functions, already
known to Gauss in 1839 on the basis of the mean value theorem. On the
other hand, they carry forward to the maximum principles of Gilbarg,
Trudinger and Serrin, and the maximum principles for singular quasilinear
elliptic differential inequalities, a theory initiated particularly by Vázquez
and Diaz in the 1980s, but with earlier intimations in the work of Benilan,
Brezis and Crandall. The purpose of the present work is to provide a clear
explanation of the various maximum principles available for second-order
elliptic equations, from their beginnings in linear theory to recent work on
nonlinear equations, operators and inequalities. While simple in essence,
these results lend themselves to a quite remarkable number of subtle uses
when combined appropriately with other notions.

The first chapter concerns tangency and comparison theorems, based
to begin with on the pioneering results of Eberhard Hopf. Section 2.1 in-
cludes in particular a discussion of Hopf’s nonlinear contributions, which
are in fact not nearly as well known as his classical linear principle. We
continue with a treatment of quasilinear equations and inequalities, with
linear equations of course being an important special case. We consider
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both non-singular and singular cases, that is, in the latter case, equations
which lose ellipticity at special values of the gradient of solutions, partic-
ularly at critical points. The concern here with singular equations arises
from their growing importance in variational theory and applied mathemat-
ics, as well as their from specific theoretical interest, e.g., the celebrated
p-Laplace operator ∆p.

The results of Hopf apply specifically to C2 solutions of elliptic differ-
ential inequalities. In many cases, however, especially when the equations
and inequalities in question are expressed in divergence form, as in the
calculus of variations, one can expect solutions to be no more than of class
C1 or even only weakly differentiable in some Sobolev space. The solutions
then must naturally be taken in a distribution sense. Correspondingly, in
such cases, the study of maximum principles requires new techniques as
alternatives to Hopf’s approach. These methods, necessarily integral in na-
ture, originally arose from the work of a number of mathematicians, going
back as far as Tonelli, Leray and Morrey in the years 1928–1935.

Sections 2.4 and 2.5 are devoted specifically to C1 solutions of di-
vergence structure inequalities, allowing both singular and non-singular
operators. Theorem 2.4.1 and its attendant corollaries are of special inter-
est for their simplicity and elegance; see also the corresponding uniqueness
result for the singular Dirichlet problem (2.6.2). We note also the Tangency
Theorem 2.5.2 obtained from the weak Harnack inequality (Section 7.1).

Chapter 3 continues the study of divergence structure inequalities,
but for more general operators for which the methods of Chapter 2 are
inadequate. The principal results are:

(i) the maximum principles of Section 3.2 for homogeneous inequalities;

(ii) the “thin set”maximum principle in Section 3.3;

(iii) the generalization of Theorem 2.4.1 given in Theorem 3.4.1 (applying
to solutions in the Sobolev space W 1,p);

(iv) Theorem 3.5.1 for weakly singular inequalities; and

(v) the interesting Theorems 3.6.1 and 3.6.5 for strongly singular inequal-
ities.

We emphasize as well the Maximum Principles Theorems 3.7.2 and 3.7.4,
and the series of uniqueness theorems in Section 3.8. These results, which
extend well-known theorems of Gilbarg and Trudinger for the Dirichlet
problem, see, e.g., [43], Theorems 3.8.1 and 3.8.4, appear to be new in the
generality given.
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Chapter 4 is a digression from the earlier emphasis on tangency, com-
parison and maximum principles, dealing instead with two-point boundary
value problems for nonlinear ordinary differential equations. This work is
preliminary to the strong maximum principles of Chapter 5, but also has
ramifications in some unexpected byways. In particular, there are intimate
connections with the exterior Dirichlet boundary value problem and with
the existence of dead cores at infinity, see Section 4.3.

Chapter 6 is concerned with maximum principles for the complete
quasilinear divergence inequality

divA(x, u,Du) + B(x, u,Du) ≥ 0, Du = gradu, (1.1.1)

under the general structure conditions (6.1.2); see particularly the remark-
able Theorems 6.1.3–6.1.5. The proofs involve application of special test
functions together with Moser iteration techniques. In view of the interest
and importance of the conclusions, particularly in the theory of multiple
integral variational problems, we present the proofs in careful detail. As
a byproduct of this work, in Chapter 7 we consider the important issues
of local boundedness and Harnack inequalities for solutions of (1.1.1), un-
der similar structural assumptions. This work allows us as well to extend
De Giorgi’s famous Hölder continuity theorem to solutions of (1.1.1). The
proofs of the latter results rely heavily on the celebrated John–Nirenberg
inequality; for completeness we include a concise analytical proof of this
result in the appendix to Chapter 7.

Chapter 5 is concerned with the Strong Maximum Principle and the
Compact Support Principle for singular quasilinear differential inequalities.
Since these results may be less known to the reader, and at the same time
are of recent research interest, we shall pay special attention to them here.
Consider in the first instance the canonical divergence structure inequality

div{A(|Du|)Du} − f(u) ≤ 0 (1.1.2)

in a domain (connected open set) Ω in Rn, n ≥ 2. To begin with, the
following conditions on the function A = A(s) and the nonlinearity f =
f(u) will be imposed.

(A1) A ∈ C(R+), R+ := (0, ∞);

(A2) s �→ sA(s) is strictly increasing in R+ and sA(s) → 0 as s → 0;

(F1) f ∈ C(R+
0 );

(F2) f(0) = 0 and f is non-decreasing on some interval (0, δ), δ > 0
finite.
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Condition (A2) is a minimal requirement for ellipticity of (1.1.2), allowing
moreover singular and degenerate behavior of the operator A at s = 0, that
is at critical points (Du = 0) of u. No assumptions of differentiability are
made on either A or f when dealing with the canonical model.

The operator div{A(|Du|)Du} can be called the A-Laplace operator,
to place it in the context of well-known elliptic theory. For the Laplace
operator, that is when (1.1.2) takes the classical form

∆u − f(u) ≤ 0, u ≥ 0,

we have A(s) ≡ 1. Similarly, for the degenerate p-Laplace operator
div(|Du|p−2Du), p > 1, here denoted by ∆p, we have A(s) = sp−2, while
for the mean curvature operator one has A(s) = 1/

√
1 + s2. A further ex-

ample is A(s) = sp−2 +sq−2, 1 < p < q, which has applications in quantum
physics, see [9]. Note also that (1.1.2), when equality holds, is precisely the
Euler–Lagrange equation for the variational integral

I[u] =
∫

Ω

{G (|Du|) + F (u)}dx, F (u) =
∫ u

0

f(s)ds, (1.1.3)

where G and A are related by A(s) = G ′(s)/s, s > 0. Condition (A2)
implies that s �→ G ′(s) should be strictly increasing, so that G (|Du|) must
be a symmetric strictly convex function of Du. In particular, for the area
integrand G (s) =

√
1 + s2 − 1 we have A(s) = 1/

√
1 + s2.

In what follows, by a classical solution (more precisely, a classical
distribution solution) of (1.1.2) in Ω, we mean a function u ∈ C1(Ω) which
satisfies (1.1.2) in the distribution sense.

In order to state the Strong Maximum Principle for the inequality
(1.1.2), we shall need a further definition. With the notation Φ(s) = sA(s)
when s > 0, and Φ(0) = 0, we introduce the function

H(s) = sΦ(s) −
∫ s

0

Φ(s)ds, s ≥ 0. (1.1.4)

This is easily seen to be strictly increasing, as follows from the inequality

s1Φ(s1) − s0Φ(s0) > (s1 − s0)Φ(s1) >

∫ s1

s0

Φ(s)ds

when s1 > s0 ≥ 0.
For the Laplace operator, the p-Laplace operator and the mean cur-

vature operator, respectively, we have H(s) = 1
2
s2, H(s) = (p−1)sp/p and
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H(s) = 1 − 1/
√

1 + s2. In the last example, note the anomalous behavior
Φ(∞) = H(∞) = 1, a possibility which occasionally requires extra care in
the statement and treatment of results. Finally, for the variational problem
(1.1.3) one has H(s) = sG ′(s) − G (s), the pre-Legendre transform of G .

By the strong maximum principle for (1.1.2) we mean the statement
that if u is a non-negative classical solution of (1.1.2) with u(x0) = 0 at
some point x0 ∈ Ω, then u ≡ 0 in Ω.

Theorem 1.1.1 (Strong Maximum Principle). In order for the strong max-
imum principle to hold for (1.1.2) it is necessary and sufficient that either
f ≡ 0 in [0, d], d > 0, or that f(s) > 0 for s ∈ (0, δ) and∫

0+

ds

H−1(F (s))
= ∞. (1.1.5)

The choice of the base level zero for the statement of the principle is of
course a matter only of convenience, as is whether we deal with minimum
or maximum values at the base point x0.

In the next result we consider the situation when the integral in (1.1.5)
is convergent. Here the appropriate hypotheses are that u satisfies the
converse inequality

div{A(|Du|)Du} − f(u) ≥ 0, (1.1.6)

and also “vanishes” at ∞, rather than at some finite point x0 ∈ Ω. We
formalize this in the following definition.

By the compact support principle for (1.1.6) we mean the statement
that if u is a non-negative classical solution of (1.1.6) in an exterior domain
Ω, with u(x) → 0 as |x| → ∞, then u has compact support in Ω.

Theorem 1.1.2 (Compact Support Principle). Let f(s) > 0 for 0 < s < δ.
Then in order for the compact support principle to hold for (1.1.6), it is
necessary and sufficient that∫

0+

ds

H−1(F (s))
< ∞. (1.1.7)

If Theorem 1.1.2 were an exact analogue of Theorem 1.1.1, the con-
clusion would be that u ≡ 0 in Ω, but this would be incorrect since (1.1.6)
admits non-negative, non-trivial compact support solutions under assump-
tion (1.1.7), see Theorem 4.3.3.
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The existence of compact support solutions for quasilinear equations
was studied extensively in the 1980s, as well as other properties of the set
where the solution vanishes. In chemical models, for example, when the
values of a solution represent the density of a reactant, the vanishing of a
solution then delineates a region, called the dead core, where no reactant is
present (see [5], [6], [29], [81], [82], [113]). In Section 8.4 we give an extended
discussion of this phenomenon.

The results described above can be extended to a wider class of dif-
ferential inequalities by replacing div {A(|Du|)Du} in (1.1.2) or (1.1.6) by
the more general operator

∂xi
{aij(x, u)A(|Du|)Dju}

(the obvious summation convention being used) and f(u) by −B(x, u,Du).
Here [aij(x, u)] is a continuously differentiable positive-definite symmetric
matrix on Ω × R+

0 , and B is continuous and satisfies

−Const.Φ(|ξ|) − g(u) ≤ B(x, u, ξ) ≤ Const.Φ(|ξ|) − f(u) (1.1.8)

for x ∈ Ω, u ≥ 0 and all ξ ∈ Rn with |ξ| ≤ 1, and with f and g obeying
(F1) and (F2). See Theorems 5.4.1 and 5.6.1.

Some special cases of the above results are worth specific note. In
particular, when ∆pu−uq ≤ 0, p > 1, q > 0, the strong maximum principle
holds if and only if q ≥ p−1, while the compact support principle holds for
∆pu−uq ≥ 0 if and only if 0 < q < p− 1. Moreover, by the main results of
Section 8.4 below, there exist C2 non-negative radially symmetric compact
support solutions of ∆pu − uq = 0 when 0 < q < p − 1, this being an
explicit case of the earlier comment after Theorem 1.1.2.

When q = 0 the above analysis cannot be applied. Indeed the equation
∆u − 2n = 0 in any domain Ω containing the origin admits the non-
trivial solution u(x) = |x|2, but u(0) = 0. We also note that the equation
∆u− c = 0, with c 	= 0, admits no non-negative compact support solutions
for any c ∈ R, as follows from the Hopf maximum principle.

An important prototype of the general situation is the equation

∆pu − |Du|q − f(u) = 0, p > 1, q > 0. (1.1.9)

With Φ(s) = sp−1 for this case, condition (1.1.8) applies with f = g and
requires q ≥ p− 1. In turn, the strong maximum principle holds for (1.1.9)
when q ≥ p − 1 and either f ≡ 0 in [0, d], d > 0, or f obeys (1.1.5).
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On the other hand, when q ∈ (0, p−1) the strong maximum principle
can fail, even when f ≡ 0, e.g., the C1 function u(x) = C|x|k satisfies

∆pu − |Du|q = 0, (1.1.10)

where

k =
p − q

s
,

1
C

= k

[
(p − 1)n − (n − 1)q

s

]1/s

, s = p − 1 − q > 0

(for p = 2, this example is due to Barles, Diaz and Diaz [8]; for general
p > 1 it is given in [84]). It is of further interest in connection with this
example that the compact support principle can fail even if (1.1.8) is sat-
isfied, namely when q > p − 1! Indeed, the function u(x) = L|x|−l satisfies
(1.1.10) in ΩR = Rn \ BR, with l = (p − q)/t > 0, provided that

q >
n(p − 1)
n − 1

, L =
1
l

[
(n − 1)q − (p − 1)n

t

]1/t

, t = q − p + 1.

As we shall see in Section 2.1, for non-singular equations the Strong
Maximum Principle implies the Comparison Principle , Theorem 2.1.4.
On the other hand, for singular equations, even if they are smooth, the
situation is more delicate. Consider for example the equation

∆4u + |Du|2 = 0, n = 2. (1.1.11)

The Strong Maximum Principle continues to hold (see Theorem 5.4.1),
while on the other hand (1.1.11) admits two unequal solutions u ≡ 0 and
u(x) = 1

8(R2 − |x|2) in BR, both with the same boundary values. Thus a
comparison theorem must fail. See Section 5.6 for a discussion of the more
general example

∆pu + |Du|q1 − uq2 ≥ 0, u ≥ 0, p > 1, q1, q2 > 0.

Chosen from among the many available applications of the maximum
principle, the final chapter includes recent applications to Liouville theo-
rems and dead core problems, and to differential inequalities on Rieman-
nian manifolds. In Section 8.2 we also give various radial symmetry theo-
rems for the semilinear Laplace–Poisson equation ∆u + f(u) = 0 and for
the quasilinear divergence structure equation

div{A(u, |Du|)Du} + f(u, |Du|) = 0
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under mild Lipschitz continuity or monotonicity conditions on the function
f . The more delicate symmetry question for over-determined boundary
value problems is treated in Section 8.3. There are of course further appli-
cations of general interest, for example Phragmèn–Lindelöf type theorems
and special Harnack theorems; the reader can be referred particularly to
[38], [76], [114] and the Notes to Chapter 7, and to recent work of Marcus
and Véron. The maximum principle can also be applied to obtain gradient
bounds for solutions of elliptic equations, using “barrier methods” or, al-
ternatively, the application of “P -functions”. For barrier methods, one can
consult [43], Chapter 14 and, for the P -function approach, the monograph
of Sperb [104].

It is beyond the scope of this book to consider fully nonlinear equa-
tions in any detail. To do this would minimally require the development and
presentation of the techniques of Krylov and Safonov to obtain Harnack
inequalities for non-divergence second order linear equations, as well as the
concept of viscosity solutions. This would altogether change our focus and
require a lengthy treatment of its own to cover the very large literature
which has grown up in this direction. The reader however can be referred
to the survey works [52], [53] and [17].

To conclude the introduction it is worth noting some further examples
of second order elliptic equations of physical and geometric interest.

1. The equation of prescribed mean curvature:

(1 + |Du|2)∆u − ∂xi
u∂xj

u∂2
xixj

u = nH(x)(1 + |Du|2)3/2, (1.1.12)

or, equally, in divergence form,

div

(
Du√

1 + |Du|2

)
= nH(x), (1.1.13)

where H is the mean curvature of the non-parametric surface xn+1 = u(x)
in the (n+1)-dimensional (x, xn+1)-space. This equation arises naturally by
considering the isoperimetric problem of least surface area bounding a given
volume; it had already been derived by Lagrange in 1760. Of additional
interest is the case when H is specified as a function of x, u and Du. Some
special examples of this type occur below.

2. The surface of a fluid under the combined action of gravity and surface
tension (capillary surface)

(1 + |Du|2)∆u − ∂xi
u∂xj

u∂2
xixj

u = κ u(1 + |Du|2)3/2,
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where κ is an appropriate physical constant. In the physically central case
of two dimensions this equation arises from balancing forces of tension (pro-
portional to the mean curvature of the capillarity surface) with the weight
of the fluid supported. The constant κ is positive or negative depending on
whether the surface in question is an upper or lower boundary of the fluid.

3. Central projection.Let Sn be the sphere of Rn+1, which can be mapped
conformally onto the Euclidean tangent space Rn at the South Pole by
means of stereographic projection from the North Pole. In this projection
the volume element is dm = dx/(1 + |x|2)n and the gradient ∇ on Sn is
expressed as (1 + |x|2)D, where D stands for the Euclidean gradient in Rn

and x denotes a Euclidean coordinate centered at the South Pole.
As a particular example, the p-Dirichlet norm on Sn, p > 1, is then

minimized by functions u on Sn which satisfy

divSn(|∇u|p−2∇u) = 0.

Reverting to the stereographic variable x this has the form

ρ−ndiv(ρn−p|Du|p−2Du) = 0, ρ(x) = 1/(1 + |x|2),

this being a particular example where the vector A depends on both x and
Du. Of course, general variational integrals on Sn can be treated in the
same way.

4. Subsonic gas dynamics.The velocity potential ϕ satisfies

div(�Dϕ) = 0,

where the velocity Dϕ and the density � are related through Bernoulli’s
law. For the important case of an ideal gas the relation is

1
2
|Dϕ|2 +

c2

γ − 1
= Const., c = sound spead ∼ �(γ−1)/2,

where γ > 1 is the ratio of the specific heats of the gas.

5. The general equation of radiative cooling

div(κ|Du|p−2Du) = σu4, p > 1,

where κ is the coefficient of heat conduction, depending on x and possibly
also on u, while σ is the radiation, assumed to be constant. Replacing the
right-hand side by various functions f = f(x, u) yields further examples of
physical interest.
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6. The Euler–Lagrange equation. For the variational problem

δ

∫
Ω

G (x, u,Du)dx = 0,

with G = G (x, z, ξ) being of class C1, this takes the form

div ∂ξG (x, u,Du) = ∂zG (x, u,Du).

Ellipticity is equivalent to strong convexity of G with respect to ξ, namely
the figuratrix surface xn+1 = G (x, z, ξ) should have positive Gaussian cur-
vature for fixed (x, z).

If G is jointly convex in z and ξ and satisfies mild regularity condi-
tions, then the solution of the Euler–Lagrange equation provides a mini-
mizing function for the variational problem.

The case where G depends only on z and |ξ| is particularly to be
noted since the corresponding problem is invariant under rotations of the
underlying space.

7. The 2-dimensional Monge–Ampére equation

e(∂2
x2u∂2

y2u) + a ∂2
x2u + 2b ∂2

xyu + c ∂2
y2u = d

is elliptic if and only if ac− b2 + ed > 0. Here a, b, c, d, e depend on (x, y),
or more generally on (x, y, u, ξ), ξ = (ξ1, ξ2).

8. Calabi’s equation

detD2u = f(x).

Ellipticity demands that the surface xn+1 = u(x) be convex.

1.2 Notation

Throughout, we shall let x = (x1, . . . , xn) denote points of Rn, n ≥ 1, and
will denote the solution variable by u = u(x). We put as before ∂u/∂xi =
∂xi

u, ∂2u/∂xi∂xj = ∂2
xixj

u when the solutions are assumed to be classical,
that is of class C2 in any domain of interest. We also write Du = gradu =
(∂x1u, . . . , ∂xn

u) for the gradient vector of u, and D2u = [ ∂2
xixj

u] for the
Hessian matrix of u. It is understood that repeated subscripts i, j, k etc.
are summed over the appropriate range indicated by the context.
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A domain Ω in Rn is always understood to be a connected open set in
Rn; thus any open and relatively closed non-empty subset coincides with
Ω itself. We denote the boundary of Ω by ∂Ω, and the closure of Ω by Ω.
By Ω′ ⊂⊂ Ω we mean that Ω′ is a subdomain with compact closure in Ω.
The notation 〈·, ·〉 is always reserved for the inner product in the (vector)
space Rn.

We assume the reader to have a standard background in real analysis
including Sobolev spaces, but without need for linear operator theory. A
useful assortment of classical results and techniques can be found in [43],
Sections 7.1–7.7.



Chapter 2

Tangency and
Comparison Theorems
for Elliptic Inequalities

2.1 The contributions of Eberhard Hopf

We begin with the classical maximum principle due to E. Hopf [46], to-
gether with an extended commentary and discussion of Hopf’s original
paper by J. Serrin [97].

The maximum principle for harmonic and subharmonic functions was
known to Gauss on the basis of the mean value theorem (1839); an ex-
tension to elliptic inequalities however remained open until the twentieth
century. Bernstein (1904), Picard (1905), Lichtenstein (1912, 1924) then
obtained various results by difficult means, as well as use of regularity
conditions for the coefficients of the highest order terms. Moreover, a few
months before Hopf’s paper, there appeared an article of Picone [71] con-
taining ideas similar to Hopf’s, but with weaker conclusions. It was Hopf’s
genius to see that a “gänzlich elementares Begründen” could be given.
The comparison technique he invented for this purpose is essentially so
transparent that it has generated important applications in many further
directions.

Here is Hopf’s theorem in its main form:
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Hopf ’s Maximum Principle. Let u = u(x), x = (x1, . . . , xn), be a C2

function which satisfies the differential inequality

Lu ≡
∑
i,j

aij(x)∂2
xixj

u +
∑

i

bi(x)∂xi
u ≥ 0

in a domain Ω. Suppose the (symmetric) matrix [aij ] = [aij(x)] is locally
uniformly positive definite in Ω (that is, for any given compact subset Ω′

of Ω, the quadratic form ∑
i,j

aij(x)ηiηj

is positive and uniformly bounded from 0 for all x in Ω′ and all vectors η
in Rn with |η| = 1), and the coefficients aij, bi = bi(x) are locally bounded
in Ω.

If u takes a maximum value M in Ω, then u ≡ M in Ω.

Hopf’s proof (Section I of [46]), now a classic of the subject, is repro-
duced in the monographs [76], [43], [38] and in many other texts as well,
particularly the second volume of [22]. We give a proof in the Appendix of
this chapter, Section 2.8.

The hypothesis that u is twice differentiable is essential for the theo-
rem, though not always strictly noted in presentations of the result.

In Section II of [46] Hopf notices two important corollaries (Sätze 2,
3) dealing with the differential inequality Lu + c(x)u ≥ 0. First, for the
case c = c(x) ≤ 0 and a positive maximum, and second, when there is
an extremum M = 0 irrespective of the sign of c. The latter possibility is
mentioned only in passing in [43], and not at all in Courant and Hilbert
[22]. The formal statement of these corollaries is as follows.

Theorem 2.1.1. Let u be a C2 function satisfying the differential inequality

Lu + c(x)u ≥ 0 (≤ 0) (2.1.1)

in a domain Ω, where the coefficients of L satisfy the previous conditions,
and c = c(x) ≤ 0 in Ω. If u takes a positive maximum (negative minimum)
value M in Ω, then u ≡ M .

The result is easy to prove. That is, near a positive maximum M of
u we would have

Lu ≥ −c(x)u ≥ 0.
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Hopf’s main theorem then yields u ≡ M near the maximum point; in turn
u ≡ M in all Ω (the set {x ∈ Ω : u = M} is non-empty and both open and
closed in the connected set Ω).

Hopf’s second result is

Theorem 2.1.2. Let the hypotheses of Theorem 2.1.1 hold, except that one
now assumes alternatively that the function c is locally bounded below in
Ω. If u takes on a vanishing maximum (minimum) value M = 0 in Ω, then
u ≡ 0.

Proof. (Hopf.) Let u ≤ 0 in Ω and define v(x) = e−αx1u(x), x ∈ Ω, α > 0.
Clearly v ∈ C2(Ω), is non-positive and satisfies the differential inequality

Lv +
∑

i

b̃i(x) ∂xi
v ≥ − c̃(x) e−αx1u, c̃ = c + α2a11 + αb1,

where b̃i = 2αai1. In any domain Ω′ with compact closure in Ω we have

c(x) ≥ −const., |b1(x)| ≤ const., a11(x) ≥ const. > 0.

Therefore we can choose α sufficiently large so that c̃(x) is positive in Ω′.
In turn Lv +

∑
i b̃i∂xi

v ≥ 0 in Ω′. Let y ∈ Ω be such that u(y) = 0 and
take Ω′ containing y. Then v(y) = 0 and by Hopf’s main theorem we get
u ≡ v ≡ 0 in Ω′, from which it follows at once that u ≡ 0 in the entire Ω.
The case u ≥ 0 in Ω is treated in the same way. �

It may be remarked that earlier statements of Theorems 2.1.1 and
2.1.2 have usually imposed stronger boundedness conditions on the function
c(x) than those required here. Observe also that Theorem 2.1.2 can be
slightly generalized as follows:

Theorem 2.1.2′. Let u ∈ C2(Ω) satisfy∑
i,j

aij∂
2
xixj

u ≤ b(x)
(
u + |Du|

)
,

with aij , b locally bounded in Ω, and aij locally uniformly positive definite.
If u ≥ 0 in Ω and u is zero at some point x0 in Ω, then u ≡ 0 in Ω.

We omit the proof (see Problem 2.3).
As is customary, the term strong maximum principle will be used here

to denote the main results of Hopf stated above, as well as related results,
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e.g., Theorem 2.1.1. On the other hand, the term maximum principle (in
contrast to strong maximum principle) is reserved to denote results in
which a bound for a solution u of an elliptic equation, or inequality, is
given in terms of an a priori bound for u on the boundary of its domain of
definition. This terminology follows, e.g., Gilbarg and Trudinger [43] and
Fraenkel [38].

Continuing with the discussion of Hopf’s work, in Section II of [46]
Hopf observes that one can allow the coefficients aij(x), bi(x), c(x) to
depend on the solution u itself, provided that when they are evaluated
along the solution the resulting functions ãij(x), b̃i(x), c̃(x) satisfy the
conditions of the main theorems. This allows him to deal explicitly with
nonlinear as well as linear equations.

The real depth of Hopf’s nonlinear analysis shows up only in Section
III, where he considered the fully nonlinear equation of second order

F (x, u,Du,D2u) = 0, (2.1.2)

the structure of the equation being determined by the function F (x,z,ξ,s),
where z, ξ and s are respectively placeholders for u, Du and D2u. Here
(2.1.2) is said to be elliptic if the matrix DsF is positive definite for all
relevant values of its variables.

Hopf’s presentation is, however, seriously obscured by the restriction
to exact equations, rather than corresponding differential inequalities as
in the preceding results, as well as to the case where one of the solutions
in question is assumed to vanish identically (“engere Voraussetzungen” ac-
cording to Hopf). Accordingly we shall restate the results in slightly greater
generality and in more usual notation. Hopf’s first result is a beautiful tan-
gency principle, essentially Satz 3′ of [46].

Theorem 2.1.3 (Tangency Principle). Let u, v be C2(Ω) solutions of the
nonlinear differential inequality

F (x, u,Du,D2u) ≥ F (x, v,Dv,D2v),

where the function F = F (x, z, ξ, s) is continuously differentiable in the
variables z, ξ, s, that is, the derivatives ∂zF , ∂ξF , ∂sF exist and are
continuous functions of (x, z, ξ, s) ∈ Ω × R × Rn × Rn×n. Suppose also
that the matrix Q = [Qij ] given by

Qij ≡ ∂sF (x, u,Du, θD2u + (1 − θ)D2v),

is positive definite in x ∈ Ω and all θ ∈ [0, 1].
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If u ≤ v in Ω and u = v at some point x0 in Ω, then u ≡ v in Ω.
The terms u, Du in Q can be replaced by v,Dv.

Proof. Essentially following Hopf’s proof of Satz 3′ of [46], we write

0 ≥ F (x, v,Dv,D2v) − F (x, u,Du,D2u)

= F (x, u,Du,D2v) − F (x, u,Du,D2u) + F (x, u,Dv,D2v)

− F (x, u,Du,D2v) + F (x, v,Dv,D2v) − F (x, u,Dv,D2v)

=
∑

aij∂
2
xixj

(v − u) +
∑

bi∂xi
(v − u) + c(v − u)

≡ L(v − u) + c(v − u),

where, for some values θ, θ1, θ2 ∈ [0, 1], depending on x, we have by the
mean value theorem

aij = ∂sF (x, u,Du, θD2v + (1 − θ)D2u) = Qij |θ=θ(x),

bi = ∂ξi
F (x, u, θ1Dv + (1 − θ1)Du,D2v)|θ1=θ1(x),

c = ∂zF (x, θ2v + (1 − θ2)u,Dv,D2v)|θ2=θ2(x).

Since Qij is continuous for x ∈ Ω and θ ∈ [0, 1], the principal condition on
Qij shows that in fact it is uniformly positive definite for x ∈ Ω′ and θ ∈
[0, 1], when Ω′ is a compact subset of Ω. Consequently the coefficient matrix
[aij ] is locally uniformly positive definite on Ω. By the same argument it
is clear that also aij , bi, c are locally bounded in Ω. Since by assumption
v − u ≥ 0 and (v − u)(x0) = 0, it now follows from Theorem 2.1.2 that
v ≡ u in Ω.

To obtain the final conclusion of the theorem, one proceeds in the
same way, though starting from the alternative decomposition

0 ≥ F (x, v,Dv,D2v) − F (x, u,Du,D2u)

= F (x, v,Dv,D2v) − F (x, v,Dv,D2u) + F (x, v,Dv,D2u)

− F (x, v,Du,D2u) + F (x, v,Du,D2u) − F (x, u,Du,D2u),

but otherwise leaving the proof unchanged. �

Hopf’s Theorems 2.1.1 and 2.1.2 are in fact tangency principles in
which the second solution v is constant (= M).

The next result (essentially Satz 2′ of [46] in a more general context
and formulation) is stated here as a comparison result, rather than a max-
imum principle, this being the underlying content of Hopf’s theorem. By



18 Chapter 2. Tangency and Comparison Theorems

u ≤ v on ∂Ω we mean explicitly that for every δ > 0 there is a neighborhood
of ∂Ω in which u ≤ v + δ.

Theorem 2.1.4 (Comparison Principle). Let u, v be C2(Ω) solutions of the
nonlinear differential inequality given in Theorem 2.1.3. Suppose that the
matrix Q = [Qij ] is positive definite in Ω and that for every fixed x ∈ Ω
the function

F (x, · ,Dv(x),D2v(x)) : R → R (2.1.3)

is non-increasing on the semi-line [v(x),∞) – but not necessarily differen-
tiable. If u ≤ v on ∂Ω, then u ≤ v in Ω.1

The terms u, Du in Q can be replaced by v, Dv if at the same time
the terms Dv, D2v in (2.1.3) are replaced by Du, D2u and the semi-line
[v(x),∞) is replaced by (−∞, u(x)].

Proof. Suppose for contradiction that the conclusion v − u ≥ 0 in Ω fails.
Then there will be a subdomain Ω′ of Ω in which v−u < 0 but is not

identically constant, and in which also v − u takes on a negative minimum
M at a point y. As in the proof of Theorem 2.1.3, one obtains with the
help of (2.1.3) that L(v − u) ≤ 0 in Ω′, where L has the obvious meaning.
Hence by Hopf’s main theorem we get v − u ≡ M in Ω′, a contradiction.

The final conclusion is obtained from the alternative decomposition
in the proof of Theorem 2.1.3. �

Using other decompositions, one can obtain various related results,
see, e.g., Theorem 31 of Chapter 2 of [76].

A direct consequence of Theorem 2.1.4 is a uniqueness theorem for
the Dirichlet problem for the nonlinear equation F (x, u,Du,D2u) = 0, a
fact mentioned by Hopf in the final paragraph of [46], though not explicitly
formulated by him. Since the result is important, and a precise formulation
is in fact not immediate from Hopf’s analysis, it is worth stating the definite
result here.

Theorem 2.1.5. Let u and v be C2(Ω) solutions of the nonlinear equation

F (x, u,Du,D2u) = 0 (2.1.4)

in a domain Ω, with u = v on ∂Ω. Suppose Q is positive definite in Ω
for all θ ∈ [0, 1], and that F (x, · ,Dv(x),D2v(x)) is non-increasing on the
entire line R; see (2.1.3). Then u ≡ v.
1In fact by Theorem 2.1.3, if ∂zF is also continuously differentiable, then either u ≡ v
in Ω or u < v in Ω.
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This is an immediate corollary of Theorem 2.1.4, the main result being
used to establish that u ≤ v, and the final part used to get v ≤ u. Here it
is crucial that (2.1.3) holds on the entire line R.

It is surprising that the matrix Q in the hypothesis of Theorem 2.1.5
is, insofar as its second and third arguments are concerned, to be evaluated
solely on the functions u and Du, without any symmetric reference to v and
Dv.

The maximum principle, simple enough in essence, nevertheless lends
itself to a quite remarkable number of uses when combined appropriately
with other notions. We discuss several here, reserving more subtle applica-
tions until the final chapter of the book.

A general quasilinear equation of second order, for example, has the
form

a(x, u,Du)D2u + B(x, u,Du) = 0, x ∈ Ω, (2.1.5)

where a = a(x, z, ξ) and B = B(x, z, ξ) are respectively a given n × n
matrix [aij ] and a given scalar function of the variables (x, z, ξ) ∈ Ω×R×
Rn. The notation a D2u denotes the natural contraction

∑
i,j aij∂

2
xixj

u.
A classical solution u ∈ C2(Ω) of (2.1.5) is called elliptic if the matrix

a(x, u,Du) is positive definite when evaluated at u = u(x), x ∈ Ω. The
equation itself is called elliptic in Ω, or simply elliptic, if a(x, z, ξ) is positive
definite for all (x, z, ξ) ∈ Ω × R × Rn.

In view of Theorem 2.1.5, a sufficient condition for uniqueness of the
corresponding Dirichlet problem for (2.1.5), with u ∈ C2(Ω)∩C(Ω) and u
given on ∂Ω, is that the matrix a is independent of z, the scalar function
B(x, z, ξ) is non-increasing in z for arbitrary arguments x, ξ, and there
exists at least one (!) elliptic solution u. This conclusion is essentially due
to Hopf, though not explicitly mentioned or stated by him; it seems to have
appeared first in [43], first edition, Chapter 8.

This result applies at once to the quasilinear operator

(1 + |Du|2)∆u −
∑
i,j

∂xi
u∂xj

u∂2
xixj

u

(mean curvature) for which the corresponding matrix

Qij = aij = (1 + |Du|2)δij − ∂xi
u∂xj

u

is positive definite for all values of its arguments (that is, the mean cur-
vature operator is elliptic). Here of course there is no need to use the full
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strength of Theorem 2.1.5. On the other hand, if we consider the Dirichlet
problem

(1 + |Du|2)∆u − 2
∑
i,j

∂xi
u∂xj

u∂2
xixj

u = 0

in Ω, with u = 0 on ∂Ω, then the matrix is not positive definite for arbitrary
arguments D2u. Nevertheless Q = II for the function u ≡ 0, whence it
follows that 0 is the unique solutionof the Dirichlet problem.

A second and more subtle example is the elementary Monge–Ampère
equation in R2,

∂2
x2u∂2

y2u −
(
∂2

xyu
)2

= g(x, y).

Here one checks that

Qijξiξj = ∂2
y2u ξ2

1 − 2 ∂2
xyu ξ1ξ2 + ∂2

x2u ξ2
2 .

The determinant of Q, detQ, is then equal to detHu = ∂2
x2u∂2

y2u −(
∂2

xyu
)2

, which is precisely g = g(x, y) when evaluated at a solution u.
Suppose in particular that g > 0. It is easy to see then, that any solu-

tion u is either everywhere strictly convex or everywhere strictly concave.
From this, one can check without difficulty that if u and v are two

convex solutions, then Q is positive definite for the arguments ∂2
xixj

(θu +
(1 − θ)v).

Hence the Dirichlet problem for the elementary Monge–Ampère equa-
tion above has at most one convex solution. On the other hand, if u and
v are concave solutions, then −u and −v are convex solutions and so,
similarly, the Dirichlet problem can have at most one concave solution;
altogether then the problem can have at most two solutions. This result is
a special case of a theorem of Rellich [88]; see [22, page 324].

Other related maximum and comparison principles are discussed in
the Notes to Chapter 2 of [76], to which the reader is strongly referred;
see also the references cited on page 314 of [114]. Several recent maximum
principles for singular fully nonlinear equations are given in [7], [14], based
on the “viscosity” method.

Hopf’s proof technique, as noted above, leads to other results of fun-
damental interest, particularly the celebrated Boundary Point Lemma and
a Harnack principle for nonlinear elliptic equations in two variables, see
Theorem 2.8.3, [83, Section 5.5] and [43, Chapter 3].
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2.2 Tangency and comparison principles
for quasilinear inequalities

We consider the pair of differential inequalities

aij(x, u,Du)∂2
xixj

u + B(x, u,Du) ≥ 0, (2.2.1)

aij(x, v,Dv)∂2
xixj

v + B(x, v,Dv) ≤ 0, (2.2.2)

where the standard summation convention is assumed to be in effect. Let
P be an open subset of Rn and let the matrix of coefficients

[aij ] = [aij(x, z, ξ)] : K → Rn2
, K = Ω × R × P ,

be continuous, and also continuously differentiable with respect to z and
ξ, in the set K. Moreover, let B = B(x, z, ξ) : K → R be locally Lipschitz
continuous with respect to ξ in K.

The set P is called the regular set, while Q = Rn\P is the singular set
for (2.2.1) and (2.2.2). It is not necessary that the inequalities (2.2.1) and
(2.2.2) even have meaning for points x in Ω for which Du(x) or Dv(x) are
in the singular set. These conditions apply in particular to the p-Laplace
operator ∆p, where

[aij ] = [aij(ξ)] = |ξ|p−2

[
II + (p − 2)

ξ ⊗ ξ

|ξ|2

]
, ξ 	= 0;

this is singular when p 	= 2, with the singular set Q = {0}. (The matrix
[aij ] is even undefined at ξ = 0 when p < 2.)

The inequalities (2.2.1), (2.2.2) are called elliptic if a(x, z, ξ) is pos-
itive definite for (x, z, ξ) ∈ Ω × R × P . Similarly, a solution v of (2.2.2) is
called elliptic if the matrix a(x, v,Dv) is positive definite when evaluated
at v = v(x), x ∈ Ω. The corresponding terminology applies of course to
solutions of (2.2.1).

Theorem 2.2.1 (Tangency Principle). Let v be an elliptic solution of (2.2.2)
in Ω, with Dv(x) ∈ P for all x ∈ Ω, and u be a solution of (2.2.1) in Ω,
of class C2 in the open set U = {x ∈ Ω : Du(x) ∈ P }, where P is the
regular set for the inequalities (2.2.1) and (2.1.2).

Assume moreover that B(x, z, ξ) is locally lower Lipschitz continuous
with respect to the variable z in K.2

If u ≤ v in Ω and u = v at some point x0 ∈ Ω, then u ≡ v in Ω.
2That is, for every compact subset of K there is a number b2 > 0 such that if z̄ > z,
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The conclusion can be informally restated as saying that if u and v
are one-sidedly tangent at a point in Ω, then they coincide. It is interesting
to note that no condition of ellipticity is required of (2.2.1) itself. The same
remark applies also to the next two theorems.

When the regular set is all of Rn (that is, Q = ∅) Theorem 2.2.1, as
well as later theorems, has a simpler formulation.

Theorem 2.2.2 (Tangency Principle). Let P = Rn. Suppose that u and v
are respectively solutions of (2.2.1) and (2.2.2) in Ω of class C2(Ω), with
v being elliptic in Ω.

Assume also that B(x, z, ξ) is locally lower Lipschitz continuous with
respect to z in K. If u ≤ v in Ω and u = v at some point in Ω, then u ≡ v
in Ω.

Proof. It is enough to prove Theorem 2.2.1. Let E = {x ∈ Ω : u(x) =
v(x)}. By assumption E 	= ∅, while of course E is closed. Fix y ∈ E. Since
w = u − v ≤ 0 in Ω and w(y) = 0, we have Dw(y) = 0.

Since Dv(y) ∈ P and Du(y) = Dv(y), there is a suitably small σ > 0
such that Du(x), Dv(x) ∈ P for all x ∈ Bσ , where Bσ = Bσ(y) is the closed
ball with center y and radius σ in Ω. Obviously Bσ ⊂ U . As in the proof
of Theorem 2.1.3, but now with F (x, u,Du,D2u) = aij(x, u,Du)∂2

xixj
u +

B(x, u,Du), we obtain the inequality

aij(x, v,Dv)∂2
xixj

w + bi(x)∂xi
w + c(x)w ≥ −b

(
w + |Dw|

)
in Bσ, (2.2.3)

where b is a non-negative constant depending on the given conditions of
Lipschitz continuity of B in z and ξ, and on Bσ , while

bk =
(
∂ξk

aij(x, v, θ1Du + (1 − θ1)Dv)
)
∂2

xixj
u,

c =
(
∂zaij(x, θ2u + (1 − θ2)v,Du)

)
∂2

xixj
u

for some values θ1, θ2 ∈ [0, 1]. Clearly aij , bi and c are bounded in Bσ ,
and equally by continuity the coefficient matrix [aij(x, v,Dv)] is uniformly
positive definite in Bσ. Because w has a zero maximum in Bσ, it now follows
from Theorem 2.1.2 ′ applied to the nonlinear inequality (2.2.3) that w ≡ 0

then
B(x, z̄, ξ) − B(x, z, ξ) ≥ −b2(z̄ − z)

in the subset.
In the formulation of Theorem 2.2.1 the inequalities (2.2.1) and (2.2.2) could be

taken in the form Lu−Lv ≥ 0. The present formulation is equivalent and perhaps easier
to visualize.
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in Bσ, that is Bσ ⊂ E. Hence E is also an open set. By the connectedness
of Ω it follows that E = Ω, as required. �

Theorem 2.2.3 (Comparison Principle). As in Theorem 2.2.1, let u and
v be of class C2(Ω) with Dv(x) ∈ P for all x ∈ Ω. Suppose that u is a
solution of (2.2.1) in the open set U = {x ∈ Ω : Du(x) ∈ P }, while v is
an elliptic solution of (2.2.2) in Ω.

Assume that [aij ] is independent of z and that B is non-increasing
with respect to z in K. If u ≤ v on ∂Ω, then u ≤ v in Ω.

Remark. The reader should note the rather different hypotheses in Theo-
rems 2.2.1 and 2.2.3. It can be shown by example that the specific mono-
tonicity stated for B in these results cannot be reversed.

In view of conclusion u ≤ v of Theorem 2.2.3, solutions of the inequal-
ities (2.2.1) and (2.2.2) are frequently called, respectively, subsolutions and
supersolutions of the equation

aij(x, u,Du)∂2
xixj

u + B(x, u,Du) = 0.

Proof of Theorem 2.2.3. The proof is by contradiction, essentially the same
as for Theorem 2.1.4. Let Ω′ be a subdomain of Ω in which w = u− v > 0
but is not identically constant, and in which also w takes on a positive
maximum M at a point y. Obviously Dw = 0 at y.

Hence, as in the proof of Theorem 2.2.1, there exists a closed ball
Bσ ⊂ Ω′ centered at y such that Du(x), Dv(x) ∈ P for all x ∈ Bσ. Clearly
Bσ ⊂ U . Moreover, as in the proof of Theorem 2.2.1, but using the fact
that [aij ] is independent of z and also the monotonicity of B in z, we get
(see (2.2.3))

aij(x,Dv)∂2
xixj

w + bk∂xk
w ≥ −b|Dw| in Bσ .

Since the inequality is invariant up to constants, it now follows from The-
orem 2.1.2′ that w ≡ M > 0 in Bσ. The subset of Ω′ where w ≡ M is
thus both open and relatively closed. Hence w ≡ M in Ω′ and this fact
contradicts the definition of Ω′. �

As in the case of Theorem 2.2.1, when the regular set is all of Rn the
proof can be considerably simplified.

Norman Meyers [59] has shown that the comparison Theorem 2.2.3
fails if the coefficient matrix [aij ] depends on the z variable. At the same
time, by considering the function v in Theorem 2.2.3 as a “comparison
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function”, the conclusion can be interpreted as a maximum principle. We
take up this idea in the next section.

The next result applies to semilinear rather than quasilinear inequal-
ities, for example

∆u + f(x, u) ≥ 0, ∆v + f(x, v) ≤ 0.

Theorem 2.2.4 (Comparison Principle). Let L be the linear differential op-
erator given in Hopf ’s main theorem (Section 2.1), and let u, v ∈ C2(Ω)
be solutions of the differential inequalities

Lu + f(x, u) ≥ 0, Lv + f(x, v) ≤ 0

in Ω with v > 0 in Ω.
Suppose that z �→ f(x, z)/z, z > 0, is a non-increasing function for

each fixed x ∈ Ω. Then if u ≤ v on ∂Ω we have u ≤ v in Ω.

The condition on f here is more general than simple monotonicity, as
one sees from the example f(z) = zq, which is non-increasing when q ≤ 0,
while f(z)/z = zq−1 is non-increasing when q ≤ 1.

Proof. Put w = w(x) = u(x)/v(x) in Ω, so

Lw +
2
v
aij∂xj

v ∂xi
w =

1
v

Lu − u

v2
Lv ≥

{
f(x, v)

v
− f(x, u)

u

}
w. (2.2.4)

Since u ≤ v and v > 0 on ∂Ω it follows that also w ≤ 1 on ∂Ω. If the
conclusion w ≤ 1 fails at some point in Ω, there would be a point x0 in Ω
where w takes a maximum value M > 1. In the neighborhood of x0 the
right side of (2.2.4) would then be non-negative according to hypothesis,
so by Hopf’s main theorem, with bi replaced by bi +(2/v)aij∂xj

v, we would
have w ≡ M > 1 in this neighborhood, and then w ≡ M in Ω, which is
impossible. �

An alternate proof of Theorem 2.2.4 can be given based on the sub-
stitutions w = log u, w′ = log v.

Example. As a consequence of this theorem, Protter and Weinberger [76]
have observed that when L = ∆ and f(x, u) = 2u, there can be no positive
solutions of ∆v+2v ≤ 0 in the 2-dimensional square Ω = {|x| ≤ π/2, |y| ≤
π/2}. Indeed, if this were the case, then any solution of ∆u + 2u = 0
in Ω with u = 0 on ∂Ω would be bounded above by v. But obviously
u(x, y) = c sin x sin y is a solution, which can be made as large as one
wishes by taking the constant c > 0 suitably large.
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2.3 Maximum and sweeping principles
for quasilinear inequalities

As a main consequence of the comparison Theorem 2.2.3 of the previous
section we have the following

Theorem 2.3.1 (Maximum Principle). Let v ∈ C2(Ω) be a comparison
function for (2.2.1), in the sense that there exists M such that

(i) v(x) ≥ M and Dv(x) ∈ P for all x ∈ Ω;

(ii) v is an elliptic solution of the inequality

aij(x, z,Dv(x))∂2
xixj

v + B(x, z,Dv(x)) ≤ 0 (2.3.1)

for all fixed values z > M .

If u ∈ C2(Ω) is a solution of (2.2.1) in U = {x ∈ Ω : Du(x) ∈ P } and
u ≤ v on ∂Ω, then either u(x) ≡ v(x) or u(x) < v(x) in Ω.

Proof. Define ãij(x, ξ) = aij(x, u(x), ξ), B̃(x, ξ) = B(x, u(x), ξ) and

L [v] = ãij(x,Dv)∂2
xixj

v + B̃(x,Dv).

By (ii) the function v is an elliptic solution of the inequality L [v] ≤ 0
when u(x) > M . Moreover, obviously, L [u] ≥ 0 in U .

Let Ω′ = {x ∈ Ω : u(x) > M} and U ′ = {x ∈ Ω′ : Du(x) ∈ P } ⊂ U .
Since u = M on ∂Ω′ ∩ Ω and u ≤ v on ∂Ω, it follows that u ≤ v on ∂Ω′.
Then by Theorem 2.2.3 applied to any component C ′ of Ω′ we have u ≤ v
in C ′, and so u ≤ v in Ω′. Hence u ≤ v in Ω.

The required conclusion now follows at once with the help of Theo-
rem 2.2.1. �

Theorem 2.3.1 is somewhat abstract, in that it depends on the exis-
tence of the comparison function v. When [aij ] and B are more specialized
we can avoid this difficulty. In particular, consider the case where Q ⊂ B�

for some � ≥ 0 (the possibility P = Rn is included when � = 0). Assume
that in Ω × R+ × P⎧⎪⎨

⎪⎩
[aij(x, z, ξ)] is positive definite,
B(x, z, ξ) ≤ α|ξ|E(x, z, ξ) + γ,

where E(x, z, ξ) := aij(x, z, ξ)ξiξj/|ξ|2,
(2.3.2)

and α, γ are non-negative constants.
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Theorem 2.3.2 (Maximum Principle). Let A and B satisfy (2.3.2), and
suppose that

|ξ|E(x, z, ξ) ≥ Ψ(|ξ|) in Ω × R+ × P , P = Rn \ Q, (2.3.3)

where Ψ = Ψ(t) is a strictly increasing function on (�,∞), � ≥ 0.
Let u ∈ C2(Ω) be a solution of the boundary value problem

aij(x, u,Du)∂2
xixj

u + B(x, u,Du) ≥ 0 in Ω,

u ≤ 0 on ∂Ω,
(2.3.4)

where Ω ⊂ {x ∈ Rn : 0 < x1 < R}. Then there holds

u(x) ≤ R max{ρ, C}(ek − 1), (2.3.5)

where3

C = Ψ−1(Rγ),k = 1 + αR, when lim
t→∞ Ψ(t) > 2γR,

C = Ψ−1(�), k = 1 + (α + γ/�)R,

when lim
t→∞ Ψ(t) = 2� ≤ 2γR.

(2.3.6)

For the important subcase of the p-Laplace operator one has E(t) =
(p − 1)tp−2, Ψ(t) = (p − 1)tp−1 and RΨ−1(Rγ) = [γ/(p − 1)]1/(p−1) Rp′

.

Proof. It is enough to construct a comparison function v = v(x) such that
v(x) > 0 in Ω and (2.3.1) holds. Accordingly, we choose

v(x) = K(emR − emx1), x ∈ Ω,

where m = k/R, K > R max{�, C}. Then

∂x1v(x) = −Kmemx1

3If Ψ(�) = lim
t→�+

Ψ(t) = �′ > 0 then we define Ψ−1(s) = � when s ≤ �′. Note that the

case limt→∞ Ψ(t) < ∞ is possible. That is, take for ξ �= 0,

aij(ξ) =
2�

|ξ| + 1
· ξiξj

|ξ|2 ;

an easy computation yields

E(ξ) =
2�

|ξ| + 1
, Ψ(t) =

2�t

t + 1
, Ψ−1(s) =

s

2� − s
,

so Ψ(t) → 2� as t → ∞. (In fact in this case Ψ−1(�) = 1.)
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so |Dv| ≥ mK and Dv ∈ P , since m > 1/R. Also

∂2
x2
1
v(x) = −Km2emx1 = −m|Dv|.

With the help of (2.3.2), a calculation shows that (2.3.1) is valid provided

m |Dv| a11(x, z,Dv) ≥ α |Dv|E(x, z,Dv) + γ (2.3.7)

for all x ∈ Ω and z > 0. But E(x, z,Dv) = a11(x, z,Dv), so (2.3.7) becomes

m |Dv|E(x, z,Dv) ≥ α |Dv|E(x, z,Dv) + γ. (2.3.8)

Obviously (2.3.8) is satisfied if (m − α) |Dv|E(x, z,Dv) ≥ γ for all z > 0.
At the same time

|Dv|E(x, z,Dv) ≥ Ψ(|Dv|) ≥ Ψ(mK) ≥ Ψ(C) ≥ min{γR, �},

since mK > (k/R)Rmax{�, C} ≥ C. Therefore (2.3.8) holds when k and
C are given as in (2.3.6), and in turn (2.3.1) holds, as required.

We now apply Theorem 2.3.1, giving

u(x) ≤ v(x) ≤ K(ek − 1) in Ω.

Letting K → R max{�, C} completes the proof. �

Remarks

1. The condition u ≤ 0 on the boundary can obviously be replaced by
u ≤ M , by adding M to the right side of (2.3.5).

2. The condition Ω ⊂ {x ∈ Rn : 0 < x1 < R} can (by appropriate
translation and rotation of coordinates) always be satisfied by any
domain whose minimum diameter is R.

3. Finally, the theorem simplifies considerably when either Q = ∅ or
{0} and RangeΨ = R+. Then � = 0 and u(x) ≤ RΨ−1(γR) [exp (1 +
αR) − 1].

4. The possibility that Q � {0}, say Q = B�, � > 0, is discussed later
in Section 3.7.

The next result shows that when B is homogeneous the global con-
dition (2.3.2) need be assumed only for |ξ| small, clearly of importance in
applications.
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Theorem 2.3.3. Assume P = Rn or P = Rn \ {0}. Let the hypotheses of
Theorem 2.3.2 hold, with the exceptions that γ = 0, and (2.3.2) and (2.3.3)
are assumed to be valid only in Ω×R+×R1, R1 = {ξ ∈ Rn : 0 < |ξ| < 1}.
Let u ∈ C2(Ω) be a solution of the boundary value problem (2.3.4) where
Ω is now an arbitrary bounded domain in Rn. Then u ≤ 0 in Ω.

In the generality of the present hypotheses, this seems to be a new
result.

Proof. Since γ = 0 only the first case of (2.3.6) applies and so C =
Ψ−1(0) = � = 0. In this case the constant K > 0 in the proof of The-
orem 2.3.2 can be chosen arbitrarily small, and in particular so small that
|Dv(x)| ≤ KmemR ≤ 1 in Ω. The rest of the proof of Theorem 2.3.2 then
applies without change, giving u ≤ 0 whatever the value of R. �

Theorem 2.3.3 is false if one weakens condition (2.3.2), as follows from
the example

∆4u + |Du|2 = 0 in BR ⊂ R2. (2.3.9)

Indeed, this equation has the solution u(x) = 1
8
(R2 − |x|2) in BR, which

vanishes on the boundary, and at the same time is positive in the interior.

Theorem 2.3.4. Let the hypotheses of Theorem 2.3.2 be satisfied, with the
exception that (2.3.2) is replaced by the condition that

B(x, z, ξ) ≤ (α|ξ| + β|ξ|q)E(x, z, ξ) + γ, 0 < q < 1,

in Ω × R+ × P , where α, β, γ are non-negative constants.
Then (2.3.5) holds with the previous constant C replaced by C +

β1/(1−q) and the previous constant k replaced by k + 1.

The proof is essentially the same as before. The additional term β|ξ|q
(in the case q = 0) was first introduced by Gilbarg and Trudinger ([43],
Theorem 10.3).

The idea of Theorem 2.3.1 can be extended in the form of a “field
version” of the result.

Theorem 2.3.5 (Sweeping Principle). For λ ∈ [0, 1], let λ �→ vλ = v(x, λ)
be a family of C2(Ω) ∩ C(Ω) functions which are strictly increasing in λ
for each x ∈ Ω, and are such that v is of class C(Ω × [0, 1]). Define

L [u](x) = aij(x, u,Du)∂2
xixi

u + B(x, u,Du), x ∈ Ω. (2.3.10)
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v1

Q

v0

u

�

Figure 2.1: Proof of the Sweeping Principle: a contradiction with the Tan-
gency Principle occurs at Q.

Assume that
L [vλ] ≤ 0 in Ω, 0 ≤ λ ≤ 1,

that L [u] ≥ 0 and that L is elliptic either for u or for the family {vλ}λ.
If u ≤ v1 in Ω and u ≤ v0 on ∂Ω, then either u ≡ v0 or u < v0 in Ω.

The proof is an immediate consequence of Theorem 2.2.1, the idea be-
ing illustrated in the accompanying Figure 1, where the (solid line) function
u is shown satisfying the conditions u ≤ v1 in Ω and u ≤ v0 on ∂Ω, but
at the same time contradicting the conclusion of the theorem. Note that
in Theorem 2.3.5 no statement need be made concerning ellipticity of L
along u or the monotonicity of B(x, z, ξ) in z. The setting of Theorem 2.3.5
can be compared with the usual notion of a field used for sufficiency proofs
in the calculus of variations.

The maximum principle Theorem 2.3.1 can be considered as essen-
tially the special case vλ = v+Cλ of the sweeping principle, C being chosen
so that u ≤ v + C in Ω. A version of the sweeping principle in which the
operator has a singular set Q can be left to the reader.
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2.4 Comparison theorems for divergence
structure inequalities

We consider the pair of differential inequalities

divA(x,Du) + B(x, u) ≥ 0, (2.4.1)
divA(x,Dv) + B(x, v) ≤ 0, (2.4.2)

in a bounded domain Ω ⊂ Rn. Let A : Ω × Rn → Rn be in L∞
loc(Ω × Rn),

and B : Ω × R → R be in L∞
loc(Ω × R).

For the purpose of this section, by a solution of (2.4.1) or (2.4.2)
in Ω we mean a (classical) distribution solution of class C1(Ω), with the
test function space consisting of all non-negative functions ϕ ∈ C1(Ω)
such that ϕ ≡ 0 near ∂Ω. As is well known (see [43], Section 7.3) the
test function space can without loss of generality be enlarged to include
Lipschitz continuous functions which vanish near the boundary.

We shall treat here the simplest comparison theorems for divergence
structure inequalities. More general results are given in Sections 3.4–3.6.
Strong comparison theorems, under alternative hypotheses, have been ob-
tained by Tolksdorf [108] and by Cuesta and Takác̆ [23].

Theorem 2.4.1 (Comparison Principle). Let u and v be respective solutions
of (2.4.1) and (2.4.2) in Ω. Suppose that A = A(x, ξ) is independent of z
and monotone in ξ, i.e.,

〈A(x, ξ) − A(x,η), ξ − η〉 > 0, when ξ 	= η; (2.4.3)

while B = B(x, z) is independent of ξ and non-increasing in z.
If u ≤ v on ∂Ω, then u ≤ v in Ω.

Proof. Assume for contradiction that there exists x0 ∈ Ω such that u(x0) >
v(x0). Let Γ be the open set {x ∈ Ω : u(x) − v(x) > ε}, non-empty for
ε > 0 sufficiently small. The function ϕ = (u−v−ε)+ is uniformly Lipschitz
continuous, has compact support in Ω, and Dϕ = 0 a.e. in Ω \ Γ.

Subtracting (2.4.2) from (2.4.1) and using ϕ as test function yields∫
Γ

〈A(x,Du) − A(x,Dv),Du − Dv〉

≤
∫

Γ

[B(x, u) − B(x, v)](u − v − ε).
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By (2.4.3) the left-hand side is positive unless Du ≡ Dv in Γ, while the
right-hand side is ≤ 0 since B is non-increasing in z. Let C be any compo-
nent of Γ, so that u− v ≡ const. = c in C . If ∂C ∩Ω 	= ∅, then c = ε which
contradicts the fact that u − v > ε in C . Otherwise C = Ω and c must be
positive since u(x0) > v(x0). This violates the fact that u ≤ v on ∂Ω. �

Remark. If B is non-increasing only for values z ∈ (−∞, δ), then the con-
clusion of Theorem 2.4.1 continues to hold provided u < δ in Ω.

Because the condition (2.4.3) is somewhat abstract, it is of interest
to exhibit explicit vector functions A for which (2.4.3) is satisfied. One of
the simplest examples is

A = A(ξ) = A(|ξ|)ξ, ξ 	= 0; A(0) = 0, (2.4.4)

where s �→ A(s), s > 0, is positive and Φ(s) = sA(s) is strictly increasing
on R+. We state this as

Proposition 2.4.2. Let ξ and η be vectors in Rn. Then for the function
(2.4.4) we have

〈A(ξ) − A(η), ξ − η〉 > 0

whenever ξ 	= η.

Proof. If one of the vectors is 0 the assertion is trivial. Otherwise, ξ, η 	= 0
and 〈ξ,η〉 ≤ |ξ| · |η|, so that

〈A(ξ) − A(η), ξ − η〉
= A(|ξ|)|ξ|2 + A(|η|)|η|2 − A(|ξ|)〈ξ,η〉 − A(|η|)〈η, ξ〉
≥ Φ(|ξ|)|ξ| + Φ(|η|)|η| − Φ(|ξ|)|η| − Φ(|η|)|ξ|
= {Φ(|ξ|) − Φ(|η|)} (|ξ| − |η|)

and the conclusion now comes from the strict monotonicity of Φ. �

Proposition 2.4.2 obviously covers the p-Laplace operator A(s) =
sp−2, p > 1, as a special case. A second example of interest is the fol-
lowing

Proposition 2.4.3. Suppose that A(x, ξ) is continuous in Ω × Rn and con-
tinuously differentiable with respect to ξ in the set Ω × Rn \ {0}, with the
Jacobian matrix [∂ξj

Ai(x, ξ)] being positive definite.
Then (2.4.3) is valid.
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Proof. First we observe that if ξ 	= η and the line segment [ξ,η] does not
include the point 0, then by the mean value theorem, for some point ζ in
the segment,

〈A(x, ξ) − A(x,η), ξ − η〉 = 〈∂ξA(x, ζ)(ξ − η), ξ − η〉 > 0,

since [∂ξA(x, ξ)] is positive definite in Ω × Rn \ {0}.
When 0 ∈ [ξ,η], we apply the mean value theorem in each segment

[ξ,0], [0,η], using the continuity of A with respect to ξ in Ω × Rn. �

Remark. In view of Proposition 2.4.3, when A is only continuous in the
variable ξ the condition (2.4.3) is a generalization of the usual concept of
ellipticity.

A delicate application of this proposition occurs when

A = A(x, ξ) = A(|ξ|)a(x)ξ, A(x,0) = 0,

where a = a(x) = [aij(x)], i, j = 1, . . . , n, is a continuous real symmetric
matrix defined in Ω, uniformly positive definite and satisfying

λ|ζ|2 ≤ aij(x)ζiζj ≤ Λ|ζ|2, λ > 0, (2.4.5)

for all x ∈ Ω and all ζ ∈ Rn; we assume A has the properties noted before
Proposition 2.4.2 and is continuously differentiable in R+.

Proposition 2.4.4. Let 0 < τ ≤ ∞ and assume

inf
0<s<τ

sA′(s)
A(s)

= c1 > −1, sup
0<s<τ

sA′(s)
A(s)

= c2 < ∞, (2.4.6)

and √
Λ
λ

< min{φ(c1), φ(c2)}, φ(c) =
2 + c + 2

√
1 + c

|c| . (2.4.7)

Define P = {ξ ∈ Rn : 0 < |ξ| < τ}. Then the operator A is elliptic in
Ω×P , in the sense that the Jacobian matrix [∂ξA(x, ξ)] is positive definite
in Ω × P . Moreover, for x ∈ Ω,

〈A(|ξ|)a(x)ξ − A(|η|)a(x)η, ξ − η〉 > 0

whenever ξ, η ∈ P and ξ 	= η.

The terms φ(c1) or φ(c2) respectively should be omitted from (2.4.7)
if c1 or c2 = 0. If c1 = c2 = 0, then (2.4.7) itself should be omitted. Also,
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since φ(c) > 1 for all c > −1 it is evident that (2.4.7) is automatically
satisfied whenever a is a multiple of the identity.

Proof. We have ∂ξj
Ai(x, ξ) = A(|ξ|)aik(x)bkj(ξ) in Ω × P , where

b = [bij(ξ)] = II + c
ξ ⊗ ξ

|ξ|2 , c = c(|ξ|) =
|ξ|A′(|ξ|)

A(|ξ|) .

The eigenvalues of b are 1, with multiplicity n − 1, and 1 + c. Then from
the Nicholson–Strang theorem, see [20, Theorem 2.1], it follows that a b,
the product of the real matrices a and b, will be positive definite provided
c = 0 or (√

Λ
λ
− 1

)(√
1 + c − 1

)
< 2 if c > 0,

(√
Λ
λ
− 1

)(√
1

1 + c
− 1

)
< 2 if c < 0.

This however reduces to√
Λ
λ

<
2 + c + 2

√
1 + c

|c| = φ(c). (2.4.8)

By (2.4.6) we have c1 ≤ c ≤ c2 so by the monotonicity properties of φ
there holds φ(c) ≥ min{φ(c1), φ(c2)}, see Fig. 5.1 on page 114. Therefore
in view of (2.4.7) the condition (2.4.8) holds for all ξ ∈ P . Thus [∂ξA(x, ξ)]
is positive definite in Ω × P .

Application of Proposition 2.4.3 then completes the proof (replacing
Rn \ {0} in the proposition by the more general set P causes no diffi-
culty). �

With the help of the abstract comparison Theorem 2.4.1, the pre-
ceding Propositions 2.4.2 and 2.4.4 give explicit comparison principles for
operators of the type

A = A(ξ) = A(|ξ|)ξ, A = A(x, ξ) = A(|ξ|)a(x)ξ, (A = 0 at ξ = 0).

For the special p-Laplace case A(s) = sp−2, p > 1, that is A(x, ξ) =
|ξ|p−2a(x)ξ, we have c1 = c2 = p− 2 > −1 in (2.4.6), whence (2.4.8) takes
the form (for p 	= 2) √

Λ
λ

<
p + 2

√
p − 1

|p − 2| .
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2.5 Tangency theorems via Harnack’s inequality

Tangency theorems for non-divergence inequalities also have counterparts
in the divergence structure case. We begin by considering the singular
differential inequality

divÃ(x, u,Du) + B̃(x, u,Du) ≤ 0 in Ω, u ≥ 0, (2.5.1)

where Ã and B̃ are in L∞
loc(Ω) and have the following homogeneity and

ellipticity properties for all x ∈ Ω, z ∈ R+ and ξ ∈ Rn:

〈Ã(x, z, ξ), ξ〉 ≥ a1|ξ|p − a2z
p,

|Ã(x, z, ξ)| ≤ a3|ξ|p−1 + a4z
p−1,

B̃(x, z, ξ) ≥ −b1|ξ|p−1 − b2z
p−1,

(2.5.2)

with p > 1; a1, a3 > 0; a2, a4, b1, b2 ≥ 0 being constants (see [92], where
these conditions apparently appear first). The p-Laplace operator Ã(ξ) =
|ξ|p−2ξ, p > 1, clearly obeys the first line of (2.5.2) with a1 = a3 = 1 and
a2 = a4 = 0.

Trudinger [109, Theorem 1.2], closely using the ideas of [92], has ob-
served that under these conditions the following beautiful weak Harnack
inequality is valid for non-negative solutions u ∈ C1(Ω) of (2.5.1); see in
particular Theorem 7.1.2.

For any ball BR such that 0 < R ≤ 1 and B2R ⊂ Ω, there holds

||u||q,BR
≤ C|R|n/q inf

BR

u(x), (2.5.3)

where C depends only on p, n, q; a1, a2, a3, a4, b1, b2, while q ∈ (0, (p −
1)n/(n − p)) (or q ∈ R+ if p ≥ n).

This theorem holds equally for non-negative solutions of (2.5.1) in
W 1,p

loc (Ω) ∩ C(Ω). The case when (2.5.1) is a linear inequality (p = 2) is of
course included in the result.

The Harnack inequality immediately implies the following Strong
Maximum Principle.4

Theorem 2.5.1 (Strong Maximum Principle). Assume that the conditions
(2.5.2) are valid only for x ∈ Ω, 0 < z ≤ 1 and |ξ| ≤ 1. Let u ∈ C1(Ω) be
a (non-negative) distribution solution of (2.5.1) in Ω.

Then either u ≡ 0 in Ω or u > 0 in Ω.
4The special case a2 = a4 = 0 and B = 0 was noted by Granlund [44].
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Proof. We first modify Ã and B̃ for values u ≥ 1 and |ξ| > 1, so that
the modified functions remain in L∞

loc(Ω) but now also satisfy (2.5.2) for
the complete set of variables. Then, corresponding to any classical (non-
negative) solution of (2.5.1) for which u(y) = 0, there is some neighborhood
N of y where u ≤ 1 and |Du| ≤ 1.

Let B2R be a ball centered at y, with R so small that B2R is in N .
Then minBR

u(x) = 0. In turn ||u||q,BR
= 0 by (2.5.3). That is, u = 0 in

BR. The conclusion u ≡ 0 in Ω now follows from connectedness, see the
argument in the proof of Theorem 2.1.1. �

Corresponding to Theorem 2.2.1, it is natural to seek a tangency
principle which applies to C1 solutions of divergence structure inequalities.
To this end, we consider the partial differential inequalities

divA(x, u,Du) + B(x, u,Du) ≥ 0 in Ω,

divA(x, v,Dv) + B(x, v,Dv) ≤ 0 in Ω,
(2.5.4)

where A and B are, respectively, a given vector and a given scalar function.
Specifically, we assume that

A(x, z, ξ) : Ω × R × Rn → Rn

is continuous, and continuously differentiable in the variables z and ξ; at
the same time

B(x, z, ξ) : Ω × R × Rn → R (2.5.5)

is locally Lipschitz continuous in ξ and locally lower Lipschitz continuous
in z, that is,

B(x, v,η) − B(x, u, ξ) ≥ −b1|η − ξ| − L(v − u), when v > u,

for any compact set of arguments. The principal result of [94] is now the
following

Theorem 2.5.2 (Tangency Principle). Let u = u(x) and v = v(x) be
functions of class C1(Ω), satisfying the respective differential inequalities
(2.5.4). Suppose that u ≤ v in Ω, and that at least one of the matrices

[∂ξA(x, u,Du)] or [∂ξA(x, v,Dv)] (2.5.6)

is positive definite in Ω. Then either u ≡ v or else u < v throughout Ω.
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In [3] Almgren has obtained a related result for variational problems
under somewhat less smoothness of the integrand than required above.
This generalization is paid for, however, by a weaker conclusion, namely,
that either u ≡ v in Ω or else the set of equality is at most of capacity zero.
Moreover, his theorem applies only to extremals and not to differential
inequalities as is the case here.

At the end of the section, we also discuss the corresponding case when
the solutions u and v are strongly differentiable rather than of class C1.

Proof of Theorem 2.5.2. Let Ω′ denote the subset of Ω where u = v. Ob-
viously Ω′ is relatively closed with respect to Ω. To complete the proof of
the theorem it is therefore enough to show that Ω′ is open, for then it must
either be empty or coincide with Ω, since Ω is a connected set.

Thus assume that Ω′ is not empty, and let y be an arbitrary point in
Ω′. Obviously u = v and Du = Dv at y. Let BR denote the closed ball of
radius R centered at y, with R ∈ (0, 1] so small that B3R is contained in
Ω. By subtracting and using the definition of weak solution we obtain, for
x in B3R,

div{A(x, v,Dv) − A(x, u,Du)} + B(x, v,Dv) − B(x, u,Du) ≤ 0.(2.5.7)

By assumption, we have in B3R

|A(x, v,Dv) − A(x, u,Du)| ≤ a|Dw| + bw,

−{B(x, v,Dv) − B(x, u,Du)} ≤ b1|Dw| + b2w,
(2.5.8)

where w = v − u ≥ 0 and a, b are suitable constants depending only on
the structure of A and B and on bounds for u, v, Du, Dv in B3R. Let us
assume that the matrix [∂ξA(x, u,Du)] in (2.5.6) is positive definite in Ω
(the other case is treated similarly).

By continuity, the least eigenvalue of [∂ξA(x, u,Du)] in B3R is then
positive, say equal to λ. In turn, for some vector ζ in the line segment
joining Du and Dv we have

〈A(x, u,Dv) − A(x, u,Du),Dw〉
= 〈∂ξA(x, u, ζ)Dw, Dw〉
= 〈∂ξA(x, u,Du)Dw, Dw〉 + o(|Dw|2)
≥ 1

2λ|Dw|2,

if R is taken even smaller if necessary (since Dw = 0 at y).
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Again using the differentiability properties of A, we have next, for
x ∈ B3R,

〈A(x, v,Dv) − A(x, u,Du),Dw〉
= 〈A(x, u,Dv) − A(x, u,Du),Dw〉

+ 〈A(x, v,Dv) − A(x, u,Dv),Dw〉

≥ λ

2
|Dw|2 − bw|Dw| ≥ λ

4
|Dw|2 − b2

λ
w2

(2.5.9)

by the Cauchy inequality.
We are now in position to apply the Harnack inequality (2.5.3). In

particular, let the non-negative function w = v − u be considered as a
solution of the differential inequality (2.5.7), which we can write in the
form (2.5.1) with w replacing u. Then in view of (2.5.8) and (2.5.9) the
hypotheses (2.5.2) are satisfied with p = 2. Consequently, since w = 0 at
y, we obtain the inequality (take q = 1)∫

B2R

w ≤ 0.

Hence w = 0 in B2R. Therefore Ω′ is an open set, completing the proof. �

If the continuity and differentiability hypotheses on A and B in The-
orem 2.5.2 are strengthened to hold uniformly in their variables, one can
obtain a result applying not only to C1 solutions of (2.5.4) but even to so-
lutions in W 1,2

loc (Ω)∩C(Ω). Supposing also that at least one of the matrices
(2.5.6) is uniformly positive definite in any compact subset of Ω, we have
the following conclusion.

Theorem 2.5.3. Let u = u(x) and v = v(x) be solutions of (2.5.4) in the
class W 1,2

loc (Ω)∩C(Ω). Suppose that u ≤ v in Ω. Then either u ≡ v or else
u < v throughout Ω.

2.6 Uniqueness of the Dirichlet problem

A first case concerns semilinear equations in Rn:

Lu + f(x, u) = h(x) in Ω,
u = g(x) on ∂Ω,

(2.6.1)

where L is the elliptic operator in Section 2.1.



38 Chapter 2. Tangency and Comparison Theorems

Theorem 2.6.1. Suppose z �→ f(x, z)/z, z > 0, is a non-increasing function
for each fixed x ∈ Ω, and assume h(x) ≤ 0, g(x) > 0. Then the Dirichlet
problem (2.6.1) can have at most one positive solution.

Proof. Since h(x) ≤ 0, one sees that the function [f(x, z)− h(x)]/z is non-
increasing in z. Let u, v be two positive solutions of (2.6.1). Since u ≤ v
on ∂Ω, it follows from Theorem 2.2.4 that u ≤ v in Ω. Similarly v ≤ u in
Ω, and the proof is done. �

As observed earlier, the problem (2.6.1) may possibly have no positive
solutions at all; one can only state that if there does exist a positive solution
it is unique.

The structure built up in Section 2.4 has as a consequence several
uniqueness theorems for C1 solutions of the singular Dirichlet problem

divA(x,Du) + B(x, u) = 0 in Ω,
u = u0 on ∂Ω,

(2.6.2)

where u0 ∈ C(∂Ω), Ω is a bounded domain of Rn, and A and B are as in
Section 2.4.

Theorem 2.6.2. Let condition (2.4.3) hold and assume that B is non-
increasing in z. Then problem (2.6.2) can have at most one C1(Ω) solution.

This is an immediate consequence of Theorem 2.4.1. The special cases

A = A(ξ) = A(|ξ|)ξ, A = A(x, ξ) = A(|ξ|)a(x)ξ (A = 0 at ξ = 0),

given in Section 2.4 are of particular interest. For example, for the p-Laplace
operator, p > 1, one has the following conclusion.

Corollary 2.6.3. Let B = B(x, z) be non-increasing in z. Then the Dirichlet
problem

∆pu + B(x, u) = 0 in Ω,
u = u0 on ∂Ω,

(2.6.3)

where u0 ∈ C(∂Ω), has at most one C1(Ω) solution.

Of equal interest is a corresponding uniqueness theorem for C1 so-
lutions of the (non-singular) mean curvature equation (1.1.12); the formal
statement can be omitted. For the restricted class of C2 solutions this re-
sult was already noted in Section 2.1 as a consequence of the uniqueness
theorem for solutions of non-singular quasilinear equations.
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2.7 The boundary point lemma

Hopf’s tangency Theorem 2.2.1 does not apply when u− v attains a max-
imum at a boundary point of Ω. The following boundary point theorem
treats this case.

Theorem 2.7.1. Let u = u(x) and v = v(x) be solutions of the inequalities
(2.2.1) and (2.2.2) in Ω, of class C2(Ω)∩C1(Ω). Assume P = Rn, so that
in particular the coefficient matrix [aij ] is continuous, and continuously
differentiable with respect to z and ξ in the set K = Ω × R × Rn, while
similarly the scalar term B is continuously differentiable with respect to ξ
in K.

Assume that at least one of the solutions u and v is elliptic, and that B
is locally lower Lipschitz continuous in the variable z, as in Theorem 2.2.1.

If u < v in Ω, and v = u at some point y on the boundary of Ω
admitting an internally tangent sphere, then

∂νu > ∂νv at y.

McNabb [58] has treated the fully nonlinear version of Theorem 2.7.1,
though his assumptions, when reduced to the quasilinear case, are stronger
than required here. The theorem as stated follows directly from the bound-
ary point Theorem 2.8.4, after applying the differencing procedure of The-
orem 2.2.1 to obtain an appropriate linear inequality for the function u−v.

When we turn to C1(Ω) solutions u and v of (2.5.4), it is a surprising
fact that the analog of Theorem 2.7.1 is no longer true. This is shown by the
following example due to Gilbarg ([42], page 169). Consider the function

u = u(x, y) = xe−
√

| log 4/r|, r2 = x2 + y2,

where n = 2 and Ω is the domain (x − 1)2 + y2 = 1 in the (x, y)-plane.
This function is of class C1 in the closure of Ω and satisfies there the linear
elliptic equation divA(x, y,Du) = 0, where

A(x, y,Du) = (a∂xu + b∂yu, b∂xu + c∂yu)

with continuous coefficients

a =
1
µ

+
µ2 − 1
r2µ

y2, b =
1 − µ2

r2µ
xy, c =

1
µ

+
µ2 − 1
r2µ

x2,

and µ = 1 + (2
√
| log 4/r|)−1. Clearly u > 0 in Ω, but u and Du are zero

at the origin, contradicting the conclusion of Theorem 2.7.1.
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In spite of this negative result, there are nevertheless two related
results, analogous to Theorem 2.7.1 but applying to C1 solutions of the
divergence structure inequalities (2.5.4).

In the first case, the boundary point lemma holds for C1(Ω) solu-
tions of (2.5.4) when A(x, ξ) is linear in ξ and continuously differentiable
in x, and B satisfies condition (2.5.5).5 This is a consequence of Hopf’s
construction (Lemma 2.8.2), together with the comparison principle The-
orem 2.4.1. The proof can be left to the reader. Whether the condition of
linearity can be avoided is an open question.

For convenience in stating the second result, we shall say that a
boundary point y of Ω admits an internal cone condition provided there
exists a right circular cone V with height h and vertex y which is contained
in Ω.

Theorem 2.7.2. Let u = u(x) and v = v(x) be functions of class C1(Ω),
satisfying the respective inequalities (2.5.4). Suppose that u < v in Ω, and
that at least one of the solutions is elliptic in Ω.

Assume finally that u = v at some point y on the boundary of Ω
admitting an internal cone condition. Then the zero of u − v at y is of
finite order.

Proof. Assume for contradiction that u − v has a zero of infinite order at
y. Then Du = Dv at y and the estimates (2.5.8) and (2.5.9) hold in the
associated cone V (we may, of course, suppose that h > 0 is suitably small).

We can therefore apply the Harnack inequality to the positive function
w = v − u in any ball contained in V . This being the case, let us consider
in particular a sequence of balls B(y, �), each of which is internally tangent
to V and whose successive centers y = y�k

and radii � = �k are such that

B(yk, �k/3) ⊂ B(yk+1, 2�k+1/3), k = 0, 1, 2, . . . .

If ϑ is the half-angular opening of V , it is easy to see that the succes-
sive radii and centers can be chosen to satisfy the relation

�k+1

�k
=

|yk+1|
|yk|

=
1 + (1/3) sinϑ

1 + (2/3) sinϑ
= κ < 1,

so that the sequence B(yk, �k) converges to y (for convenience we assume
that y is the origin).

5A particular case of interest is the model Poisson equation ∆u + f(u) = 0 when f(u)
is a locally Lipschitz continuous function.
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By Theorem 1.2 of [109], see Section 2.5, there exists a constant C
such that

�−n

∫
B(y,2�/3)

w ≤ C min
B(y,�/3)

w(x)

for any ball B(y, �) in the sequence. On the other hand, for the ball B(y′, �′)
preceding B(y, �) in the sequence we have (since w > 0)

min
B(y′,�′/3)

w(x) ≤ 3n

ωn�′n

∫
B(y′,�′/3)

w ≤ 3n

ωn�n

∫
B(y,2�/3)

w,

where ωn denotes the volume of the unit ball in n dimensions. Combining
the last two inequalities now yields

min
B(y,�/3)

w(x) ≥ L min
B(y′,�′/3)

w(x),

where L = ωn/3nC. If this relation is iterated backward to successively
larger radii �, we find easily that

min
B(yk,�k/3)

w(x) ≥ Lk min
B(y0,�0/3)

w(x),

whence w(yk) ≥ const.Lk for some positive constant and all positive inte-
gers k.

Now, by assumption, w has a zero of infinite order at y. Hence for
any integer m there exists a constant c(m) such that

w(yk) ≤ c(m)|yk|m = c(m)|y0|mκmk.

By combining the preceding two inequalities we obtain

const.Lk ≤ c(m)|y0|mκmk.

Letting k tend to infinity there results finally

κm ≥ L,

which is impossible for sufficiently large m, since κ < 1. This completes
the proof. �

It is evident from the proof that one could determine an upper bound
for the order of the zero at y depending on the structure of the coefficients
A and B near the solution u(x), namely, m < log L/| log κ|. We also note
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that an alternate proof of Theorem 2.7.2, in the case when equality holds in
both relations (2.5.4), can be given on the basis of a result of Widman [115],
though the proof as a whole would then be considerably more involved.

If the hypotheses on A and B are strengthened as in the last part of
Section 2.6, then we can drop the condition that u and v are of class C1.
Specifically, in this case the following result holds.

Theorem 2.7.3. Let u = u(x) and v = v(x) be continuous functions in the
closure of Ω, possessing strong derivatives of class L2

loc(Ω). Suppose that
u ≤ v in Ω and that (2.5.4) holds. Assume finally that u = v at some point
y on the boundary of Ω, admitting an internal cone condition. Then either
u ≡ v or else u < v in Ω and the zero of u − v at y is of finite order.

Proof. Since (2.5.8) and (2.5.9) are valid in the present circumstances (see
the demonstration of Theorem 2.5.3), the result follows exactly as in the
proof of Theorem 2.7.2. �

2.8 Appendix: Proof of Eberhard Hopf ’s
maximum principle

We begin with a simple but striking consequence of elementary calculus.

Theorem 2.8.1 (Weak Maximum Principle). Let u = u(x) be a C2 function
which satisfies the differential inequality

Lu =
∑
i,j

aij(x)∂2
xixj

u +
∑

i

bi(x)∂xi
u > 0

in a domain Ω, where the (symmetric) matrix [aij ] is positive semi-definite
in Ω, but otherwise the coefficients aij , bi are merely defined and finite at
each point of Ω.

Then u cannot achieve an (interior) maximum in Ω. In particular, if
u ≤ M on ∂Ω, then u ≤ M in Ω.

Proof. If u reached the maximum value M at a point y ∈ Ω, then since Ω is
open we would have Du(y) = 0, while by elementary calculus the Hessian
matrix [∂2

xixj
u(y)] would be negative semi-definite, so that∑

i,j

aij(y)∂2
xixj

u(y) ≤ 0,

i.e., Lu(y) ≤ 0, a contradiction. �
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Lemma 2.8.2. Let BR be an arbitrary open ball of radius R in the domain Ω.
Suppose that the (symmetric) matrix [aij ] = [aij(x)] is uniformly positive
definite in BR and the coefficients aij , bi = bi(x) are uniformly bounded
in BR. Then for every constant m > 0 there exists a function v ∈ C2(BR)
such that

(i) v = 0 on ∂BR;
(ii) v = m on ∂BR/2;
(iii) ∂νv < 0 on ∂BR, where ν is the exterior unit normal to BR;
(iv) Lv > 0 in BR \ BR/2.

Proof. For a constant exponent α > 0 still to be determined, we define

ṽ(x) = e−αr2
− e−αR2

, x ∈ BR, (2.8.1)

where r denotes the distance from x to the center of BR. Then

Lṽ(x) = e−αr2{
(4α2

∑
i,j

aij(x)xixj − 2α
∑

i

[aii(x) + bi(x)xi]
}
,

where for simplicity we have taken the center of BR as the origin 0 and
r = |x|. Since by hypothesis

∑
i,j aij(x)xixj ≥ λr2, the constant α can be

chosen so large that Lṽ(x) > 0 for all x with r = |x| ≥ R/2. Thus conditions
(i), (iii) and (iv) hold for ṽ. Define v(x) = mṽ(x)/ṽ(R/2), x ∈ BR. Then
v satisfies (ii) and of course continues to verify (i), (iii) and (iv). �
Theorem 2.8.3 (Hopf ’s Boundary Point Lemma). Suppose that the (sym-
metric) matrix [aij ] = [aij(x)] is uniformly positive definite in the domain
Ω and that the coefficients aij, bi = bi(x) are uniformly bounded in Ω. Let
u ∈ C2(Ω) satisfy the differential inequality Lu ≥ 0 in Ω and let x0 ∈ ∂Ω
be such that

(i) u is continuous at x0 and ∂νu exists at x0, where ν is the outer normal
vector to Ω at x0;

(ii) u(x) < u(x0) for all x ∈ Ω;
(iii) there exists a ball BR ⊂ Ω, with x0 ∈ ∂BR (interior sphere condition).

Then ∂νu(x0) > 0.

Proof. Let u(x0) = M and � = sup|x|=R/2 u(x) < M . The function w =
u + v − M then satisfies Lw > 0 in BR \ BR/2, while also w ≤ 0 on ∂BR

and ∂BR/2, provided m = M − �.
Consequently w ≤ 0 in BR \ BR/2 by Theorem 2.8.1, so that

∂νw(x0) ≥ 0. In turn ∂νu(x0) ≥ −∂νv(x0) > 0. �
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�
x0

�

Figure 2.2: Proof of the Boundary Point Lemma; the annular region BR \
BR/2 is shaded.

Proof of Hopf ’s Maximum Principle. Suppose u takes a maximum value
M in Ω. The subset Ω0 of Ω where u = M is then non-empty and relatively
closed in Ω. We must show that Ω0 = Ω.

Thus suppose for contradiction that Ω0 	= Ω. By the connectedness of
Ω it follows that the set ∂Ω0 ∩ Ω must be non-empty (otherwise Ω0 would
be open as well as closed, and thus identical to Ω).

Fix x1 ∈ ∂Ω0 ∩ Ω, and in turn let 0 be a point of Ω, as near to x1 as
we like, such that u(0) < M . Taking 0 nearer to x1 than to ∂Ω, it follows
that there is a largest open ball BR in Rn, with center at 0, which does
not intersect Ω0. Moreover BR ⊂ Ω, so that in particular u < M in BR

and u = M at some point x0 on the boundary of both BR and Ω0.
But then ∂νu(x0) > 0 by the boundary point Theorem 2.8.3. At the

same time, x0 is an interior maximum point of u; hence Du(x0) = 0, an
immediate contradiction. Thus Ω0 = Ω, completing the proof. �

The function ṽ in (2.8.1) was introduced by Hopf in [46]. An elegant
alternative to ṽ is

v̂(x) = r−α − R−α, α > 0.

In fact

Lv̂(x) = αr−α
{
(α + 2)

∑
i,j

aij(x)xixj −
∑

i

[aii(x) + bi(x)xi] r2
}
,

which is clearly positive in BR \ BR/2 for suitably large α, as required.
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The techniques used for the proof of the boundary point lemma yield
another result of interest.

Theorem 2.8.4. Let the hypotheses of Theorem 2.8.3 hold, with the exception
that
(a) the inequality Lu ≥ 0 is replaced by [L+c(x)]u ≥ 0, where c is bounded

below in a neighborhood of x0, and
(b) either u(x0) = 0 or u(x0) > 0 and c(x) ≤ 0. Then

∂νu(x0) > 0.

Proof. Consider first the case when u(x0) = 0. Let d be a positive constant.
From the proof of Lemma 2.8.2 it is easy to see that if the constant α is
chosen even larger if necessary, then the function v given in Lemma 2.8.2
can equally be supposed to satisfy
(iv)′ (L − d)v > 0 in ER ≡ BR \ BR/2.
In turn L(u + v) > −cu + dv in ER.

As in the proof of Theorem 2.8.3, put � = sup|x|=R/2 u(x) < 0. We
claim that u+v ≤ 0 in ER. In fact, obviously u+v ≤ 0 on ∂BR ∪∂BR/2 =
∂ER, provided that m = −�. If the claim was false, there would be a point
y ∈ ER at which u + v would attain a positive maximum. Then we would
have

L(u + v) > −(c + d)u > 0 at y, (2.8.2)

provided d is chosen so that infx∈ER
c(x) + d > 0 (recall that c is bounded

below in a neighborhood of x0 and u < 0 in Ω). On the other hand, as in the
proof of the weak maximum principle Theorem 2.8.1, we have necessarily
L(u + v) ≤ 0 at y, a contradiction with (2.8.2).

Thus u + v ≤ 0 in ER and in turn, since u + v = 0 at x0, we obtain
∂νu(x0) ≥ −∂νv(x0) > 0, as required.

When u(x0) = M > 0 we define w = u − M . Then w(x0) = 0
and [L + c(x)]w ≥ −Mc(x) ≥ 0. The previous argument therefore yields
∂νu(x0) = ∂νw(x0) > 0. �
Corollary 2.8.5. Let the hypotheses of Theorem 2.8.4 hold, with the excep-
tion that in condition (ii) of Theorem 2.8.3 one assumes only that u(x) ≤
u(x0) for x ∈ Ω. Then either

u ≡ u(x0) in Ω, or ∂νu(x0) > 0.

Proof. By Theorems 2.1.1 and 2.1.2, if u ≤ u(x0) in Ω then either u ≡ u(x0)
or u < u(x0) in Ω. The conclusion then follows from Theorem 2.8.4. �
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Notes

The results in Section 2.1 are due to Eberhard Hopf. They are stated,
however, in greater generality and in more usual notation. Theorems 2.2.1
and 2.2.3 are variants of Hopf’s results; they are, however, new in the
form given. Theorem 2.2.4 is also new here, using however an ingenious
idea of Picone [71]. The maximum principle Theorem 2.3.2 corresponds
to Theorem 10.3 of [43], though again formulated for the case of singular
inequalities.

For maximum principles when u is not of class C2, and even possibly
only measurable, see, e.g., Littman [56] and Chapter 2 of Fraenkel [38]. For
the case of distribution solutions, see Sections 2.4, 2.5 and Chapter 3.

The results of Section 2.4 are for the most part new, especially Propo-
sition 2.4.4. The tangency principle Theorem 2.5.2 is due to Serrin [94]. The
uniqueness Theorem 2.6.1 seems to be new. The proofs in Section 2.7 also
follow those of [94].

The proof of the Hopf maximum principle in Section 2.8 is a stream-
lined version of that in [43]. The boundary point lemma, Theorem 2.8.3,
appears first in [47]; see also Oleinik [68].

When the matrix [aij ] is semidefinite rather than positive definite,
many of Hopf’s results remain valid in appropriately modified and weak-
ened forms, see [61]. Correspondingly, a weak maximum principle for para-
bolic equations or inequalities was given by Picone [72], and a strong max-
imum principle by Nirenberg [65]. These results are elegantly presented in
the classical monograph of Protter and Weinberger [76, Chapter 3].

Problems

2.1 Show that the condition c ≤ 0 is necessary in Theorem 2.1.1.

2.2 Show that the function u(x) = −|x|α, where α > 2 is a real number,
satisfies an equation of the form

∆u + c(x)u = 0, c(0) = −1,

with c = c(x) discontinuous at x = 0, and negative and unbounded
near x = 0.

Then show that the condition in Theorem 2.1.2 that the coeffi-
cient c be bounded below is necessary.
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2.3 Prove the result stated after Theorem 2.1.2.
[Hint. Put bi(x) = −b(x)∂xi

u/|Du| when Du(x) 	= 0 and bi(x) = 0
when Du(x) = 0. Then b(x)|Du| = −

∑
bi(x)∂xi

u.]

2.4 Supply the details for the proof of uniqueness for the Dirichlet problem
for quasilinear equations stated after Theorem 2.1.5.

2.5 Suppose ∆u = −1 in BR = {x ∈ Rn : |x| < R}, with u = 0 on ∂BR.
Find upper and lower bounds for u.

2.6 The function u(x, y) = (1 − x2 − y2)/[(1 − x)2 + y2] is a solution of
∆u = 0 in the unit disk B1 of R2. Also u = 0 on ∂B1 except at (1, 0).
Show that the maximum principle fails.

2.7 Show that a solution of ∆u = u2 in a domain Ω of Rn cannot attain
a maximum in Ω unless u ≡ 0.

2.8 Show that the problem ∆u = −1 in the two-dimensional square Q =
{(x, y) ∈ R2 : |x|, |y| < 1}, with u = 0 on |x| = 1 and ∂xu − ∂yu = 0
on |y| = 1 has at most one solution. (Protter and Weinberger, [76].)

2.9 Let Ω be the square Q1 = {(x, y) ∈ R2 : |x|, |y| < π/2}. Show that
the Dirichlet problem for ∆u + u = 0 in Q1 has at most one solution.
What about the square {(x, y) ∈ R2 : |x| < π/

√
2, |y| = π/

√
2}?

[Hint: Use Theorem 2.3.2.]

2.10 Show that the divergence structure equation (2.3.9) can be written in
the form

aij∂
2
xixj

u + |Du|2 = 0,

where aij = |Du|2δij + 2∂xi
u∂xj

u. Thus show that E(ξ) ≥ |ξ|2 for
equation (2.3.9), and hence that condition (2.3.2) fails for small values
of ξ.

2.11 Find an estimate for supΩ u(x) in Theorem 2.3.2 when the coefficient
matrix [aij ] is a function only of the variable x.

In the next three problems, let Lu = aij(x)∂2
xixj

u+ bi(x)∂xi
u be the linear

differential operator in Hopf’s main theorem, where the coefficients satisfy
the conditions in Hopf’s theorem.

2.12 If Lu + c(x)u = f(x) in Ω, with c < 0 in Ω, show that

|u(x)| ≤ max
∂Ω

|u| + sup
Ω

|f/c| in Ω.

This estimate is essentially due to Picone [71].
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2.13 Let u, v ∈ C2(Ω) be solutions of the differential inequalities

Lu + f(x, u) ≥ 0, Lv + g(x, v) ≤ 0

in Ω, with v > 0 in Ω.
Suppose that for each fixed x ∈ Ω there holds

g(x, t)
t

− f(x, s)
s

≥ 0, when s > t > 0.

If u ≤ v on ∂Ω, then u ≤ v in Ω.

2.14 Let Ω satisfy an interior sphere condition at each point of ∂Ω. Suppose
that u ∈ C2(Ω) ∩ C1(Ω) satisfies

Lu = 0 in Ω

and the boundary conditions

α(x)u + βi(x)∂xi
u = 0 on ∂Ω,

where α(x) · 〈β(x),ν〉 > 0, and ν is the exterior normal to ∂Ω. Then
u ≡ 0.

2.15 Let u, v ∈ C1(Ω) be solutions of the differential inequalities (2.5.4),
where A = A(x, z, ξ) and B = B(x, z, ξ) are continuously differen-
tiable in the variables z and ξ in Ω × R × Rn. Suppose also that the
(n + 1) × (n + 1) matrix

[
∂ξ1A · · · ∂ξn

A ∂zA
−∂ξ1B · · · −∂ξn

B −∂zB

]
:=

⎡
⎢⎢⎢⎣

∂ξ1A1 · · · ∂ξn
A1 ∂zA1

...
. . .

...
...

∂ξ1An · · · ∂ξn
An ∂zAn

−∂ξ1B · · · −∂ξn
B −∂zB

⎤
⎥⎥⎥⎦

is non-negative definite in Ω × R × Rn.
Show that if u ≤ v on ∂Ω, then u ≤ v in Ω. (See [93], Theorem 6

on page 429).

2.16 Let u ∈ C2(Ω) ∩ C(Ω) be a solution of Lu + c(x)u = f(x) in a
bounded C1 domain Ω of Rn, satisfying an exterior sphere condition
at x0 ∈ ∂Ω, with BR(y)∩Ω = {x0}. Suppose c ≤ 0 in Ω and let λ, Λ
be positive constants such that for all x ∈ Ω and ξ ∈ Rn,

aijξiξj ≥ λ|ξ|2 and |aij |, |bi|, |c| ≤ Λ.
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If ϕ ∈ C2(Ω) and u = ϕ on ∂Ω, show that u satisfies a Lipschitz
condition at x0,

|u(x) − u(x0)| ≤ K|x − x0| for all x ∈ Ω,

where K = K(λ,Λ, R,diam Ω, supΩ |f |, ‖ϕ‖2,Ω). Hence conclude that
K provides a gradient bound for u on ∂Ω, when u ∈ C1(Ω) and ∂Ω is
sufficiently smooth. If the sign of c is unrestricted, show that the same
result holds provided K depends also on supΩ |u|. (Cf. [41, Problem
3.6].)

2.17 (Phragmèn–Lindelöf) Let u satisfy the inequality ∆u ≥ 0 in a sector
Ω of angle opening π/α. Assume that u ≤ M on the boundary ϑ =
±π/2α and that

lim inf
R→∞

{R−α max
r=R

u(r, ϑ)} ≤ 0.

Prove that u ≤ M in Ω. (Cf. [76, Theorem 1.8 on page 94].)

2.18 Suppose that u satisfies the equation ∆u = 0 in a domain Ω of Rn,
n ≥ 3, except at a point x0 ∈ Ω. If

lim
r→0

rn−2u(x) = 0, r = |x − x0|,

show that u may be defined at x0 so that ∆u = 0 in Ω.
[Hint: The Dirichlet problem ∆u = 0 in B, where B is an open ball
of Rn, has a unique solution given by the Poisson integral formula.]



Chapter 3

Maximum Principles for
Divergence Structure Elliptic
Differential Inequalities

3.1 Distribution solutions

For a large number of divergence structure equations, including equations
which involve the important p-Laplacian operator ∆p, there is a further
series of maximum principles. In particular, in this chapter we study the
differential inequality

divA(x, u,Du) + B(x, u,Du) ≥ 0 in Ω, (3.1.1)

where Ω is a bounded domain in Rn (unless otherwise stated explicitly),
and

A(x, z, ξ) : Ω × R × Rn → Rn, B(x, z, ξ) : Ω × R × Rn → R.

Throughout the chapter, by a solution u of (3.1.1) in Ω we mean
specifically a distribution or weak solution, in the sense that u ∈ L1

loc(Ω)
is weakly differentiable in Ω (that is, all its weak derivatives of first order
exist); A( · , u,Du), B( · , u,Du) ∈ L1

loc(Ω); and∫
Ω

〈A(x, u,Du),Dϕ〉 ≤
∫

Ω

B(x, u,Du)ϕ (3.1.2)

for all ϕ ∈ C1(Ω) such that ϕ ≥ 0 in Ω and ϕ ≡ 0 near ∂Ω.
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In order to treat solutions in the natural Sobolev space W 1,p(Ω) we
shall require several preliminary results. We say that u is a p-regular solu-
tion, p ≥ 1, if also1

A( · , u,Du) ∈ Lp′
loc(Ω), p′ = p/(p − 1). (3.1.4)

Furthermore by u ≤ M on ∂Ω for some M ∈ R we mean explicitly that for
every δ > 0 there is a neighborhood of ∂Ω in which u ≤ M + δ.

For simplicity in printing, we shall write ‖ · ‖ν,Γ for ‖ · ‖Lν(Γ) when Γ
is a measurable subset of Ω, and ‖ · ‖ν for ‖ · ‖Lν(Ω).

Lemma 3.1.1. Let fh be the regularization (mollification) of a function f ∈
Lp(Ω), p ≥ 1, with mollification radius h.

Then ‖fh − f‖p → 0 as h → 0; also a subsequence of (fh)h, which by
agreement we identify as (fh)h, converges a.e. in Ω. Moreover if f ∈ L1(Ω)
and f is weakly differentiable in Ω, then in any domain Ω′ ⊂⊂ Ω we have
Dfh = [Df ]h for h sufficiently small.

For the proof of this lemma we refer to Lemmas 7.2 and 7.3 of [43].

Lemma 3.1.2. Let ψ : R → R+
0 be a non-decreasing continuous function

such that ψ(t) = 0 for t ∈ (−∞, �] and ψ ∈ C1 for t ∈ [�,∞), with a
possible corner at t = � and with ψ′ uniformly bounded. Let u ∈ W 1,p

loc (Ω)
be a p-regular solution of (3.1.1), and suppose that f ∈ W 1,p

loc (Ω) is such
that f ≤ �′ < � on ∂Ω.

Then (3.1.2) is valid for ϕ = ψ(f), in the sense that∫
Ω

〈A(x, u,Du),Dϕ〉 ≤
∫

Ω

[B(x, u,Du)]+ϕ, (3.1.5)

where Dϕ = ψ′(f)Df when f 	= �.

Proof. The last line is a consequence of [43, Lemma 7.8].

1Condition (3.1.4) is obviously satisfied when u ∈ W 1,p(Ω) under the “natural” addi-
tional condition that, for all (x, z, ξ) in Ω × R × R

n,

|A(x, z, ξ)| ≤ a3|ξ|p−1 + a4|z|p−1 + a5, (3.1.3)

where a3, a4 are constants and a5 ∈ Lp′
loc(Ω). The condition of p-regularity was noted

in [92].
The principal requirement that A( · , u, Du), B( · , u, Du) ∈ L1

loc(Ω) can be met if for
example one assumes, in addition to (3.1.3), a corresponding condition on B(x, z, ξ) and
that both A( · , u, Du), B( · , u, Du) are measurable.
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Let ϕN = ψN (f) be the truncation of ψ(f) at the level N > �, that
is, equal to ψ(f) when f < N and to ψ(N) when f ≥ N . By the properties
of ψ and the fact that f < �′ on ∂Ω, it is clear that ϕN ∈ W 1,p(Ω) with
ϕN ≡ 0 near ∂Ω.

The regularization ϕN,h of ϕN is in C1(Ω) and vanishes near ∂Ω for
h sufficiently small, and of course also ϕN,h ≥ 0. Thus ϕN,h can serve as a
test function for (3.1.2), that is, by (3.1.2),∫

Ω

〈A(x, u,Du),DϕN,h〉 ≤
∫

Ω

[B(x, u,Du)]+ϕN,h. (3.1.6)

By Lemma 3.1.1 we have DϕN,h = [DϕN ]h for h sufficiently small; there-
fore

‖DϕN,h − DϕN‖p → 0, ϕN,h → ϕN a.e. in Ω (3.1.7)

as h → 0. Clearly

A( · , u,Du) ∈ Lp′
loc(Ω) and [B(x, u,Du)]+ϕN,h ≤ N [B(x, u,Du)]+

a.e. in Ω. Thus we can apply (3.1.7) to the left side of (3.1.6) and the
dominated convergence theorem to the right side, since [B( · , u,Du)]+ ∈
L1

loc(Ω). Hence for h → 0 one gets∫
Ω

〈A(x, u,Du),DϕN〉 ≤
∫

Ω

[B(x, u,Du)]+ϕN . (3.1.8)

Finally
‖DϕN − Dϕ‖p = ‖Dϕ‖p,{f≥N} → 0

as N → ∞. Using the monotone convergence theorem (since ϕN ↗ ϕ)
proves the lemma. �

The integral
∫

B+ϕ in (3.1.5) can at the moment possibly be infinite,
though in our applications in the sequel it will in fact prove to be finite.

Lemma 3.1.3. Lemma 3.1.2 applies to solutions u ∈ W 1,∞
loc (Ω) with p-

regularity no longer being required.

The proof is essentially the same, with the exception that (3.1.7) is
replaced by DϕN,h → DϕN a.e. in Ω as h → 0, while by the definition of
weak solution we have A( · , u,Du) ∈ L1

loc(Ω).
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Appendix. The condition of p-regularity is necessary for the demonstration
of Lemma 3.1.2. The delicacy of the structure can be emphasized by ob-
serving first that Gilbarg and Trudinger define weak solutions exactly as we
do here (see equation (8.30) in [43]), while in their following Theorem 8.15
(for the case of linear equations) they consider solutions in W 1,2(Ω), these
being 2-regular by linearity and so legitimate in forming test functions.

On the other hand, for Lemma 10.8 in [43, page 273] their solution is
assumed to be in C1(Ω), so one then must have A( · , u,Du) ∈ L1

loc(Ω) in
order to use the theory of weak solutions. While not explicitly indicated in
Lemma 10.8, this condition can be obtained from their earlier remark (page
260) that A is a differentiable function. But, once this is assumed, their
structure condition (10.23) no longer applies, except when the exponent
p = 2! There seems no way to avoid this dilemma other than giving up the
differentiability of A and setting conditions so that A( · , u,Du) ∈ L1

loc(Ω),
say that A is continuous in all its variables.

Even here, however, one must also deal with their later statement that
solutions can be allowed in the space W 1,p(Ω), see [43, page 277]. This in
turn requires the p-regularity condition A( · , u,Du) ∈ Lp′

loc(Ω), a condition
which is not indicated in [43].

Of course, this begs the question, under what conditions can one
in fact obtain A( · , u,Du) ∈ Lp′

loc(Ω) when u ∈ W 1,p
loc (Ω)? The simplest

(though not the only) answer is found in the footnote above.

3.2 Maximum principles for homogeneous

inequalities

Let the functions A and B in (3.1.1) be defined in the set Ω × R+ × Rn,
and satisfy an alternative version of the natural p-homogeneous structure
condition (2.5.2); that is, there are constants a1 > 0 and a2, b1, b2 ≥ 0
such that for all (x, z, ξ) ∈ Ω × R+ × Rn there holds

〈A(x, z, ξ), ξ〉 ≥ a1|ξ|p − a2z
p, B(x, z, ξ) ≤ b1|ξ|p−1 + b2z

p−1, (3.2.1)

where p ∈ [1,∞) describes the level of homogeneity of A and B. In partic-
ular, the case p = 2 covers linear elliptic inequalities of the form (3.1.1).

Theorem 3.2.1 (Maximum principle). Assume A and B satisfy (3.2.1),
with a2 = b2 = 0. Let u ∈ W 1,p

loc (Ω), p ≥ 1, be a p-regular solution of
(3.1.1). If u ≤ M on ∂Ω for some constant M ≥ 0, then u ≤ M a.e. in Ω.
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Proof. Since a2 = b2 = 0 it is enough to consider the case M = 0. Thus
assume for contradiction that essupΩu > 0.

Let essupΩu = V . For V < ∞ fix � ∈ (V/2, V ) and for V = ∞ take
� > 1. Define ψ(t) = (t − �)+ and, as in Lemma 3.1.2, take ϕ = ψ(u) as a
(non-negative) test function for the inequality (3.1.1). Let

Γ′ = {x ∈ Ω : � < u(x)}.

Then since ϕ = 0, Dϕ = 0 a.e. in Ω \ Γ′ and Dϕ = Du in Γ, we see from
(3.1.5) that ∫

Γ′
〈A(x, u,Du),Du〉 ≤

∫
Γ′

[B(x, u,Du)]+ϕ.

Observing that u > 0 at all points where ϕ > 0, we can apply (3.2.1) with
a2 = b2 = 0 to get

a1

∫
Γ′
|Du|p ≤ b1

∫
Γ′
|Du|p−1 · ϕ. (3.2.2)

Introduce the further set

Γ = {x ∈ Ω : � < u(x) < V }. (3.2.3)

We assert that (3.2.2) holds equally with the integration set Γ′ replaced by
Γ. If V = ∞ this is trivial. On the other hand if V < ∞ then

∫
Γ′
|Du|p−1 · ϕ =

(∫
Γ

+
∫
{u=V }

+
∫
{u>V }

)
|Du|p−1 · ϕ =

∫
Γ

|Du|p−1 · ϕ

since Du = 0 a.e. where u = V ([43], Lemma 7.7) while the set where
u > V has measure zero. Of course, in the same way ‖Du‖p,Γ′ = ‖Du‖p,Γ,
so the assertion is proved.

Restricting for the moment to the case n > 1, we put

s =
n

n − 1
p.

Then replacing Γ′ by Γ in (3.2.2) and applying Hölder’s inequality to the
right side yields

a1‖Du‖p
p,Γ ≤ b1|Γ|1/np‖ϕ‖s,Γ‖Du‖p−1

p,Γ . (3.2.4)
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We claim that ‖Du‖p,Γ > 0. Indeed by Poincaré’s inequality (Theo-
rem 3.9.4)

‖ϕ‖p,Ω ≤ Q‖Dϕ‖p,Ω = Q‖Du‖p,Γ′ = Q‖Du‖p,Γ.

But ‖ϕ‖p,Ω = ‖u‖p,Γ′ > 0 since � < essupΩu, proving the claim. Now
dividing (3.2.4) by ‖Du‖p−1

p,Γ gives

a1‖Du‖p,Γ ≤ b1|Γ|1/np‖ϕ‖s,Γ. (3.2.5)

Because ϕ vanishes near ∂Ω, we have by Sobolev’s inequality in the
form given in Theorem 3.9.2,

‖ϕ‖s ≤ C‖Dϕ‖p = C‖Du‖p,Γ ≤ (b1/a1)C|Γ|1/np‖ϕ‖s, (3.2.6)

where C = S(s∗, n)|Ω|1/np′
and s∗ = n2p/(n2 − n + np) ≤ p. Dividing by

‖ϕ‖s (> 0) gives finally

a1 ≤ C|Γ|1/npb1. (3.2.7)

But Γ → ∅ as � → V by (3.2.3). This contradicts (3.2.7) and completes the
proof for n > 1.

When n = 1 we set s = ∞. The proof is then unchanged except that
the exponent 1/np becomes 1/p, while (3.2.6) is replaced by

‖ϕ‖∞ ≤ 1
2‖Dϕ‖1 ≤ 1

2‖Du‖p|Ω|1/p′ ≤ (b1/2a1)|Ω|1/p′ |Γ|1/p‖ϕ‖∞.

In turn a1 ≤ C|Γ|1/pb1, and the conclusion follows as before. �
Theorem 3.2.2 (Maximum principle). Assume that A and B satisfy (3.2.1)
with b1 = b2 = 0. Let u ∈ W 1,p

loc (Ω), p > 1, be a p-regular solution of the
inequality (3.1.1) in Ω. If u ≤ 0 on ∂Ω, then u ≤ 0 a.e. in Ω.

Proof. Assume for contradiction that V = essupΩu > 0, possibly infinite.
For � > 0 define ψ(t) = 0 when t ≤ � and

ψ(t) = 1 − (�/t)p−1

for t ≥ �. Lemma 3.1.2 now applies, so that ϕ = ψ(u) can be used as a
(non-negative) test function for (3.1.1). That is, by (3.1.5) with b1 = b2 = 0,∫

Γ

〈A(x, u,Du),Dϕ〉 ≤ 0, (3.2.8)
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where Γ = {x ∈ Ω : u(x) > �}. Using the relations

Dϕ = ψ′(u)Du, ψ′(u) = (p − 1)�p−1u−p a.e. in Γ,

we obtain from (3.2.8) and (3.2.1), after dividing by (p − 1)�p−1,

0 ≥
∫

Γ

〈A(x, u,Du),Du〉
up

≥
∫

Γ

a1|Du|p − a2u
p

up
, (3.2.9)

that is

a1

∫
Γ

|D log u|p ≤ a2|Γ|. (3.2.10)

Define ϕ1(x) = log(u(x)/�) if u(x) > � and ϕ1(x) = 0 if u(x) ≤ �. As
in the proof of Lemma 3.1.2 it is clear that ϕ1 is in W 1,p(Ω). Moreover, since
ϕ1 = 0 in Ω \ Γ, it then follows from Sobolev’s inequality (Theorem 3.9.2)
that

‖ϕ1‖s,Ω ≤ C‖Dϕ1‖p,Ω = C
∥∥∥D log

u

�

∥∥∥
p,Γ

= C‖D log u‖p,Γ, (3.2.11)

where, as before, s = p∗ if p < n and s ∈ (p,∞) if p ≥ n.
Now take � ≤ min{1, V/2}, and define

Σ =

{
{x ∈ Ω : V/2 ≤ u(x) ≤ V }, when V < ∞,

{x ∈ Ω : u(x) ≥ 1}, when V = ∞.

In the first case, since ϕ1 ≥ log(V/2�) in Σ, we find from (3.2.10) and
(3.2.11) that

|Σ|1/s log
V

2�
≤ C

(
a2

a1
|Γ|

)1/p

,

which gives a contradiction as � → 0 (since Σ is independent of � and
|Γ| ≤ |Ω|). In the second case, similarly, since ϕ1 ≥ log(1/�) in Σ,

|Σ|1/s log
1
�
≤ C

(
a2

a1
|Γ|

)1/p

,

and again there is a contradiction as � → 0. �
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Remarks

1. An alternative formulation of the boundary condition requires that
(u − M)+ ∈ W 1,p

0 (Ω). In this case, (3.1.4) must be strengthened to

A( · , u,Du), B( ·u,Du) ∈ Lp′
(Ω),

and corresponding changes are needed for the following proofs.

2. It is obvious that condition (3.2.1) in the previous theorems needs to
be valid only for the range of values u(x), Du(x), x ∈ Ω. We shall
take advantage of this remark in later sections where it is assumed
that u ∈ W 1,∞

loc (Ω) rather than u ∈ W 1,p
loc (Ω).

3. If Ω is unbounded and the boundary condition is understood to in-
clude the limit relation

lim sup
|x|→∞, x∈Ω

u(x) ≤ M, (3.2.12)

then the conclusions of Theorems 3.2.1 and 3.2.2 continue to hold.

Theorem 3.2.3. In Theorem 3.2.1 the coefficient b1 can be taken in an
appropriate Lebesgue space, that is

b1 ∈
{

L
n/(1−ε)
loc (Ω), when 1 ≤ p ≤ n,

Lp
loc(Ω), when p > n,

(3.2.13)

for some ε ∈ (0, 1].
The same result holds for Theorem 3.2.2 when a2 ∈ L1(Ω) (for all

p > 1).

Proof. When 1 < p ≤ n the proof of Theorem 3.2.1 is valid exactly as
before, with (3.2.4) replaced by

a1‖Du‖p
p,Γ ≤ |Γ|ε/n ‖b1‖n/(1−ε),Γ ‖u‖p∗,Γ ‖Du‖p−1

p,Γ .

For the case p ≥ n, see Theorems 6.1.4 and 6.1.5 below with a = b = 0.
The second result is obvious from the proof as given. �

Theorem 3.2.4. The conclusions of Theorems 3.2.1 and 3.2.2 remain valid
when the right side of (3.2.1) is replaced by

〈A(x, z, ξ), ξ〉 ≥ a1|ξ|p − a2z
p,

B(x, z, ξ) ≤ b1

(
|ξ|p−1 + |ξ|q−1

)
,

(3.2.14)

with 1 < q < p.
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The proofs are essentially the same as before, except that (3.2.2), for
example, now becomes

a1

∫
Γ

|Du|p ≤ b1

(∫
Γ

{|Du|p−1 + |Du|q−1} · |w|
)

.

One then applies Hölder’s inequality to the separate terms on the right
side, as before. The details may be left to the reader.

3.3 A maximum principle for thin sets

When the coefficients a2, b1, b2 in (3.2.1) do not vanish, the maximum
principles Theorems 3.2.1 and 3.2.2 are no longer valid, as one can see
from obvious examples, e.g., the equation ∆u + u = 0 in a ball, as in
elementary eigenvalue theory.

Nevertheless, if the domain in question has sufficiently small measure,
that is, is sufficiently “thin”, then the maximum principle remains correct
even when a2, b1, b2 are non-zero.

Theorem 3.3.1 (Maximum principle). Assume A and B satisfy (3.2.1),
and let u ∈ W 1,p

loc (Ω), p ≥ 1, be a p-regular solution of (3.1.1). Suppose
also that the measure of Ω is so small that[(

b1

a1

)p

+ p
a2 + b2

a1

]n/p

|Ω| < ωn, (3.3.1)

where ωn is the measure of the unit ball in Rn.
If u ≤ 0 on ∂Ω, then u ≤ 0 a.e. in Ω.

Proof. Define ϕ = (u − ε)+ for ε > 0. Then, as in the proof of Theo-
rem 3.2.1, see (3.2.2),∫

Γ

(a1|Du|p − a2u
p) ≤

∫
Γ

(b1u|Du|p−1 + b2u
p),

where Γ = {x ∈ Ω : u(x) > ε}. In turn, using the Hölder and Young
inequalities, with c = a2 + b2,∫

Γ

|Du|p ≤ b1

a1
‖u‖p,Γ‖Du‖p−1

p,Γ +
c

a1

∫
Γ

up

≤ 1
p′

‖Du‖p
p,Γ +

1
p

(
b1

a1
‖u‖p,Γ

)p

+
c

a1

∫
Γ

up

(note 1/p′ = 0 when p = 1).
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Hence

‖Du‖p,Γ ≤
[(

b1

a1

)p

+ p
c

a1

]1/p

‖u‖p,Γ.

Next, by Poincaré’s inequality (Theorem 3.9.4),

‖u‖p,Γ ≤ ‖u − ε‖p,Γ + ‖ε‖p,Γ = ‖(u − ε)+‖p,Ω + ε|Γ|1/p

≤
(
|Ω|
ωn

)1/n

‖Du‖p,Γ + ε|Ω|1/p,

since D[(u− ε)+] = 0 a.e. in Ω \Γ and D[(u− ε)+] = Du in Γ. Combining
the previous two lines gives

‖u‖p,Γ ≤
(
|Ω|
ωn

)1/n [(
b1

a1

)p

+ p
c

a1

]1/p

‖u‖p,Γ + ε|Ω|1/p

≤ (1 − θ)‖u‖p,Γ + ε|Ω|1/p

for some θ ∈ (0, 1). Hence ‖u‖p,Γ ≤ (ε/θ)|Ω|1/p. Letting ε → 0 and using
the monotone convergence theorem then gives ‖u+‖p = 0. Consequently
u ≤ 0 a.e. in Ω. �

Condition (3.2.1) includes the p-Laplace operator ∆p. For this case
the coefficient in (3.3.1) becomes

(bp
1 + p b2)n/p;

in particular, p = 2 in the Laplace case. For a related but much deeper
result, see Problem 6.5.

A real number λ such that the Dirichlet problem

divA(x, u,Du) + B(x, u,Du) + λ|u|p−2u = 0 in Ω, p > 1,

u = 0 on ∂Ω,
(3.3.2)

has a non-trivial solution is called an eigenvalue for (3.3.2). With the help
of the thin set Theorem 3.3.1 one can give a lower estimate for any possible
eigenvalue of (3.3.2). We state this as

Corollary 3.3.2. Let u ∈ W 1,p
loc (Ω), p > 1, be a non-trivial p-regular solution

of (3.3.2). Assume A and B satisfy (3.2.1) in the stronger form

〈A(x, z, ξ), ξ〉 ≥ a1|ξ|p − a2|z|p, |B(x, z, ξ)| ≤ b1|ξ|p−1 + b2|z|p−1.
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Then

λ + a2 + b2 ≥ a1

p

[
κp −

(
b1

a1

)p]
, κ =

(
ωn

|Ω|

)1/n

.

The proof is left to the reader. In the canonical case B = 0 the
corollary yields the estimate λ + a2 ≥ a1κ

p/p for the eigenvalues of the
pure operator divA(x, u,Du) with homogeneous Dirichlet data.

3.4 A comparison theorem in W 1,p(Ω)

As in Section 2.4, consider the pair of differential inequalities (2.4.1) and
(2.4.2), with A and B no longer required to be in L∞

loc(Ω).

Theorem 3.4.1. Let u and v be respectively p-regular solutions of (2.4.1)
and (2.4.2) of class W 1,p

loc (Ω). Suppose that A = A(x, ξ) is independent of
z and monotone in ξ, i.e., (2.4.3) holds, while B = B(x, z) is independent
of ξ and non-increasing in z.

If u ≤ v on ∂Ω, then u ≤ v a.e. in Ω.

Proof. By definition of distribution solution we get by subtraction∫
Ω

〈A(x,Du) − A(x,Dv),Dϕ〉 ≤
∫

Ω

[B(x, u) − B(x, v)]ϕ.

Taking ϕ = (u−v− �)+, � > 0, as test function, we find from Lemma 3.1.2
and (2.4.3) that

0 ≤
∫

Γ

〈A(x,Du) − A(x,Dv),Du − Dv〉

≤
∫

Ω

[B(x, u) − B(x, v)]+(u − v − �)+,

where Γ = {x ∈ Ω : u−v−� > 0}. Since B is non-increasing in the variable
z the right-hand side is zero. Hence Du = Dv a.e. in Γ. Consequently, in
view of [43, Lemma 7.6 (a)], we have

Dϕ =

{
Du − Dv in Γ
0 in Ω \ Γ

= 0 a.e. in Ω.

That is, the function ϕ, considered as an element of W 1,p(Ω), has weak
derivative zero and vanishes near ∂Ω. Hence by the Poincaré inequality,
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Theorem 3.9.4, there holds

‖ϕ‖p ≤ C‖Dϕ‖p = 0.

Therefore ϕ = (u − v − �)+ = 0 a.e. in Ω, that is, u ≤ v + � a.e. in Ω.
Letting � → 0 completes the proof. �

The special case where A satisfies (2.4.4) is of particular interest,
since it includes the p-Laplace operator A(s) = sp−2, p > 1. That is, we
have the following

Corollary 3.4.2. Let A have the form (2.4.4), and suppose that B = B(x, z)
is independent of ξ and non-increasing in z. Let u and v be respectively p-
regular solutions of (2.4.1) and (2.4.2) of class W 1,p

loc (Ω). If u≤v on ∂Ω,
then u≤v in Ω.

Proof. This is a direct consequence of Theorem 3.4.1 and Proposition 2.4.2.
�

For the case of the p-Laplace operator, it is clear that the p-regularity
of any solution is automatic. Corollary 3.4.2 applies also to the mean cur-
vature operator A(s) = 1/

√
1 + s2. Here |A(ξ)| < 1, so 1-regularity of a

solution u ∈ W 1,1
loc (Ω) is again automatic.

Proposition 2.4.3 can also be applied in the present case, though we
can omit the details. Finally, the uniqueness theorems given in Section 2.6
obviously carry over to the present case. In particular, if B = B(x, z) is
non-increasing in z, the Dirichlet problem (2.6.3) when u0 ∈ C(∂Ω) has
at most one solution in W 1,p

loc (Ω). Similarly the mean curvature Dirichlet
problem

div

(
Du√

1 + |Du|2

)
+ B(x, u) = 0 in Ω,

u = u0 on ∂Ω,

has at most one solution in W 1,1
loc (Ω). This last result seems to be new.

3.5 Comparison theorems for singular

elliptic inequalities

When the relatively simple assumptions of the previous section do not ap-
ply, in particular when the function B depends explicitly on the variable
ξ, or the operator A is singular at more than isolated points, one can nev-
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ertheless reach useful conclusions by applying the maximum principles of
Section 3.2. These include the well-known results of Chapter 10 of [43], and
in turn lead to the mostly new uniqueness theorems in the later Section 3.8.

Consider the pair of differential inequalities

divA(x, u,Du) + B(x, u,Du) ≥ 0 in Ω, (3.5.1)
divA(x, v,Dv) + B(x, v,Dv) ≤ 0 in Ω, (3.5.2)

where Ω is a bounded domain in Rn, and

A : Ω × R × Rn → Rn, B : Ω × R × Rn → R.

As in Section 3.1, by a solution of (3.5.2) in Ω we mean a distribution or
weak solution, in the sense that v ∈ L1

loc(Ω) is weakly differentiable in Ω,
A( · , v,Dv), B( · , v,Dv) ∈ L1

loc(Ω) and∫
Ω

〈A(x, v,Dv),Dϕ〉 ≥
∫

Ω

B(x, v,Dv)ϕ (3.5.3)

for all non-negative functions ϕ ∈ C1(Ω) such that ϕ ≡ 0 near ∂Ω.
Among other topics, we shall deal with singular or degenerate in-

equalities in which ellipticity disappears as ξ → 0, as for the p-Laplace
operator ∆p, p 	= 2, where A = Ap(ξ) = |ξ|p−2ξ. In fact, in many cases
the arguments by which a singular point 0 is treated can be generalized to
allow for larger singular sets. A structure in which such behavior can be
studied is described in the following principal conditions, which we assume
throughout this and the next two sections.

(i) A is continuous with respect to ξ in Ω × R × Rn.

(ii) There exists a non-empty open subset P of Rn (possibly P = Rn) such
that A is continuously differentiable with respect to ξ in Ω × R × P .

P is called the regular set for the inequalities (3.5.1) and (3.5.2), while

Q = Rn \ P

is the singular set. If Q = ∅ the problem is called regular, while otherwise
it is singular. We say that the operator A is (strictly) elliptic in a set
K ⊂ Ω×R×P if the Jacobian matrix [∂ξA] is (uniformly) positive definite
in K.2

2The concept of strict ellipticity can be illustrated with the example of the p-Laplace
operator, where A(ξ) = Ap(ξ) = |ξ|p−2ξ. This is elliptic for ξ �= 0 when p > 1, but
strictly elliptic only when 1 < p ≤ 2.
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In stating our next results, it is convenient to define

Br = {ξ ∈ Rn : |ξ| ≤ r}, Rr = Br \ {0}.

The following comparison principle then holds, both for regular operators
as well as singular operators for which the singular set is the single point
Q = {0}.

Theorem 3.5.1 (Comparison Principle). Let Q = ∅ or Q = {0}. Suppose
that A = A(x, ξ) is independent of z and strictly elliptic in Ω×Rr for all
r > 0. Assume additionally that B(x, z, ξ) is locally Lipschitz continuous
with respect to ξ in Ω × R × Rn and moreover is non-increasing in z.

Let u and v be solutions of (3.5.1) and (3.5.2) of class W 1,∞
loc (Ω) in

Ω. If u ≤ v + M on ∂Ω, where M is constant, then u ≤ v + M in Ω.

Proof. We treat only the case Q = {0}. When Q is empty the proof is
slightly simpler, and can be omitted. Moreover, since A is independent of
z it is enough to consider only the case M = 0.

Step 1. Suppose that (x, ξ), (x,η) ∈ K ′ = Ω × RW for some W > 0. If
ξ 	= η and the line segment [ξ,η] does not include the point 0, then by the
mean value theorem, for some point ζ in the segment,

〈A(x, ξ) − A(x,η), ξ − η〉 = 〈∂ξA(x, ζ)(ξ − η), ξ − η〉.

Since by hypothesis the matrix [∂ξA(x, ξ)] is uniformly positive definite in
Ω × RW , it follows that

〈A(x, ξ) − A(x,η), ξ − η〉 ≥ a1|ξ − η|2, (3.5.4)

where

a1 = infx∈Ω, ξ∈RW
{min eigenvalue of [∂ξA(x, ξ)]} > 0.

We claim that (3.5.4) holds also when 0 ∈ [ξ,η]. First, if 0 is an end
point of [ξ,η], say η = 0, it is enough to let η → 0 in (3.5.4), since A
is continuous at 0 and a1 remains unchanged. The remaining possibility,
when 0 is in the interior of [ξ,η] is now obvious.

Next, if (x, u, ξ), (x, v,η) ∈ K ′′, where K ′′ is a compact subset of
Ω × R × Rn, then by local Lipschitz continuity of B we have

B(x, u, ξ) − B(x, v,η) ≤ b1|ξ − η| + B(x, u,η) − B(x, v,η),
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where b1 is the Lipschitz constant of B in the set K ′′. In particular, since
B is non-increasing in z,

B(x, u, ξ) − B(x, v,η) ≤ b1|ξ − η| when u > v. (3.5.5)

Step 2. By subtracting (3.5.1) and (3.5.2) we get

div{A(x,Du) − A(x,Dv)} + B(x, u,Du) − B(x, v,Dv) ≥ 0 (3.5.6)

in Ω. Let w = u − v and define

Ã(x, ξ) = A(x, ξ + Dv(x)) − A(x,Dv(x)).

Clearly
Ã(x,Dw) = A(x,Du) − A(x,Dv),

so that in view of (3.5.6) the function w can be considered as a solution of
the differential inequality

div Ã(x,Dw) + B̃(x,w,Dw) ≥ 0 (3.5.7)

where B̃(x, z, ξ) = B(x, z + v(x), ξ +Dv(x))−B(x, v(x),Dv(x)) is defined
analogously to Ã. Of course, also w = u − v ≤ 0 on ∂Ω.

Since u, v ∈ W 1,∞
loc (Ω) it follows that in any compact subset Ω′ of Ω

we have Du, Dv ∈ RW for some W > 0. Thus (3.5.4) and (3.5.5) hold in
Ω′ with the identifications ξ = Du and η = Dv (so ξ − η = Dw); that is
we have

〈Ã(x,Dw),Dw〉 ≥ a1|Dw|2

and
B̃(x,w,Dw) ≤ b1|Dw| when w > 0.

Stated in other terms, the functions Ã and B̃ in (3.5.7) obey the structural
conditions (3.2.1) along the solution w, that is, with ξ = Dw and with also
a2 = b2 = 0, p = 2.

Since w ≤ 0 on ∂Ω we can therefore apply Theorem 3.2.1 to obtain
w ≤ 0 in Ω, that is u ≤ v. �

Remarks. This is essentially Theorem 10.7 (i) of [43] with the important
exceptions that A and B are allowed to be singular at ξ = 0, and that the
class C1(Ω) is weakened to W 1,∞

loc (Ω). Compare also Theorem 10.3 of [81].
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If Ω is unbounded and the boundary condition is understood to in-
clude the limit relation

lim sup
|x|→∞, x∈Ω

{u(x) − v(x)} ≤ M,

then the conclusion of Theorem 3.5.1 continues to hold. The same conclu-
sion is valid for the later results of the section.

In the important case of the p-Laplace operator (where Q = {0}) we
have the following corollary of Theorem 3.5.1.

Corollary 3.5.2. Let u and v be solutions in W 1,∞
loc (Ω) of the inequalities

∆pu + B(x, u,Du) ≥ 0, ∆pv + B(x, v,Dv) ≤ 0 in Ω,

where 1 < p ≤ 2. Assume also that B = B(x, z, ξ) is locally Lipschitz
continuous with respect to ξ in Ω × R × Rn and is non-increasing in the
variable z. If u ≤ v + M on ∂Ω, where M is constant, then u ≤ v + M in
Ω.

Proof. Here A(ξ) = |ξ|p−2ξ (and A(0) = 0), so by direct calculation

∂ξA(ξ) = |ξ|p−2

[
IIn + (p − 2)

ξ ⊗ ξ

|ξ|2

]
, ξ 	= 0.

Therefore the minimum eigenvalue of the Jacobian matrix [∂ξA(ξ)] when
ξ 	= 0 is (p− 1)|ξ|p−2 and so a1 = (p− 1)W p−2 in (3.5.4) since p ≤ 2. That
is, A is strictly elliptic in Rn \ {0}. �

Corollary 3.5.2 can be compared with the results of Section 2.4. In par-
ticular, by the final remarks there the restriction 1 < p ≤ 2 is unnecessary
when B = B(x, z) is independent of the variable ξ. See also Corollary 3.6.3
below.

Theorem 3.5.3 (Comparison Principle). Suppose that A is strictly elliptic
in Ω×Br ×Rr for every r > 0, and ∂zA is locally bounded in Ω×R×Rn.
Assume additionally that B = B(x, z) does not depend on ξ and is non-
increasing in the variable z.

Let u and v be solutions of (3.5.1) and (3.5.2) of class W 1,∞
loc (Ω). If

u ≤ v on ∂Ω, then u ≤ v in Ω.
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Proof. The proof is essentially the same as that for Theorem 3.5.1, with
the exception that the difference expression in (3.5.4) is treated differently,
that is

〈A(x, u, ξ) − A(x, v,η), ξ − η〉 ≥ 〈A(x, u, ξ) − A(x, u,η), ξ − η〉
+ 〈A(x, u,η) − A(x, v,η), ξ − η〉

= I1 + I2.

Now I1 ≥ a1|ξ − η|2 as in (3.5.4). Also by the mean value theorem

I2 = 〈∂zA(x, t,η), ξ − η〉(u − v) ≥ −c1|ξ − η| · |u − v|,

where t is in the open interval between u and v, and c1=supK′ |∂zA(x,z,ξ)|.
By Cauchy’s inequality this yields I2 ≥ −a1|ξ−η|2/2− 2c2

1(u− v)2/a1. In
combination, in place of (3.5.4) we now have

〈A(x, u, ξ) − A(x, v,η), ξ − η〉 ≥ 1
2a1|ξ − η|2 − a2(u − v)2, (3.5.8)

where a2 = 2c2
1/a1. In addition

B(x, u) − B(x, v) ≤ 0 when u > v. (3.5.9)

Now let w = u − v, ξ = Dw and define

Ã(x, z, ξ) = A(x, z + v(x), ξ + Dv(x)) − A(x, v(x),Dv(x)).

Then proceeding as in the proof of Theorem 3.5.1 we obtain

divÃ(x,w,Dw) + B̃(x,w) ≥ 0.

Similarly, from the fact that u, v ∈ W 1,∞(Ω) together with (3.5.8) and
(3.5.9), we get the structural conditions

〈Ã(x,w,Dw),Dw〉 ≥ a1|Dw|2 − a2w
2, B̃(x,w) ≤ 0,

valid when w > 0 and x ∈ Ω; the details being essentially the same as in
the derivation of (3.5.8).

Hence Theorem 3.2.2 implies w ≤ 0 in Ω, that is u ≤ v in Ω. �

This is essentially Theorem 10.7 (ii) of [43] with the important excep-
tions that A and B are allowed to be singular at ξ = 0, and that the class
C1(Ω) is weakened to W 1,∞

loc (Ω). Compare also Theorem 10.3 of [81].
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3.6 Strongly degenerate operators

The condition of strict ellipticity in Theorem 3.5.1 can be avoided by adding
suitable further hypotheses. This will allow us to cover the p-Laplace oper-
ator in the remaining case when p > 2, as well as general singular sets Q.
We continue to assume conditions (i) and (ii) from the previous section,
and furthermore, except for Theorem 3.6.5, the additional hypothesis

(iii) For all (x, z, ξ), (x, z,η) ∈ Ω × R × Rn we have

〈A(x, z, ξ) − A(x, z,η), ξ − η〉 ≥ 0.

An obvious case when (iii) occurs is the Euler–Lagrange equation for
the variational integral

I[u] =
∫

Ω

G (x, u,Du)dx,

in which the integrand G (x, u, ξ) is convex in ξ but not strongly convex;
that is, its gradient at some places is either too “flat” or has corners, e.g.,
the integrand |Du|p for p 	= 2.

Condition (iii) is automatic in the important case when Q = {0}
(or Q = ∅) and A = A(x, ξ) is elliptic in Ω × P , as a consequence of
Proposition 2.4.3.

The main comparison theorem for strongly degenerate elliptic inequal-
ities is then the following

Theorem 3.6.1 (Comparison Principle). Let P be a given open set in Rn.
Assume that A = A(x, ξ) is independent of z and is elliptic in Ω × P .
Suppose also that B = B(x, z, ξ) is locally Lipschitz continuous with respect
to ξ in Ω × R × Rn and is non-increasing in the variable z.

Let u and v be solutions of (3.5.1) and (3.5.2) of class W 1,∞
loc (Ω), such

that

essinfΩ {dist(Du,Q) + dist(Dv,Q)} > 0, (3.6.1)

where Q = Rn \ P . If u ≤ v + M on ∂Ω, where M is constant, then
u ≤ v + M in Ω.

Before giving the proof it is useful to establish the following

Lemma 3.6.2. Let ξ, η satisfy

ξ, η ∈ BW , dist(ξ,Q) + dist(η,Q) ≥ 4d

for some positive constants W and d, with d ≤ W .
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Let Γ be a compact subset of Ω. Then for all x ∈ Γ ⊂ Ω we have

〈A(x, ξ) − A(x,η), ξ − η〉 ≥ a1|ξ − η|2, (3.6.2)

where

a1 =
d

2W
infΓ×{P d∩BW }{min eigenvalue of [∂ξA(x, ξ)]}

and P d = {ξ ∈ Rn : dist(ξ,Q) ≥ d}.

Proof. For ξ 	= η we consider the line segment [ξ,η], that is

ζ(t) = (1 − t)ξ + tη, t ∈ [0, 1].

By hypothesis we may suppose without loss of generality that dist(η,Q) ≥
2d, so η ∈ P d. There are two cases:

Case I. [ξ,η] 	⊂ P d; Case II. [ξ,η] ⊂ P d.

In Case I, let t0 ∈ (0, 1) be such that ζ(t) ∈ P d for all t ∈ [t0, 1) while
dist(ζ(t0),Q) = d; see Figure 1. Then

I ≡ 〈A(x, ξ) − A(x,η), ξ − η〉
= 〈A(x, ξ) − A(x, ζ0), ξ − η〉 + 〈A(x, ζ0) − A(x,η), ξ − η〉 = I1 + I2,

where ζ0 = ζ(t0). By (iii)

I1 = 〈A(x, ξ) − A(x, ζ0), ξ − ζ0〉
|ξ − η|
|ξ − ζ0|

≥ 0.

Moreover, since A is uniformly elliptic in Γ × {P d ∩ BW }, we have

I2 = 〈A(x, ζ0) − A(x,η), ζ0 − η〉 |ξ − η|
|ζ0 − η|

≥ a |ζ0 − η|2 |ξ − η|
|ζ0 − η| = a |ξ − η|2 |ζ0 − η|

|ξ − η| ,

where
a = infΓ×{P d∩BW } {min eigenvalue of [∂ξA(x, ξ)]}.

Finally, |ζ0 − η| ≥ d and |ζ0 − η|/|ξ − η| ≥ d/2W , so that

I ≥ I2 ≥ ad

2W
|ξ − η|2,

proving (3.6.2) for Case I.
Case II is obvious, with I ≥ a|ξ − η|2 (≥ (ad/W )|ξ − η|2). �
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Q

d

x z= (0)

h z�

z0

Figure 3.1: The set P d is the complement of the shaded regions. Note that
[ζ0,η] ⊂ P d and |ζ0 − η| ≥ d.

In the special case of the p-Laplace operator we can take a1 = dp−1/2W
when p > 2, while we have already shown that a1 = (p − 1)W p−2 when
1 < p ≤ 2.

Proof of Theorem 3.6.1. With M = 0, and following Step 2 of the proof
of Theorem 3.5.1 almost word-for-word, we see first that the function w =
u − v satisfies the inequality (3.5.7) with w = 0 on ∂Ω. Also by (3.6.1)
there is a number d > 0 such that

essinfΩ {dist(Du,Q) + dist(Dv,Q)} ≥ 4d.

Then since u, v ∈ W 1,∞
loc (Ω) it follows from Lemma 3.6.2 that the opera-

tor Ã in (3.5.7) satisfies the first structural condition of (3.2.1) along the
solution w, that is with ξ = Dw, and with a2 = 0. Also as in Step 1 of
Theorem 3.5.1 the function B̃ satisfies the second condition of (3.2.1) with
z = w, ξ = Dw, and with b2 = 0.

The proof is now completed by applying Theorem 3.2.1. �
Corollary 3.6.3. Assume that B = B(x, z, ξ) is locally Lipschitz continuous
with respect to ξ in Ω×R×Rn and is non-increasing in z. Let u and v be
solutions of class W 1,∞

loc (Ω) of the inequalities

∆pu + B(x, u,Du) ≥ 0, ∆pv + B(x, v,Dv) ≤ 0 in Ω,

where p > 1. Suppose that

essinfΩ{|Du| + |Dv|} > 0.

If u ≤ v + M on ∂Ω, where M ≥ 0 is constant, then u ≤ v + M in Ω.
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The next result is similar to Theorem 3.5.3 with the exception that
A is not assumed to be uniformly elliptic and may depend on z.

Theorem 3.6.4 (Comparison Principle). Let A be elliptic in Ω × R × P .
Assume additionally that B = B(x, z) does not depend on ξ and is non-
increasing in the variable z. Let u and v be solutions of (3.5.1) and (3.5.2)
of class W 1,∞(Ω), with

essinfΩ {dist(Du,Q) + dist(Dv,Q)} > 0.

If u ≤ v on ∂Ω, then u ≤ v in Ω.

Proof. The proof is a combination of the ideas of Theorems 3.5.3 and 3.6.1.
�

When the solutions u and v of the inequalities (3.5.1) and (3.5.2) are
of class C1(Ω), rather than W 1,∞

loc (Ω), the hypotheses of Theorem 3.6.1 can
be weakened, giving the second main result of the section.

Theorem 3.6.5 (Comparison Principle). Let P be a given open set in Rn.
Assume that A = A(x, ξ) is independent of z, obeys the conditions (i),
(ii) stated in the previous section, and is elliptic in Ω × P . Suppose also
that B = B(x, z, ξ) is locally Lipschitz continuous with respect to ξ in
Ω × R+ × Rn and is non-increasing in the variable z.

Let u, v ∈ C1(Ω) be respectively solutions of the inequalities (3.5.1)
and (3.5.2) in the subsets

Ωu = {x ∈ Ω : Du(x) ∈ P }, Ωv = {x ∈ Ω : Dv(x) ∈ P }.

Assume finally that Ωu ∪Ωv = Ω and that u ≤ v + M on ∂Ω, M constant.
Then u ≤ v + M in Ω.

Proof. It is enough to consider the case M = 0. Thus suppose for contra-
diction that u > v at some point in Ω. Let

V = max
Ω

(u − v) > 0

be the supremum of u − v in Ω, this being attained at an interior point y
since u− v ≤ 0 on ∂Ω. Of course D(u− v) = 0 at y, so from the condition
Ωu ∪ Ωv = Ω it follows that Du(y) = Dv(y) ∈ P .

Also let

Σ = {x ∈ Ω : � < u − v ≤ V }, � ∈ (0, V ),
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be a neighborhood of the critical point y. Since Du and Dv can be made
arbitrarily near Du(y) in Σ by fixing � sufficiently near V , we obtain Du ∈
P , Dv ∈ P in Σ. In particular Σ ⊂ Ωu ∩ Ωv, so u and v are solutions of
(3.5.1) and (3.5.2) in the set Σ. In turn the comparison Theorem 3.5.1 can
be applied to the solutions u and v in Σ. In fact Du, Dv can be supposed
to lie in a compact subset N of P , with the consequence that A is strictly
elliptic in Σ × N and the regular case of Theorem 3.5.1 is applicable.

Since u = v + � on ∂Σ, it follows that u ≤ v + � in Σ. That is,
u − v ≤ � < V in Σ, which contradicts the fact that u − v = V at y. �

3.7 Maximum principles for non-homogeneous
elliptic inequalities

Consider the differential operator

L[u] = divA(x, u,Du) + B(x, u,Du),

where
A : Ω × R × Rn → Rn, B : Ω × R × Rn → R

and A satisfies the hypotheses (i)–(iii) of Sections 3.5 and 3.6. Additionally
we assume

(iv) ∂zA(x, z, ξ) is locally Lipschitz continuous with respect to ξ in Ω ×
R × Rn.

Theorem 3.6.1 has as one of its main consequence the following max-
imum principle for non-homogenous elliptic inequalities. It is interesting
that for this result the function B(x, z, ξ) need not be monotone in the
variable z.

Theorem 3.7.1 (Maximum Principle). Assume that A = A(x, z, ξ) is ellip-
tic in Ω × R+ × P and that B = B(x, z, ξ) is locally Lipschitz continuous
with respect to ξ in Ω × R+ × Rn.

Define L [z, v] : R+ × C1(Ω) → R pointwise by

L [z, v](x) = divA(x, z,Dv) + B(x, z,Dv), (3.7.1)

where
B(x, z, ξ) = 〈∂zA(x, z, ξ), ξ〉 + B(x, z, ξ)

for all x ∈ Ω, z ∈ R+ and ξ ∈ Rn.
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Let v = v(x) ∈ C1(Ω) be a non-negative comparison function for the
operator L, in the sense that v(x) ≥ 0 and Dv(x) ∈ P for x ∈ Ω; and
L [z, v] ≤ 0 for all z > 0. If u ∈ W 1,∞

loc (Ω) is a solution of the inequality
L[u] ≥ 0 in Ω and u ≤ v on ∂Ω, then u ≤ v in Ω.

Proof. Define

L̃ [v] ≡ divA(x, u(x),Dv)+〈∂zA(x, u(x),Dv),Dv−Du〉+B(x, u(x),Dv).

By direct calculation one gets

divA(x, u(x),Dv) = divA(x, z,Dv) + 〈∂zA(x, z,Dv),Du〉
evaluated at z = u(x) in Ω. Hence in Ω

L̃ [v] =
[
divA(x, z,Dv) + 〈∂zA(x, z,Dv),Dv〉 + B(x, z,Dv)

]
z=u(x)

= L [z, v]z=u(x).

By hypothesis, then, L̃ [v] ≤ 0 whenever u(x) > 0. On the other hand,
clearly L̃ [u] ≥ 0 in Ω. From its definition we see that L̃ [v] can be written
in the form

L̃ [v] = divÃ(x,Dv) + B̃(x,Dv), (3.7.2)

where
Ã(x, ξ) = A(x, u(x), ξ),

B̃(x, ξ) = 〈∂zA(x, u(x), ξ), ξ − Du〉 + B(x, u(x), ξ).

Of course both Ã and B̃ are independent of z. Therefore in view of (i)–
(iv) the functions Ã and B̃ satisfy conditions (i)–(iii), while B̃ is locally
Lipschitz continuous with respect to ξ in Ω × R+ × Rn.

Finally Ã(x, ξ) is elliptic when x ∈ Ω, u(x) > 0 and ξ ∈ P , since
A(x, z, ξ) is elliptic in Ω × R+ × P .

Let Ω′ = {x ∈ Ω : u(x) > 0}. It is easy to see that u ≤ v on ∂Ω′. We
can apply Theorem 3.6.1 to any component C of Ω′, with u and v satisfying
L̃ [u] ≥ 0, L̃ [v] ≤ 0, Dv ∈ P in C (so dist(Dv,Q) > 0). Hence u ≤ v in
C and in turn u ≤ v in Ω′. This finally gives u ≤ v in Ω, completing the
proof. �

Theorem 3.7.1 is somewhat abstract, in that it depends on the exis-
tence of the comparison function v. As in Theorem 2.3.2, when A and B
are more specialized we can avoid this difficulty. In particular, consider the
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case where Q ⊂ B� for some � ≥ 0 (the possibility P = Rn is included
when � = 0). Assume that{

A(x, z, ξ) is elliptic,
B(x, z, ξ) + A∗(x, z, ξ) ≤ α|ξ|E(x, z, ξ) + γ

(3.7.3)

in Ω × R+ × P , where α and γ are non-negative constants, and

A∗(x, z, ξ) = Trace [∂xA(x, z, ξ)] + 〈∂zA(x, z, ξ), ξ〉,
E(x, z, ξ) = ∂ξi

Aj(x, z, ξ)
ξiξj

|ξ|2 .
(3.7.4)

Note that A∗ = 0 in the important case when A = A(ξ).

Theorem 3.7.2 (Maximum Principle). Let A and B satisfy (3.7.3), and
suppose that

|ξ|E(x, z, ξ) ≥ Ψ(|ξ|) in Ω × R+ × P , P = Rn \ Q, (3.7.5)

where Ψ = Ψ(t) is a strictly increasing function on (�,∞), � ≥ 0.
Let u be a solution of class W 1,∞

loc (Ω) of the boundary value problem

divA(x, u,Du) + B(x, u,Du) ≥ 0 in Ω,
u ≤ 0 on ∂Ω,

(3.7.6)

where Ω ⊂ {x ∈ Rn : 0 < x1 < R}. Then there holds

u(x) ≤ R max{ρ, C}(ek − 1), (3.7.7)

where3

C = Ψ−1(Rγ), k = 1 + αR, when lim
t→∞ Ψ(t) > 2γR,

C = Ψ−1(�), k = 1 + (α + γ/�)R,

when lim
t→∞ Ψ(t) = 2� ≤ 2γR.

(3.7.8)

Theorem 3.7.2 has almost exactly the formulation of the earlier The-
orem 2.3.2. For completeness the full proof is given here, even though it is
essentially the same as for the earlier result.
3If Ψ(�) = lim

t→�+
Ψ(t) = �′ > 0, then we define Ψ−1(s) = � when s ≤ �′. Note that the

case limt→∞ Ψ(t) < ∞ is possible. That is, take A(ξ) = 2� log(|ξ| + 1)
ξ

|ξ| and use the

computation of footnote 3 of Section 2.2.
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Proof. It is enough to construct a comparison function v = v(x) such that
v(x) > 0 in Ω and L [z, v] ≤ 0 for all z > 0. Accordingly, we choose

v(x) = K(emR − emx1), x ∈ Ω,

where m = k/R, K > R max{�, C}. Then ∂x1v(x) = −Kmemx1 so |Dv| ≥
mK ≥ (1 + αR)�. Also

∂2
x1

v(x) = −Km2emx1 = −m|Dv|.

In view of (3.7.1) and (3.7.3), a direct calculation then shows that
L [z, v] ≤ 0 in Ω provided

m|Dv|∂ξ1A1(x, z,Dv) ≥ α|Dv|E(x, z,Dv) + γ. (3.7.9)

But E(x, z,Dv) = ∂ξ1A1(x, z,Dv), so (3.7.9) becomes

m|Dv|E(x, z,Dv) ≥ α|Dv|E(x, z,Dv) + γ. (3.7.10)

Obviously (3.7.10) is satisfied if (m− α)|Dv|E(x, z,Dv) ≥ γ for all z > 0.
At the same time

|Dv|E(x, z,Dv) ≥ Ψ(|Dv|) ≥ Ψ(mK) ≥ Ψ(C) ≥ min{γR, �},

since mK > (k/R)Rmax{�, C} ≥ C. Therefore (3.7.10) holds when k and
C are given as in (3.7.8), and in turn we get L [z, v] ≤ 0 in Ω, as required.

We now apply Theorem 3.7.1, giving

u(x) ≤ v(x) ≤ K(ek − 1) in Ω.

Letting K → R max{�, C} completes the proof. �

The remarks after Theorem 2.3.2 apply equally to the previous result.
When B is homogeneous the global condition (3.7.3) need be assumed only
for |ξ| small. We state this result as

Theorem 3.7.3. Assume P = Rn or P = Rn \ {0}. Let the hypotheses
of Theorem 3.7.2 hold, with the exceptions that γ = 0, and (3.7.3) and
(3.7.5) are assumed to be valid only in Ω×R+ ×R1. Let u be a solution of
class W 1,∞

loc (Ω) of the boundary value problem (3.7.6) where Ω is a bounded
domain in Rn. Then u ≤ 0 in Ω.

In the generality of the present hypotheses, this seems to be a new
result.
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Proof. Since γ = 0 only the first case of (3.7.8) applies and so C =
Ψ−1(0) = � = 0. In this case the constant K > 0 in the proof of
Theorem 3.7.2 can be chosen arbitrarily small, and in particular so that
|Dv(x)| ≤ KmemR ≤ 1 in Ω. The rest of the proof of Theorem 3.7.2 then
applies without change, giving u ≤ 0, independent of R. Since Ω is bounded
we get u ≤ 0 in Ω. �

Theorem 3.7.3 is false if one weakens condition (3.7.3); see the com-
ment after Theorem 2.3.3 and example (2.3.9).

Theorem 3.7.2 has a further direct application.

Theorem 3.7.4 (Maximum Principle). Let A ∈ C1(R+), A(s) > 0 and
Λ(s) = s[A(s)+sA′(s)] > 0 for s > 0. Assume that Λ is strictly increasing,
Λ(0) = 0, and, for simplicity, also that Λ(s) → ∞ as s → ∞. Suppose
finally that

B(x, z, ξ) ≤ αΛ(|ξ|) + γ in Ω × R+ × (Rn \ {0}),

where α and γ are non-negative constants.
Let u be a solution of class W 1,∞

loc (Ω) of the boundary value problem

div{A(|Du|)Du}+ B(x, u,Du) ≥ 0 in Ω,
u ≤ 0 on ∂Ω,

(3.7.11)

where Ω ⊂ {x ∈ Rn 0 < x1 < R}. Then there holds

u(x) ≤ RΛ−1(Rγ) [e1+αR − 1].

Furthermore, when γ = 0 then u ≤ 0 in Ω, where Ω can be any bounded
domain in Rn.

Proof. In the present case Q = {0}, and

A(ξ) = A(|ξ|)ξ, ∂ξA(ξ) = A(|ξ|)IIn + A′(|ξ|)ξ ⊗ ξ

|ξ| , A∗(ξ) = 0,

with A∗ defined in (3.7.4). The eigenvalues of the Jacobian matrix are
A(s) and A(s)+sA′(s), with s = |ξ|. Therefore by hypothesis the equation
(3.7.11) is elliptic for ξ 	= 0. It is easy to see moreover that E(ξ) = A(s) +
sA′(s), and in turn |ξ|E(ξ) = Λ(s). The conclusion is now immediate from
Theorem 3.7.2, with Q = {0} and Ψ(s) = Λ(s).

The final statement of the theorem is obvious from the previous proof. �
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Remarks

1. When A(s) = sp−2, p > 1, we get the important subcase of the p-Laplace
operator, for which E(s) = (p−1)sp−2, Λ(s) = (p−1)sp−1 and RΛ−1(Rs) =
[s/(p − 1)]1/(p−1) Rp′

. See also the comments after Theorem 2.3.2.

2. The possibility that Q � {0}, say Q = B�, � > 0, in Theorem 3.7.2 can
be illustrated by the example

A(ξ) =

{
0, if |ξ| ≤ 1,

|ξ|p−2ξ − |ξ|−1ξ, if |ξ| ≥ 1,
(3.7.12)

with p > 1. Clearly A satisfies the basic conditions (i), (ii) and (iv), to-
gether with the hypothesis (3.7.3) of Theorem 3.7.2 with � = 1. In (3.7.4)
we have A∗ = 0 and

E(x, z, ξ) = E(ξ) = (p − 1)|ξ|p−2, if |ξ| ≥ 1.

Thus in turn
Ψ(s) = (p − 1)sp−1 if s ≥ 1,

which is strictly increasing in [1,∞) and tends to ∞ as s → ∞. The
principal condition (3.7.3) then becomes

B(x, z, ξ) ≤ α|ξ|p−1 + γ, if |ξ| ≥ 1,

with no restriction assigned when |ξ| ≤ 1, namely in B1. Of course for
the applicability of Theorem 3.7.2 the remaining assumption (iii) must be
required on B.

The conclusion is

u(x) ≤ max{1, γ1/(p−1)} · [ e1+αR − 1].

Obviously results of this kind do not follow from the theory in [43].

Theorem 3.7.5. Let the hypotheses of Theorem 3.7.2 be satisfied, with the
exception that (3.7.3) is replaced by the condition that

B(x, z, ξ) + A∗(x, z, ξ) ≤ (α|ξ| + β|ξ|q)E(x, z, ξ) + γ, 0 < q < 1,

in Ω × R+ × P , where α, β, γ are non-negative constants.
Then (3.7.7) holds with the previous constant C replaced by C +

β1/(1−q) and the previous constant k replaced by k + 1.

The proof is essentially the same as before. The additional term γ|ξ|q
(in the case q = 0) was first introduced by Gilbarg and Trudinger ([43],
Theorem 10.3).



78 Chapter 3. Maximum Principles and their Corollaries

3.8 Uniqueness of the singular Dirichlet problem

The structure built up in the earlier parts of this chapter allows one to
present a number of uniqueness theorems for distribution solutions of the
Dirichlet problem

divA(x, u,Du) + B(x, u,Du) = 0 in Ω,
u = u0 on ∂Ω,

(3.8.1)

where u0 ∈ C(∂Ω) and Ω is a bounded domain of Rn. We assume that A
and B satisfy the hypotheses (i)–(iv) of Sections 3.5–3.7.

Theorem 3.8.1. Suppose that A = A(x, ξ) is independent of z and strictly
elliptic in Ω × R1.

Assume additionally that B = B(x, z, ξ) is locally Lipschitz continu-
ous with respect to ξ in Ω×R+×P and is non-increasing in the variable z.

Then problem (3.8.1) can have at most one solution of class W 1,∞
loc (Ω).

This is an immediate consequence of Theorem 3.5.1.

Theorem 3.8.2. Assume that A = A(x, ξ) is independent of z and is elliptic
in Ω × P . Suppose also that B is non-increasing in z. Let u and v be
solutions of class W 1,∞

loc (Ω) of (3.8.1), with

essinfΩ{dist(Dv,Q) + dist(Du,Q)} > 0.

Then u = v in Ω.

This is a corollary of Theorem 3.6.1

In the same way the Comparison Theorems 3.5.3 and 3.6.4 allow cor-
responding uniqueness results, whose statements can be left to the reader.
The special case of the p-Laplace operator is of particular interest.

Corollary 3.8.3. Let B = B(x, z, ξ) be non-increasing in the variable z. Let
u and v be solutions of class W 1,∞

loc (Ω) of the Dirichlet problem

∆pu + B(x, u,Du) = 0 in Ω,

u = u0 on ∂Ω,
(3.8.2)

where u0 ∈ C(∂Ω).
Then u = v if 1 < p ≤ 2 and B is regular. The same conclusion holds

when p > 2 (without the condition that B be regular), provided that either
essinfΩ|Du| > 0 or essinfΩ|Dv| > 0.

This is an obvious consequence of Corollaries 3.5.2 and 3.6.3.
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Remarks

1. The second part of Corollary 3.8.3 fails when essinfΩ{|Du|+|Dv|} = 0.
Indeed the problem

∆4u + |Du|2 = 0 in BR ⊂ R2, u = 0 on ∂BR,

admits the two solutions u(x) = 0 and v(x) = 1
8
(R2 − |x|2) in BR.

Here |Du| + |Dv| = 0 at 0, and in turn essinfΩ{|Du| + |Dv|} = 0.
2. As an application of the second part of Corollary 3.8.3, consider the

problem (3.8.2), with B(x, z, ξ) = |ξ|2 − 1 and u0(x) = x1, x =
(x1, . . . , xn). This admits only the single solution u(x) = x1 whatever
the bounded domain Ω may be, since |Du| = 1 in Rn.

When the boundary data takes the canonical form u = 0 on ∂Ω, then
the condition in Theorem 3.8.1 that A be strictly elliptic can be dropped.
The result is as follows.

Theorem 3.8.4. Let A(x, z, ξ) be elliptic in Ω × R × P , where Q = ∅ or
{0}. Assume that

[sign z] · B(x, z, ξ) ≤ αΨ(|ξ|), (3.8.3)

with |ξ|E(x, z, ξ) ≥ Ψ(|ξ|), where Ψ is strictly increasing in R, Ψ(0) = 0,
and E is given by (3.7.4).

If u ∈ W 1,∞
loc (Ω) is a solution of the Dirichlet problem

div A(x, u,Du) + B(x, u,Du) = 0 in Ω,
u = 0 on ∂Ω,

(3.8.4)

then u ≡ 0.

Proof. This follows immediately from Theorem 3.7.3, when we observe that
the function v(x) = −u(x) also satisfies an equation of the form (3.8.4),
with the corresponding inequality (3.8.3) equally valid; that is, the only
possible solution of (3.8.4) is u ≡ 0. �

3.9 Appendix: Sobolev’s inequality

Here we review various results which are needed in the earlier parts of the
chapter. We begin with the standard Sobolev inequality.
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Theorem 3.9.1 (Theorem 7.10 of [43]). Let 1 ≤ p < n. Then there exists a
constant S(p, n) such that for every function u ∈ W 1,p

0 (Ω), Ω ⊂ Rn, such
that

‖u‖p∗,Ω ≤ S(p, n)‖Du‖p, p∗ =
np

n − p
.

An explicit bound for S(p, n) is given in [43], that is S(p, n) ≤ (n −
1)p/

√
n(n − p). This is less than 1 for p suitably near 1. The case p = 1 is

particularly simple: S(1, n) = n−1ω−1/n, see [107] and also [37], where the
result is indicated rather obscurely.

The Sobolev inequality has another useful formulation.

Theorem 3.9.2. Let n, s ≥ 1, and

p ≥ max{1, ns/(n + s))} def= s∗.

Then
‖u‖s ≤ S(s∗, n)‖Du‖p|Ω|1/n−1/p+1/s .

Proof. Suppose first that s ≥ n/(n−1). Then 1 ≤ s∗ < n, (s∗)∗ = s. Hence
by the main Sobolev theorem

‖u‖s ≤ S(s∗, n)‖Du‖s∗ ≤ S(s∗, n)|Ω|1/s∗−1/p‖Du‖p

since p ≥ s∗.
If 1 ≤ s < n/(n − 1), then s∗ = 1, (s∗)∗ = n/(n − 1) and so

‖u‖s ≤ ‖u‖n/(n−1)|Ω|1/n−1+1/s ≤ S(1, n)‖Du‖1|Ω|1/n−1+1/s

≤ S(1, n)‖Du‖p|Ω|1/n−1/p+1/s;

here the case n = 1 applies equally, since S(1, 1) is finite. �

Note that if s → ∞, then s∗ → n and S(s∗, n) → ∞.

Theorem 3.9.3 (Morrey inequality). Let p > n and |Ω| = 1. There exists
a constant Q∞ = Q∞(p, n) such that any function u ∈ W 1,p

0 (Ω) has a
continuous representative (still called u) such that

supΩ|u| ≤ Q∞‖Du‖p.

A proof of Theorem 3.9.3 is given later, see the comments after The-
orem 7.5.7. Finally, we have the simplest case of the Poincaré inequality.
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Theorem 3.9.4 (Poincaré inequality). Let p ≥ 1. Then there exists a con-
stant Q = Q(n) = ω

−1/n
n such that every function u ∈ W 1,p

0 (Ω) obeys

‖u‖p ≤ Q|Ω|1/n‖Du‖p.

Theorem 3.9.4 is not best possible if Q is allowed to depend also on p.
For example, if p = 1 we can use Q = S(1, n) = n−1ω−1/n, as follows from
Theorem 3.9.2 with p = q = s = s∗ = 1.

Notes

The early results of this chapter, Theorem 3.2.1 and Theorem 3.2.2, are
special cases of the later Theorems 6.1.3 and 6.1.4, but along with their
proofs are of interest in themselves. The importance of thin sets theorems
such as Theorem 3.3.1 seems to have been first pointed out by Berestycki
and Nirenberg [11]. Thin set theorems, however, already appear in the work
of Gilbarg and Trudinger [43], Theorem 10.10. It is worth adding that by
using the differencing technique of Section 2.5 one can obtain thin set
comparison theorems without monotonicity conditions on the function B.

Theorems 3.5.1 and 3.5.3 generalize the corresponding Theorem 10.7
(i) and (ii) of [43], in that we treat solutions in W 1,∞

loc (Ω) rather than
C1(Ω), and also allow the operator A and the nonlinearity B to be sin-
gular (degenerate). Theorems 3.5.1 and 3.6.1 appear in weaker forms as
Theorems 10.3 and 10.1 of [81]. Theorems 3.6.1, 3.6.4, 3.7.1–3.7.4 are new;
it is interesting that they are the direct analogues of Theorems 2.2.3–2.3.3
for non-divergence operators.

Problems

3.1 Supply full details for the proof of the key Lemma 3.1.2. Discuss the
importance of the p-regularity condition.

3.2 Show that the p-Laplace operator A(ξ) = |ξ|p−2ξ, p > 1, is auto-
matically p-regular.

3.3 Justify inequality (3.2.4).

3.4 Carry out the details for the proofs of Theorems 3.2.3 and 3.2.4.

3.5 Ditto for Corollary 3.3.2.

3.6 Ditto for Theorem 3.6.1.
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3.7 Carry out the calculations required to prove the relations (3.7.9)
and (3.7.10), and show that (3.7.10) holds when k and C are given
by (3.7.8).

3.8 Check that the operator (3.7.12) satisfies the given conditions (i), (ii)
and (iv), as well as condition (3.7.3), with � = 1.

3.9 Consider the quasilinear equation [76, (11) on page 153]

[µ(|Du|)− (∂yu)2]∂2
x2u+2∂xu∂yu∂2

xyu+ [µ(|Du|)− (∂xu)2]∂2
y2u = 0,

which arises in the study of the flow of compressible fluids, and carry
out the details required for Protter and Weinberger’s discussion of
subsonic flow on pages 153–155 of [76]. (Note that the bold face state-
ment on page 155 applies only to subsonic flow.)



Chapter 4

Boundary Value Problems
for Nonlinear Ordinary
Differential Equations

4.1 Preliminary lemmas

Here we begin the study of the strong maximum principle and the compact
support principle for divergence structure inequalities, especially of the
canonical form

div{A(|Du|)Du)} − f(u) ≤ 0, u ≥ 0. (4.1.1)

In general, the results described cannot be obtained from the nonlinear
theorems of the previous chapters, since equation (4.1.1) has specialized
properties which are crucially used.

We assume throughout, unless otherwise mentioned, that the func-
tions A and f satisfy conditions (A1), (A2), (F1), (F2) in the introduc-
tion. Here Φ(s) = sA(s), s > 0, and H = H(s) is the Legendre transform
defined in (1.1.4). For convenience in what follows it is useful to extend
the definition of the principal operator Φ to all real values of s by setting
Φ(s) = −Φ(−s) when s < 0, unless otherwise explicitly specified. With-
out loss of generality, since we deal with non-negative solutions, one may
suppose that

f(z) = 0 for z ≤ 0.
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We start with a series of preliminary results, drawn from [81].

Lemma 4.1.1.

(i) For any constant σ ∈ [0, 1] there holds

F (σz) ≤ σF (z), z ∈ [0, δ); F (z) =
∫ z

0

f(v)dv.

(ii) Let w = w(t) be of class C1(0, T ), and write ′ = d/dt. If the compo-
sition Φ◦w′ is of class C1(0, T ), then H ◦w′ is of class C1(0, T ), and
in this case

[H(w′(t))]′ = w′(t)[Φ(w′(t))]′ in (0, T ). (4.1.2)

Conversely, if H ◦ w′ is of class C1(0, T ) and w′ > 0, then Φ ◦ w′ is
of class C1(0, T ) and (4.1.2) continues to be satisfied.

To obtain (i), observe that σf(σz) ≤ σf(z) for z ∈ [0, δ), since f
is non-decreasing by (F2). Integrating this relation from 0 to z yields the
result.

The first statement of (ii) is an immediate consequence of the repre-
sentation

H(s) =
∫ Φ(s)

0

Φ−1(ω)dω, s ≥ 0, (4.1.3)

this being a consequence of the Stieltjes formula H(s) =
∫ s

0
σ dΦ(σ). The

second part is also a consequence of (4.1.3) together with a small lemma:

Let I be any interval of R and let

B(t) =
∫ a(t)

a(t0)

b(s)ds, t, t0 ∈ I.

Suppose a, b ∈ C(I), B ∈ C1(I) and b > 0. Then a ∈ C1(I) and a′ =
B′/(b ◦ a).

This is easily demonstrated by using difference coefficients and the
integral mean value theorem to get ∆B/∆t = b(a+θ∆a)∆a/∆t, 0 ≤ θ ≤ 1.
The lemma then follows by dividing by b(a + θ∆a) and letting ∆t → 0.

Lemma 4.1.2. Suppose f(z) > 0 for z > 0. Let σ > 0. If (1.1.7) is satisfied,
then ∫

0+

ds

H−1(σF (s))
< ∞,
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while if (1.1.5) holds, then∫
0+

ds

H−1(σF (s))
= ∞.

Proof. To show the first part of the lemma it is obviously enough to con-
sider values σ < 1. In this case, by Lemma 4.1.1 (i), and with δ chosen
such that F (δ) < H(∞),

∫ δ

ε

ds

H−1(σF (s))
≤

∫ δ

ε

ds

H−1(F (σs))
=

1
σ

∫ δσ

εσ

dt

H−1(F (t))

and the first part now follows by letting ε → 0 and applying (1.1.7).

On the other hand, for the second part of the lemma it is enough to consider
only values σ > 1. Then, for small ε > 0, we have by Lemma 4.1.1 (i),

∫ δ/σ

ε/σ

ds

H−1(σF (s))
≥

∫ δ/σ

ε/σ

ds

H−1(F (σs))
=

1
σ

∫ δ

ε

dt

H−1(F (t))
.

Letting ε → 0 and applying (1.1.5) gives the second result. �
Lemma 4.1.3. Let T > 0 and assume

q ∈ C(0, T ), q > 0 in (0, T ). (4.1.4)

Then every classical distribution solution w = w(t) of the problem ( ′ =
d/dt) {

[sign w(t)] · [q(t)Φ(w′(t))]′ ≥ 0 in (0, T ),
w(0) = 0, w(T ) = m > 0

(4.1.5)

is such that

w ≥ 0, w′ ≥ 0 in (0, T ). (4.1.6)

Further, there exists t0 ∈ [0, T ) with the property that

w ≡ 0 in [0, t0]; w > 0, w′ > 0 in (t0, T ). (4.1.7)

Proof. We first claim that w ≥ 0 in [0, T ]. If the conclusion fails, there
would be t0 and t1, with 0 ≤ t0 < t1 < T such that w(t0) = w(t1) = 0 and
w < 0 in (t0, t1). Then, multiplying (4.1.5) by w and integrating on [t0, t1]
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yields by integration by parts (or simply by the distribution meaning of
solutions with the test function w(t) on [t0, t1])∫ t1

t0

q(t)Φ(w′(t))w′(t)dt ≤ 0,

where the integrand is non-negative by (4.1.4) and the fact that tΦ(t) > 0
for t 	= 0. That is, necessarily w′ ≡ 0 on [t0, t1]. Hence w ≡ 0 on [t0, t1],
since w(t0) = w(t1) = 0. This contradiction proves the claim.

Define the set J = {t ∈ (0, T ) : w′(t) > 0}. Then, obviously, J 	= ∅,
since w(0) = 0 and w(T ) > 0, while also J is open in (0, T ) since w ∈
C1(0, T ). Let t0 = inf J , so t0 ∈ [0, T ) and w ≡ 0 in [0, t0], since we already
know that w ≥ 0 in [0, T ]. Now, for any fixed t ∈ (t0, T ) there obviously
exists t1 ∈ (t0, t) such that w′(t1) > 0. By integration of (4.1.5) on [t1, t],
recalling that w ≥ 0 on (0, T ), we get

q(t)Φ(w′(t)) ≥ q(t1)Φ(w′(t1)) > 0

by (4.1.4) and (A2), so that w′ > 0 on (t0, T ]. In turn, by integration,
w > 0 in (t0, T ), proving (4.1.7). �

Lemma 4.1.4. If in Lemma 4.1.3 the hypothesis (4.1.4) is strengthened to

q ∈ C(0, T ), q > 0 in (0, T ), q non-increasing,

then w is convex on [0, T ] and

0 ≤ w′(0) ≤ m/T. (4.1.8)

Proof. Indeed from (4.1.5) and (4.1.6) it follows that q(t)Φ(w′(t)) is non-de-
creasing, and then since q(t) is positive and non-increasing also Φ(w′(t)) is
non-decreasing. But Φ is increasing, so w′ is non-decreasing. In turn, w is
convex on [0, T ] and then (4.1.8) follows at once since w(T ) = m. �

Lemma 4.1.5. Assume

q ∈ C[0, T ), q > 0 in (0, T ).

Then along every classical distribution solution w of the problem{
[q(t)Φ(w′(t))]′ − q(t)f(w(t)) ≤ 0 in (0, T ),
w(0) = 0; 0 ≤ w ≤ δ, w′ ≥ 0 in (0, T ),

(4.1.9)
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there holds

Φ(w′(t)) ≤ f(w(t))
q(t)

∫ t

0

q(s) ds +
q(0)
q(t)

Φ(w′(0+)), t ∈ (0, T ), (4.1.10)

where w′(0+) is defined as lim supt→0+ w′(t).
In particular, if w′(0) = 0, then (4.1.10) reduces to

Φ(w′(t)) ≤ f(w(t))
q(t)

∫ t

0

q(s) ds. (4.1.11)

Proof. Integrating (4.1.9) on [τ, t], with 0 < τ < t < T , yields

q(t)Φ(w′(t)) − q(τ)Φ(w′(τ)) ≤
∫ t

0

q(s)f(w(s))ds, (4.1.12)

and (4.1.10) follows at once by (F2), i.e., f(w(s)) ≤ f(w(t)) since 0 ≤
w(s) ≤ w(t) < δ, together with the lim sup as τ → 0+. �

Lemma 4.1.6. Assume

q ∈ C1[0, T ) and q > 0 in [0, T ). (4.1.13)

Then along every classical distribution solution w ∈ C1(0, T ) of the problem
(4.1.9) for which w′(0) = 0 and the condition

Φ ◦ w′ ∈ C1(0, T ) (4.1.14)

is satisfied,1 we have

H(w′(t)) ≤ B(t)F (w(t)), t ∈ (0, T ), (4.1.15)

where

B(t) = 1 + sup
s∈(0,t)

(
− q′(s)

q(s)2

∫ s

0

q(τ)dτ

)+

. (4.1.16)

Furthermore, if q′ ≥ 0, then (4.1.15) becomes H(w′(t)) ≤ F (w(t)).

1For the main application of this lemma in Section 4.2 this condition holds without any
difficulty; see (4.2.3) in Proposition 4.2.1.
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Proof. Since Φ(w′) ∈ C1(0, T ) by assumption, so also H(w′) ∈ C1(0, T ) by
Lemma 4.1.1 (ii). Then by (4.1.2) and (4.1.9) one finds for t ∈ (0, T ) that

{H(w′(t))}′ = [Φ(w′(t))]′w′(t)

≤ −q′(t)
q(t)

Φ(w′(t))w′(t) + f(w(t))w′(t),
(4.1.17)

since by assumption w′ ≥ 0, q > 0 in (0, T ). Integrating (4.1.17) on (0, t),
with 0 < t < T , yields

H(w′(t)) ≤ F (w(t))−
∫ t

0

q′(s)
q(s)

Φ(w′(s))w′(s)ds (since w′(0) = 0),

≤ F (w(t)) +
∫ t

0

(
− q′(s)

q(s)2

∫ s

0

q(τ) dτ

)+

f(w(s))w′(s) ds

≤ B(t)F (w(t))

by (4.1.11) and (4.1.16). �
Proposition 4.1.7. Assume (4.1.13). Let w be a classical distribution solu-
tion of the problem{

[q(t)Φ(w′(t))]′ − q(t)f(w(t)) ≤ 0 in (0, T ),
w(0) = 0, w(T ) = m > 0, w′ ≥ 0,

(4.1.18)

for which (4.1.14) is satisfied. Suppose that f(u) > 0 for u > 0. If w′(0) =
0, then ∫

0+

ds

H−1(F (s))
< ∞. (4.1.19)

Proof. From the second line of (4.1.18) it is evident that there exists t0 ∈
[0, T ) such that w(t) = 0 for 0 ≤ t ≤ t0 while w > 0 in (t0, T ). If t0 = 0, then
w′(0) = 0 by hypothesis, while if t0 > 0, then in turn w(t0) = w′(t0) = 0
since w ∈ C1(0, T ).

Let t2 ∈ (t0, T ). Clearly there exists t1 ∈ (t0, t2) such that m1 =
w(t1) > 0 satisfies

m1 < δ/B, F (Bm1) < H(∞),

where B = B(t2) is given in Lemma 4.1.6. From this lemma applied to the
interval (t0, t1), we thus obtain (see (4.1.15))

H(w′(t)) ≤ B(t)F (w(t)) ≤ BF (w(t)) in (t0, t1)
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since B(t) is obviously non-decreasing. In turn by Lemma 4.1.1 (i), with
σ = 1/B,

H(w′(t)) ≤ F (Bw(t)) in (t0, t1),

that is w > 0, w′(t) ≤ H−1(F (Bw(t))) on (t0, t1). Using the fact that
f(u) > 0 for u > 0 (and so also F (u) > 0 for u > 0), integration now
yields, by the change of variables s = Bw(t),∫ Bm1

0

ds

H−1(F (s))
= B

∫ t1

t0

w′(t)dt

H−1(F (Bw(t)))
≤ B(t1 − t0) < ∞,

as required. �

4.2 Existence theorems

In this section we shall obtain existence and uniqueness theorems for the
boundary value problem{

[q(t)Φ(w′(t))]′ − q(t)f(w(t)) = 0 in (0, T ),
w(0) = 0, w(T ) = m > 0.

(4.2.1)

The main existence theorem, Proposition 4.2.1, will be used to obtain (ra-
dial) comparison functions for the proofs in later sections and in Chapter 5.
Importantly here, we are able to use a weakened version of condition (F2),
namely

(F3) f(0) = 0 and f is non-negative on some interval [0, δ), with δ possibly
infinite.

Accordingly it will be assumed in both Propositions 4.2.1 and 4.2.2 that
m ∈ (0, δ). Of course, in addition to (F3), conditions (A1), (A2), (F1) will
be maintained throughout the section.

We suppose that the function q in (4.2.1) is continuous with q > 0 in
[0, T ]. Put

q0 = min
[0,T ]

q(t) > 0, q1 = max
[0,T ]

q(t) > 0. (4.2.2)

Proposition 4.2.1.

(i) Let Φ(∞) = ∞. Then problem (4.2.1) admits a classical distribution
solution with the properties

w ∈ C1[0, T ], Φ(w′) ∈ C1[0, T ]; w′ ≥ 0. (4.2.3)
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Moreover, for any such solution of (4.2.1) we have w′(T ) > 0 and

‖w′‖∞ ≤ Φ−1

(
q1

q0
[T f̄(m) + Φ(m/T )]

)
, (4.2.4)

where f̄(m) = maxu∈[0,m] f(u). In particular, w′ ≤ 1 if m is suffi-
ciently small.

(ii) Suppose Φ(∞) = ω < ∞. Let m ∈ (0, δ) be such that

q1

q0
[T f̄(m) + Φ(m/T )] < ω. (4.2.5)

Then the conclusion of part (i) continues to hold.

The proof relies on an application of the Leray–Schauder theorem to
a carefully chosen homotopy H : X × [0, 1] → X, X = (C[0, T ], ‖ · ‖∞),
defined by

H[w,σ](t) = σm −
∫ T

t

Φ−1

(
1

q(s)

[
µσ − σ

∫ T

s

q(τ)f(w(τ))dτ

])
ds,

where µσ = µ(w,σ) is the unique number such that

H[w,σ](0) = 0,

so the mapping H[w,σ] is well defined. For the proof of Proposition 4.2.1 we
refer the reader to the Appendix, Section 4.5; see also [81, Proposition 4.1].

The condition f(0) = 0 in (F3) is crucial for Proposition 4.2.1. In fact
the proposition fails otherwise, as shown by the example f(u) ≡ 1, q ≡ 1,
and A(s) ≡ 1. In this case every non-negative solution of (4.2.1) must have
the form w(t) = at + 1

2 t2, a ≥ 0, which gives the extraneous condition for
solvability m = w(T ) = aT + 1

2
T 2 ≥ 1

2
T 2.

In view of (4.2.3) we note that, for the given solution w, all derivatives
with respect to t in (4.2.1) can equally well be understood as ordinary
derivatives, no recourse to distribution solutions in fact being needed.

Proposition 4.2.2. Let q ∈ C[0, T ] ∩ C1[0, T ) with q > 0 in [0, T ]. Suppose
that (F2) is satisfied and that either f = 0 in u ∈ [0, d], d > 0, or that
(1.1.5) holds, that is ∫

0+

ds

H−1(F (s))
= ∞. (4.2.6)
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Then the solution of (4.2.1) given in Proposition 4.2.1 has the properties

w > 0 in (0, T ], w′ > 0 in [0, T ]. (4.2.7)

Proof. Case 1. Let f = 0 in [0, µ]. Then from (4.2.1) we have [q(t)Φ(w′(t))]′

= 0 at least for t near 0. Hence in turn qΦ◦w′ = Constant > 0 for small t (if
the constant is zero, then w′ = 0 for small t > 0, and then by continuation
for all t > 0, which contradicts the boundary condition w = m at t = T ).
Consequently w′(0) = Φ−1(Constant/q(0)) > 0, so from Lemma 4.1.3 and
the fact that t0 = 0 in the present case, we get w′(t) > 0 in [0, T ] and
w > 0 in (0, T ] as required.

Case 2. Let (4.2.6) hold. Note that (4.1.14) is satisfied in view of (4.2.3).
Also we already know that w′(0) ≥ 0 and 0 ≤ w ≤ m. In fact, the case
w′(0) = 0 cannot occur by Proposition 4.1.7 and assumption (4.2.6). Con-
sequently w′(0) > 0 and the required conclusion then follows as before. �

Propositions 4.2.1 and 4.2.2 have the following useful corollary, which
later will take the role of Lemma 2.8.2 for divergence structure equations.

Lemma 4.2.3. Let BR be an arbitrary open ball of radius R in Rn and let
ER = BR \ BR/2. If Φ(∞) = ∞, then for every m ∈ (0, δ) there exists a
non-negative function v ∈ C1(ER) which is a solution of

div{A(|Dv|)Dv} − f(v) = 0 (4.2.8)

in the annulus ER, with boundary values

v = 0 on ∂BR, v = m on ∂BR/2. (4.2.9)

If Φ(∞) = ω < ∞, the conclusion remains valid provided m ∈ (0, δ) is so
small that

2n−1[Rf̄(m)/2 + Φ(2m/R)] < ω, (4.2.10)

where f̄(m) = maxu∈[0,m] f(u).
Furthermore, if (F2) holds and either f ≡ 0 in [0, d], d > 0, or (4.2.6)

is satisfied, then |Dv| > 0 in ER and in particular ∂νv < 0 on ∂BR, where
ν is the exterior unit normal to BR.

Proof. In Proposition 4.2.1 choose q(t) = (R − t)n−1 = rn−1, t ∈ [0, R/2],
and v(x) = w(t), t = R − r, r = |x − x0|, where x0 denotes the center of
BR. Then v is a radial solution of (4.2.8)–(4.2.9) in the annulus ER. The
final part of the lemma follows from Proposition 4.2.2. �
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As a particular example, an existence theorem for the problem{
[q(t)Φ(w′(t))]′ − a(t)q(t)f(w(t)) = h(t) in (0, T ),
w(0) = 0, w(T ) = m > 0

(4.2.11)

can be given, exactly following the ideas of Proposition 4.2.1. The result is
stated in

Proposition 4.2.4. Assume a, h, q ∈ C[0, T ] and h ≥ 0, a ≥ 0, q > 0 in
[0, T ]. Then problem (4.2.11) with m ∈ (0, δ), and with m and

∫ T

0
h(t) dt

suitably small in case Φ(∞) < ∞, admits a classical distribution solution
with the properties w ∈ C1[0, T ], w′ ≥ 0.

The question of uniqueness of solutions of (4.2.1) and (4.2.11) is also
of interest. For this result, we assume the main conditions (A1), (A2),
(F1), (F2).

Theorem 4.2.5. Assume a, h, q ∈ C(0, T ) and a ≥ 0, q > 0 in (0, T ).
Then problems (4.2.1) and (4.2.11) admit at most one classical distribution
solution with range in [0, δ).

Proof. Let w and w̃ be two solutions of (4.2.11) with ranges in [0, δ). Then
by (4.2.11) together with (A2) and (F2), we obtain

0 ≤
∫ T

0

q(t)[Φ(w′(t)) − Φ(w̃′(t))] · [w′(t) − w̃′(t)]dt

= −
∫ T

0

a(t)q(t)[f(w(t))− f(w̃(t))] · [w(t) − w̃(t)]dt ≤ 0.

It now follows at once that w ≡ w̃ in [0, T ] since Φ is strictly increasing. �

4.3 Existence theorems on a half-line

In the next section we shall prove the necessity part of Theorem 1.1.2
through the existence of classical solutions of the exterior Dirichlet problem
for (1.1.2), with equality sign. Because of the separate and independent
interest of this question, we devote the present section to its consideration.

For the following main theorem we maintain conditions (A1), (A2),
(F1), and in place of (F2) the slightly stronger condition

(F2)′ f(0) = 0 and f is positive and non-decreasing in (0, δ), δ > 0 finite.

Clearly (F2)′ implies (F2) which implies (F3).
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Theorem 4.3.1 (Exterior Dirichlet Problem). For all R > 0 and m ∈ (0, δ),
with m sufficiently small if Φ(∞) = ω < ∞, there is a classical C1 radial
solution u(x) = u(r) of the problem

div{A(|Du|)Du} − f(u) = 0, u ≥ 0 (4.3.1)

in ΩR = {x ∈ Rn : |x| > R}, such that

u(R) = m, u(x) → 0 as |x| → ∞. (4.3.2)

Moreover u′ < 0 whenever u > 0.

The required smallness condition on m when ω < ∞ is given below
by (4.3.6).

Proof. First consider the case when ω = ∞. Let j = 1, 2, . . . , define q(t) =
(R + j − t)n−1 and denote by wj the solution of⎧⎪⎨

⎪⎩
[q(t)Φ(wt(t))]t − q(t)f(w(t)) = 0,

w(0) = 0, w(j) = m ∈ (0, δ),
wt ≥ 0 in [0, j],

which exists by Proposition 4.2.1. Moreover because q is positive and de-
creasing, then w is convex by Lemma 4.1.4.

It follows now that uj(r) = wj(t), t = R + j − r, is a solution of⎧⎪⎨
⎪⎩

[rn−1Φ(u′(r))]′ − rn−1f(u(r)) = 0 (′= d/dr),
u(R) = m, u(R + j) = 0,

u′ ≤ 0 in [R,R + j]
(4.3.3)

(here recall that Φ is defined for negative s, according to the agreement at
the beginning of Section 4.1, namely Φ(s) = −Φ(−s)). It is obvious that
the equation in (4.3.3) is exactly the radial version of (4.3.1).

We claim that the sequence j �→ uj is non-decreasing. Indeed, uj and
uj+1 are C1 radial solutions of div {A(|Du|)Du}− f(u) = 0 in the annulus
Aj = {x ∈ ΩR : R ≤ |x| ≤ R + j}. Obviously uj ≤ uj+1 on ∂Aj so
that uj ≤ uj+1 in Aj by (F2)′, Theorem 2.4.1 and Proposition 2.4.2, as
claimed.2

2It is of interest that the monotonicity of the sequence (uj)j can be obtained under
the weaker condition (F3) instead of (F2)′. More specifically, under (F3) monotonicity
follows as in the proof of Theorem 3.6.4 of [39]. Since the main application of Theo-
rem 4.3.1 in Chapter 5 deals with nonlinearities f satisfying (F2), we shall not pursue
this further.
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Each uj is continuous, non-increasing and non-negative in [R,R + j].
Hence by the Dini theorem the sequence (uj)j converges uniformly on every
compact subset of [R,∞) to the non-negative, non-increasing, continuous
limit u. We shall show that u is the required radial solution of (4.3.1),
(4.3.2). Of course u : [R,∞) → [0,m], with u(R) = m.

In fact, corresponding to (4.3.3), the function uj satisfies the integral
equation on [R,R + j],

uj(r) = m −
∫ r

R

Φ−1

(
s1−n

[
µj −

∫ s

R

τn−1f(uj(τ))dτ

])
ds,

where µj is determined by the condition u′
j(R) = −Φ−1(R1−nµj). In other

words
µj = Rn−1Φ(|u′

j(R)|) > 0

since |u′
j(R)| ≤ |u′

1(R)| by monotonicity and the fact that uj(R) = m
for each j. The positive non-increasing sequence (µj)j converges to some
number µ ≥ 0. Letting j → ∞ the limit function u satisfies the integral
equation

u(r) = m −
∫ r

R

Φ−1

(
s1−n

[
µ −

∫ s

R

τn−1f(u(τ))dτ

])
ds. (4.3.4)

By the continuity of u in [R,∞) it follows from (4.3.4) that u is of class
C1[R,∞). Thus u is also a classical distribution solution of

{
[rn−1Φ(u′(r))]′ − rn−1f(u(r)) = 0 in [R,∞),
u(R) = m; u ≥ 0, u′ ≤ 0 in [R,∞).

(4.3.5)

Of course, the equation on the first line of (4.3.5) is equivalent to (4.3.1)
for radial functions u = u(r).

To complete the proof of the theorem in the case ω = ∞, it remains to
show that u′ < 0 when u > 0 and that u(r) → 0 as r → ∞. To obtain the
first, note by virtue of (4.3.5) that should u′ = 0 at some point r0 where
u > 0, then by (F2)′ we would have rn−1Φ(u′(r)) > 0 for all r ∈ (r0, r0+ε),
ε > 0 sufficiently small; that is u′(r) > 0 for r ∈ (r0, r0+ε), which is absurd.
Hence u′ < 0 at any point where u > 0.

Denote by � the non-negative finite limit of u as r → ∞. Since u′ is
non-decreasing by convexity, then u′(r) → 0 as r → ∞. Integrating (4.3.5)
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on [r, r + 1], with R ≤ r < ∞, we get

Φ(u′(r + 1)) −
(

r

r + 1

)n−1

Φ(u′(r)) =
1

(r + 1)n−1

∫ r+1

r

τn−1f(u(τ)) dτ

≥
(

r

r + 1

)n−1

f(�)

by (F2) and the fact that � ≤ u(r) ≤ δ for r ∈ [R,∞). Letting r → ∞ then
yields 0 ≥ f(�) ≥ 0, that is � = 0 by (F2)′. This completes the proof when
ω = ∞.

We now treat the case when ω < ∞. Suppose m < δ so small that(
R + 1

R

)n−1

[f(m) + Φ(m)] = ω̂ < ω. (4.3.6)

We introduce a new operator Φ̂, defined by

Φ̂(s) =

⎧⎪⎨
⎪⎩

Φ(s) for 0 ≤ s ≤ Φ−1(ω̂),

ω̂

Φ−1(ω̂)
s for s ≥ Φ−1(ω̂).

(4.3.7)

Clearly Φ̂ is continuous and increasing on [0,∞), thus satisfying (A1) and
(A2), and moreover Φ̂(∞) = ∞.

We apply the first part of the proof with Φ replaced by Φ̂ and u
replaced by û. Clearly the solution û exists. It will be a solution of the
original problem (4.3.1), (4.3.2), provided ‖û′‖∞ ≤ Φ−1(ω̂). But by con-
vexity, (4.2.4), and (4.3.6),

‖û′‖∞ ≤ |û′(R)| ≤ |û′
1(R)| ≤ Φ̂−1

(
q1

q0
[f(m) + Φ(m)]

)
= Φ̂−1(ω̂) = Φ−1(ω̂),

since q1/q0 = [(R + 1)/R]n−1. This completes the proof. �

The solution u = u(r) given by Theorem 4.3.1 is unique, the precise
result being

Theorem 4.3.2. Let the hypotheses of Theorem 4.3.1 be satisfied. There
cannot be more than one solution of (4.3.1), (4.3.2) in ΩR, whether radial
or not, which has range in [0, δ).

This is an immediate consequence of the comparison Theorem 2.4.1
together with Proposition 2.4.2.
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Theorem 4.3.3. Let the hypotheses of Theorem 4.3.1 be satisfied. Then
the solution u given by Theorem 4.3.1 is everywhere positive provided that
(1.1.5) holds. Conversely if (1.1.7) is satisfied, then u has compact support.

Theorem 4.3.3 will be proved in Chapter 5.

Remark. When ω < ∞ the condition (4.3.6) is not best possible, and can
be improved to the form

T0f(m) + Φ
(

m

T0

)
<

(
R

R + T0

)n−1

ω,

where T0 > 0 is a positive parameter which can be assigned arbitrarily;
this follows easily by replacing the interval [R,R + 1] in the definition of
u1 by [R,R + T0] for any T0 > 0.

As an example, when R << 1 and A(s) = 1/
√

1 + s2 is the mean
curvature operator, with f(z) = κ z, κ > 0, and n ≥ 2 (equation of a
capillary surface under gravity), by taking T0 = aR with a > 0 suitably
small, we get the solvability condition m < R/(n−1); whereas from (4.3.6)
one gets the alternative condition m < R/κ.

A different approach to the radial exterior problem, containing a num-
ber of precise estimates in the case when ω < ∞ and Φ′(0) > 0, has been
given by Turkington [112].

4.4 The end point lemma

In this section we prove a remarkable result having important consequences
for the Strong Maximum Principle in Chapter 5 and the phenomenon of
dead cores in Section 8.4. In what follows we maintain the conditions (A1),
(A2), (F1) and (F2).

Lemma 4.4.1 (End Point Lemma). Suppose f(u) > 0 for u > 0 and that
(1.1.7) is satisfied. For fixed σ > 0, define

Cσ =
∫ δ

0

ds

H−1(σF (s))
. (4.4.1)

Then for every C ∈ (0, Cσ) there exists a number γ = γ(C) ∈ (0, δ) and a
function w ∈ C1[0, C] such that

(i) γ → 0 as C → 0,

(ii) w(0) = w′(0) = 0, w(C) = γ; 0 ≤ w′ ≤ H−1(F (γ)),
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(iii) [Φ(w′(t))]′ = σf(w(t)) for t ∈ (0, C),

(iv) Φ(w′(t)) ≤ σtf(w(t)) for t ∈ (0, C).

[If H(∞) is finite we take δ > 0 so small that σF (δ) < H(∞).]

Proof. First note that the integral in (4.4.1) is convergent, in view of Lem-
ma 4.1.2 and (1.1.7). For given C ∈ (0, Cσ), we take γ ∈ (0, δ) so that

0 < C =
∫ γ

0

ds

H−1(σF (s))
;

clearly γ = γ(C) is uniquely determined by C, and of course γ → 0 as
C → 0.

Now define w : [0, C] → R by

t =
∫ w(t)

0

ds

H−1(σF (s))
. (4.4.2)

Hence
w′(t)

H−1(σF (w(t)))
= 1, 0 < t < C,

that is H(w′) = σF (w). Thus in turn [H(w′)]′ = σf(w)w′. Obviously
part (ii) of the lemma is satisfied; moreover, since w′ > 0 on (0, C], from
Lemma 4.1.1 (ii) we obtain part (iii).

An integration using parts (ii), (iii) and the monotonicity of f in (F2)′

shows that also Φ(w′(t)) ≤ σtf(w(t)). This completes the proof. �

There is a slightly stronger result, proved in the same way.

Lemma 4.4.2. The conclusions (i)–(iii) of Lemma 4.4.1 are valid if con-
dition (F2), together with the positivity of f , is replaced by the weaker
condition that f(0) = 0 and F is positive in some interval (0, δ).

4.5 Appendix: Proof of Proposition 4.2.1

For the proof of this proposition only, we shall redefine the operator Φ
in R− by setting Φ(s) = s when s < 0; this can be done without loss of
generality since the ultimate solution w satisfies w′ ≥ 0.

Case (i). Let

µ1 = q1[T f̄(m) + Φ(m/T )], I = [0, µ1], f̄(m) = max
u∈[0,m]

f(u). (4.5.1)
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It is convenient also to redefine f so that f(z) = f(m) for all z ≥ m. This
will not affect the conclusion of the proposition, since clearly any ultimate
solution with w′ ≥ 0 satisfies 0 ≤ w ≤ m. We recall the earlier agreement
that f(z) = 0 for z ≤ 0.

With these preliminaries settled, we can proceed to the main proof.
We shall make use of the Leray–Schauder fixed point theorem, an idea
suggested in this context by Montenegro.

Denote by X the Banach space C[0, T ], endowed with the usual norm
‖ · ‖∞, and let T be the mapping from X to X defined for t ∈ [0, T ] by

T [w](t) = m −
∫ T

t

Φ−1

(
1

q(s)

[
µ −

∫ T

s

q(τ)f(w(τ))dτ

])
ds,(4.5.2)

where µ = µ(w) ∈ I is chosen so that

T [w](0) = 0. (4.5.3)

We shall show that such a choice of µ is uniquely possible.
Indeed for any fixed w ∈ X and for any µ ∈ I we have

− f̄(m)
q0

∫ T

0

q(t) dt ≤ 1
q(s)

[
µ −

∫ T

s

q(τ)f(w(τ))dτ

]
≤ µ1

q0
. (4.5.4)

It follows now that T [w] is well defined for each fixed µ in I.
Moreover for µ = 0 we see that, for all w ∈ X,

T [w](0) ≥ m.

On the other hand, for µ = µ1 we find, for all w in X,

T [w](0)

= m −
∫ T

0

Φ−1

(
q1

q(s)
Φ(m/T ) +

1
q(s)

[
q1T f̄(m) −

∫ T

s

q(τ)f(w(τ))dτ

])
ds

≤ m −
∫ T

0

Φ−1(Φ(m/T ))ds = 0,

where we have used the condition (4.5.1), the definition of q1 in (4.2.2),
and the fact that 0 ≤ f(z) ≤ f̄(m). Since the integral on the right side of
(4.5.2) is a strictly increasing function of µ for fixed w, it is now obvious
that there exists a unique µ ∈ I such that (4.5.3) holds.
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Define the homotopy H : X × [0, 1] → X by

H[w,σ](t)

= σm −
∫ T

t

Φ−1

(
1

q(s)

[
µσ − σ

∫ T

s

q(τ)f(w(τ))dτ

])
ds,

(4.5.5)

where µσ = µ(w,σ) ∈ I is a number chosen such that

H[w,σ](0) = 0.

Clearly, as in the case of the mapping T in (4.5.2), such a value µσ exists
and is unique, and the mapping H[w,σ] is accordingly well defined.3

By construction, any fixed point wσ = H[wσ , σ] is of class C1[0, T ],
has the property that Φ(w′) ∈ C1[0, T ], and is a classical distribution
solution of the problem{

[q(t)Φ(w′
σ(t))]′ − σq(t)f(wσ(t)) = 0 in [0, T ],

wσ(0) = 0, wσ(T ) = σm.
(4.5.6)

Moreover, by Lemma 4.1.3, a fixed point w = H[w, 1] satisfies w, w′ ≥ 0,
and so is a solution of problem (4.2.1) satisfying the conditions (4.2.3),
with w′ ≥ 0.

It remains to show that such a fixed point w = w1 exists. We shall
use Browder’s version of the Leray–Schauder theorem for this purpose (see
Theorem 11.6 of [43]).

To begin with, obviously µσ = 0 when σ = 0, and so H[w, 0](t) ≡ 0 for
all w in X, that is H[w, 0] maps X into the single point w0 = 0 in X. (This
is the first hypothesis required in the application of the Leray–Schauder
theorem at the end of the proof.)

We show next that H is compact and continuous from X × [0, 1] into
X. Let (wk, σk)k be a bounded sequence in X × [0, 1]. Clearly µσk

∈ I;
therefore again using the fact that 0 ≤ f(z) ≤ f̄(m) for all z ≥ 0, together
with (4.5.4), it is clear that

‖H′[wk, σk]‖∞ ≤ C ′,
3The simpler homotopy

H̃[w, σ](t) =

∫ t

0
Φ−1

(
1

q(s)

[
κ + σ

∫ s

0
q(τ)f(w(τ))dτ

])
ds

with κ = κ(w) chosen so that H̃[w, σ](T ) = m, is in fact less convenient in carrying out
the proof.
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where (recalling that Φ−1(t) = t when t < 0)

C ′ = max

{
f̄(m)

q0

∫ T

0

q(t)dt, Φ−1(µ1/q0)

}
. (4.5.7)

It is now an immediate consequence of the Ascoli–Arzelà theorem that H
maps bounded sequences into relatively compact sequences in X.

We claim finally that H is continuous on X×[0, 1]. Indeed, let wj → w,
σj → σ, (wj , σj) ∈ X × [0, 1]. Then in (4.5.5) clearly σjf(wj) → σf(w),
since the modified function f is continuous on R. It must then be shown
that µ(wj , σj) → µ(w,σ). To this end, suppose for contradiction that this
fails. Then, for some subsequence, still called (wj , σj), we should have

µ(wj , σj) → µ̃ 	= µ = µ(w,σ).

In this case, from (4.5.3) one gets by subtraction

∫ T

0

{
Φ−1

(
1

q(s)

[
µ̃ − σ

∫ T

s

q(τ)f(w(τ))dτ

])

− Φ−1

(
1

q(s)

[
µ − σ

∫ T

s

q(τ)f(w(τ))dτ

])}
ds = 0.

(4.5.8)

But Φ−1 is a monotone increasing function of its argument, so clearly the
integrand in (4.5.8) is either everywhere positive or everywhere negative,
giving the required contradiction.

To apply the Leray–Schauder theorem it is now enough to show that
there is a constant M > 0 such that

‖w‖∞ ≤ M for all (w,σ) ∈ X × [0, 1], with H[w,σ] = w. (4.5.9)

Let (w,σ) be a pair of type (4.5.9). But, as observed above, since w′ ≥ 0,
clearly ‖w‖∞ = w(T ) = σm ≤ m. Thus we can take M = m in (4.5.9).

The Leray–Schauder theorem therefore can be applied and the map-
ping T [w] = H[w, 1] has a fixed point w ∈ X, which is the required solution
of (4.2.1). That (4.2.3) holds for this solution was noted earlier in the proof.

The last part of the theorem is a direct consequence of (4.5.2) evalu-
ated at a fixed point w, together with the right-hand inequality of (4.5.4)
and the fact that µ ∈ I.
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Case (ii). The argument is exactly the same as before, with the single
exception that in (4.5.4) the right-hand side µ1/q0 is now less than ω by
virtue of (4.2.10) and (4.5.1). Thus, T is well defined in X, and the rest of
the proof is unchanged. �
The proof of Proposition 4.2.4 goes in almost the same way, except one
must take

µ1 = q1[a1T f̄(m) + Φ(m/T )] +
∫ T

0

h(t)dt, where a1 = max
t∈[0,T ]

a(t),

rather than in (4.5.1).

Problems

4.1 Supply the details for the proof of Lemma 4.1.1.

4.2 Prove the existence Proposition 4.2.4 for problem (4.2.11), following
the ideas of proof of Proposition 4.2.1.

4.3 Show that the monotonicity of the sequence (uj)j in the proof of The-
orem 4.3.1 can be obtained under the weaker condition (F3) instead
of (F2)′, following the proof of Theorem 3.6.4 of [39].

4.4 Supply the details for the proof of Theorem 4.3.2.

4.5 Ditto for Lemma 4.4.2.



Chapter 5

The Strong Maximum
Principle and the Compact
Support Principle

5.1 The strong maximum principle

With the work of the preceding Chapter 4 available, we can turn to the
proofs of the Strong Maximum Principle, Theorem 1.1.1, and the Compact
Support Principle, Theorem 1.1.2, stated in the Introduction.

Proof of Sufficiency in Theorem 1.1.1. We proceed exactly as in the proof
of Hopf’s maximum principle in Section 2.8, with the two exceptions that
(a) the weak maximum principle, Theorem 2.8.1, is replaced by Theorem
2.4.1 and Proposition 2.4.2, and (b) Lemma 2.8.2 is replaced by Lemma
4.2.3. In particular the crucial condition (iii) of Lemma 2.8.2 is obtained
from the last part of Lemma 4.2.3, in view of the key assumption (1.1.5). �

As remarked in the introduction, the case of necessity in Theorem 1.1.1 is
due to Diaz [28]. Theorem 1.1.1 is proved. �
Another proof of the necessity part of (1.1.5). Suppose that F > 0 in some
interval (0, δ), and that (1.1.5) fails, that is (1.1.7) holds. By the End Point
Lemma 4.4.2 we can then introduce the function w = w(t), of class C1[0, C],
C ∈ (0, C1), σ = 1. Let Ω = {x ∈ Rn : xn < C} and define u(x) = 0 if
xn ≤ 0, u(x) = w(xn) if xn ∈ [0, C). Hence u ∈ C1(Ω) is non-negative by
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Lemma 4.4.2 (ii), and is also a solution of (1.1.2), with the equality sign,
by Lemma 4.4.2 (iii). Clearly u(0) = w(0) = 0 and at the same time u 	≡ 0.
Hence the strong maximum principle fails. �
Remarks. 1. The proof of sufficiency we have given is in fact not different
in its underlying ideas from those in [10], [21], [30], [86], [113], the principal
improvements here being the direct approach, the generality of the equation
and the solution class, and the clarification of the method. The proof here
uses only standard calculus, and the elementary Leray–Schauder theorem
(see [43], Theorem 11.6), but requires neither monotone operator theory
(as [113], [28]–[31]), nor Orlicz–Sobolev space theory, nor viscosity solution
theory (as [49]), nor probabilistic methods.

We note also that Diaz, Saa and Thiel have stated a version of The-
orem 1.1.1, see Theorem 6 of [31], but with partially insufficient proof.

2. The necessity of condition (1.1.5) for the Strong Maximum Principle can
be obtained under a weaker hypothesis than (F2). In fact, it is enough to
suppose only

f(0) = 0 and either f ≡ 0 or F (s) > 0 for s ∈ (0, δ).

This is because the principal construction required for Diaz’ proof uses
only this condition; see also the second proof of necessity given above.

3. The second proof of necessity for the Strong Maximum Principle also
yields a direct and simple counterexample to the unique continuation ques-
tion for the equation div{A(|Du|)Du}−f(u) = 0, when (1.1.7) holds. That
is, the function u(x) = w(xn) shows that a solution in a domain Ω may
vanish in a subdomain without vanishing throughout Ω.

Proof of first part of Theorem 4.3.3. Because of (1.1.5) the strong maxi-
mum principle is valid for (1.1.2), hence also for (4.3.1). But since u(R) =
m > 0 and because u is a non-negative (radial) solution of (4.3.1), it now
follows that u > 0 on the entire domain of the solution. �

Example: the degenerate Laplacian. The strong maximum principle can be
treated more simply in the case of the canonical p-Laplacian inequality,
p > 1,

∆pu − f(u) ≤ 0, u ≥ 0.

For our present purpose, we assume that

f(z) ≤ czp−1, (5.1.1)

the borderline case for (1.1.5).
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An appropriate comparison function v = v(r), r = |x|, can be taken
in the form

v(r) = α[(R/r)ϑ − 1], R/2 ≤ r ≤ R, (5.1.2)

where α = m/(2ϑ − 1) and ϑ, R are to be determined. Then

Φ(|v′|) = |v′|p−1 =
(

αϑ

R

)p−1 (
R

r

)(p−1)(ϑ+1)

;

moreover, after a short calculation, there results

[|v′|p−1]′ +
n − 1

r
|v′|p−1 + f(v)

≤ (αϑ)p−1

(
R

r

)(p−1)ϑ{
n − 1 − (p − 1)(ϑ + 1)

rp
+

c

ϑp−1

}
.

This again will be ≤ 0 provided that

ϑ =
2(n − 1)

p − 1
− 1, R ≤

[
(n − 1)

c

]1/p

ϑ1/p′
.

That is, ∆pv − f(v) ≥ 0 for R/2 ≤ |x| ≤ R, and the proof of the strong
maximum principle, Theorem 1.1.1, now applies unchanged, but avoiding
the delicate arguments of Proposition 4.2.1, or of [113].

In summary, for the borderline case (5.1.1) of the p-Laplacian inequal-
ity, we get an elementary proof of Vázquez’ strong maximum principle. At
the same time, the simple comparison function (5.1.2) does not suffice for
general operators or for more complicated nonlinearities. This observation
indicates the need for the alternative deeper-lying construction of v in the
proof of Theorem 1.1.1.

5.2 The compact support principle

Proof of sufficiency in Theorem 1.1.2. Let u be a (non-negative) solution
of (1.1.6) in an exterior domain Ω ⊃ ΩR with u(x) → 0 as |x| → ∞.
We must show that u has compact support in Ω. To begin with, clearly
there exists R0 ≥ R such that u(x) ≤ δ′ < δ if |x| ≥ R0. Let w = w(t)
be the function introduced in the alternative proof of the necessity part of
Theorem 1.1.1, with σ = 1 and with C chosen so near C1 that γ(C) ≥ δ′.
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Define Ω0 = {x ∈ Rn : |x| > R0} and v(x) = w(C + R0 − |x|) for
R0 < |x| ≤ C + R0. We extend the definition of v to all x ∈ Ω0 by setting
v(x) = 0 when |x| > C + R0. Clearly v ∈ C1(Ω0) by Lemma 4.4.2 (ii).
Moreover, for x ∈ Ω0 and r = |x|, we have

div{A(|Dv|)Dv} − f(v) = −[Φ(|v′|)]′ − (n − 1)
r

Φ(|v′|) − f(v)

≤ [Φ(wt)]t − f(w) ≤ 0
(5.2.1)

in view of Lemma 4.4.2 (iii) and the fact that Φ(s) ≥ 0. Since u(x) ≤
δ′ ≤ v(x) on ∂Ω0, and since u(x), v(x) → 0 as |x| → ∞, we can apply the
comparison Theorem 2.4.1 and Proposition 2.4.2 to obtain 0 ≤ u(x) ≤ v(x)
in Ω0. In particular, u(x) ≡ 0 when |x| ≥ R1 = R0 + C, as required. �

Proof of necessity in Theorem 1.1.2. To prove necessity, suppose (1.1.7)
fails, that is (1.1.5) holds. By Theorem 4.3.1 and the first part of Theorem
4.3.3, there exists a positive classical solution u of (1.1.2) with equality
sign (and thus also of (1.1.6) with equality), in the domain ΩR = {x ∈
Rn : |x| > R}, such that u(x) → 0 as |x| → ∞. This violates the compact
support principle. Hence (1.1.7) is necessary. �

Proof of second part of Theorem 4.3.3. Recall that (F2)′ holds by hypoth-
esis. Then because of (1.1.7) the compact support principle Theorem 1.1.2
is valid for equation (4.3.1). But since u is a non-negative (radial) solution
of (4.3.1) with u(x) → 0 as |x| → ∞, it now follows that u has compact
support in the domain |x| ≥ R. �

Remarks

1. The sufficiency part of Theorem 1.1.2 is closely related to Theorem 4
of [86], by specializing the results there to the matrix aij =A(|ξ|)δij +
[A′(|ξ|)/|ξ|]ξiξj which arises by expansion of the divergence term in
(1.1.6). This specialization requires, however, two assumptions which
are not needed here, first that the operator A be of class C1(R+),
and second, that the solutions in consideration should be of class C2

at points of Ω where Du 	= 0. In the proof of Theorem 4 of [86] it
is also not evident that an appropriate comparison principle can be
applied without the further assumption that the nonlinearity f be
non-decreasing for small u > 0 – that is, for the validity of Theorem 4
of [86] this additional assumption, which is exactly (F2) above, seems
to be required as well. For the special case of the degenerate Laplacian,
see also [30].
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2. The last sentence of the proof of the sufficiency of Theorem 1.1.2 gives
an a priori estimate for the support of the solution u.

3. The sufficiency of condition (1.1.7) for the Compact Support Principle
can be obtained under a weaker hypothesis than (F2). In fact, it is
enough to suppose only

f(0) = 0 and either f ≡ 0 or F (s) > 0 for s ∈ (0, δ),

this condition in fact being all that it is needed for the application of
Lemma 4.4.2.

4. For the case of maximal monotone graphs f , see [30], [113].

5.3 A special case

We prove here an important special case of the principal result of Sec-
tion 5.4, both for its intrinsic interest as a generalization of Theorem 1.1.1
as well as to clarify the main arguments of the proof of Theorem 5.4.1. In
particular, consider the differential inequality

div{A(|Du|)Du} + B(x, u,Du) ≤ 0 (5.3.1)

in a domain Ω ⊂ Rn. We suppose that A satisfies (A2) and a slightly
stronger condition than (A1), that is

(A1)′ A ∈ C1(R+),

and that B(x, z, ξ) ∈ L∞
loc(Ω × R+ × Rn) is subject to one or the other of

the conditions (B1), (B2) below:

There exist a constant κ > 0 and nonlinearities f and g, continuous in
R+

0 , such that

(B1) B(x, z, ξ) ≥ −κΦ(|ξ|) − f(z),

(B2) B(x, z, ξ) ≤ κΦ(|ξ|) − g(z),

for x ∈ Ω, z ≥ 0, and all ξ ∈ Rn with |ξ| ≤ 1.

Moreover f and g are assumed to satisfy

(F2) f(0) = 0 and f is non-decreasing on some interval (0, δ), δ > 0;

(G2) g(0) = 0 and g is non-decreasing on some interval (0, δ), δ > 0.

In the following results B(x, z, ξ) itself need not be explicitly non-decreasing
in the variable z; this corresponds to the situation of Theorem 2.1.2 where
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the coefficient c(x) is not required to satisfy a sign condition for the validity
of the conclusion.

Theorem 5.3.1 (Strong maximum principle). Let (B1) and (F2) be satisfied.
For the strong maximum principle to be valid for (5.3.1) it is sufficient that
either f ≡ 0 in [0, d], d > 0, or that (1.1.5) holds.

Assume (B2) and (G2). For the strong maximum principle to hold for
(5.3.1) it is necessary that either g ≡ 0 in [0, d], d > 0, or that∫

0+

ds

H−1(G(s))
= ∞, (5.3.2)

where G(u) =
∫ u

0
g(s)ds.

Proof. Sufficiency. Assume that (5.3.2) is valid. As in the proof of Theo-
rem 1.1.1, we apply the Hopf comparison technique. Assume, contrary to
the validity of the strong maximum principle, that there is a non-negative
solution u ∈ C1(Ω) of (5.3.1) which vanishes at some point, but is not
identically zero. As in the demonstration of the Hopf Maximum Principle,
Section 2.8, there is a ball BR, with closure in Ω, such that u > 0 in BR

and u = 0 at some point y ∈ ∂BR ∩ Ω0, where Ω0 = {x ∈ Ω : u(x) = 0}.
Clearly u(y) = |Du(y)| = 0 and R can be taken arbitrarily small so that

0 < u < δ, |Du| ≤ 1 in BR.

Hence by (B1) the function u is also a solution of

div{A(|Du|)Du} − κΦ(|Du|) − f(u) ≤ 0 in ER, (5.3.3)

where ER = BR \ BR/2.
Call x0 the center of BR. Also let m′ > 0 be the minimum of u on

∂BR/2 and choose
k = n + κR.

As comparison function we take the non-negative radial solution v : ER →
R+ of (4.2.1) given by Lemma 4.2.3, in the space dimension k rather than
n, that is v as a function of r, r = |x−x0|, satisfies the ordinary differential
equation

[rk−1Φ(|v′|)]′ + rk−1f(v) = 0, v ≥ 0

in (R/2, R). For later purposes one can take the corresponding boundary
value parameter m so small that m ≤ m′. In turn, in contrast with (5.3.3),
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v becomes a solution of the inequality:

div{A(|Dv|)Dv} − κΦ(|Dv|) − f(v)

= −r1−n{[rn−1Φ(|v′|)]′} − κΦ(|v′|) − f(v)

= −r1−k{[rk−1Φ(|v′|)]′} + κ(R/r − 1)Φ(|v′|) − f(v)

≥ −r1−k{[rk−1Φ(|v′|)]′} − f(v) = 0

(5.3.4)

in ER with, see Lemma 4.2.3,

v = 0 on ∂BR, v = m on ∂BR/2; ∂νv < 0 on ∂BR, |Dv| > 0 in ER.

We can now apply Theorem 3.6.5 to the solutions u of (5.3.3) and v
of (5.3.4) in the set ER – that is, with the set Ω replaced by ER. In making
this application one must of course check that the principal hypotheses
(i)–(ii), see Section 3.5, are verified for A(ξ) = A(|ξ|)ξ, with A(0) = 0 and
with the regular set P = Rn \ {0}. This, however, follows directly from
(A1)′ and (A2).

To verify the further assumptions of Theorem 3.6.5, we see by (F2)
that the function −κΦ(|ξ|)− f(z) is non-increasing in the variable z in the
solution range [0, δ), while by (A1)′ it is locally Lipschitz continuous when
ξ is in P . Finally, since Dv > 0 it is evident that (ER)v ≡ {x ∈ ER :
Dv(x) ∈ P } = ER.

Because u ≥ v on ∂ER, we then obtain from Theorem 3.6.5 that u ≥ v
in ER. In particular 0 = ∂νu(y) ≤ ∂νv(y) < 0, which is a contradiction.
The sufficiency part of the theorem is therefore proved. �

Necessity. For each x0 ∈ Ω we shall exhibit a subdomain Ω′, with x0 ∈ Ω′,
and a solution u of (5.3.1) in Ω′ such that u(x0) = 0 but u 	≡ 0 in Ω′. The
assumption to be made for this purpose is that (B2) and (G2) hold, with
g(z) > 0 for z > 0, together with the negation of (5.3.2), namely∫

0+

ds

H−1(G(s))
< ∞. (5.3.5)

Thus fix x0 ∈ Ω and let BR ⊂ Ω be a ball centered at x0 with radius
R. Define

σ = (n + κR)−1,

where κ is given by (B2). Let Cσ be given by (4.4.1), with F replaced by G.
Then choose C < min{R,Cσ}, also so small that H−1(G(γ)) ≤ 1, where
the parameter γ = γ(C) > 0 is defined in Lemma 4.4.1.
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Put ε = R − C and consider the function w given by Lemma 4.4.1
corresponding to the given value σ. For x ∈ BR we define the radial function
u(r) = w(r−ε) when r ∈ [ε,R], r = |x−x0|, and extend u as a non-negative
C1 function to all of BR by putting u ≡ 0 for 0 ≤ r < ε. Then |Du| = u′ ≤ 1
in BR by (ii) of Lemma 4.4.1, and so by (B2),

div{A(|Du|)Du} + B(x, u(x),Du(x))
≤ div{A(|Du|)Du} + κΦ(u′) − g(u)

≤ [Φ(u′)]′ +
(

κ +
n − 1

r

)
Φ(u′) − g(u)

≤ σg(u) +
(

κ +
n − 1

r

)
(r − ε) σg(u) − g(u)

≤ [σ(n + κR) − 1]g(u) = 0;

here we use (iii) and (iv) of Lemma 4.4.1.
But u vanishes in Bε(x0), while u(x) = w(C) = γ > 0 when |x| = R,

that is u 	≡ 0 in Ω′ = BR, contradicting the validity of the strong maximum
principle. �

5.4 Strong maximum principle:
Generalized version

Consider the differential inequality

∂xj
{aij(x, u)A(|Du|)∂xj

u} + B(x, u,Du) ≤ 0 (5.4.1)

in a domain Ω ⊂ Rn, where the symmetric coefficient matrix a(x, z) =
[aij(x, z)], i, j = 1, . . . , n, is defined and continuously differentiable in Ω ×
[0, δ′] for some δ′ > 0, and furthermore is such that

λ(z)|ζ|2 ≤ aij(x, z)ζiζj ≤ Λ(z)|ζ|2 for all ζ ∈ Rn, (5.4.2)

where λ and Λ are positive and continuous in [0, δ′]. We suppose that
A = A(s) satisfies of (A1)′ and (A2) of Section 5.3. Moreover B(x, z, ξ) ∈
L∞

loc(Ω×R+ ×Rn) is subject to one or the other of the conditions (B1) or
(B2), while f and g verify (F2) and (G2). As in Section 5.3 the function
B(x, z, ξ) need not be explicitly non-decreasing in the variable z.

For simplicity, in the sequel we can assume without loss of generality
that δ ≤ δ′.
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Theorem 5.4.1 (Strong maximum principle). Suppose that

lim
s↓0

sA′(s)
A(s)

= c > −1 (5.4.3)

and, when c 	= 0, assume also that the positive definite matrix [aij ] satisfies
(5.4.2) and √

Λ(0)
λ(0)

< φ(c), φ(c) =
2 + c + 2

√
1 + c

|c| . (5.4.4)

Let (B1) and (F2) be satisfied. For the strong maximum principle 1

to be valid for (5.4.1) it is sufficient that either f ≡ 0 in [0, d], d > 0, or
that (1.1.5) holds.

Assume (B2) and (G2). For the strong maximum principle to hold for
(5.4.1) it is necessary that either g ≡ 0 in [0, d], d > 0, or that (5.3.2) is
satisfied.

Proof. Sufficiency. As in the proof of Theorem 5.3.1, we apply the Hopf
comparison technique. Assume, contrary to the validity of the strong max-
imum principle, that there is a non-negative solution u ∈ C1(Ω) of (5.4.1)
which vanishes at some point, but is not identically zero. As in the proof
of the Hopf Maximum Principle, Section 4.5.6, there is a ball BR0 , with
R0 ≤ 1 and closure in Ω, such that u > 0 in BR0 and u = 0 at some point
y ∈ ∂BR0 ∩ Ω0, where Ω0 ={x∈Ω :u(x)=0}. Clearly u(y)= |Du(y)|=0.

By BR we denote any ball of radius R ≤ R0 which is tangent at y to
∂BR. To begin with we take R1 ≤ R0 so small that u < δ and |Du| ≤ 1 in
BR, R ≤ R1. Hence, for any fixed R ≤ R1, by (B1) we have

∂xi
{aij(x, u)A(|Du|)∂xj

u} − κΦ(|Du|) − f(u) ≤ 0 in BR. (5.4.5)

We now construct an appropriate comparison function v. Define

â(x) = [âij(x)] ≡ [aij(x, u(x))],

obviously continuously differentiable in Ω. Define ER to be the annular
region BR \ BR/2. Let α be a constant such that

|∂xi
âij(x)| ≤ α

1The definition of the strong maximum principle is given in the first paragraph before
Theorem 1.1.1.
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for all x ∈ ER. Clearly such a constant exists since |Du| ≤ 1 and ER is
a pre-compact subset of Ω. Letting x0 denote the center of BR, we define
z = (x − x0)/r, r = |x − x0|. It is then easy to see that in ER,

∂xi
(âij(x)zj) = [∂xi

âij(x)]zj +
âij(x)

r
(δij − zizj) .

Without loss of generality we assume that λ(0) ≤ 1. Introduce

λ = min{λ(u(x)) : x ∈ BR}, Λ = max{Λ(u(x)) : x ∈ BR}.

Hence from (5.4.2), with ζ = z,

|∂xi
(âij(x)zj)| ≤ α +

n − 1
r

Λ for all x ∈ ER. (5.4.6)

Put
k =

nΛ + α + κ

λ
> 1;

of course k = k(R) is uniformly bounded for all R ≤ R1.
Also let min∂BR/2 u = m′ > 0 and choose m ≤ m′ < δ. Of course m′

itself depends on R.
As comparison function v we take the radial solution v = v(r), r =

|x−x0|, given by Lemma 4.2.3 in the space dimension k rather than n and
with f replaced by f/λ. That is, v satisfies

[rk−1Φ(|v′|)]′ + rk−1f(v)/λ = 0, v ≥ 0

in (R/2, R). Now we can carry out the principal calculation, with z =
(x − x0)/r,

∂xi
{âij(x)A(|Dv|)∂xj

v} − κΦ(|Dv|) − f(v)
= −âij(x)zizj [Φ(|v′|)]′ − ∂xi

{âij(x)zj}Φ(|v′|) − κΦ(|v′|) − f(v)

≥ −âij(x)zizj

{
r1−k[rk−1Φ(|v′|)]′ +

f(v)
λ

}
= 0

in ER for all R ≤ R1.
Clearly

∫
0+ ds/H−1(F (s)/λ) = ∞ by Lemma 4.1.2 and (1.1.5). There-

fore the final part of Lemma 4.2.3 can be applied to the comparison function
v. In summary, v is a non-negative solution of

∂xi
{âij(x)A(|Dv|)∂xj

v} − κΦ(|Dv|) − f(v) ≥ 0 in ER, R ≤ R2,

(5.4.7)
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such that

v(R) = 0, v(R/2) = m; ∂νv < 0 on ∂BR, v′ < 0 in ER. (5.4.8)

We shall apply Theorem 3.6.5 to the solutions u and v of (5.4.5) and
(5.4.7) in ER. In making this application it is convenient to write these
inequalities in the form

divÂ(x,Du) + B̂(u,Du) ≥ 0, divÂ(x,Dv) + B̂(v,Dv) ≤ 0, (5.4.9)

where Â = Â(x, ξ) is the vector function A(|ξ|)â(x)ξ and B̂(z, ξ) =
−κΦ(|ξ|)−f(z). To begin with we verify the ellipticity of Â(x, ξ) in ER×P ,
with

P = {ξ : 0 < |ξ| < τ}

and τ remaining to be determined.
To this end we observe that by virtue of (5.4.4) there exists µ =

µ(c) > 1 such that √
Λ(0)/λ(0) < µ < φ(c).

Therefore, since u is continuous in Ω, there exists R2 ≤ R1 so small that√
Λ/λ < µ in BR (5.4.10)

for all R ≤ R2.
Let d1, d2 be defined by φ(d1) = φ(d2) = µ, d1 < 0 < d2 (see

Figure 1). By (5.4.3) there exists τ = τ(c) ∈ (0, 1] so small that

c1 = inf
0<s<τ

sA′(s)
A(s)

∈ (d1, c],

c2 = sup
0<s<τ

sA′(s)
A(s)

∈ [c, d2).

In turn,

min{φ(c1), φ(c2)} > µ. (5.4.11)

This being shown, let τ be the number just determined and R ≤ R2.
Then by (5.4.10) and (5.4.11) the condition (2.4.7) in Proposition 2.4.4
is verified, with c1, c2 as above. Hence the matrix [∂ξÂ(x, ξ)] is positive
definite in ER × P ; that is Â is elliptic in ER × P , as required.
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Figure 5.1: Determination of d1 and d2.

By (4.2.4) in Proposition 4.2.1 we can take the value m in (5.4.8) even
smaller, if necessary, so that

0 < |Dv| < τ in ER, (5.4.12)

see (5.4.8) for the first inequality.
For the application of Theorem 3.6.5 it is next necessary to check that

the principal hypotheses (i)–(ii) in Section 3.5 are verified for Â and B̂,
with P = {ξ : 0 < |ξ| < τ}. But these follow directly from (A1)′ and
(A2).

From (5.4.12) moreover we see that u and v are solutions of (5.4.9)
respectively in the sets (ER)u, (ER)v (recall τ ≤ 1).

It remains to verify the further assumptions of Theorem 3.6.5. In
particular, by (F2) the function −κΦ(|ξ|) − f(z) is non-increasing in the
variable z in the solution range [0, δ), while by (A1)′ it is locally Lipschitz
continuous when ξ is in P . Finally, by (5.4.12) it is evident that (ER)v =
ER.

Because u ≥ v on ∂ER, it follows from Theorem 3.6.5 that u ≥ v in
ER. In particular 0 = ∂νu(y) ≤ ∂νv(y) < 0, which is a contradiction. The
sufficiency part of the theorem is therefore proved.
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Necessity. For each x0 ∈ Ω we shall exhibit a subdomain Ω′, with x0 ∈ Ω′,
and a solution u of (5.4.1) in Ω′ such that u(x0) = 0 but u 	≡ 0 in Ω′. The
assumption to be made for this purpose is that (B2) and (G2) hold, with
g(z) > 0 for z > 0, together with the negation of (5.3.2), namely (5.3.5)
holds.

Thus fix x0 ∈ Ω and let BR be a ball centered at x0 with closure in
Ω. Put Λ = maxz∈[0,δ] Λ(z), and let α > 0 be such that

|∂xi
aij(x, u(x))| ≤ α (5.4.13)

when x ∈ BR, 0 ≤ u(x) ≤ δ and |Du(x)| ≤ 1. Clearly such a value α can
be found in view of the given differentiability of [aij ]. In turn (5.4.6) holds
in BR. Define

σ = [nΛ + (α + κ)R]−1,

where κ is given by (B2).
Let Cσ be given by (4.4.1), with F replaced by G. Then choose C <

min{R,Cσ}, also so small that H−1(G(γ)) ≤ 1, where the parameter γ =
γ(C) > 0 is defined in Lemma 4.4.1. Put ε = R − C and consider the
function w given by Lemma 4.4.1 corresponding to the given value σ. For
x ∈ BR we define the radial function u(r) = w(r − ε) when r ∈ [ε,R],
r = |x − x0|, and extend u as a non-negative C1 function to all of BR

by putting u ≡ 0 for 0 ≤ r < ε. Then |Du| = u′ ≤ 1 in BR by (ii) of
Lemma 4.4.1.

We now carry out the main calculation, with z = (x − x0)/r,

∂xi

{
aij(x, u(x))A(|Du|)∂xj

u
}

+ B(x, u(x),Du(x))

≤ ∂xi

{
aij(x, u(x))A(|Du|)∂xj

u
}

+ κΦ(u′) − g(u) by (B2)

≤ aij(x, u(x))zizj [Φ(u′)]′ +
(

α + κ + Λ
n − 1

r

)
Φ(u′) − g(u)

≤ Λσg(u) +
(

α + κ + Λ
n − 1

r

)
(r − ε) σg(u) − g(u)

≤ {σ[nΛ + (α + κ)R] − 1}g(u) = 0;

(5.4.14)

in obtaining (5.4.14) we use (5.4.6), together with (iii) and (iv) of Lemma
4.4.1.

But u vanishes in Bε(x0), while u(x) = w(C) = γ > 0 when |x−x0| =
R, that is u 	≡ 0 in Ω′ = BR, contradicting the validity of the strong
maximum principle. �
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It is exactly in the application of Proposition 3.6.5 at the end of the
proof of sufficiency that the strengthened condition (A1)′ is needed.

There is also a maximum principle for the converse differential in-
equality

∂xj
{aij(x, u)A(|Du|)∂xj

u} + B(x, u,Du) ≥ 0, u ≥ 0, (5.4.15)

in Ω ⊂ Rn, which can be obtained as an immediate consequence of Theo-
rem 5.4.1.

Theorem 5.4.2 (Strong Maximum Principle). Suppose that (5.4.3) holds,
and that (B2) applies with g(z) ≥ 0 for z ∈ [0, δ). Let δ ≤ δ be such that

sup
z∈[0,δ)

√
Λ(z)/λ(z) < φ(c) (5.4.16)

(when c = 0 we can take δ = δ).
If u is a non-negative solution of (5.4.15) in Ω, then u cannot attain

a maximum value M ∈ [0, δ) in the interior of Ω, unless u ≡ M .

Proof. Suppose u reaches a maximum value M in [0, δ) in Ω. Define u(x) =
M − u(x). Then u is non-negative and obeys the inequality

∂xj
{aij(x,M − u)A(|Du|)∂xj

u} − κΦ(|Du|) ≤ 0

at all points of Ω where |Du| < 1. This has exactly the form (5.4.1) with

B(x, z, ξ) = −κΦ(|ξ|).

That is, (B1), (F2) hold with f(z) ≡ 0.
We can therefore apply Theorem 5.4.1 to the (non-negative) solution

u, provided (5.4.4) applies with Λ(0), λ(0) replaced by Λ(M), λ(M). But
this is a consequence of (5.4.16), as required. Hence the strong maximum
principle Theorem 5.4.1 applies to u, and we get u ≡ 0 in Ω, i.e., u ≡ M
in Ω. �
Corollary 5.4.3 (Strong Maximum Principle). Suppose that (5.4.3) holds,
and that (B2) applies with g(z) ≥ 0 for z ∈ [0, δ). Suppose the matrix [a]
is independent of u and √

Λ/λ < φ(c).

If u is a non-negative solution of (5.4.15) in Ω, then u cannot attain
a maximum value M ∈ [0, δ) in the interior of Ω, unless u ≡ M .
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This result is closely related to Theorem 3.7.4 in the case b = 0.
Theorem 5.4.1 implies as well a necessary and sufficient criterium for the
validity of the strong maximum principle.

Corollary 5.4.4. Assume (B1), (B2), (F2), (G2), (5.4.3) and, when c 	= 0,
also (5.4.4). Suppose that there exists ν ∈ (0, 1] such that g(z) ≥ νf(z) > 0
for z ∈ (0, δ). Then the strong maximum principle is valid for (5.4.1) if
and only if either f ≡ 0 in [0, d], d > 0, or (1.1.5) holds.

Remarks

1. When c 	= 0 in (5.4.3) and√
Λ(0)
λ(0)

>
2 + c + 2

√
1 + c

|c| (5.4.17)

in Theorem 5.4.1, the proof given above fails, since by Theorem 1.3
of [20] the matrix [∂ξj

Âi(x, ξ)] can be indefinite for some directions ζ
of the vector Du and for some points x ∈ Ω. Of course exactly such
points and directions occur when the normal at the tangent point
x = x0 is a direction ν. Thus the proof of Theorem 5.4.1 fails in this
case, since x0 could be any point in Ω and the normal could have
any direction ν, depending on the particular outcome of the Hopf
construction.

2. It is an open question whether Theorem 5.4.1 itself fails when (5.4.17)
is valid. We have not been able to find a counterexample for such
cases, though it may be conjectured that the condition (5.4.4) is in
fact necessary.

3. Condition (5.4.4) is automatically valid if a(x, 0) is a positive multiple
of the identity. Indeed, if aij(x, u) = a(x, u)δij , where a : Ω × R+

0 →
R+ is of class C1, then the differential operator in (5.4.1) has the form

div{a(x, u)A(|Du|)Du}.
For this special case, Theorem 5.4.1 continues to hold without the help
of (5.4.4), since Λ(0)/λ(0) = 1 and so ∂ξÂ(x, ξ) is positive definite
without further argument.

4. Condition (5.4.3) applies to the p-Laplace operator A(s) = sp−2, p >
1, with c = p − 2. In this case, when c 	= 0, namely when p 	= 2, the
condition (5.4.4) takes the explicit form√

Λ(0)
λ(0)

<
p +

√
p − 1

|p − 2| . (5.4.18)
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5. The validity of Theorem 5.4.1 can obviously be asserted if the dif-
ferential inequality (5.4.1) is assumed to be elliptic for all arguments
(x, u,Du) ∈ Ω×R+

0 ×Rn such that 0 < u < ε, 0 < |Du| < ε for some
ε > 0.

If c = 0 in (5.4.3), as occurs for example when A(s) = 1, i.e., for
the Laplace operator, or when A(s) = 1/

√
1 + s2, i.e., the mean curvature

operator, then condition (5.4.4) is empty and so Theorem 5.4.1 is correct
even with no additional conditions on [aij ] outside of positive definiteness
and regularity! This yields

Theorem 5.4.5. Assume (B1), (F2). Then the strong maximum principle
is valid for the mean curvature type differential inequality

∂xi

{
aij(x, u)∂xj

u√
1 + |Du|2

}
+ B(x, u,Du) ≤ 0, u ≥ 0 in Ω,(5.4.19)

if either f ≡ 0 in [0, d], d > 0, or (1.1.5) is satisfied.
Assume (B2), (G2). For the strong maximum principle to hold for

(5.4.19) it is necessary that either g ≡ 0 for u ∈ [0, d], d > 0, or that
(5.3.2) holds.

Here it is worth noting that (5.4.19) is not elliptic exactly at points where

|Du| >
2 4
√

�√
� − 1

, � =
Λ(u)
λ(u)

.

Example: the linear case. Consider the linear inequality

∂xi
{aij(x)∂xj

u} + bi(x)∂xi
u + c(x)u ≤ 0, u ≥ 0, (5.4.20)

for x ∈ Ω, where the matrix [aij ] is continuously differentiable and satisfies
(5.4.2) with λ, Λ, independent of z while bi, c ∈ C(Ω) for all i = 1, . . . , n.
This is the special case of (5.4.1) where A(s) ≡ 1, B(x, z, ξ) = bi(x)ξi +
c(x)z. Here we can apply the result of Theorem 5.4.1, assuming also that
bi(x) and c(x) are locally bounded. By slightly shrinking the domain Ω we
can then suppose that

κ = max
i

sup
Ω

|bi(x)| < ∞, d = − inf
Ω

{c(x), 0} < ∞.

Moreover define f(z) = dz. Then Φ(s) = s, H−1(s) =
√

2s and F (z) =
dz2/2, so that (B1) and (1.1.5) hold as required; here c = 0 in (5.4.3).
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This gives the strong maximum principle for (5.4.20), closely related to the
classical Theorem 2.1.2 of E. Hopf. Indeed, the strong maximum principle
for C2 solutions of (5.4.20) is an immediate consequence of Theorem 2.1.2,
while conversely the strong maximum principle for C1 weak solutions of
(2.1.1), written in the form (5.4.20), follows at once from Theorem 5.4.1.

These comments moreover lead us to expect that the proof of The-
orem 5.4.1 can be simplified for the special linear case. In fact, the proof
of Theorem 5.4.1 suggests that the required comparison function v can
be obtained for the linear case by exhibiting an explicit solution of the
inequality

v′′ +
k

r
v′ − dv

λ
≥ 0, v′ ≤ 0

(since Φ(s) = s in the present linear case). A natural choice for v is

v(r) = α[(R/r)ϑ − 1], R/2 ≤ r ≤ R, (5.4.21)

where ϑ and R are to be determined. Then v′(r) ≤ 0 and a short calculation
gives

v′′+
k

r
v′− dv

λ
= αϑ

(
R

r

)ϑ {
(ϑ + 1) − k

r2

}
− dv

λ
≥ α

{
(ϑ + 1) − k

R2
− d

λϑ

}
.

This will be ≥ 0 provided that

ϑ = 2k − 1, R2 ≤ λk(2k − 1)
d

.

Thus the rational comparison function (5.4.21) can be used for the linear
inequality (5.4.20), alternative to the standard exponential function

v(r) = ε
(
e−αr2 − e−αR2)

,

see page 148 of [46], or page 34 of [43].

5.5 A boundary point lemma

Equation (5.4.1) also has a corresponding boundary point lemma. Remark-
ably, in contrast with Hopf’s boundary point lemma, the basic equation
need not be uniformly elliptic, this ultimately being due to the strong result
of Lemma 4.2.3.
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Theorem 5.5.1 (Boundary Point Lemma). Assume (5.4.3) and when c 	= 0
also (5.4.4). Suppose that (B1), (F2) hold and that either f ≡ 0 in [0, d],
d > 0, or that (1.1.5) is satisfied.

Let u be a C1 solution of (5.4.1) in Ω, with u > 0 in Ω and u(y) = 0,
where y ∈ ∂Ω. If Ω satisfies an interior sphere condition at y, then ∂νu < 0
at y.

Proof. By the interior sphere condition there exists an open ball BR =
BR(x0) ⊂ Ω with y ∈ ∂BR. If R is suitably small, then there exists, exactly
as in the proof of the sufficiency of Theorem 5.4.1, a comparison function
v in the annular region ER = BR \ Br/2. Continuing as in the proof of
Theorem 5.4.1 it follows that u ≥ v in ER, which immediately supplies the
conclusion ∂νu(y)≤∂νv(y)=v′(R)<0. �

There is also a boundary point lemma corresponding to Theorem 5.4.2.

Theorem 5.5.2. Assume that the hypotheses of Theorem 5.4.2 are satisfied.
Let u be a C1 solution of (5.4.15) in Ω, with 0 ≤ u < M in Ω and
u(y) = M , where y ∈ ∂Ω. If M ∈ [0, δ) and Ω satisfies an interior sphere
condition at y, then ∂νu > 0 at y.

The proof is essentially the same as for Theorem 5.5.1, but using the trans-
formation u = M − u as in Theorem 5.4.2.

5.6 Compact support principle:

Generalized version

Here we consider the converse inequality

∂xi
{aij(x)A(|Du|)∂xj

u} + B(x, u,Du) ≥ 0, (5.6.1)

the domain Ω being an exterior set, say with Ω ⊃ ΩR = {x ∈ Ω : |x| > R}.
Conditions (A1)′, (A2) and (5.4.2) are assumed to be valid, as for the
Strong Maximum Principle, along with one or the other of conditions (B1),
(B2), (F1), (F2) of Section 5.3.

Here we restrict the matrix [aij ] to depend only on x, with the co-
efficients aij(x) having uniformly bounded derivatives in Ω. The functions
λ and Λ in (5.4.2) are now purely positive constants. (A corresponding
boundedness condition on the derivatives of aij is unneeded for the Strong
Maximum Principle because the arguments there are purely local. Note
also that the functions λ, Λ in (5.4.2) are now simply positive constants.)
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Theorem 5.6.1 (Compact Support Principle2). If (B1) and (F2) are sat-
isfied, with f(z) > 0 for z > 0, then for the compact support principle to
hold for (5.6.1) it is necessary that (1.1.7) be valid.

On the other hand, assume (5.4.3), and when c 	= 0 that√
Λ/λ < φ(c).

Then for the compact support principle to hold for (5.6.1) it is sufficient
that (B2) and (G2) are satisfied, with g(z) > 0 for z > 0 and∫

0+

ds

H−1(G(s))
< ∞. (5.6.2)

Proof. Necessity. Here it will be enough to show the existence of a (radial)
solution u = u(r) of the following problem in the exterior domain ΩR,{

∂xi
{aij(x)A(|Du|)∂xj

u} + B(x, u,Du) ≥ 0, in ΩR,

u(R) = m, u(r) → 0 as r → ∞; u > 0, u′ < 0 in ΩR,
(5.6.3)

where (B1) and (F2) hold, with f(z) > 0 for z > 0, and also, by negation,
condition (1.1.5) is satisfied.

To this end, as in the proof of sufficiency for the Strong Maximum
Principle, it is enough to consider the equation

[Φ(u′)]′ +
1
λ

(
α + κ +

n − 1
r

Λ
)

Φ(u′) − f(u)
λ

= 0,

0 < u < δ, −1 ≤ u′ < 0,

where α = supx∈Ω |∂xi
aij(x)|. That is, the problem becomes⎧⎪⎨

⎪⎩
[q̃(r)Φ(u′)]′ − q̃(r)f̃(u) = 0, in [R,∞),
u(R) = m, u(r) → 0 as r → ∞,

u > 0, −1 ≤ u′ < 0 in ΩR,

(5.6.4)

where ′ = d/dr and q̃, f̃ are given by

q̃(r) = r(n−1)λ−1Λe(a+κ)λ−1r, f̃(u) = f(u)/λ.

Of course, f̃(u) continues to obey (1.1.7), by Lemma 4.1.2.
2For the definition of the compact support principle, see the first paragraph before
Theorem 1.1.2.



122 Chapter 5. Strong Maximum Principle, Compact Support Principle

The required solution can now be constructed (for m < δ) exactly as
in the proof of Theorem 4.3.1, with only the change that q(r) = rn−1 is
replaced by the new function q̃(r), and f(u) by f̃(u). In particular, we can
guarantee |u′| ≤ 1 by using (4.2.4) and taking m suitably small. Moreover,
one gets u(r) → � = 0 as r → ∞ by the argument at the end of the proof
of Theorem 4.3.1, but with the ratio r/(r + 1) replaced by

q̃(r)
q̃(r + 1)

= e−(α+κ)/λ

(
r

r + 1

)(n−1)Λ/λ

.

This approaches the positive limit e−(a+κ)Λ/λ as r → ∞, which gives � = 0
and completes the proof of necessity.

Sufficiency. The basic method of proof is taken from Theorem 2′ of [84],
with a number of modifications.

Consider a solution u ∈ C1(Ω) of the inequality (5.4.15) in an exterior
domain Ω, with u(x) → 0 as |x| → ∞. Under the conditions (B2), (G2) it
is required to show that u has compact support in Ω.

As before, put α = supx∈Ω |∂xi
aij(x)| and define

σ = (Λn + α + κ)−1.

With the help of the End Point Lemma 4.4.1, with F replaced by G,
we can now construct an appropriate radial comparison function v = v(r).
Let C be chosen and fixed so that

C < min{1, Cσ}, H−1(G(γ)) < τ, γ = γ(c) < δ,

where τ = τ(c) is given in the proof of Theorem 5.4.1.
For any R > 0 define

v(r) = w(R + C − r), R ≤ r ≤ R + C, r = |x|,

where w is given by (4.4.2), corresponding to the constants σ and C. By
(ii) of Lemma 4.4.1,

v(R) = w(C) = γ, |Dv| < τ. (5.6.5)

Moreover v′(r) < 0 for R ≤ r < R + C and v(R + C) = v′(R + C) = 0.
We can thus suppose that v is extended to all r ≥ R by taking v(r) ≡ 0
for r > R + C.
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To check that v has the required property of an upper comparison
function, we see from Lemma 4.4.1 that in the annulus E = {x ∈ Rn :
R < |x| < R + C},

∂xi

{
aij(x)A(|Dv|)∂xj

v
}

+ κΦ(|Dv|) − g(v)

≤ aij(x)
xixj

r2
[Φ(|v′|)]′ +

(
α + κ + Λ

n − 1
r

)
Φ(|v′|) − g(v)

≤ [σ(Λn + α + κ) − 1]g(v) ≤ 0;

the steps in this calculation are essentially the same as those previously
used to derive (5.4.14). In summary, we have

∂xi

{
aij(x)A(|Dv|)∂xj

v
}

+ κΦ(|Dv|) − g(v) ≤ 0 (5.6.6)

in ΩR. Here v ≡ 0 for r ≥ R + C, while v > 0, −τ < v′ < 0 for R ≤ r <
R + C.

Let R be so large that ΩR ⊂⊂ Ω and

0 ≤ u < γ (< δ) in ΩR. (5.6.7)

Put M = max|x|=R+C u(x). Then, since u(x) → 0 as |x| → ∞, we see from
Corollary 5.4.3 that u ≤ M in ΩR+C . If M = 0 we are done. We thus
assume for contradiction that M > 0, in which case necessarily u < M in
ΩR+C by Corollary 5.4.3.

Let the maximum value M of u(x), |x| = R + C, be reached at y.
Then, since ΩR+C obviously satisfies an interior sphere condition at y, the
Boundary Point Theorem 5.5.2 applies in ΩR+C . Hence ∂νu > 0 at y.

Our purpose is now to apply the comparison Theorem 3.6.5 in the set
E. To this end, we observe first, by (B2) and the fact that τ ≤ 1, that u is
a solution of

∂xi

{
aij(x)A(|Du|)∂xj

u
}

+ κΦ(|Du|) − g(u) ≥ 0, (5.6.8)

in Eu = {x ∈ E : |Du(x)| ∈ P }, where P = {ξ ∈ Rn : 0 < |ξ| < τ}.
Similarly v is a solution of (5.6.6) in E ≡ Ev, since Dv ∈ P when x ∈ E.

As in the proof of Theorem 5.4.1 the operator A(ξ) = a(x)A(|ξ|)ξ is
elliptic in Ω×P , while of course conditions (i), (ii) of Section 3.5 continue
to hold.

Since by (5.6.5) and (5.6.7) we have u ≤ v +M on ∂E, it follows that
u ≤ v +M in E. Thus ∂νu ≤ ∂νv = 0 at y. This contradicts the previously
established relation ∂νu > 0 at y. �
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Corollary 5.6.2. Assume (B1), (B2), (F2), (G2), (5.4.3), and when c 	= 0
also (5.4.4). Suppose that there exists ν ∈ (0, 1] such that g(z) ≥ νf(z) > 0
for z > 0. Then the compact support principle is valid for (5.6.1) if and
only if (1.1.7) holds.

Remarks. It is clear from the proof of the necessity part of the Com-
pact Support Principle Theorem 5.6.1 that the matrix [aij ] in this case
can depend on z as well as x, since the solution u considered there, to-
gether with its gradient, is a priori bounded, see (5.6.4). That is α =
supx∈ΩR

|(∂xi
aij(x, u(x)))n

j=1| is still finite.

It is an open problem whether the sufficiency of the Compact Support
Principle for (5.6.1) remains valid when the matrix [aij ] is also allowed to
depend on the solution variable z.

The following counterexample [84] shows the importance of the bounded-
ness condition (B2). Consider the inequality

∆pu + |Du|q1 − uq2 ≥ 0, u ≥ 0, p > 1, q1, q2 > 0. (5.6.9)

Clearly (5.4.3) holds with c = p − 2, and conditions (5.6.2) and (B2) are
satisfied if and only if q1 ≥ p − 1 and q2 < p − 1. The compact support
principle then holds for (5.6.9). On the other hand, for any q1 ∈ (0, p − 1)
we can take q1 < q2 < p−1. One easily checks that (5.6.9) then has positive
solutions u(x) = const. |x|−κ on ΩR for κ and R suitably large. Hence the
compact support principle fails even though condition (5.6.2) is fulfilled!

The case c = 0 in (5.4.3) can be treated exactly as in Section 5.4,
leading to the following result for the mean curvature type inequality.

Theorem 5.6.3. Assume (B2) and (G2) are satisfied, with g(z) > 0 for
z > 0, and that (5.6.2) holds. Then the compact support principle is valid
for the mean curvature type differential inequality

∂xi

{
aij(x)∂xj

u√
1 + |Du|2

}
− B(x, u,Du) ≥ 0, in Ω. (5.6.10)

On the other hand, if (B2) and (F2) are valid, with f(z) > 0 for z > 0,
then for the compact support principle to hold for (5.6.10) it is necessary
that (1.1.7) be satisfied.
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Notes

The background and literature for Theorem 1.1.1 is fairly complicated and
deserves a number of comments.

The necessity of (1.1.5) for the case of the Laplace operator is due
to Benilan, Brezis and Crandall [10], while for the p-Laplacian it is due to
Vázquez [113]. In these cases (1.1.5) reduces respectively to

∫
0+

ds√
F (s)

= ∞ and
∫

0+

ds

[F (s)]1/p
= ∞.

For general operators satisfying (A1), (A2), necessity is due to Diaz ([28],
Theorem 1.4).

Sufficiency for the case of the Laplace operator and also for the p-
Laplacian is again due to Vázquez [113], see also [28], [50] and [69]. For
general operators satisfying (A1), (A2), sufficiency was proved in Theo-
rem 1 of [84] under an additional technical assumption, in Theorem 1 of
[79] without the technical assumption and in Theorem 1.1 of [81] with a
simplified proof. For the vectorial case see [36].

The case when f ≡ 0 was studied by Cellina [19] for non-negative
minimizers of the integral

∫
Ω

G (|Du|)dx. An alternative abstract approach
to the strong maximum principle appears in [21].

As in the case of the strong maximum principle it is worth comment-
ing on the background and literature for the compact support principle
Theorem 1.1.2.

Necessity was first shown in Corollary 2 of [84] under an additional
technical assumption as noted above, and in [79], with a proof which is not
at all easy. The proof given in [81] is simpler and at the same time provides
an existence theorem for radial solutions of exterior Dirichlet problems; see
Theorem 4.3.1.

The sufficiency of (1.1.7) is Theorem 2 of [84]. For radially symmetric
solutions of (1.1.6) sufficiency was proved in Proposition 1.3.1 of [39] under
the weaker assumption that F (z) > 0 for z ∈ (0, δ).

For the generalized versions of the strong maximum principle and the
compact support principle, see [84] and [20]; the proofs here are shortened
and improved. Theorem 5.5.1 includes the Hopf boundary point lemma, to-
gether with extensions to divergence structure inequalities drawn from [94].



126 Chapter 5. Strong Maximum Principle, Compact Support Principle

Problems

5.1 Consider the divergence structure operator div (A(|Du|)Du), and sup-
pose the function A = A(s), s > 0, is positive and continuously differ-
entiable and that {sA(s)}′ > 0 for all s > 0 and sA(s) → 0 as s → 0.
Show that the corresponding non-divergence structure quasilinear op-
erator is elliptic for functions u ∈ C2(Ω) with Du 	= 0. If moreover A
is positive and continuously differentiable for s ≥ 0 and {sA(s)}′ > 0
for all s ≥ 0, the corresponding operator is uniformly elliptic for any
function u ∈ C2(Ω) with |Du| bounded in Ω.
The conditions (A1) and (A2) in the Introduction are a generalization
for the operator of the standard notion of ellipticity for quasilinear
operators.

5.2 Show that the operators A(s) = sp−2, p > 1, A(s) = 1/
√

1 + s2

satisfy conditions (A1) and (A2). For what values of the exponents
a and b does A(s) = (1 + sa)b satisfy (A1) and (A2)? What are
the corresponding functions G , assuming G (0) = 0? Find H(s) when
A(s) = (1 + s2)b.

5.3 Verify the conditions given in Section 1.1 for the functions u(x) =
C|x|k and v(x) = L|x|−� to satisfy (1.1.10).



Chapter 6

Non-homogeneous
Divergence Structure
Inequalities

6.1 Maximum principles for structured

inequalities

We consider the quasilinear differential inequality

divA(x, u,Du) + B(x, u,Du) ≥ 0 in Ω, (6.1.1)

where Ω is a bounded domain in Rn, and A and B satisfy the generic
assumptions of Section 3.1. Here we shall extend the validity of The-
orems 3.2.1 and 3.2.2 to the case when (6.1.1) is inhomogeneous, that
is, there are constants a2, b1, b2, a, b ≥ 0 such that for all (x, z, ξ) ∈
Ω × R+ × Rn there holds, for p > 1,

〈A(x, z, ξ), ξ〉 ≥ |ξ|p − a2z
p − ap,

B(x, z, ξ) ≤ b1|ξ|p−1 + b2z
p−1 + bp−1,

(6.1.2)

while for p = 1,

〈A(x, z, ξ), ξ〉 ≥ |ξ| − a2z − a, B(x, z, ξ) ≤ b (6.1.3)
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(in (6.1.3) we write b for b2 and discard the terms b1|ξ|p−1, bp−1). As in
Section 3.1 the domain Ω is assumed to be bounded. This condition can be
removed if Ω has finite measure and the boundary condition for |x| → ∞
is taken in the form (3.2.12).

The apparently more general situation when the principal term |ξ|p in
(6.1.2) is replaced by a1|ξ|p, a1 > 0, in fact immediately reduces to (6.1.2)
by rescaling.

In the following results we deal with p-regular solutions, without fur-
ther mention.

Theorem 6.1.1 (Semi-maximum principle). Let u ∈ W 1,p
loc (Ω), p ≥ 1, be a

solution of the inequality (6.1.1) in Ω, with u ≤ M on ∂Ω for some constant
M ≥ 0. If (6.1.2) holds, then u+ ∈ L∞(Ω) and

u ≤ C[ ‖u+‖p + k + (a1/p
2 + b

1/(p−1)
2 )M ] + M a.e. in Ω, (6.1.4)

where k = a + b ≥ 0 and the constant C depends only on p, n, |Ω|, b1 and
a2 + b2.

(If p = 1, then b
1/(p−1)
2 is dropped from (6.1.4), k = a and the constant

C depends on n, |Ω| and a2 + b.)

When p < n an explicit form for the constant C in Theorem 6.1.1
can be obtained from (6.2.18), (6.2.28) with ε = 1, and (6.2.27). The same
holds for p ≥ n, except that (6.2.18) should be replaced by (6.2.24) with
ε = 1. A similar remark applies to the following results.

Theorem 6.1.2. Theorem 6.1.1 continues to be valid if the coefficients a, b,
a2, b1 and b2 are functions in the Lebesgue spaces:

a, b1 ∈ Lp α(Ω), b ∈ L(p−1)α(Ω), a2, b2 ∈ Lα(Ω),

α =
max{n/p, 1}

1 − ε
, ε ∈ (0, 1]

(6.1.5)

and (6.1.4) is replaced by

u ≤ C[‖u+‖p + k + (‖a2‖1/p + ‖b2‖1/(p−1))M ] + M, a.e. in Ω, (6.1.6)

where k = ‖a + b‖ and the constant C now depends also on ε.
Here and in the sequel, we understand by ‖a‖, ‖b‖, ‖a2‖, ‖b1‖ and

‖b2‖ the norms of a, b, a2, b1, b2 in the respective Lebesgue spaces (6.1.5),
or, in the limit case ε = 1, the Lebesgue space L∞(Ω).

(If p = 1 then b1 and b2 should be omitted from (6.1.5) while a, b,
a2 ∈ Ln/(1−ε)(Ω) and k = ‖a‖.)
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Theorem 6.1.3 (Maximum principle). Let u ∈ W 1,p
loc (Ω), p > 1, be a solution

of (6.1.1) in Ω, where A and B satisfy (6.1.2) with b1 = b2 = 0. Suppose
u ≤ M on ∂Ω for some constant M ≥ 0. Then u+ ∈ L∞(Ω) and

u ≤ C(a + b + a
1/p
2 M) + M a.e. in Ω, (6.1.7)

where C can be taken in the form exp{C(p, n, |Ω|)(1 + a2)ν} with ν =
(n + p)/p2 when 1 < p < n and ν = 5/p when p ≥ n.

Theorem 6.1.4 (Maximum principle). Let u ∈ W 1,p
loc (Ω), p > 1, be a solution

of (6.1.1) in Ω, where A and B satisfy (6.1.2) with a2 = b2 = 0. Suppose
u ≤ M on ∂Ω for some constant M ≥ 0. Then u+ ∈ L∞(Ω) and

u ≤ C(a + b) + M a.e. in Ω, (6.1.8)

where C can be taken in the form exp{C(p, n, |Ω|)(1 + b1)(1+n)/p}.
Theorem 6.1.5. Theorems 6.1.3 and 6.1.4 continue to be valid if the coeffi-
cients a, b, a2 and b1 are functions in the Lebesgue spaces:

a, b1 ∈ Lp β(Ω), b ∈ L(p−1)β(Ω), a2 ∈ Lβ(Ω),

β =

{
n/p(1 − ε), if 1 < p ≤ n,

1, if p > n,
ε ∈ (0, 1].

(6.1.9)

That is, the estimate (6.1.7) becomes

u ≤ C(‖a‖ + ‖b‖ + ‖a2‖1/pM) + M a.e. in Ω, (6.1.10)

and similarly (6.1.8) changes into u ≤ C(‖a‖ + ‖b‖) + M .

Note the difference in the Lebesgue spaces allowed for the coefficients
in Theorems 6.1.2 and 6.1.5. In passing we comment that in [43] the spaces
are correctly stated on page 276 for the analogue of Theorem 6.1.5, but
seem to be too weak for Theorem 6.1.2 in the case p > n.

Theorem 6.1.5 applies in particular to the linear elliptic inequality

∂xi
{aij(x)∂xj

u} + bi(x)∂xi
u + c(x)u ≥ f(x),

provided that the coefficients [aij ], bi are bounded, the coefficient c is non-
positive, and f ∈ Lq(Ω) for some q > n/2. In fact here

B(x, z, ξ) = bi(x)ξi + c(x)z − f(x) ≤ b1|ξ| + |f(x)|,

when z ≥ 0, so the required hypotheses are satisfied with p = 2.
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For the special case of the p-Laplace inequality

∆pu + B(x, u,Du) ≥ 0, with B(x, z, ξ) ≤ b1|ξ|p−1 + bp−1, (6.1.11)

the above results can usefully be compared with Theorem 3.7.4, or with
Theorem 2.3.2 if u ∈ C2(Ω). Indeed, when Ω = {x ∈ Rn : −R < x1 < R}
and M = 0, Theorem 3.7.4 gives

u(x) ≤ (p − 1)−1/(p−1)[ e1+b1R/(p−1) − 1] bRp′
a.e. in Ω, (6.1.12)

(we have written bp−1 for b to facilitate the comparison). On the other
hand, when Ω = BR we find from Theorem 6.1.4 in the case a = 0,

u(x) ≤ C(p, n,Rb1) bRp′
a.e. in BR. (6.1.13)

The estimate (6.1.12) is considerably better than (6.1.13), but of course
the class of equations covered by Theorem 6.1.4 contains inequalities not
included in Theorem 3.7.4 (and vice versa).

When b1 = 0 the explicit solution

u(x) = [n−1/(p−1)b/p′] · (Rp′ − |x|p′
), x ∈ BR,

of (6.1.11) shows that the optimal estimate is u(x) ≤ n−1/(p−1)bRp′
/p′.

A second point of comparison can be made with the estimate of
Alexandrov (Theorem 9.1 of [43]). For simplicity, consider the non-homo-
geneous Laplace equation ∆u + f(x) = 0 in the ball Ω = BR, n ≥ 2, with
u ≤ 0 on ∂BR. From Theorem 6.1.3 or Theorem 6.1.4, and Theorem 6.1.5,
we see that, for u ∈ W 1,2

loc (BR),

u(x) ≤ C(n, ε)Rε/2‖f‖n/2(1−ε), BR
a.e. in BR.

On the other hand, Theorem 9.1 of [43] for this case states that, for u ∈
W 2,n(BR),

u(x) ≤ C(n,R)‖f‖n,BR
in BR.

Clearly the first estimate is better for the case in question. On the other
hand, the difference in the range of operators allowed here and in Alexan-
drov’s theory is considerable.

Finally the Lebesgue spaces (6.1.9) are in all probability best possible.
For definiteness, consider the p-Laplace operator with 1 < p < n. One can
check that the function u(x) = [log(1/|x|)]γ , γ > 0, is in W 1,p(B1) and that
u is a solution of the equation ∆p u+bp−1 = 0 with b ∈ Ln/p′

(B1), provided
only that n > p max{p − 1, 1/(p − 1)} and γ < [(n − 1)p − n]/(n − 1)p,
while nevertheless u is unbounded as x → 0.
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6.2 Proof of Theorems 6.1.1 and 6.1.2

We begin with two crucial lemmas of independent interest. Their proofs
could be treated in more condensed form, but it seems best here to proceed
at a more deliberate pace.

Lemma 6.2.1. Assume |Ω| = 1. Suppose that the functions A and B satisfy
(6.1.2) with 1 ≤ p < n, and let u ∈ W 1,p

loc (Ω) be a p-regular solution of the
inequality (6.1.1), such that u ≤ 0 on ∂Ω.

Define w = u+ + k, where k = a + b ≥ 0. Then w ∈ L∞(Ω) and

w ≤ C[1 + b1 + (a2 + b2)1/p]n/p‖w‖p a.e. in Ω;

the constant C = C(p, n) can be taken in the specific form [6(1 + S)]n/p,
with S = S(p, n), the Sobolev constant for the embedding from W 1,p

0 (Ω)
into Lp∗

(Ω), p∗ = np/(n − p).

Proof. Clearly w ≥ k in Ω, w = k on ∂Ω, and of course w ∈ W 1,p
loc (Ω).

Step 1. Let �, m be fixed, with k < � < m (ultimately we take � → k and
m → ∞). Define

ψ(t) =
rp

q

⎧⎪⎨
⎪⎩

0, if t ≤ �,

tq − �q, if � < t < m,

qmq−1t − (q − 1)mq − �q, if t ≥ m;
(6.2.1)

v(t) =

⎧⎪⎨
⎪⎩

�r, if t ≤ �,

tr, if � < t < m,

rmr−1t − (r − 1)mr, if t ≥ m,

(6.2.2)

where q and r are real parameters, with q ≥ 1 and r determined by the
relation

q − 1 = p(r − 1). (6.2.3)

Thus ψ and v are convex, piecewise smooth except for corners at t = �,
and linear when t ≥ m.

By Lemma 3.1.2 with f = w and �′ = k, it is clear that ϕ = ψ(w)
can serve as a test function for (6.1.1) in Ω. In particular by (3.1.5),∫

Ω

〈A(x, u,Du),Dϕ〉 ≤
∫

Ω

[B(x, u,Du)]+ϕ. (6.2.4)
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When w ≤ � we have ϕ = 0, so that the integrals need be evaluated only
over the set {x ∈ Ω : � < w(x) < ∞}. But in this set necessarily u(x) > 0,
u+ = u, and in turn

u = w − k, Du = Dw. (6.2.5)

Also Dϕ = ψ′(w)Dw, so that by (6.1.2) and (6.2.5),

〈A(x, u,Du),Dϕ〉 ≥ ψ′(w) {|Dw|p − a2w
p − ap},

[B(x, u,Du)]+ϕ ≤ ψ(w) {b1|Dw|p−1 + b2w
p−1 + bp−1}.

(6.2.6)

To evaluate the right sides of (6.2.6) we require some preliminary
estimates. First, using the relation (6.2.3) between q and r we have

ψ′(t) = [v′(t)]p,

and

ψ(t) =
∫ t

0

[v′(s)]pds ≤ [v′(t)]p−1

∫ t

0

v′(s)ds = v(t)[v′(t)]p−1.

Moreover, using (6.2.2) one finds that tv′(t) ≤ rv(t). Putting

v = v(x) = v ◦ w(x),

the terms on the right side of (6.2.6) then have the following estimates:

ψ′(w)|Dw|p = |v′(w)|p|Dw|p = |Dv|p,
ψ′(w)wp = [wv′(w)]p ≤ rpvp,

ψ(w)wp−1 ≤ v(w)[wv′(w)]p−1 ≤ rp−1vp,

ψ(w)|Dw|p−1 ≤ v|v′(w)Dw|p−1 = v|Dv|p−1,

(6.2.7)

by (6.2.3). This being shown, (6.2.4) now takes the form∫
Ω

|Dv|p ≤
∫

Ω

b1v|Dv|p−1 + rp

∫
Ω

(a2 + b2 + c2)vp, (6.2.8)

where (recalling that w ≥ k)

c2 = (a/k)p + (b/k)p−1, (c2 = 0 if k = 0). (6.2.9)

The integrals in (6.2.8) are well defined, since v ∈ W 1,p(Ω) by (6.2.2). Of
course k > 0 unless a = b = 0, in which case we can take c2 = 0.

This beautiful inequality is the key to the lemma.
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Step 2. We need the following two (sub)lemmas.

Lemma 6.2.2. Let α, β > 0, and p ≥ 1. If zp ≤ αzp−1 + β, then also

z ≤ α + (pβ)1/p, zp ≤ αp + pβ.

Proof. By Young’s inequality

αzp−1 ≤ αp/p + zp/p′.

Hence zp/p ≤ αp/p+β, and the result follows at once (note that (x+y)1/p ≤
x1/p + y1/p). �
Lemma 6.2.3. We have ‖v‖p∗ < ∞ and (recall |Ω| = 1)

‖v‖p∗ ≤ S‖Dv‖p + ‖v‖p. (6.2.10)

Proof. Since v ≡ �r near ∂Ω, then ‖v − �r‖p∗ ≤ S‖Dv‖p by Sobolev’s
inequality, Theorem 3.9.1. Also ‖�r‖p∗ = ‖�r‖p since |Ω| = 1. Therefore

‖v‖p∗ ≤ ‖v − �r‖p∗ + ‖�r‖p∗ ≤ S‖Dv‖p + ‖�r‖p

and the lemma now follows since v ≥ �r in Ω. �

Step 3. By Hölder’s inequality∫
Ω

v|Dv|p−1 ≤ ‖v‖p‖Dv‖p−1
p ,

∫
Ω

vp = ‖v‖p
p.

Define
z = ‖Dv‖p/‖v‖p∗ , y = ‖v‖p/‖v‖p∗ ,

which can be done since ‖v‖p∗ ≥ �r > 0. Then from the key formula (6.2.8)
there follows, after division by ‖v‖p

p∗ ,

zp ≤ b1yzp−1 + crpyp, (6.2.11)

where c = a2 + b2 + 2. To see this we recall that k = a + b; hence by the
definition (6.2.9) of c2 there holds c2 ≤ 2 and a2 + b2 + c2 ≤ c.1

This being shown, from Lemma 6.2.2 we obtain

z ≤ [b1 + (pc)1/pr]y ≤ dry, (6.2.12)

where d = b1 + (pc)1/p.
1When p ≥ 2 or when either a or b is 0, one can take c = a2 + b2 + 1.
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Inequality (6.2.10) can be rewritten in the form

1 ≤ Sz + y. (6.2.13)

Consequently, by (6.2.12) we get 1 ≤ (1 + Sdr)y. In turn, using the defini-
tion of y, there results

‖v‖p∗ ≤ (1 + Sdr)‖v‖p. (6.2.14)

The left-hand side of (6.2.14) can be replaced by the smaller norm ‖w‖r
p∗r,Γ,

where Γ = {x ∈ Ω : k ≤ w(x) < m}; while on the right the term ‖v‖p can
be replaced by the larger one ‖w‖r

pr + (�r − kr) (since v ≤ wr + (�r − kr)
and |Ω| = 1). We can now let � → k, m → ∞ in this modified version of
(6.2.14), yielding (since Γ ↗ Ω)

‖w‖κpr ≤ (Kr)1/r‖w‖pr; κ = p∗/p = n/(n − p), K = 1 + Sd,(6.2.15)

provided however that w ∈ Lpr(Ω).
We assert that in fact w is in Lpr(Ω) for all r ≥ 1. This obviously holds

for r = 1 since the boundary condition for w implies that w is bounded
near ∂Ω. Using (6.2.15), an induction argument then proves the assertion.
The remarkable inequality (6.2.15) was (in essence) first discovered in the
linear homogeneous case by Moser [62].

Step 4. Taking first r = 1 in (6.2.15), we get

‖w‖pκ = ‖w‖p∗ ≤ K‖w‖p.

Next, take r = p∗/p = κ so that

‖w‖pκ2 ≤ (Kκ)1/κ‖w‖pκ ≤ (Kκ)1/κK‖w‖p = K1+1/κκ1/κ‖w‖p.

Continuing in this way, with r successively equal to κ, κ2, etc., we get

‖w‖pκj ≤ KΣ κΣ′
‖w‖p, (6.2.16)

where

Σ = Σj =
j−1∑
i=0

1
κi

, Σ′ = Σ′
j =

j−1∑
i=1

i

κi
. (6.2.17)

The series Σ converges to κ/(κ − 1) = n/p as j → ∞. Similarly the series
Σ′ converges to κ/(κ − 1)2 = n(n − p)/p2.



6.2. Proof of Theorems 6.1.1 and 6.1.2 135

Thus letting j → ∞ in (6.2.16) gives

‖w‖∞ ≤ Kn/p

(
n

n − p

)n(n−p)/p2

‖w‖p

=

[(
1 +

p

n − p

)(n−p)/p

K

]n/p

‖w‖p

≤ (Ke)n/p‖w‖p.

(6.2.18)

Here, for the record,

K = 1 + Sd = 1 + S[b1 + (pc)1/p] (6.2.19)

= 1 + S[b1 + p1/p(a2 + b2 + 2)1/p]. �

Remark. The proof of Lemma 6.2.1 follows closely the proof of Theorem 1
of [92], with however significant improvements and clarifications of the
required calculations.

The special linear case of Lemma 6.2.1 is due to Stampacchia and
Maz’ya. The corresponding treatment of this case by Gilbarg and Trudinger
[43], Theorems 8.15 and 10.9, is perhaps more concise than necessary.

If one is concerned only with the case p < n and constant values for
the coefficients a2, . . . , b, one can omit the following rather difficult lemma.

Lemma 6.2.4. Let the hypotheses of Lemma 6.2.1 be satisfied for p ≥ 1,
and assume that the coefficients in (6.1.2) are functions in the respective
Lebesgue spaces (6.1.5).

Let k = ‖a‖ + ‖b‖. Then w = u+ + k ∈ L∞(Ω) and

w ≤ C[1 + ‖b1‖ + ‖a2 + b2‖1/p]ν‖w‖p, (6.2.20)

where the constant C can be taken in the form [6(1+S̄)]ν, with S̄ = S(s∗, n)
and

s∗ = p, ν = n/εp if p < n; s∗ =
2np

nε + 2p
, ν = 4/ε if p ≥ n.

We recall that by ‖a‖, ‖b‖, ‖b1‖ and ‖a2 + b2‖ we mean the norms
of a, b, b1, a2 + b2 in the respective Lebesgue spaces (6.1.5). Note that the
constant C can be quite large.
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Proof. We follow the proof of Lemma 6.2.1 but now with the coefficients
of (6.1.2) in the respective spaces (6.1.5), and with k = ‖a‖ + ‖b‖. For
simplicity, the argument will be given in detail only for the case p > 1.

Step 1′. With ϕ and v defined as in the proof of Lemma 6.2.1, and pro-
ceeding exactly as before, we obtain again the inequality (6.2.8). Step 2 is
next replaced by

Step 2′. Two further lemmas.

Sublemma 1. Suppose
∑j

1 γi/pi = 1. Then∫
Ω

Πj
1 |fi|γi ≤ Πj

1 ‖fi‖γi
pi

.

This is a consequence of Hölder’s inequality, though seems not to be
explicitly stated in the literature.

Sublemma 2. Let θ = 1 and s = p∗ = pn/(n − p) if 1 < p < n, while θ = 2
and s = 2p/ε if p ≥ n. Then∫

Ω

b1v|Dv|p−1 ≤ ‖b1‖pα‖v‖ε/θ
p ‖v‖1−ε/θ

s ‖Dv‖p−1
p ,∫

Ω

(a2 + b2)vp ≤ ‖a2 + b2‖α‖v‖pε/θ
p ‖v‖p(1−ε/θ)

s ,∫
Ω

apvp ≤ ‖a‖p
pα‖v‖pε/θ

p ‖v‖p(1−ε/θ)
s ,∫

Ω

bp−1vp ≤ ‖b‖p−1
(p−1)α‖v‖

pε/θ
p ‖v‖p(1−ε/θ)

s .

Proof. When p < n the first line is a direct consequence of Sublemma 1
applied to the four-fold product b1v

ε/θv1−ε/θ |Dv|p−1. The remaining in-
equalities for p < n follow in the same way.

When p ≥ n, one has α = 1/(1−ε), θ = 2, s = 2p/ε. Then for the first
line we use Sublemma 1 with the five-fold product b1v

ε/θv1−ε/θ|Dv|p−1 · 1
and the exponent relation

1
pα

+
ε

pθ
+

1 − ε/θ

s
+

p − 1
p

+
1
δ

= 1, δ =
4p

ε2
.

Since |Ω| = 1 the extra term ‖1‖δ in the Hölder product in fact does not
explicitly appear. The remaining inequalities follow in the same way, with
however δ = 4/ε2 in these cases. �
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From the last three inequalities of the lemma and the fact that k =
‖a‖ + ‖b‖ we obtain∫

Ω

(a2 + b2 + c2)vp ≤ (‖a2 + b2‖ + 2)‖v‖pε/θ
p ‖v‖p(1−ε/θ)

s . (6.2.21)

Step 3′. Set
z = ‖Dv‖p/‖v‖s, y = ‖v‖p/‖v‖s,

where the value of the parameter s is given in Sublemma 2. Then from
(6.2.8) we find, using the first inequality of Sublemma 2 together with
(6.2.21), that (see (6.2.11))

zp ≤ ‖b1‖ yε/θzp−1 + c rpypε/θ,

where c = ‖a2 + b2‖ + 2.
The rest of the proof is essentially the same as before, with however

(6.2.12) being replaced by

z ≤ {‖b1‖ + (pc)1/pr}yε/θ.

Using Lemma 6.2.3 with p∗ replaced by s, and so also S(p, n) replaced by
S̄ = S(s∗, n), see Theorem 3.9.2, then gives in place of (6.2.13),

1 ≤ S̄dryε/θ + y,

with d = ‖b1‖ + (pc)1/p. In turn, from Lemma 6.2.2 in the case z = 1 and
exponent θ/ε (≥ 1), one gets

1 ≤ [(S̄dr)θ/ε + θ/ε]y.

It now follows that, see (6.2.14),

‖v‖s ≤ (K̄r)θ/ε‖v‖p,

where
K̄ = (θ/ε)ε/θ + S̄d ≤ e1/e + S̄d.

Reverting to the variable w we get

‖w‖κpr ≤ (K̄r)θ/εr‖w‖pr, κ = s/p. (6.2.22)

Remark. For the case p = 1, where b1 = 0 and b2 is replaced by b, the
calculation is slightly simpler. We can then take K̄ = e1/e + S̄(‖a2+b‖+1),
or, if ε = 1, even K̄ = 1 + S̄(a2 + b + 1).
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Step 4 ′. The proof is now concluded by iteration, as in the case of Lemma
6.2.1. In fact, when p < n we have θ = 1, κ = n/p∗ = n/(n − p), so the
same calculation used in the derivation of of (6.2.18) gives now

‖w‖∞ ≤ (Ke)n/pε‖w‖p (6.2.23)

with K = e1/e + S̄[‖b1‖+p1/p(‖a2 + b2‖+2)1/p]. When p ≥ n the situation
is slightly different. In this case θ = 2 and s = 2p/ε, so that κ = s/p = 2/ε.
The main series Σ and Σ′ then converge respectively to 2/(2−ε) (< 2) and
2ε/(2 − ε)2 (< 2). Thus we find

‖w‖∞ ≤ (K̄Σ)2/ε[(2/ε)Σ
′
]2/ε‖w‖p ≤ (K̄e2/e)4/ε‖w‖p (6.2.24)

because (2/ε)Σ
′/2 ≤ (2/ε)ε ≤ e2/e.

The conclusions (6.2.23) for 1 < p < n and (6.2.24) for p ≥ n can be
combined to give (6.2.20) with the constant C = [6(1+S̄)]ν . This completes
the proof. �

Proof of Theorem 6.1.2. Step 1. Consider first the case

M = 0, |Ω| = 1, p > 1. (6.2.25)

Take k = ‖a‖ + ‖b‖ and w = u+ + k. Then by Lemma 6.2.4 we have

w ≤ Const. ‖w‖p, (6.2.26)

where the constant depends on p, n, ε, |Ω|, ‖b1‖, ‖a2 + b2‖. Therefore

u ≤ Const.(‖u+‖p + k),

which gives (6.1.4) for the case (6.2.25).

Step 2. When M > 0, p > 1 we first define ũ = u − M , so that ũ ≤ 0
on ∂Ω. Furthermore ũ satisfies (6.1.1) with the coefficients a2, b2, a, b in
(6.1.2) respectively replaced by

ã2 = 2p−1a2, ã = a + 21/p′
a
1/p
2 M,

b̃2 = 2p−1b2, b̃ = 2p′
(b + b

1/(p−1)
2 M).

(6.2.27)

Proof. We treat the case of a2 and a, leaving b2 and b to the reader. First,

a2u
p = a2(ũ + M)p ≤ 2p−1a2(ũp + Mp).

Thus ã2 = 2p−1a2, and

ãp = ap + 2p−1a2M
p ≤ (a + 21/p′

a
1/p
2 M)p,

as required by (6.2.27). �
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Now take k̃ = ‖ã‖ + ‖b̃‖. Then w̃ = ũ+ + k obeys (6.2.26) with the
constant depending on p, n, ε, ‖b1‖, ‖ã2 + b̃2‖, that is, on p, n, ε, ‖b1‖,
‖a2 + b2‖. The conclusion of Theorem 6.1.2 is thus proved subject to the
condition |Ω| = 1, p > 1.

Step 3. The general case |Ω| 	= 1 is obtained by a change of scale x = Rx̄,
with R = |Ω|1/n so that |Ω̄| = 1. In the new scale Ā = R−1A and B̄ = B,
or equivalently Ā = Rp−1A, B̄ = RpB. In turn a, b, b1, a2, b2 in (6.1.2)
are replaced in the new scale by

|Ω|1/na, |Ω|p′/nb, |Ω|1/nb1, |Ω|p/na2, |Ω|p/nb2,

while the norms ‖a‖, ‖b‖, ‖b1‖ and ‖a2 + b2‖ are correspondingly re-
placed by

|Ω|γ‖a‖, |Ω|p
′γ‖b‖, |Ω|γ‖b1‖, |Ω|pγ‖a2 + b2‖,

γ =
1
n
− 1

pα
= (1 − ε)

[
p − n

pn

]+

+
ε

n
,

(6.2.28)

with α defined in (6.1.5).

Step 4. Finally, if p = 1 then b1, b2 are dropped from (6.2.28), while b is
replaced by |Ω|1/nb and ‖b‖ by |Ω|ε/n‖b‖. Moreover, since b replaces b2 and
bp−1 is discarded, we take k = ‖a‖ with the constant C in (6.1.4) depending
on n, ε, |Ω|, ‖a2 + b‖; see the note at the end of Step 3′. �

Theorem 6.1.1 is obtained from the special case ε = 1.

6.3 Proof of Theorem 6.1.3 and the first part
of Theorem 6.1.5

Lemma 6.3.1. Let the hypotheses of Lemma 6.2.1 hold, with |Ω| = 1 and
with the additions that u+ ∈ L∞(Ω), 1 < p ≤ n, and b1 = b2 = 0. As-
sume the coefficients a, b, a2 are in the respective Lebesgue spaces (6.1.5).
Suppose also k = ‖a‖ + ‖b‖ > 0 and ‖w‖p ≥ 2k, where w = u+ + k. Then

log
W

k
≤ 2{1 + Q(‖a2‖ + p′)1/p} W

‖w‖p
,

where W = ‖w‖∞ and Q = ω
−1/n
n is Poincaré’s constant (Theorem 3.9.4).
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Proof. It is enough to treat only the non-trivial case k < W . Let � be an
arbitrary constant, with � ∈ (k,W ), and define

ψ(t) =

{
0, if t ≤ �,

�1−p − t1−p, if � < t ≤ W.

We choose ϕ = ψ(w) as test function for (6.1.1). Putting Γ = {x ∈ Ω :
� < w(x) ≤ W}, then ϕ = 0, Dϕ = 0 in Ω \Γ and Dϕ = (p− 1)w−pDw in
Γ. Therefore from (3.1.5) and (6.1.2) we get

(p − 1)
∫

Γ

w−p[ |Dw|p − a2w
p − ap] ≤

∫
Γ

(b/�)p−1. (6.3.1)

Also∫
Γ

[
(p − 1)

(a

k

)p

+
(

b

k

)p−1
]
≤ (p − 1)

(
‖a‖
k

)p

+
(
‖b‖
k

)p−1

≤ p.

Therefore, since w > � > k in Γ, the inequality (6.3.1) yields

(p − 1)
∫

Γ

|D log w|p ≤ (p − 1)‖a2‖1 + p. (6.3.2)

By Poincaré’s inequality (note that log(w/�) ∈ W 1,p(Ω), log(w/�) = 0 in
Ω \ Γ and |Ω| = 1)

‖ log(w/�)‖p ≤ Q‖D log(w/�)‖p ≤ Q(‖a2‖ + p′)1/p. (6.3.3)

But 1 < w/� ≤ W/� in Γ, whence

w ≤ W

1 + log(W/�)

(
1 + log

w

�

)
in Γ.

By integration

‖w‖p,Γ ≤ W

1 + log(W/�)

(
1 +

∥∥∥log
w

�

∥∥∥
p,Γ

)

≤ {1 + Q(‖a2‖ + p′)1/p} W

1 + log(W/�)
.

Next observe that ‖w‖p = ‖w‖p,Ω+ + k|Ω|, where Ω+ = {x ∈ Ω :
w(x) > k}. Thus, since |Ω| = 1 and ‖w‖p ≥ 2k by assumption, we get
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‖w‖p ≤ ‖w‖p,Ω+ + 1
2‖w‖p, that is ‖w‖p ≤ 2 ‖w‖p,Ω+ . Letting � → k so that

‖w‖p,Γ → ‖w‖p,Ω+ , it follows that

‖w‖p ≤ 2 ‖w‖p,Ω+ ≤ 2{1 + Q(‖a2‖ + p′)1/p} W

1 + log(W/k)
.

Rearranging proves the lemma. �
Lemma 6.3.2. Let the hypotheses of Lemma 6.3.1 be satisfied, with the ex-
ception that p > n and we no longer assume a priori that u+ ∈ L∞(Ω). If
k > 0 then w ∈ L∞(Ω) and

log
W

k
≤ Q∞(‖a2‖ + p′)1/p,

where the constant Q∞, Morrey’s constant, depends only on p and n.

Proof. The inequality (6.3.2) holds equally when p > n. The lemma is then
an immediate consequence of Theorem 3.9.3. �

Proof of Theorem 6.1.5 when b1 = b2 = 0. First suppose M = 0, |Ω| = 1
and k = ‖a‖ + ‖b‖ > 0.

Case 1. ‖w‖p < 2k. From Lemma 6.2.4 in the case 1 < p < n we get

w ≤ C(1 + ‖a2‖)n/εp2‖w‖p ≤ 2 C(1 + ‖a2‖)n/εp2
k, (6.3.4)

where the constant C depends only on p, n and ε. Since w = u+ + k it
follows that (6.1.10) holds for this case, that is u ≤ C(‖a‖ + ‖b‖).
Case 2. ‖w‖p ≥ 2k. By Lemma 6.3.1,

log
w

k
≤ C(1 + ‖a2‖)1/p + n/εp2

(new constant C), and so

u ≤ k exp{C(1 + ‖a2‖)(n+εp)/εp2
}.

When p > n we apply Lemma 6.3.2 and the conclusion follows as
before, using (6.2.24). The proof for the case p = n is essentially the same.

When M > 0 the argument is the same as for the proof of Theo-
rem 6.1.2. If k = 0 then we replace k by � and let � go to zero. Finally
the case |Ω| 	= 1 is treated by a change of scale as in the proof of Theo-
rem 6.1.2. �
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Theorem 6.1.3 is obtained from the special case ε = 1.

Remark. That the coefficients are in different Lebesgue spaces in (6.1.9)
when 1 < p ≤ n and p > n is due to the use of Lemma 6.2.4 in obtaining
(6.3.4) when p ≤ n, a use which is not required when p > n.

6.4 Proof of Theorem 6.1.4 and the second part
of Theorem 6.1.5

Lemma 6.4.1. Let the hypotheses of Lemma 6.3.1 be satisfied, with the ex-
ception that a2 = b2 = 0. Suppose k = ‖a‖ + ‖b‖ > 0 and define (without
confusion)

v = log
W

W − w + k
, W = ‖w‖∞, w = u+ + k.

Then v ∈ W 1,p(Ω) ∩ L∞(Ω) and

‖v‖p ≤ Q

p − 1
(‖b1‖ + 2p). (6.4.1)

Moreover v satisfies an inequality of the form

divĀ(x, v,Dv) + B̄(x, v,Dv) ≥ 0 in Ω, (6.4.2)

with condition (6.1.2) now valid with A, B, a2, b2, a and b replaced respec-
tively by

Ā, B̄, 0, 0, ā, b̄, where ā = a/k, b̄ = (p − 1)(a/k)p + (b/k)p−1.

(6.4.3)

Proof. Step 1. Let � ∈ (k,W ), and define

ψ(t) =

{
0, if k ≤ t ≤ �,

(W − t + �)1−p − W 1−p, if � < t ≤ W.

Clearly ϕ = ψ(w), where w = u+ + k, can be used as a test function for
(6.1.1). Moreover,

Dϕ =

{
0, in Ω \ Γ,

(p − 1)(W − w + �)−pDw, in Γ,
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where Γ = {x ∈ Ω : � < w ≤ W}. By the usual calculations, using (6.1.2)
with a2 = b2 = 0, we thus obtain

(p − 1)
∫

Γ

(W − w + �)−p(|Dw|p − ap)

≤
∫

Γ

(W − w + �)1−p( b1|Dw|p−1 + bp−1).
(6.4.4)

Recalling that W − w + � ≥ � > k, this leads to

(p − 1)‖D log(W − w + �)‖p
p

≤
∫

Ω

[ b1|D log(W − w + �)|p−1 + b̄p−1].
(6.4.5)

For convenience, let v̄ be the function v with k replaced by �. Then (6.4.5)
takes the form

(p − 1)‖Dv̄‖p
p ≤

∫
Ω

( b1|Dv̄|p−1 + b̄p−1). (6.4.6)

Here, see (6.1.9),

‖b̄p−1‖1 ≤ ‖b̄p−1‖β

≤ (p − 1)‖(a/k)p‖β + ‖(b/k)p−1‖β

≤ (p − 1)(‖a‖/k)p + (‖b‖/k)p−1

≤ p

(6.4.7)

since k = ‖a‖ + ‖b‖ and ‖a‖ = ‖a‖pβ, ‖b‖ = ‖b‖(p−1)β. Also∫
Ω

b1|Dv̄|p−1 ≤ ‖b1‖p‖Dv̄‖p
p. (6.4.8)

From (6.4.6)–(6.4.8) we obtain, with the help of Lemma 6.2.2 and
Poincaré’s inequality,

‖v̄‖p ≤ Q‖Dv̄‖p ≤ Q

{
‖b1‖p

p − 1
+

(
p2

p − 1

)1/p
}

≤ Q

p − 1
(‖b1‖ + 2p)

(the constant 2 is an upper bound for the function I(p) = [(p−1)/p]·[p2/(p−
1)]1/p; it is easily obtained by writing I(p) = [(p−1)/p](1−1/p)·p1/p ≤ e1/e ≈
1.445. Letting � → k now proves (6.4.1).
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Step 2. We use an ingenious idea of Gilbarg and Trudinger ([43], page 274).
Let η be a non-negative test function for (6.1.1) in Ω. Define

ψ(t) = (W − t + k)1−p, k ≤ t ≤ W,

and take ϕ = ηψ(w). Then since ψ, ψ′ are bounded in [k,W ] it follows that
ϕ ∈ W 1,p(Ω)∩L∞(Ω), with ϕ = 0 near ∂Ω. Hence by a simple extension of
Lemma 3.1.2 one can take ϕ as a (non-negative) test function for (6.1.1).
Write µ = W − w + k and observe that Dψ(w) = (p − 1)µ−pDw. Then
since ϕ = 0, Dϕ = 0 a.e. in the set where w = k, we have for all x ∈ Ω,

〈A(x, u,Du),Dϕ〉 − [B(x, u,Du)]+ϕ

= 〈A(x,w − k,Dw),Dϕ〉 − [B(x,w − k,Dw)]+ϕ

= µ1−p〈A(x,w − k,Dw),Dη〉 + (p − 1)µ−p〈A(x,w − k,Dw),Dw〉η
− µ1−p[B(x,w − k,Dw)]+η

≥ µ1−p〈A(x,w − k,Dw),Dη〉 − [b1(|Dw|/µ)p−1 + b̄p−1]η,

where we have used (6.1.2) at the last step, along with the inequality µ ≥ k
and the definition of b̄. Integrating over Ω and using (3.1.5) yields∫

Ω

{〈Ā(x, v,Dv),Dη〉 − B̄(x, v,Dv)η} ≤ 0,

where

Ā(x, v,Dv) = µ1−pA(x,w − k,Dw),

B̄(x, v,Dv) = b1(|Dw|/µ)p−1 + b̄p−1 = b1|Dv|p−1 + b̄p−1,
(6.4.9)

and we have used the relations w−k = (1−e−v)W and Dw = We−vDv =
µDv.

We claim that (6.1.2) holds for Ā, B̄ with a2, b2, a, b respectively
replaced by 0, 0, ā, b̄. Indeed, again since a2 = 0,

〈Ā(x, v,Dv),Dv〉 = µ−p〈A(x,w − k,Dw),Dw〉 ≥ |Dv|p − (a/k)p,

proving the claim and the lemma. �
Lemma 6.4.2. Let the hypotheses of Lemma 6.3.2 be satisfied, with the ex-
ception that a2 = b2 = 0. Then w ∈ L∞(Ω) and

v = log
W

W − w + k
≤ Q∞

p − 1
(‖b1‖ + 2p), W = ‖w‖∞.
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Proof. Inequality (6.4.1) holds equally when p > n. The lemma is then an
immediate consequence of Theorem 3.9.3. �

Proof of Theorem 6.1.5 when a2 = b2 = 0. First suppose 1 < p ≤ n, M =
0, |Ω| = 1 and k = ‖a‖ + ‖b‖ > 0.

Put w = u+ + k as in the proof of Theorem 6.1.2. Then Lemma 6.4.1
applies, that is v ∈ W 1,p(Ω)∩L∞(Ω) satisfies (6.4.2) with ā2 = b̄2 = 0 and
ā, b̄ given in (6.4.3). Therefore by Theorem 6.1.2 (!) we get

v ≤ C1(‖v‖p + k̄) (6.4.10)

with k̄ = ‖ā‖ + ‖b̄‖ and C1 = C(p, n, ε)(1 + ‖b1‖)n/p. On the other hand,
from (6.4.7) one has k̄ = ‖a‖/k + ‖b̄p−1‖1/(p−1)

β ≤ 1 + p1/(p−1) ≤ 1 + e.
Then by (6.4.10), together with (6.4.1) and the definition of v, one

obtains (a.e. in Ω)

log
W

W − w + k
≤ C1Q

p − 1
(‖b1‖ + 2p) + (1 + e)C1

≤ C(p, n, ε)(1 + ‖b1‖)1+n/p ≡ D.

Solving for w we have

w ≤ W (1 − e−D) + k a.e. in Ω,

and in turn W ≤ k eD since essupw = W . The required conclusion (6.1.8)
now follows for the case in hand, that is u ≤ C(‖a‖ + ‖b‖).

When p > n, M = 0, |Ω| = 1, k > 0 we obtain directly from
Lemma 6.4.2 that

log
W

W − w + k
≤ Q∞

p − 1
(‖b1‖ + 2p)

and the conclusion again follows.
To remove the conditions M = 0, |Ω| = 1, k > 0 we proceed exactly

as in the earlier proof of Theorem 6.1.5 for the case b1 = b2 = 0. (Since
now, however, a2 = b2 = 0 there is no need to invoke (6.2.27).) �

Remark. For constant coefficients the previous arguments could be simpli-
fied by taking ε = 1 throughout. On the other hand the results for ε ∈ (0, 1)
seem needed in order to justify the Lebesgue spaces (6.1.9) asserted (with-
out proof) in [43].
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6.5 The case p = 1 and the mean curvature
equation

For the case p = 1 the structure conditions (6.1.3) become, for all (x, z, ξ) ∈
Ω × R+ × Rn,

|A(x, z, ξ)| ≤Constant, 〈A(x, z, ξ), ξ〉 ≥ |ξ| − cz − a,

B(x, z, ξ) ≤ b
(6.5.1)

(the previous coefficient a2 is here called c for simplicity).
For this behavior, it is apparent that Theorem 6.1.3 cannot hold with-

out modification. To obtain a corresponding result, we first give a counter-
part of Lemma 6.2.4.

Lemma 6.5.1. Let u ∈ W 1,1
loc (Ω) be a distribution solution of inequality

(6.1.1) with u ≤ 0 on ∂Ω. Suppose the coefficients a, b, c in (6.5.1) are in
the Lebesgue space Lq(Ω) for some q > n.2

Assume that n ≥ 1, |Ω| = 1 and define w = u+ + k with k = αS‖a‖q,
α > 0. Then w ∈ L∞(Ω) and

w ≤
[(

n

n − 1

)n−1

K

]nq/(q−n)

‖w‖1,

K = e1/e + 1/α + S‖b + c‖q;

(6.5.2)

here

S = S(1, n) = n−1ω−1/n
n , ωn =

πn/2

Γ(1 + n/2)
,

is the Sobolev constant for W 1,1
0 (Rn). In the case of constant coefficients

we can take K = 1 + 1/α + S(b + c).

Remark. For the results of this section, the condition that u be 1-regular
is redundant by (6.5.1).

Proof of Lemma 6.5.1. We follow the proof of Lemma 6.2.4, but using more
precise constants. Indeed, since p = 1 we have θ = 1, s = 1∗ = n/(n − 1).
Then writing q = n/(1 − ε), that is ε = (q − n)/q, one gets, in place of
(6.2.22),

‖w‖rn/(n−1) ≤ (Kr)q/(q−n)r‖w‖r;

2The value q here should not be confused with the parameter in (6.2.1).
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the best value for K is given by the expression for K̄ in the remark after
(6.2.22), with S̄ = S(1, n) and the quantity ‖a2 + b‖ + 1 replaced by

‖c + b‖ +
‖a‖
k

= ‖b + c‖ +
1

Sα
.

Finally, as in the iteration step (6.2.23) we obtain (6.5.2); here rather than
the constant e in (6.2.23), which holds for all n ≥ 1, we use the precise
value [n/(n − 1)]n−1, see (6.2.18). �

The case n = 1 is allowed in this result since S(1, 1) is finite. Also in
(6.5.2) the expression inside the brackets reduces simply to K when n = 1.

Lemma 6.5.2. Let the hypotheses of Lemma 6.5.1 hold with the exception
that

‖b + c‖n ≤ (1 − δ)/S, (6.5.3)

where 0 < δ < 1. Then

‖w‖1 ≤ (1 + α)S‖a‖/δ. (6.5.4)

Proof. As in Step 1 of the proof of Lemma 6.2.1, but using only the case
p = 1, q = r = 1, we obtain corresponding to (6.2.8),

‖Dv‖1 ≤
∫

Ω

[(b + c)v + a]

(application of the inequality a ≤ c2v is not needed!). In turn, by Hölder’s
inequality,

‖Dv‖1 ≤ ‖b + c‖n ‖v‖n/(n−1) + ‖a‖1 ≤ 1 − δ

S
‖v‖n/(n−1) + ‖a‖1(6.5.5)

by (6.5.3).
Next by Sobolev’s inequality,

‖v‖n/(n−1) ≤ ‖v − �‖n/(n−1) + ‖�‖n/(n−1) ≤ S‖Dv‖1 + �.

Using (6.5.5) this gives

‖v‖n/(n−1) ≤ (1 − δ)‖v‖n/(n−1) + S‖a‖q + �.

Here one can take � → k, m → ∞. Then v → w (recall v = w when w > �),
from which follows

‖w‖1 ≤ ‖w‖n/(n−1) ≤ (1 + α)S‖a‖q/δ. (6.5.6)

�
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Theorem 6.5.3. Let u ∈ W 1,1
loc (Ω) be a solution of inequality (6.1.1) in Ω,

with A, B satisfying (6.5.1) and with a, b, c in the Lebesgue space Lq(Ω)
for some q > n.

Assume that ∥∥∥∥b + c

n

∥∥∥∥
q

· |Ω|1/n−1/q < ω1/n
n , (6.5.7)

and suppose u ≤ 0 on ∂Ω. Then u+ ∈ L∞(Ω) and

u ≤ Ca/δ, C = 2S

[
4
(

n

n − 1

)n−1
]n

|Ω|1/n (6.5.8)

for constant coefficients, and otherwise

u ≤ C‖a‖q/δ, C = 3S

[
3
(

n

n − 1

)n−1
]nq/(q−n)

|Ω|1/n−1/q .(6.5.9)

Here δ ∈ (0, 1) is a constant such that (6.5.7) holds with the right-hand
side replaced by 1 − δ.

Proof. First take |Ω| = 1. Define w = u+ + k, k = αS‖a‖. Then Lem-
mas 6.5.1 and 6.5.2 apply. From (6.5.7) and Hölder’s inequality we get

‖b + c‖n < ‖b + c‖q < 1/S.

Hence

K = e1/e + 1/α + S‖b + c‖q ≤ 1 + e1/e + 1/α (6.5.10)

by (6.5.3). We are free to choose α as we wish. For constant coefficients
take, say, α = 1, in which case 1 + α = 2, K = 4, while otherwise take
α = 2, giving 1 + α = 3, K ≤ 3.

The conclusions (6.5.8) and (6.5.9) for the case |Ω| = 1 now follow
at once from (6.5.2) and (6.5.6). The general result is then obtained by
scaling, cf. relations (6.2.28). �

Remarks. The key condition (6.5.7) can be replaced by the more elegant
inequality

1
ωn

∫
Ω

(
b + c

n

)n

< 1,
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but at the cost that the calculation (6.5.10) no longer applies. Thus (6.5.8)
takes the less precise form

u ≤ C ‖a‖, C = C(n, q, |Ω|, ‖b + c‖n, ‖b + c‖q), (6.5.11)

with the constant C becoming infinite when q → n or ‖b + c‖q → ∞.

The estimates (6.5.8) and (6.5.11) can be compared with the case
p = 1 of Theorem 10.10 of [43]. A boundary condition u ≤ M on ∂Ω can
be handled as earlier, by the change of variable ũ = u − M and replacing
a by a + M .

Example. Consider the mean curvature equation

div

(
Du√

1 + |Du|2

)
= nH(x). (6.5.12)

Putting A(ξ) = ξ
/√

1 + |ξ|2, B(x, u, ξ) = −nH(x), we observe that

〈A(ξ), ξ〉 ≥ |ξ| − a, a =

√
5
√

5 − 11
2

∼ 0.3002831

[this is an easy exercise in differential calculus3]. Thus (6.5.12) satisfies
(6.5.1), with a given above, c = 0, b = n|H−| and |A| < 1.

From Theorem 6.5.3 we get

u ≤
[
3
(

n

n − 1

)n−1
]nq/(q−n)

S|Ω|1/n/δ (6.5.13)

provided ‖H−‖q|Ω|1/n−1/q ≤ (1−δ)ω1/n
n . It is convenient to rewrite this in

terms of the effective radius of Ω, defined by |Ω| = ωnR n. Thus it becomes

u ≤ 1
n

[
3
(

n

n − 1

)n−1
]nq/(q−n)

R/δ,

or, when H is constant,

u ≤ 2a

n

[
4
(

n

n − 1

)n−1
]n

R/δ.

3The best value for a is max0≤t<∞(t − t2/
√

1 + t2). By elementary calculus the max-

imum occurs at t0 =
√

(
√

5 − 1)/2 ∼ 0.78614, and in turn (t0 − t20/
√

1 + t20) takes the

value a given above



150 Chapter 6. Non-homogeneous Structured Inequalities

For the canonical case when H is a negative constant and n = 2 the
second estimate yields u ≤ 10.8 R/δ when |H|R ≤ 1− δ. Of course, this is
not too accurate for solutions of class C2(Ω) in balls – for which the optimal
estimate can be obtained from the elementary maximum principle, using a
spherical cap as comparison function. On the other hand, (6.5.13) applies
for general domains with finite measure, for solutions in W 1,1

0 (Ω) and for
H− in Lq(Ω), and provides an explicit upper bound in these cases.

Remark. If u ≤ 0 on ∂Ω and H = 0 one expects the conclusion u ≤ 0
in Ω. This however cannot be obtained by the present approach since the
constant a ∼ 0.3002831 acts as an inhomogeneous term in the structure
(6.5.1).

Notes

The semi-maximum principle given in Theorems 6.1.1 and 6.1.2 is due to
Serrin (Theorem 3 of [92]), based on earlier work for homogeneous linear
equations by Stampacchia [106], Maz’ya [57] and, particularly, Moser [62].
Lemmas 6.3.1 and 6.4.1 for the case of constant coefficients were given by
Gilbarg and Trudinger (cases (i) and (ii) on pages 273–274 of [43]). The-
orems 6.1.3–6.1.5 are combined work of Gilbarg, Serrin , and Trudinger.
Theorems 6.1.3 and 6.1.4 (constant coefficients) were first stated in The-
orem 9.7 of [43]. The proofs given here include improved formulations of
earlier arguments, e.g., (Lemmas 6.2.4; 6.3.1 and 6.3.2; 6.4.1 and 6.4.2).

The results of Section 6.5 are for the most part new, extending The-
orem 10.10 of Gilbarg and Trudinger.

Problems

6.1 Check that the function u(x) = [log(1/|x|)]γ , γ > 0, is in W 1,p(B1)
and that u is a solution of the equation ∆p u + bp−1 = 0 with b ∈
Ln/p′

(B1), provided only that n > p max{p − 1, 1/(p − 1)} and γ <
[(n − 1)p − n]/(n − 1)p.

6.2 Supply the details for the proof of (6.2.28).

6.3 Supply the details for Step 4 in the proof of Theorem 6.1.2.

6.4 Supply the details for example (6.5.12).
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6.5 Let u be a p-regular solution of (6.1.1), (6.1.2), with u ≤ 0 on ∂Ω.
Suppose also that Ω is so small that the condition (3.3.1) is satisfied.
Then with a, b in the spaces indicated in (6.1.5), show that

u ≤ C(p, n, a2, b1, b2, |Ω‖)(‖a‖ + ‖b‖) a.e. in Ω.

(Cf. [43], Theorem 10.10.)
[Hint. Use Lemma 3.6.2, together with the argument of Theorem 3.3.1
to estimate ‖w‖p.]



Chapter 7

The Harnack Inequality

7.1 Local boundedness and the weak
Harnack inequality

The ideas of Section 6.2 have far-reaching extensions to questions of lo-
cal boundedness of solutions of the inequality (6.1.1) and to both weak
and strong Harnack-type theorems.1 These results have already seen ap-
plication in Section 2.5, but are crucial as well for regularity and existence
theory for quasilinear elliptic equations.

The purpose of this section is to present full proofs of these founda-
tional results. For this it is necessary to add to the main conditions (6.1.2)
an additional structural inequality, namely

|A(x, z, ξ)| ≤ a1|ξ|p−1 + ā2z
p−1 + āp−1, (7.1.1)

and, for the weak Harnack inequality, also

B(x, z, ξ) ≥ −b1|ξ|p−1 − b2z
p−1 − bp−1. (7.1.2)

The coefficients a, b, b1, a2, b2 are assumed to be in the respective Lebesgue
spaces (6.1.5), where α = n/p(1 − ε), and the coefficients a1, ā, ā2 are
1The idea for Harnack inequalities arises from the famous relation

R − |x|
(R + |x|)n−1

Rn−1u(0) ≤ u(x) ≤ R + |x|
(R − |x|)n−1

Rn−1u(0), |x| < R,

for the values u(x) of a non-negative harmonic function u in a ball of radius R about
the origin, first obtained by Axel Harnack in 1887 [45], page 62.
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respectively a positive constant (≥ 1) and functions in the Lebesgue spaces
Ln(Ω), Ln/(p−1)(Ω).

Theorem 7.1.1 (Local Boundedness). Let u ∈ W 1,p
loc (Ω), 1 ≤ p < n, be a

solution of the inequality (6.1.1), with the functions A and B satisfying
(6.1.2) and (7.1.1).2 Then for any open ball B2R in Ω and any s > p − 1
we have

sup
BR

u ≤ C
[
R−n/s‖u+‖s,B2R

+ k(R)
]
,

where

k(R) = Rε‖a‖ + Rp′ε‖b‖ + ‖ā‖ (7.1.3)

and the constant C depends only on p, n, s, ε; a1, ‖ā2‖, Rε‖b1‖ and
Rpε‖a2 + b2‖.

Theorem 7.1.2 (Weak Harnack Inequality). Let u ∈ W 1,p
loc (Ω), 1 < p < n,

be a non-negative solution of the (reverse) inequality

divA(x, u,Du) + B(x, u,Du) ≤ 0. (7.1.4)

Suppose that A and B satisfy the first inequality of (6.1.2) together with
(7.1.1), (7.1.2). Then for any ball B4R in Ω and any s ∈ (0, (p−1)n/(n−p))
we have

R−n/s‖u‖s,B2R
≤ C

[
inf
B2R

u + k(R)
]

,

where C and k(R) are as in Theorem 7.1.1.

By sup and inf we mean here essup and essinf. Note that Theo-
rem 7.1.1 shows in particular that u is bounded above on any compact
subset of Ω. Also Theorems 7.1.1 and 7.1.2 can be extended without diffi-
culty to the case p ≥ n, the main difference being that no restriction on s
is then necessary in Theorem 7.1.2; see Section 7.4.

In view of (7.1.1) no condition of p-regularity is needed for solutions.
Theorems 7.1.1 and 7.1.2 are stated in [43] for the case p = 2, n > 2,
and with the further differences: a2, ā2, b1, b2 are constants; the restriction
0 < s < (p−1)n/(n−p) is given as 1 < s < (p−1)n/(n−p); ā ∈ Ln/(1−ε)(Ω)
rather than ā ∈ Ln(Ω).

Since the proofs are not entirely simple, we take special care to avoid
undue conciseness.
2If p = 1 replace (6.1.2) by (6.1.3) as in Section 6.1.
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Proof: Preliminaries. It is convenient to carry out the first part of the
proofs of Theorems 7.1.1 and 7.1.2 in parallel. Also for simplicity, the cal-
culations will be given in detail only for p > 1.

We assume initially that R = 1 (the general result then follows by
rescaling, see (6.2.28) with |Ω| = ωnRn). The argument is similar to that
in Lemmas 6.2.1 and 6.2.4, based on the study of auxiliary functions w.

We choose for test function

ϕ = ηp ψ(w), η = η(x), (7.1.5)

where η is a non-negative function in C1(Ω) vanishing in a neighborhood
of ∂Ω, and ψ is a modified version of the function (6.2.1), depending on a
non-zero real parameter q ∈ R. Specifically, for q ≥ 1 we take

ψ(t) =
rp

q

{
tq, if 0 < t < m,

qmq−1t − (q − 1)mq, if t ≥ m,

while for q < 1 we use simply

ψ(t) = |r|p tq, t > 0,

where r is a real parameter given by the relation

q − 1 = p(r − 1). (7.1.6)

Note, in contrast to (6.2.1), the function ψ is now defined only for the range
t > 0.

Step 1. For the proof of Theorem 7.1.1 we restrict q to the range q > 0, and
take w = u+ + k, k = k(1). It can be supposed without loss of generality
that k > 0, for otherwise replace k by k′ > 0 and let k′ → 0 at the end
of the proof. Since ψ′(t) is uniformly bounded when t ≥ k, both for q ≥ 1
and q < 1, an obvious extension of Lemma 3.1.2 shows that ϕ = ηpψ(w)
can serve as test function for (6.1.1), that is∫

Ω

〈A(x, u,Du),Dϕ〉 ≤
∫

Ω

[B(x, u,Du)]+ϕ. (7.1.7)

Clearly ϕ = 0, Dϕ = 0 a.e in the set where w = k. In the remaining set
where w > k we have u > 0, u+ = u, that is

u = w − k, Du = Dw

and
Dϕ = ηpψ′(w)Dw + pηp−1ψ(w)Dη.
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As in the proof of Lemma 6.2.1 we define, for q ≥ 1,

v(w) =

{
wr, if k ≤ w < m,

rmr−1w − (r − 1)mr, if w ≥ m,

and simply v = v(w) = wr when q < 1. The inequality (7.1.7) can now
be written explicitly, using a derivation parallel to that of (6.2.8). In par-
ticular, when q ≥ 1 the estimates (6.2.7) continue to be valid, while when
q < 1 they are replaced by the identities

ψ′(w)|Dw|p = q |Dv|p, ψ′(w)wp = q |r|p vp,

ψ(w)wp−1 = |r|p vp, ψ(w)|Dw|p−1 = |r| v |Dv|p−1
(7.1.8)

(the absolute values for r are introduced for later purposes).
Therefore from (7.1.7), together with (6.1.2) and (7.1.1), we obtain

after a short calculation∫
Ω

|ηDv|p ≤ µ

{
|r|

∫
Ω

(b1|ηv| + pa1|vDη|) · |ηDv|p−1

+|r|p
∫

Ω

p[ā2 + (ā/k)p−1] · |ηv|p−1|vDη|

+ |r|p
∫

Ω

[b2 + (b/k)p−1] · |ηv|p
}

+ |r|p
∫

Ω

[a2 + (a/k)p] · |ηv|p,

(7.1.9)

where

µ =

{
1/|q|, if q < 1,

1/r, if q ≥ 1.

Step 1′. For the proof of Theorem 7.1.2 we now restrict q to the range q < 0,
and take w = u + k so w ≥ k. Again it can be supposed without loss of
generality that k > 0. As in the case q < 1 in Step 1 we define

ψ(t) = |r|p tq, t > 0,

in (7.1.5). As in Step 1, since ψ′(t) is uniformly bounded when t ≥ k it is
clear that ϕ = ηqψ(w) can serve as test function for the (reverse) inequality
(7.1.4), that is∫

Ω

〈A(x, u,Du),Dϕ〉 ≥
∫

Ω

[B(x, u,Du)]+ϕ. (7.1.10)
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Suppose q 	= −(p − 1), so r 	= 0, and define, as before in the case q < 1,

v = v(w) = wr.

Then from (7.1.10), together with (6.1.2), (7.1.1), (7.1.2) and the identities
(7.1.8), which holds equally when q < 0, we again obtain the inequality
(7.1.9) exactly in the form written.

For the combined Steps 1 and 1′ we have specifically, r < 0 when
q < −(p − 1); 0 < r < 1/p′ when −(p − 1) < q < 0; and r > 1/p′

when q > 0. The anomalous case q = −(p − 1), r = 0, requires a separate
treatment, see below.

Step 2. Define

z =
‖ηDv‖p

‖ηv‖p∗
, y =

‖ηv‖p

‖ηv‖p∗
, ŷ =

‖vDη‖p

‖ηv‖p∗
.

Then from the main identity (7.1.9) together with Sublemma 2 in the case
1 < p < n, s = p∗, θ = 1 (see Section 6.2), we get, after a short but
straightforward calculation,

zp ≤ µ|r|(‖b1‖yε + pa1ŷ)zp−1 + (µ + 1)|r|pc ypε + µ|r|pp ĉ ŷ, (7.1.11)

where3

c = ‖a2 + b2‖ + 2, ĉ = ‖ā2‖ + 1.

From (7.1.11) and Lemma 6.2.2 we find next (with no attempt to give the
sharpest estimate)

z ≤ C1 |r| (µ + 1)(yε + ŷ1/p + ŷ),

where
C1 = pa1 + ‖b1‖ + (pc)1/p + (p2ĉ)1/p.

The Sobolev inequality implies4 that 1 ≤ S(z + ŷ), so in turn

1 ≤ SC1 |r| (µ + 1)(yε + ŷ1/p + ŷ) + Sŷ.

3If all the structural coefficients except a1 vanish, then the right-hand side of inequality
(7.1.11) retains only the term a1ỹzp−1, making the proof far simpler, and at the same
time giving k(R) = 0, C = C(p, n, s, a1) in the theorems themselves. At a first reading
of the proof it can be useful to consider only this case.
4We have ‖ηv‖p∗ ≤ S‖D(ηv)‖p ≤ S(‖ηDv‖p + ‖vDη‖p).
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By a double application of Young’s inequality to rationalize the terms yε

and ŷ1/p, we then obtain

1 ≤ C{|r| (µ + 1)}ν(y + ŷ), ν = max{1/ε, p}, (7.1.12)

where C depends only on the parameters

p, n, ε; a1 + ‖b1‖ + ‖a2 + b2‖ + ‖ā2‖, (7.1.13)

while if |r| < 1 the term |r|ν should be dropped from (7.1.12).
At this point it is no longer feasible to give precise estimates for the

constants which appear in the calculations. Thus from here on, the letter
C denotes generic constants depending only on the parameters (7.1.13).

Recalling the definitions of y and ŷ, application of (7.1.12) then gives

‖ηv‖p∗ ≤ C{|r|(µ + 1)}ν(‖ηv‖p + ‖vDη‖p). (7.1.14)

Still leaving aside the case q = −(p− 1), we now specify the function
η more precisely. Let h, h′ be such that

1 < h′ < h < 3, (7.1.15)

and set η ≡ 1 in Bh′ , η ≡ 0 in Ω\Bh, with 0 ≤ η ≤ 1 and sup |Dη| ≤ 2/(h−
h′) in Bh \ Bh′ . (The last condition is obviously possible for η ∈ C1(Ω).)
Then from (7.1.14) there follows

‖v‖p∗,Bh′ ≤ C
{(µ + 1) |r|}ν

h − h′ ‖v‖p,Bh
. (7.1.16)

For r 	= 0 let us define

Φ(r, h) =
(∫

Bh

wr

)1/r

;

(this definition is meaningful since w ≥ k > 0).
Suppose r > 0, r 	= 1/p′ and κ = p∗/p = n/(n−p). Then (7.1.16) can

be rewritten

Φ(κpr, h′) ≤
(

C
{(µ + 1) |r|}ν

h − h′

)1/r

Φ(pr, h) (7.1.17)

(in case r ≥ 1, that is q ≥ 1, one first takes m → ∞ so v → wr).
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On the other hand, when r < 0 we have ‖wr‖p,Bh
= Φ(pr, h)−|r| so

there results instead (!)

Φ(pr, h) ≤
(

C
{(µ + 1) |r|}ν

h − h′

)1/|r|
Φ(κpr, h′). (7.1.18)

These inequalities can be iterated as in the proof of Lemma 6.2.1.

Proof of Theorem 7.1.1. Here we consider parameter values r > 1/p′, p >
1, in which case q > 0 and Cases 1 and 2 above apply. Fix s ∈ (p − 1, p]
and take successively

r = rj = κj(s/p); h = hj = 1 + 2−j , h′ = hj+1,

j = 0, 1, 2, . . . . Then from the definition of the parameter µ, the fact that
r ≥ s/p and q = p(r − 1) + 1,

µ = max
{

1
pr − (p − 1)

,
1
r

}
≤ 1

s − (p − 1)
,

rν

h − h′ ≤ 2 (2κν)j
.

Then by iteration of (7.1.17), as in the proof of Lemma 6.2.1, there results

supB1
w ≤ C‖w‖s,B2 ;

where C depends on the parameters (7.1.13) and also on s. Theorem 7.1.1
for the case p > 1 now arises by taking w = u+ + k and then rescaling –
see (6.2.28). Here s can be any value strictly greater than p − 1, by using
Hölder’s inequality.

The case p = 1 can be treated as in Lemma 6.2.4; we can omit the
details. �

Proof of Theorem 7.1.2. Here the argument is more delicate, as there are
two regimes to consider: r < 0 and 0 < r < 1/p′. In both ranges we have
q < 0 by (7.1.6) so that Cases 1′ and 2 apply.

Case A: r < 0. Let s1 ∈ (0, p) be fixed, and take successively

r = rj = −κj(s1/p); h = hj = 2 + 2−j , h′ = hj+1,

j = 0, 1, 2, . . . . Then

µ =
1

p|r| + (p − 1)
≤ 1

p − 1
,

|r|ν
h − h′ ≤ 2(2κν)j .
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Iteration of (7.1.18) then gives

Φ(−s1, 3) ≤ C1/s1 infB2w; (7.1.19)

here C depends on the parameters (7.1.13), while the exponent 1/s1 is
included since the Moser iteration exponent, see (6.2.17), now includes the
additional factor p/s1.

Case B: 0 < r < 1/p′, so q < 1. Fix s ∈ (0, κ(p − 1)). For any integer
� = 0, 1, 2, . . . define

s2 = s2(�) = κ−(�+1)s, s2 ∈ (0, p − 1), (7.1.20)

and choose successively

r = rj = κj(s2/p), h = hj = 2 + 2−j , h′ = hj+1,

j = 0, 1, 2, . . . , �. Then 0 < r < κj−�(s/κp) ≤ s/κp, while

µ =
1

p − 1 − pr
≤ κ

κ(p − 1) − s
;

|r|ν
h − h′ ≤ 2 · 2j .

Then by a finite iteration of (7.1.17) from j = 0 to j = � we obtain

Φ(s, 2) ≤ C 1/s2Φ(s2, 3), (7.1.21)

where C depends on the parameters (7.1.13) and also on the fixed value s.

We claim that there exist constants σ0 > 0 (depending only on the
generic parameters (7.1.13)) and Ĉ = Ĉ(n), such that for all s0 ≤ σ0,

Φ(s0, 3) ≤ Ĉ 1/s0Φ(−s0, 3). (7.1.22)

Without loss of generality we can suppose σ0 < p − 1.
Assume (7.1.22) for the moment. With s fixed as above in (0, κ(p−1)),

now choose s0 to be the unique value s2 of the form (7.1.20) in the interval
[σ0/κ, σ0), thus fixing �. Then (7.1.21) holds with s2 = s0; of course s0 <
p − 1. In turn (7.1.19) equally holds for the value s1 = s0. Therefore by
(7.1.19) and (7.1.21) there would result

‖w‖s,B2 = Φ(s, 2) ≤ C 1/s0 · C 1/s0 · Ĉ 1/s0 infB2w,

that is
‖w‖s,B2 ≤ C infB2w,

where C depends on the generic parameters (7.1.13). This being shown,
Theorem 7.1.2 is then proved by taking w = u + k and rescaling.
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It thus remains to prove the assertion (7.1.22). In fact, to obtain
(7.1.22) it is remarkable that one can apply the previously omitted case
q = −(p − 1).

Case C: q = −(p − 1). For this case the previously used test function ψ
needs modification. We take simply ψ(t) = t−(p−1) and then define v =
v(w) = log w (recall that w = u + k ≥ k > 0). Then as in the derivation of
(7.1.9), but with (7.1.8) replaced by

ψ′(w)|Dw|p = −(p − 1)|Dv|p, ψ′(w)wp = −(p − 1),

ψ(w)wp−1 = 1, ψ(w)|Dw|p−1 = |Dv|p−1,

we get

(p − 1)
∫

Ω

|ηDv|p ≤
∫

Ω

(b1η + pa1|Dη|) · |ηDv|p−1

+
∫

Ω

p[ā2 + (ā/k)p−1] ηp−1|Dη|

+
∫

Ω

[(p − 1)(a2 + (a/k)p) + b2 + (b/k)p−1] ηp.

(7.1.23)

Let x′ ∈ B3 (recall R = 1, and denote by B′
h = Bh(x′) the ball of

radius h > 0 centered at x′ We now specify the test function η so that
η ≡ 1 in B′

h and η ≡ 0 in Ω \ B′
4h/3, with 0 ≤ η ≤ 1 and Dη ≤ 6/h in

B′
4h/3 \ B′

h. When h < 3/4 one has B′
4h/3 ⊂⊂ B′

1 ⊂ B4 since x′ ∈ B3, so η
vanishes in a neighborhood of ∂Ω, as required.

This being shown, the terms on the right side of (7.1.23) then have
the following main estimates, in which C denotes as before different generic
constants, depending on the parameters (7.1.13):∫

Ω

pa1|Dη| · |ηDv|p−1≤(6/h)pa1‖1‖p,B′
h
‖ηDv‖p−1

p ≤Ch(n−p)/p‖ηDv‖p−1
p ,∫

Ω

b1|η| · |ηDv|p−1 ≤‖η‖np/(n−p)‖b1‖n‖ηDv‖p−1
p ≤Ch(n−p)/p‖ηDv‖p−1

p ,∫
Ω

ā2ηp−1|Dη|≤(6/h)‖η‖p−1
n(p−1)/(n−p+1)‖ā2‖n/(p−1)≤Chn−p,∫

Ω

(a2 +b2)ηp≤‖η‖p
np/(n−p)‖a2 +b2‖n/p≤Chn−p.

Therefore ‖ηDv‖p
p ≤ C[h(n−p)/p‖ηDv‖p−1

p + hn−p].



162 Chapter 7. The Harnack Inequality

Consequently, by Lemma 6.2.2

‖ηDv‖p ≤ C[h(n−p)/p + h(n−p)/p] = 2Ch(n−p)/p. (7.1.24)

Finally, by Hölder’s inequality

‖Dv‖1,B′
h
≤ Chn/p′‖Dv‖p,B′

h
≤ Chn−1, 0 < h < 3/4. (7.1.25)

We now use a remarkable theorem of John and Nirenberg (Appendix,
Theorem 7.5.4) specifically in the case when the basic domain is the ball
B3. To apply this result requires that the condition∫

B3∩B′
h

|Dv| ≤ Khn−1, K = constant, (7.1.26)

should be satisfied for every ball B′
h = Bh(x′), h > 0, with center x′ in B3.

To verify (7.1.26) there are two cases: h < 3/4 and h ≥ 3/4. In the
first, by (7.1.25) one immediately has∫

B′
h

|Dv| ≤ Chn−1.

In the second case, we use (7.1.25) for the ball B3 rather than B′
h. That is,

since B(4/3)·3 = B4 we can temporarily replace B′
h by B3 in (7.1.25). Thus

(7.1.25) yields ∫
B3

|Dv| ≤ C · 3n−1 ≤ 4n−1Chn−1

since h ≥ 3/4. Therefore (7.1.26) holds for all x′ ∈ B3 and all h > 0, with
K = 4n−1C, where C is the constant in (7.1.25).

Hence by the John–Nirenberg theorem, in particular Corollary 7.5.6,
we get ∫

B3

es0v ·
∫

B3

e−s0v ≤ C̃ = C̃(n)

for all s0 ≤ σ0, where σ0 is a (small) positive constant depending on n
and the constant K, and so only on the generic parameters (7.1.13). But
v = log w so that ∫

B3

ws0 ·
∫

B3

w−s0 ≤ C̃,

that is,
Φ(s0, 3) ≤ C̃ 1/s0 Φ(−s0, 3)
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(the constant C̃ 1/s0 can of course be written explicitly, and is surely a
very large number). This proves (7.1.22) and completes the proof of Theo-
rem 7.1.2. �

Corollary 7.1.3. Let u ∈ W 1,p
loc (Ω), p > 1, be a non-negative solution of the

inequality (7.1.4), where conditions (6.1.2), (7.1.1), (7.1.2) hold, with R+
0

in place of R+ and with a = b = ā = 0. Then either u ≡ 0 or u > 0 in Ω.

This result has already been noted in Section 2.5.

7.2 The Harnack inequality

By combining Theorems 7.1.1 and 7.1.2 we obtain the full Harnack inequal-
ity.

Theorem 7.2.1 (Harnack Inequality). Let u ∈ W 1,p
loc (Ω), 1 < p < n, be a

non-negative solution of the equation

divA(x, u,Du) + B(x, u,Du) = 0. (7.2.1)

Suppose that A and B satisfy (6.1.2) together with (7.1.1) and

|B(x, z, ξ)| ≤ b1|ξ|p−1 + b2z
p−1 + bp−1. (7.2.2)

Then for any ball B4R in Ω we have

sup
BR

u ≤ C[ inf
B2R

u + k(R)], (7.2.3)

where C depends only on p, n, ε; a1, ‖ā2‖, Rε‖b1‖, Rpε‖a2 + b2‖, while
k(R) is given by (7.1.3).

Of course, all norms need be taken only over the ball B4R.

Proof. Define q̄ = (p− 1)(n+ p)/n, so p− 1 < q̄ < (p− 1)n/(n− p). Hence
both Theorems 7.1.1 and 7.1.2 apply for the value q = q̄, that is

sup
BR

u ≤ C
[
Rn/q̄‖u‖q̄,B2R

+ k(R)
]
≤ C

{
C

[
inf
B2R

u + k(R)
]

+ k(R)
}

= C2 inf
B2R

u + (C2 + C)k(R) = 2 C2

[
inf
B2R

u + k(R)
]

,

as required. �
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This result for the case p = 2 is given in [43, Theorem 8.20], though
inadvertently the additive term k(R) seems to have been omitted.

Theorem 7.2.2 (General Harnack Inequality). Let u satisfy the hypotheses
of Theorem 7.2.1. Then for any domain Ω′ with compact closure in Ω we
have

sup
Ω′

u ≤ CN
[
inf
Ω′

u + Nk
]
, (7.2.4)

where k = ‖a‖ + ‖b‖ + ‖ā‖ and N is the number of balls of (equal) radii
δ/4 needed to cover Ω′, δ = dist (Ω′, ∂Ω). (We suppose δ ≤ 4 without loss
of generality.)

Proof. Let B be a set of N open balls with centers in Ω′ and equal radii
R = δ/4 which cover Ω′. Clearly there exist balls BI , BS ∈ B such that

inf
BI

u ≤ inf
Ω′

u, sup
BS

u ≥ sup
Ω′

u. (7.2.5)

In turn, there exists a finite sequence of distinct balls, B(1), B(2), . . . , B(J),
J ≤ N , in B such that5

B(1) = BI , B(J) = BS , B(i+1) ∩ B(i) 	= ∅.

We claim that

sup
B(i)

u ≤ CiL +
i∑

�=1

C�k, L = inf
BI

u, (7.2.6)

for all i = 1, . . . , J , where C is the constant of Theorem 7.2.1 taken for
R = 1.
5This assertion has been considered obvious in earlier demonstrations (see, e.g., [43],
Corollary 8.21, or [51], page 263, as well as even the original argument given by Harnack
[45], page 62). Nevertheless, for completeness it seems worthwhile to indicate a proof:

Let xI , xS be respectively the centers of BI and BS , and Σ an oriented continuous
curve in Ω′ from xI to xS , existing since Ω′ is open and connected. We set B(1) = BI .
If xS ∈ B(1), then we take B(2) = BS and J = 2; or if BI = BS , then simply J = 1.
Otherwise, if xS �∈ B(1), let P(1) be the last point where Σ intersects ∂B(1) (see
Figure 1). We choose for B(2) any ball in B which contains P(1). If xS ∈ B(2), we take
B(3) = BS and J = 3; or if B(2) = BS , then J = 2.

Continuing in this way, we thus obtain a finite sequence B(1), B(2), . . . , B(j), of
distinct balls in B, such that B(i+1) ∩B(i) �= ∅ and xS ∈ B(j) for some j ≤ N (since B
covers Ω′). If B(j) �= BS we take B(j+1) = BS , and J = j + 1 ≤ N , while if B(j) = BS ,
then simply J = j, and the assertion is proved.
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��

xS

xI P(1)

B(1)

Figure 7.1.

Clearly (7.2.6) holds for i = 1; that is, by (7.2.2),

sup
B(1)

u ≤ C

[
inf
B(1)

u + k

]
= C(L + k)

since 4R ≤ δ. Thus suppose (7.2.6) is true for i = j; we shall show it true
for i = j + 1, j = 1, . . . ,N − 1. Indeed by (7.2.2) again,

sup
B(j+1)

u ≤ C

[
inf

B(j+1)

u + k

]
≤ C

[
sup
B(j)

u + k

]

since B(j+1) ∩ B(j) 	= ∅. Then by (7.2.6) with i = j we get

sup
B(j+1)

u ≤ C

(
CjL +

j∑
�=1

C�k + k

)
= Cj+1L +

j+1∑
�=1

C�k

as required.
The conclusion (7.2.4) is now an immediate consequence of (7.2.5)

and (7.2.6) for i = J . �

Both Theorems 7.2.1 and 7.2.2 also hold when p ≥ n, see [92] and
Section 7.4.

Corollary 7.2.3 (Liouville Theorem). Let u ∈ W 1,p
loc (Rn), p > 1, be a non-

negative solution of the equation

divA(x, u,Du) = 0
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such that

〈A(x, u, ξ), ξ〉 ≥ |ξ|p, |A(x, u, ξ)| ≤ a3|ξ|p−1. (7.2.7)

Then u ≡ Constant.

Proof. Let M = infRn u (≥ 0). Then v = u − M is equally a solution of
(7.2.7), with infRn v = 0. For any ε > 0 there is some point x0 ∈ Rn such
that v(x0) ≤ ε for any ball BR ⊂ Rn with center at x0. Hence by (7.2.3)
we have v(x) ≤ Cε.

Since ε is arbitrary there follows v ≤ 0, that is u ≡ M . �

When Ω = Rn the proof technique used in Theorem 7.2.2 supplies an
interesting asymptotic conclusion, which the authors have not previously
seen.

To state the result, we first let B denote the set of balls of unit radius
in Rn and put

k = sup
B

{‖a‖B + ‖b‖B + ‖ā‖B}

and

m = sup
B

{
sup
B

a1 + ‖b1‖B + ‖a2 + b2‖B + ‖ā2‖B

}
.

Theorem 7.2.4. Let u satisfy the hypotheses of Theorem 7.2.1, with Ω = Rn.
Then u ∈ L∞

loc(R
n) and

u ≤ [u(0) + kr] eCr a.e. in Rn, r = |x|, (7.2.8)

where C depends only on p, n, ε and m.

If the coefficients are all constants, than we can take k = a + b + ā
and m = a1 + b1 + a2 + b2 + ā2, so that in this case necessarily u can have
at most exponential growth at infinity. Of course, the choice of origin in
(7.2.8) is arbitrary; the value u(0) is meaningful, since in fact u must be
continuous in view of the results of the following section.

7.3 Hölder continuity

The structural conditions of Theorem 7.2.1 also imply that solutions of
the equation (7.2.1) are continuous. This remarkable result goes back to
important work of De Giorgi [27].
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In view of the general form of the result, the terms up−1 and up in the
basic structural conditions for A and B must be replaced by |u|p−1 and
|u|p. Moreover, we shall add the strengthened Lebesgue space conditions
that ā ∈ Ln/(1−ε)(Ω) and ā2 ∈ Ln/(1−ε)(p−1)(Ω), rather than in Ln(Ω)
and Ln/(p−1)(Ω) as previously required. Then solutions of (7.2.1) are in
fact Hölder continuous. We state this famous result in precise form, and
include the not entirely trivial proof.

Theorem 7.3.1 (Hölder Continuity). Let u satisfy the hypotheses of Theo-
rem 7.2.1, together with the modified structure conditions described above.
Then u is Hölder continuous in Ω. Specifically, let x, y ∈ Ω and define

D = 1
2

dist(x, ∂Ω).

Then if |x − y| ≤ D/4 we have

|u(x) − u(y)| ≤ [(M − m) + Ck]
(

4|x − y|
D

)α

, (7.3.1)

where
M = sup

BD

u, m = inf
BD

u, L = sup
BD

|u|

and BD denotes the ball of radius D centered at x. Moreover α depends
only on n, p, ε, and the structural parameters a1, ‖b1‖; C depends only on
ε; while

k = ‖a‖ + ‖b‖ + ‖ā‖ + L
[
‖a2‖1/p + ‖b2‖1/(p−1) + ‖ā2‖1/(p−1)

]
. (7.3.2)

(We suppose D ≤ 1 without loss of generality.)

Note that B2D ⊂ Ω so that by Theorem 7.1.1 the values M , m,
L are well defined and finite. Also, we recall that by ‖a‖, etc., we mean
‖a‖Ln/(1−ε)(Ω), etc.

From the proof it will appear that the key exponent α is essentially
the reciprocal of the constant C in the Harnack inequality Theorem 7.2.1,
evaluated for the arguments R = 1, a2 = b2 = ā2 = 0, see (7.3.11). Of
course even then α is very small. The constant C in (7.3.1) can be taken
to be 4 when the structural coefficients are all constants, that is ε = 1.

By interchanging the roles of x and y it is clear that (7.3.1) actually
holds with

D = 1
2 max {dist(x, ∂Ω), dist(y, ∂Ω)} .
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Proof. Step 1. Temporarily following the argument of the first part of the
proof of Theorem 8 of [92] (see page 270), we let r be a radial variable
having the range (0,D), which throughout Step 1 we consider to be fixed.
Define

M̃ = Mr = sup
Br

u, m̃ = mr = inf
Br

u, M ′ = Mr/4, m′ = mr/4.

It follows that both functions

v = u − m̃, w = M̃ − u

are non-negative in Br. Obviously v satisfies the equation

div A(x, v + m̃,Dv) + B(x, v + m̃,Dv) = 0,

while
|A(x, v + m̃,Dv)| ≤ a1|Dv|p−1 + a2L

p−1 + āp−1,

with similar conditions for 〈A(x, v + m̃,Dv),Dv〉 and B(x, v + m̃,Dv).
Thus we may apply Theorem 7.2.1 to v in the ball Br, with the result

M ′ − m̃ = sup
Br/4

v ≤ λ

(
inf

Br/4

v + krε

)
= λ(m′ − m̃ + krε), (7.3.3)

where
λ = λ(p, n, ε, a1, ‖b1‖) ( > 1)

is the Harnack constant in Theorem 7.2.1 evaluated for the arguments
R = D, a2 = b2 = ā2 = 0, while k is given by (7.3.2). (Use ā ∈ Ln/(1−ε)(Ω),
ā2 ∈ Ln/(1−ε)(p−1)(Ω) in estimating the term k(R) in Theorem 7.2.1.6)

In the same way, w is non-negative in Br and again by Theorem 7.2.1
we get

M̃ − m′ = sup
Br/4

w ≤ λ

(
inf

Br/4

w + krε

)
= λ(M̃ − M ′ + krε). (7.3.4)

6In view of the stronger spaces which are now assumed for ā and ā2, it is apparent that
in the formulation of Theorems 7.1.1 and 7.2.1 one can take

‖ā‖ ≡ ‖ā‖n,B2R
= cnRε‖ā‖n/(1−ε),

‖ā2‖ ≡ ‖ā2‖n/(p−1),B2R
= cnR(p−1)ε‖ā2‖n/(1−ε)(p−1) .
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Adding (7.3.3) to (7.3.4) and transposing terms then gives

M ′ − m′ ≤ λ − 1
λ + 1

(
M̃ − m̃

)
+

2λ

λ + 1
krε.

Letting ω(r) denote the oscillation of u in Br, this can be rewritten

ω(r/4) ≤ ϑω(r) + �krε, (7.3.5)

where
ϑ = (λ − 1)/(λ + 1), � = 2λ/(λ + 1).

This is the key inequality for proving (7.3.1).

Step 2. Using ν (≥ 1) successive iterations of (7.3.5) to smaller values of r,
there results for ν = 1, 2, . . .

ω
(
4−νr

)
≤ ϑνω(r) + �krε

{
ϑν−1 + 4−εϑν−2 + 4−(ν−1)ε

}

≤ ϑνω(r) + �krε
ν−1∑
j=0

4−εj

≤ ϑνω(D) + C ′krε, C ′ =
2

1 − 4−ε
,

(7.3.6)

since r ≤ D and � ≤ 2.
Let β > 1 be a constant to be determined later. We take for the radius

variable r in (7.3.6) the particular ν-dependent choice

rν = 4(1−ν)(β−1) D,

which is allowable since ν ≥ 1. Now define t = tν = 4−νrν and observe by
direct arithmetic that

rν = (4t/D)1/β′
D. (7.3.7)

Hence

ω(t) ≤ ϑνω(D) + C ′k (4t/D)ε/β′
, (7.3.8)

using here the condition that D ≤ 1.
Next, putting d = 2/(1 + λ),

log ϑ = log(1 − d) ≤ −d + d2 = − 2
λ
· λ(λ − 1)

(λ + 1)2
≤ −36/25 λ,
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it being assumed without loss of generality that λ ≥ 9. But then

ϑν = eν log ϑ ≤ 4−36ν/25λ log 4 ≤ 4−ν/λ. (7.3.9)

At the same time, by (7.3.7),

4−ν =
t

rν
=

t

(4t/D)1/β′D
=

1
4

(
4t

D

)1/β

.

Thus by (7.3.8) and (7.3.9) we obtain

ω(t) ≤ 4−1/λω(D)
(

4t

D

)1/λβ

+ C ′k
(

4t

D

)ε/β′

, (7.3.10)

this being valid for the particular iterates t = tν , ν = 1, 2, . . . .
Now choose β = 1 + 1/λε. Then7

1
βλ

=
ε

β′ =
ε

1 + λε
≥ ε

λ + 1
= α (7.3.11)

(defining α). Then (7.3.10) can be rewritten

ω(t) ≤ [4−1/λω(D) + C ′k]
(

4t

D

)α

,

again valid for t = tν .
The restriction of t to the iterate values tν can be removed by observ-

ing that, for tν+1 < t ≤ tν ,

ω(t) ≤ ω(tν) ≤ [4−1/λω(D) + C ′k]
(

4
D

· tν
tν+1

t

)α

.

Here

tν
tν+1

= 4
rν

rν+1
= 4 · 4β−1 = 4β,

(
tν

tν+1

)α

= 4βα ≤ 41/λ.

Hence, noting that ω(D) = M − m, we obtain

ω(t) ≤ (M − m + Ck) (4t/D)α
, C =

3
1 − 4−ε

, (7.3.12)

valid for all t ≤ t1 = D/4.
7In the special case k = 0 (as in the original papers of De Giorgi [27] and Moser [62])
we can take β = 1 so that rν = D and α = 1/λ.
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Step 3. For any x ∈ Ω and 0 < h ≤ D/4, define

Mh = sup
Bh(x)

u, mh = inf
Bh(x)

u, uh(x) =
1

|Bh(x)|

∫
Bh(x)

u.

Clearly mh ≤ uh(x) ≤ Mh. Also, since the sequences mh, Mh are monotone
in h as h → 0, they converge to limits. On the other hand, by (7.3.10) we
have Mh −mh = ω(h) → 0 as h → 0, so that the limits must be the same.
Therefore uh(x) converges to this limit, which we temporarily call ũ(x).

By the Lebesgue set theorem, if u is any representative of u, we also
have uh(x) → u(x) at a.a. x ∈ Ω. Hence ũ = u a.e. in Ω, that is ũ is a
representative of u.

Step 4. We show that u is continuous, that is, the representative ũ is a
continuous function.8

Let x, y in Ω, with 4|x − y|/D < 1. We put t = |x − y| so that both
x and y are in Bt(x). It follows that, for 0 < h < 3D/4,

|uh(x) − uh(y)| ≤ sup
Bh(x)

u − inf
Bt+h(x)

u = ω(t + h).

If h is sufficiently small, then t + h ≤ D/4. Thus by (7.3.12)

|uh(x) − uh(y)| ≤ (M − m + Ck) [4(t + h)/D]α . (7.3.13)

Letting h → 0 then yields (7.3.1) with u replaced by ũ. That is, ũ is
continuous in Ω, and, by dropping the tilde, we get (7.3.1) as written. �

If only ā ∈ Ln(Ω) and ā2 ∈ Ln/p(Ω), then by a modification of the
above proof it is still possible to show that u is continuous, though no
longer Hölder continuous.

7.4 The case p ≥ n

By appropriately reducing the exponent p = n using the Hölder inequality,
it is not hard to see that one can extend the results of the previous sections
to the exponent range p ≤ n. At the same time, with the help of Morrey’s
theorem (Theorem 7.5.7) asserting the Hölder continuity of functions in
W 1,p(Ω), p > n, it is possible to obtain these results also for the remaining
range p > n, in fact by a direct and immediate route.
8This step has been omitted in earlier proofs, along with the construction of ũ(x).
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Theorem 7.4.1. Let the hypotheses of Theorem 7.1.2 be satisfied, with the
exception that p > n and that the coefficients a, b, etc., are in the respective
Lebesgue spaces:

a, ā, b1 ∈ Lp(Ω); b ∈ Lp−1(Ω); a2, b2 ∈ L1(Ω); ā2 ∈ Lp′
(Ω). (7.4.1)

Let u ∈ W 1,p
loc (Ω) be a positive solution of (7.1.4) in Ω. If B4R ⊂ Ω,

then the following conclusions hold:

(i) sup
BR

u ≤ C

(
inf
BR

u + k

)
,

(ii) |u(x) − u(y)| ≤ C

(
sup
B3R

u + k

)
|x − y|1−n/p for all x, y ∈ BR,

where
C = C(n, p,R; a1, ‖b1‖, ‖a2 + b2‖, ‖ā2‖),

k = R(n−p)/p
[
‖a‖ + ‖ā‖ + Rp′‖b‖

]
,

the norms of the coefficients being taken in the respective Lebesgue spaces
(7.4.1).

Proof. Suppose first that R = 1. Observe that the key inequality (7.1.23)
in Case (C) of the proof of Theorem 7.1.2 is equally valid when p > n.
The following main estimates similarly remain true, provided the parameter
n appearing in these estimates is replaced by p and of course using the
conditions (7.4.1). Consequently in place of (7.1.24) we reach the conclusion

‖Dv‖p,B3 ≤ C, (p > n)

since B4 ⊂ Ω.
Theorem 7.5.7 can therefore be applied, with the result

|v(x) − v(y)| ≤ C|x − y|1−n/p ≤ C

when x, y ∈ B1.
But v = log w = log(u + k), so

u(x) ≤ {u(y) + k}eC ,

and (i) is an immediate consequence.
Moreover, since ‖Dv‖p,B3 = ‖Dw/w‖p,B3 we have

‖Dw‖p,B3 ≤ sup
B3

w‖Dv‖p,B3 ≤ C sup
B3

w.
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Therefore, again by Morrey’s theorem,

|w(x) − w(y)| ≤ C|x − y|1−n/p sup
B3

w,

from which (ii) follows at once. �

The Harnack inequality (i) is an exact counterpart of (7.2.3), but in-
terestingly it requires only that u be a solution of the inequality (7.1.4)
rather than equation (7.2.1). Similarly, the Hölder inequality (ii) corre-
sponds to (7.3.1), but with a far better exponent. At the same time, one
should note that the constants C in (i) and (ii) becomes infinite as p ap-
proaches n.

Finally, the reader can easily convince himself that global bounds for
solutions, of the kind developed in Chapter 6, cannot be obtained with
the aid of the Harnack theorems or the Hölder continuity results of this
chapter. That is, the results of Chapter 6 retain their validity irrespective
of the theorems of this chapter.

7.5 Appendix. The John–Nirenberg theorem

This well-known result is crucial in the proof of the Harnack inequality
in Section 7.1. For completeness we include a concise proof based only on
Hölder’s inequality and integration by parts, following an idea of Trudinger
[110]. We begin with an important result concerning the Morrey transform
of a function f ∈ L1(Ω), this being the key to the main Theorem 7.5.4.

Proposition 7.5.1. Suppose n ≥ 2. Let f ∈ L1(Ω) be such that

f ≥ 0 in Ω,

∫
Ω∩B′

h

f ≤ hn−1 (7.5.1)

for all balls B′
h = Bh(x′) with radius h > 0 and center x′ ∈ Ω. Then there

are positive constants a1 and a2, depending only on n, such that∫
Ω

exp
(

F

a1

)
≤ a2d

n,

where d = diam(Ω) and

F (x) =
∫

Ω

|x − y|1−nf(y)dy

is the Morrey transform of f .
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One can take a1 = 5n and a2 = ωn. Further results relating to Propo-
sition 7.5.1, but beyond the scope of the present work, can be found in
Section 2.9 of [117] and in [98]. For the proof of the proposition two pre-
liminary lemmas are required.

Lemma 7.5.2. Let f ∈ L1(Ω) and define (Riesz potential)

Fθ(x) =
∫

Ω

|x − y|n(θ−1)f(y)dy, θ ∈ (0, 1].

Then
‖Fθ‖1 ≤ ω1−θ

n |Ω|θ‖f‖1

/
θ.

Proof. Let S (x) = |x|n(θ−1). Then S ∈ L1(Ω), with

‖S ‖1 ≤ ω1−θ
n |Ω|θ

/
θ.

Indeed, let R be the effective radius of Ω, that is |Ω| = ωnRn. Then, since
n(θ − 1) < 0 one sees by geometric comparison that (!)

∫
Ω

S (x)dx ≤
∫

BR

S (x′)dx′ = nωn

∫ R

0

�nθ−1d� =
ωn

θ
Rnθ,

as asserted. Now by Fubini’s theorem∫
Ω

Fθ(x)dx =
∫

Ω

{∫
Ω

|x − y|n(θ−1)dx

}
f(y)dy ≤ 1

θ
ω1−θ

n |Ω|θ
∫

Ω

f(y)dy,

since the center at y rather than at 0 leaves the estimates unchanged. �

That F is well defined and in L1(Ω) follows immediately from Lemma
7.5.2, since F = F1/n. The second lemma is the ultimate key to the John–
Nirenberg theorem.

Lemma 7.5.3. Let f ∈ L1(Ω) satisfy (7.5.1). For θ = (1 + λ)/n, 0 < λ ≤
n − 1, the function Fθ defined in Lemma 7.5.2 is such that

Fθ(x) ≤ n − 1
λ

dλ in Ω.

Before proving Lemma 7.5.3 it is useful to recall the following general
integration by parts theorem.
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Suppose that φ, ψ are absolutely continuous functions9 on the bounded
interval [a, b]. Then φ, ψ are differentiable a.e. on (a, b) with φ′, ψ′ ∈
L1(a, b), and

φ(b)ψ(b) − φ(a)ψ(a) =
∫ b

a

{φ(s)ψ′(s) + ψ(s)φ′(s)}ds. (7.5.2)

The proof is immediate. That is, since φ, ψ are absolutely continuous,
also φψ is absolutely continuous. Thus φψ is differentiable a.e. on (a, b)
and (see [89]) equals the indefinite integral of its derivative. But by direct
evaluation (φψ)′ = φψ′ + ψ φ′ a.e. in (a, b) and the conclusion follows at
once. �

Proof of Lemma 7.5.3. Without loss of generality we may suppose that the
domain of f is extended to all Rn by setting f ≡ 0 outside Ω.

Let ε ∈ (0, d) and x ∈ Ω be fixed, and define

φ(t) =
∫

Bt(x)\Bε(x)

f(y)dy, t ∈ (ε, d).

Writing φ as an iterated integral in spherical polar coordinates r, ω,

φ(t) =
∫ t

ε

rn−1

∫
Sn−1

f(y(r, ω)) dω dr,

shows that φ is absolutely continuous in the interval [ε, d], see [89], Propo-
sition 4.13, with derivative φ′ ∈ L1(ε, d). Also define

F (t) =
∫

Bt(x)\Bε(x)

|x − y|n(θ−1)f(y)dy.

Similarly, F is absolutely continuous in (ε, d), and one derives also

F ′(t) = tn(θ−1)φ′(t) a.e. in (ε, d).

Hence

F (d) =
∫ d

ε

F ′(s) ds =
∫ d

ε

sn(θ−1)φ′(s) ds

= dn(θ−1)φ(d) + n(1 − θ)
∫ d

ε

sn(θ−1)−1φ(s) ds

by integration by parts, with (a, b) = (ε, d) and ψ(t) = tn(θ−1).
9For a bird’s eye view of the properties of absolutely continuous functions, see [89],
Section 5.4. The conclusion (7.5.2) does not hold if the hypothesis is weakened to the
simple assertion that φ, ψ are continuous and differentiable a.e. in [a, b] with φ′, ψ′ ∈
L1(a, b).
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By (7.5.1) and the condition f ≡ 0 in Rn \ Ω, we have

hn(θ−1)φ(h) ≤ hn(θ−1)

∫
Ω∩Bh(x)

f(y)dy ≤ hnθ−1 = hλ

since θ = (1 + λ)/n. Hence

F (d) ≤
[
1 +

n(1 − θ)
λ

]
dλ =

n − 1
λ

dλ.

Using the fact that Ω ⊂ Bd(x), it follows that

F (d) =
∫

Ω\Bε(x)

|x − y|n(θ−1)f(y)dy.

Lemma 7.5.3 is now a consequence of the monotone convergence theorem
applied to the integral F (d) as ε → 0. �

It is interesting that when (7.5.1) holds the integral Fθ(x) is conver-
gent for all x in Ω.

Proof of Proposition 7.5.1. Let λ ∈ (0, 1]. We have

1
n
− 1 =

(
λ

n
− 1

)
λ +

(
1 + λ

n
− 1

)
(1 − λ).

Then for y ∈ Ω,

|x − y|1−nf(y) ≤
{
|x − y|n[λ/n−1]f(y)

}λ

·
{
|x − y|n[(1+λ)/n−1]f(y)

}1−λ

.

Therefore, from Hölder’s inequality with exponents 1/λ and 1/(1− λ),

F (x) ≤ [Fλ/n(x)]λ[F(1+λ)/n(x)]1−λ ≤ [Fλ/n(x)]λ
(

n − 1
λ

dλ

)1−λ

.

In turn, using Lemma 7.5.2,

∫
Ω

[F (x)]1/λdx ≤ n

λ
ω1−λ/n

n |Ω|λ/n‖f‖1 ·
(

n − 1
λ

dλ

)1/λ−1

≤ n

n − 1

(
n − 1

λ

)1/λ

ωndn

since ‖f‖ ≤ dn−1 by (7.5.1) while obviously |Ω| ≤ 1
2
ωndn.
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Consequently, replacing 1/λ successively by k = 1, 2, . . . ,N , we get∫
Ω

N∑
k=1

1
k!

[
F (x)

a1

]k

dx ≤ n

n − 1
ωndn

N∑
k=1

kk

k!

(
n − 1

a1

)k

for any a1 > 0. The ratio of successive terms in the series on the right-
hand side is (1 + 1/k)k(n − 1)/a1 ≤ e(n − 1)/a1. Hence, taking a1 = 5n,
the right-hand series is dominated by

n − 1
5n

N−1∑
k=0

[
(n − 1)e

5n

]k

≤ n − 1
5n − (n − 1)e

.

Finally, by the monotone convergence theorem,∫
Ω

exp (F (x)/a1) dx ≤
[
1
2

+
n

5n − (n − 1)e

]
ωndn < ωndn,

as required. �

We can now prove the following version of the John–Nirenberg theorem.10

Theorem 7.5.4. Let Ω be a bounded convex domain, and assume that v ∈
W 1,1(Ω), with ∫

Ω∩B′
h

|Dv|dx ≤ Khn−1

for all balls B′
h = Bh(x′) with radius h > 0 and center x′ ∈ Ω.

Then∫
Ω

exp
( σ

K
|v(x) − vΩ|

)
dx ≤ ωn dn, vΩ =

1
|Ω|

∫
Ω

v(x)dx

for all σ ≤ |Ω|/5dn, where d = diam(Ω).

The proof of Theorem 7.5.4 is a consequence of Proposition 7.5.1
together with the following lemma, due originally to Morrey.

Lemma 7.5.5. Let Ω be a bounded convex domain and f = |Dv| ∈ L1(Ω).
Then for a.a. x ∈ Ω,

|v(x) − vΩ| ≤
dn

n|Ω| F (x).

For proof we refer the reader to [43, Lemma 7.16].
10The result as stated here is slightly weaker than the original theorem in [48]; it can be
obtained by the original theorem together with Poincaré’s inequality. The present proof
however is both simpler and more concise.
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Proof of Theorem 7.5.4. After a simple rescaling of v, the result follows by
combining Proposition 7.5.1 and Lemma 7.5.5. �
Corollary 7.5.6. Under the hypotheses of Theorem 7.5.4 there holds∫

Ω

eσv/K ·
∫

Ω

e−σv/K ≤ 2ωn d2n.

This is a consequence of the relations v ≤ |v − vΩ| + vΩ and −v ≤
|v − vΩ| − vΩ.

It is interesting to observe that by Jensen’s inequality∫
Ω

eσv/K ·
∫

Ω

e−σv/K ≥ |Ω|2.

The John–Nirenberg theorem is closely related to a famous theorem
of Morrey concerning the Hölder continuity of functions whose gradient is
in Lp(Ω), p > n.

Theorem 7.5.7 (Morrey’s theorem). Let u ∈ W 1,p(Ω), p > n. Then u is
locally Hölder continuous in Ω with Hölder exponent 1− n/p. Moreover, if
Ω is convex, then also

|u(x) − u(y)| ≤ 2 C(n, p)|Ω|1/n−1/p−1dn‖Du‖p, x, y ∈ Ω, (7.5.3)

where

C(n, p) = n−1/p

(
p − 1
p − n

)1/p′

ω1−1/n
n .

Proof. First, by essentially the same proof as that for Lemma 7.5.2 we have

‖F‖∞ ≤ nC(n, p)|Ω|1/n−1/p‖Du‖p.

Suppose now that Ω is convex. Then by Lemma 7.5.5 we have (with f =
|Du|)

|u(x) − uΩ| ≤
dn

n|Ω|F (x) ≤ C(n, p)|Ω|1/n−1/p−1dn‖Du‖p.

In turn, for x, y ∈ Ω,

|u(x) − u(y)| ≤ |u(x) − uΩ| + |u(y) − uΩ|,

so (7.5.3) follows at once.
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Suppose dist(x, ∂Ω) = δ and let y be such that |x − y| = h < δ.
Obviously x, y ∈ Bh(x). Taking Ω = Bh(x), so d = 2h, then from (7.5.3)
follows

|u(x) − u(y)| ≤ 2n+1

(
1

nωn

)1/p (
p − 1
p − n

)1/p′

‖Du‖p · |x − y|1−n/p(7.5.4)

whenever |x − y| < δ, proving that u is Hölder continuous. �

Morrey’s inequality, Theorem 3.9.3, is an easy consequence of (7.5.4).
Indeed, if |Ω| = 1, then every point of Ω is at most a distance ω

−1/n
n from

∂Ω. Then by (7.5.4), with y ∈ ∂Ω so |x − y| ≤ ω
−1/n
n , we get

|u(x)| ≤ 2n+1

ω
1/n
n n1/p

(
p − 1
p − n

)1/p′

‖Du‖p, (7.5.5)

where we have used the fact that u(y) = 0 because u = 0 on ∂Ω.

Notes

Theorems 7.1.1 and 7.2.1 are essentially due to Serrin [92], Theorems 1
and 5. They are based ultimately on the Moser iteration technique. Theo-
rem 7.1.2, as an intermediate step between Theorems 7.1.1 and 7.2.1, was
first explicitly stated by Trudinger [109]: its great usefulness, as pointed
out by Trudinger, lies in the fact that it applies to the differential inequal-
ity (7.1.4), rather than requiring the full differential equation (7.2.1) for its
validity. The proofs in Section 7.1 are due to Serrin [92], with important
modifications for clarity of presentation.

The results in Sections 7.2–7.4 are standard, but the statements and
proofs are in many respects new; see especially Theorem 7.4.1.

Harnack inequalities for domains Ω ⊂ R2 have been obtained by Pucci
and Serrin [80] and [83, Section 5.5]. While the restriction to R2 is a draw-
back, on the other hand the operators and nonlinearities studied in this
work are more general than in earlier literature, for example applying to
the mean curvature equation even without bounds either on the solution
or its gradient.

For mean curvature-type equations Trudinger [111] has given a Har-
nack inequality for bounded solutions in n dimensions, with the constant
in the Harnack principle depending on the bound.
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Problems

7.1 Supply the details for the proof of (7.1.11).

7.2 Using the proof method of Lemma 6.2.4, prove the case p = 1 of
Theorem 7.1.1.

7.3 Prove Corollary 7.1.3.

7.4 If ā ∈ Ln(Ω) and ā2 ∈ Ln/p(Ω) in Theorem 7.3.1, then show that
u is continuous. Produce an example in which u is no longer Hölder
continuous.

7.5 Prove Lemma 7.5.5, adapting the proof of [43, Lemma 7.16].



Chapter 8

Applications

8.1 Cauchy–Liouville Theorems

A Cauchy–Liouville type theorem is a statement that under appropriate
circumstances an entire solution (a solution defined over Rn) of an elliptic
equation must be constant.1 For the Laplace equation in particular, it is
enough that a solution u should be bounded, or even, at a minimum, that
u(x) = o(|x|) as |x| → ∞. For quasilinear equations, and even for semilinear
equations of the form

∆u + B(u,Du) = 0, x ∈ Rn, (8.1.1)

the same question is more delicate than might at first be expected, since a
number of different kinds of behavior can be seen even for relatively simple
examples.

Consider first the simple Poisson equation

(I) ∆u = f(u), u ∈ C2(Rn),

in which f(u) is a non-decreasing function. If u(x) = o(|x|) as |x| → ∞,
then u ≡ constant. For the equation

(II) ∆u =
(
|Du|2 − 1

)2
u, u ∈ C2(Rn),

1Frequently called Liouville theorems in the literature. For a discussion of the relative
contributions of Cauchy and Liouville, see reference [101].
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the same result holds, and indeed, more precisely u ≡ 0. On the other
hand, in contrast to the Laplace equation, a one sided bound on u is not
enough to make u ≡ constant, since one can check that both

u(x) =
√

1 + x2
1, u(x) = −

√
1 + x2

1

are solutions. In a third case

(III) ∆u = |Du|2, u ∈ C1(Rn),

the only entire solutions are constants, without placing any bound on the
solution itself. Even more the equation

(IV) ∆u = |Du|2 + a, a = constant 	= 0,

has no bounded entire solutions whatsoever.
Case (III) is proved by making the substitution v = e−u, whence

∆v = 0, v > 0, so that v and hence u must be constants.
Cases (I), (II) and (IV) rely on the following subtle lemma, which we

state in greater generality than initially needed.

Theorem 8.1.1. Consider the quasilinear equation

aij(x, u,Du)∂2
xixj

u + B(x, u,Du) = 0, x ∈ Rn, (8.1.2)

in which [aij(x, z, ξ)] is an n × n non-negative definite matrix, uniformly
bounded in Rn × R × Bδ for some δ > 0, where Bδ denotes the δ-ball of
Rn. Assume also that for x ∈ Rn

−B(x, z, ξ)

{
≥ f(z) − g(|ξ|), when f(z) ≥ 0 and ξ ∈ Bδ,

≤ f(z) + g(|ξ|), when f(z) ≤ 0 and ξ ∈ Bδ,
(8.1.3)

where f is continuous and non-decreasing in R, and g is continuous in Bδ

with g(0) = 0.

(i) If f has only a single zero, γ, then the only entire solution u ∈ C2(Rn)
of (8.1.2) such that u(x) = o(|x|) as |x| → ∞ is u ≡ const. = γ.

(ii) If f has no zeros, then there are no entire solutions u ∈ C2(Rn) of
(8.1.2) such that u(x) = o(|x|) as |x| → ∞.

Equation (8.1.1) is obviously covered by Theorem 8.1.1.
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Proof. Case (i). Let x0 ∈ Rn and c = u(x0). We assert that f(c) ≤ 0.
Otherwise suppose for contradiction that f(c) > 0. For ε ∈ (0, δ) put

v(x) = u(x) − c − εh(x), h(x) =
√

1 + |x − x0|2 − 1.

Then v(x0) = 0, while v(x) → −∞ as |x| → ∞. Consequently v takes a
non-negative maximum at some point y. Hence v(y) = u(y)−c−εh(y) ≥ 0,
so u(y) > c and f(u(y)) ≥ f(c) > 0 since f is non-decreasing. Moreover,

Dv(y) = Du(y) − εDh(y) = 0, aij(y, u(y),Du(y))∂2
xixj

v(y) ≤ 0.

Since |Du(y)| = ε|Dh(y)| ≤ ε < δ, by evaluating (8.1.2) at y and using
(8.1.3) we get

f(c)− g(ε|Dh(y)|) < f(u(y)) − g(|Du(y)|)
≤ −B(y, u(y),Du(y)) = aij(y, u(y),Du(y))∂2

xixj
u(y) (8.1.4)

≤ εaij(y, u(y),Du(y))∂2
xixj

h(y) ≤ ε

n∑
i=1

aii(y, u(y), εDh(y)),

since ∂2
xixj

h(x) = (1+|x−x0|)−1/2δij−(1+|x−x0|)−3/2(xi−x0,i)(xj−x0,j)
and [aij ] is non-negative definite. Thus, letting ε → 0 in (8.1.4) yields
f(c) ≤ 0, a contradiction. Thus f(c) ≤ 0.

In the same way we find f(c) ≥ 0, so f(c) = 0 and c = γ. This
completes the proof of (i).
Case (ii). Suppose first that f(z) > 0 for all z. Then exactly as in (i) we
find that f(c) ≤ 0 for any value c in the range of u. The existence of an
entire solution such that u(x) = o(|x|) as |x| → ∞ therefore leads to a
contradiction. The case when f(z) < 0 for all z is treated similarly. �

To prove that (I) has no entire solutions which are o(|x|) as |x| → ∞,
observe from Theorem 8.1.1, with B(x, z, ξ) = −f(z), that f(c) = 0 for
all c in the range of u. Thus in fact ∆u = 0. But then (making use of
the spherical harmonic expansion of u about a given origin) we see that
u ≡ constant, as required.

To prove (II) let f(z) = (9/16)z and g(|ξ|) = 0. Then (8.1.3) applies
with δ = 1/2. Hence by (i) we find that u ≡ 0 is the only entire solution such
that u(x) = o(|x|) as |x| → ∞. To obtain (IV), we apply Theorem 8.1.1 (ii)
with f(z) ≡ a, a 	= 0, and g(|ξ|) = |ξ|2. Thus there can be no entire
bounded solution, or even an entire solution such that u(x) = o(|x|) as
|x| → ∞.

As the examples (I)–(IV) make clear, there seems no simple overall
Liouville theorem for quasilinear elliptic equations, even in cases in which
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the principal part consists of the Laplace operator. Nevertheless, there are
further interesting results which can be obtained without difficulty.

A first case of interest occurs if f is strictly monotone in R. Then f
has at most one zero in R, and in turn every entire solution which is o(|x|)
as |x| → ∞ is constant. An important example is the capillary surface
equation

div

(
Du√

1 + |Du|2

)
= κ u, κ > 0. (8.1.5)

In particular, the only entire solution which is o(|x|) as |x| → ∞ is u ≡ 0.
In fact, as will be seen later, the only entire solution of (8.1.5) which has
at most algebraic growth at infinity is u ≡ 0.

Even more, the result of Theorem 8.1.1 extends to solutions u defined
in exterior domains, the result being again that f(c) = 0 for all values
c which the solution u can attain at ∞, see Problems 8.3 (i) and 8.4.
For (8.1.5), this means that any exterior capillary surface solution must
approach the limit 0 as |x| → ∞, if it is algebraic as |x| → ∞.

When f = f(z) is non-decreasing but not strictly monotone in z, it
is still possible to draw useful conclusions. Suppose for example that f
vanishes for all z ≤ 0 and is non-decreasing and positive for z > 0. In this
case the proof of Theorem 8.1.1 supplies the conclusion that all solutions
of (8.1.2) whose positive part is o(|x|) as |x| → ∞ must be non-negative.

Furthermore, by choosing other functions h than that used in the
proof of Theorem 8.1.1 we can obtain significant extensions of this result.
For example, if h(x) → ∞ as |x| → ∞ and

εaij(y, u(y), εDu(y))∂2
xixj

h(y) ≤ const. εβ, β > 0, (8.1.6)

then Theorem 8.1.1 continues to hold provided g(s) ≡ 0 and u(x) = o(h(x))
as |x| → ∞.

For example, the following result holds for the p-Laplace operator.

Theorem 8.1.2. Let u ∈ C1(Rn), with also u ∈ C2 in the neighborhood of
any point y where Du 	= 0, be an entire (distribution) solution of

∆p u = f(u), p > 1, (8.1.7)

such that u(x) = o(|x|p′
) as |x| → ∞.

Assume that f is a non-decreasing function which does not vanish
identically. Then u ≡ constant.

The case p = 2 of this result is due to A. Farina [35].



8.1. Cauchy–Liouville Theorems 185

Proof. Writing (8.1.7) in standard form it becomes

aij(Du)∂2
xixj

u(y) = f(u),

where
aij(Du) = |Du|p−2δij + (p − 2)|Du|p−4∂xi

u∂xj
u.

Now take h(x) = |x|α, α > 1, so that, after a short calculation,

εaij(εDh(y))∂2
xixj

h(y) = (εα)p−1{n + α(p − 1) − p}|y|α(p−1)−p.

Taking α = p/(p − 1) = p′ then gives

εaij(εDh(y))∂2
xixj

h(y) = (εp′)p−1n,

so (8.1.6) is valid with β = p − 1.
Since f 	≡ 0, we may suppose for definiteness that γ = {greatest zero

of f} > 0. Let u(x0) = c > γ, with Du(x0) 	= 0. Then following the proof
of Theorem 8.1.1 (i), we find Du(y) = εDh(y) 	= 0 if y 	= x0; that is, in
all cases, u ∈ C2 in a neighborhood of y. In turn we get f(c) ≤ (εp′)p−1n.
Letting ε → 0 and noting that f(c) > 0 then gives a contradiction. That is
u(x0) ≤ γ. From this, it follows easily by continuity that u(x) ≤ γ for all
x ∈ Rn.

Similarly u ≥ γ′, where γ′ is the least zero of f (or γ′ = −∞ if f ≡ 0
for z ≤ γ). Finally, since f is non-decreasing we find also f(z) ≡ 0 when
z ∈ (γ′, γ). In summary, the solution u is necessarily bounded on one side,
with f(u(x)) = 0 for all values u(x) in the range of the solution, that is,

∆p u = 0.

The Liouville theorem, Corollary 7.2.3, now implies u ≡ constant, com-
pleting the proof. �

Similar ideas can be applied to the case of the mean curvature oper-
ator, leading to the surprising

Theorem 8.1.3. Let u ∈ C2(Rn) be an entire solution of

div

(
Du√

1 + |Du|2

)
= f(u). (8.1.8)

such that u has at most algebraic growth as |x| → ∞.
Suppose that f is non-decreasing and does not vanish identically. Then

u ≡ constant.
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The proof is essentially the same as before, though with two main
differences. First, one shows that if h(x) = |x|α, α > 1, then with

aij(Du) = (1 + |Du|2)−1/2δij − (1 + |Du|2)−3/2∂xi
u∂xi

u,

one gets

εaij(y, u(y), εDu(y))∂2
xixj

h(y) ≤ ε1/α (8.1.9)

provided that ε is suitably small (see Problem 8.4).
Then as in the proof of Theorem 8.1.2 one finds that u is bounded on

at least one side, and that

div

(
Du√

1 + |Du|2

)
= 0.

Finally by a result of Bombieri, De Giorgi and Miranda [15] necessarily u
is constant.

Notes

The conclusions of this section are in most respects new, though based
originally on [96]. Other related results can be found in [70] and in the
extensive monograph [35].

It has been assumed throughout the section that f is a non-decreasing
function of u. When this is not the case, for example for the equation

∆u + |u|q−2u = 0, q > 1,

the situation is entirely different and the results much more delicate (more-
over, for the most part, being independent of maximum principle tech-
niques). There is a large literature concerning this case, cf. [12], [13], [41],
[60], and particularly [74] and [101], to which the reader can be referred.

8.2 Radial symmetry

Let B be a ball in Rn, for definiteness centered at the origin, and consider
the Dirichlet problem

∆u + f(u) = 0, u > 0 in B,

u = 0 on ∂B.
(8.2.1)
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One may expect the existence of radial solutions u = u(r) of this problem,
coming from the ordinary differential equation

u′′ +
n − 1

r
u′ + f(u) = 0.

The question then arises whether solutions are necessarily radial. Delicate
examples show that this in fact may not be the case, see for example [38,
page 104]. On the other hand, if the function f is, say, of class C1, then
the answer is yes, as a consequence of the following

Theorem 8.2.1 (Radial Symmetry). Let B be an open ball in Rn, n ≥ 1.
Assume u ∈ C2(B) ∩ C(B) satisfies (8.2.1), where f is locally Lipschitz
continuous in R+

0 . Then u is radially symmetric, that is can be written in
the form u = u(r), r = |x|.

This result is due to Gidas, Ni and Nirenberg [40] for solutions of class
C2(B) and to Berestycki and Nirenberg [11] for the stated case. A short
proof of Theorem 8.2.1 was given by Brezis [16].

Theorem 8.2.1 allows extension to radially symmetric quasilinear
equations, moreover without the assumption of positivity of the solution,
or the full Lipschitz continuity of the nonlinearity f . There are two main
cases, first when the solution u ∈ C1(B), and second for u ∈ C1(B)∩C(B).

In the second result, which we state as Theorem 8.2.3, less regularity
is required of u near the boundary of B. This however leads to stronger
regularity hypotheses being needed for the operator A and nonlinearity f .
At the same time, it is easy to see that these extra hypotheses automati-
cally hold for the problem (8.2.1), where A(z, s) ≡ 1 and f = f(z). Thus
Theorem 8.2.1 is a special case of Theorem 8.2.3.

Theorem 8.2.2 (Radial Symmetry, I). Let B be an open ball in Rn, n ≥ 1.
Assume u ∈ C1(B) is a distribution solution of the problem

div{A(u, |Du|)Du} + f(u, |Du|) = 0, u ≥ 0 in B,

u = 0 on ∂B.
(8.2.2)

Here A = A(z, s) : R+
0 × R+

0 → R+ is assumed continuously differentiable
with

sA′(z, s) + A(z, s) > 0 ( ′ = ∂s); (8.2.3)

while the function f = f(z, s) is locally Lipschitz continuous in R+
0 × R+

0 .
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Then u is radially symmetric about the origin in B and is of class
C2(B). When n ≥ 2, then either u ≡ 0 or u > 0 in B with u′(r) < 0 for
0 < r < R.

The principal operator in (8.2.2) is closely related to the variational
integral

I[u] =
∫

Ω

G (u, |Du|) dx,

where G and A are related by A(z, s) = G ′(z, s)/s, s > 0. Ellipticity then
is equivalent to G ′′(z, s) > 0 for s > 0. Theorem 8.2.2 applies in particular
to the mean curvature equation

div

(
Du√

1 + |Du|2

)
= f(u, |Du|).

Here A = A(s) = (1 + s2)−1/2 > 0 and A(s) + sA′(s) = (1 + s2)−3/2 > 0,
that is the equation is elliptic. Thus every solution in C1(B) with boundary
condition u = 0 on ∂B is radially symmetric.

Theorem 8.2.3 (Radial Symmetry, II). Let B be an open ball in Rn, n ≥ 1.
Assume u ∈ C1(B)∩C(B) is a distribution solution of the problem (8.2.2).
Here the operator A = A(z, s) : R+

0 ×R+
0 → R+ is assumed to be uniformly

continuously differentiable in Γ × R+
0 , where Γ is any compact subset of

R+
0 , with both quantities

A(z, s), sA′(z, s) + A(z, s) (8.2.4)

uniformly bounded away from zero in Γ × R+
0 ; while the function f =

f(z, s) is uniformly Lipschitz continuous in Γ × R+
0 . Then the conclusion

of Theorem 8.2.2 continues to hold.

Condition (8.2.4) can be expressed alternatively as stating that the
differential equation is uniformly elliptic.

Remark. When the restriction u ≥ 0 in B in Theorems 8.2.2 and 8.2.3 is
strengthened to u > 0 in B, it is not hard to see from the proofs below that
f(z, s) does not need to be lower Lipschitz continuous in the variable z at
z = 0, though upper Lipschitz continuity is still required. This allows for
example the interesting class of nonlinearities f = f(z, s) having asymp-
totic form −zq near z = 0, with 0 < q < 1, not previously noted in the
literature.

The possibility of radial symmetry on annuli is the concern of the
next result.
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Theorem 8.2.4. Let B be a ball or an annulus B = B2 \B1, centered at the
origin. Assume that u ∈ C1(B) ∩ C(B) is a solution of the problem

div{ρ(r)A(|Du|)Du}+ f(r, u) = 0 in B,

u = constant on any component of ∂B.
(8.2.5)

Here the function A is assumed to be positive and s �→ sA(s) strictly in-
creasing in R+, with sA(s) → 0 as s → 0; while f = f(r, z), r = |x|, is
locally bounded in B ×R, and non-increasing in z; finally the function ρ is
positive and locally bounded in B \ {0}.

Then u is unique and radially symmetric.

In contrast with Theorem 8.2.2, no restriction on the sign of u is
required in Theorem 8.2.4, and even more in Theorem 8.2.4 the operator
A can be singular, e.g., A(s) = sp−2, p > 1, whereas in Theorem 8.2.2
necessarily A(z, 0) > 0. On the other hand, the monotonicity condition on
f , replacing locally Lipschitz continuity in Theorem 8.2.2, is itself a strong
requirement.

Proof of Theorems 8.2.2–8.2.4

Proof of Theorem 8.2.2. We use the technique of moving planes, intro-
duced in [2] and [95].

Write x = (x1, x
′) with x′ = (x2, . . . , xn). For λ ∈ (0, R), where R is

the radius of B, we set

Bλ = {x ∈ B : x1 > λ} and x̃ = x̃λ = (2λ − x1, x
′);

x̃ is the reflection of the point x in the hyperplane T with equation x1 = λ.
Clearly x̃ ∈ B when x ∈ Bλ, so we can define

v = vλ(x) = u(x̃).

It is easy to see that v, along with u, satisfies

div{A(|Du|)Du} + f(u, |Du|) = 0 in Bλ.

Hence in Bλ

div{A(v, |Dv|)Dv − A(u, |Du|)Du} + f(v, |Dv|) − f(u, |Du|) = 0. (8.2.6)

Put w = wλ = vλ − u ∈ C1(Bλ) ∩ C(Bλ). Then w ≥ 0 on ∂Bλ, that is
both on ∂Bλ ∩ {x1 > λ} and on B ∩ {x1 = λ}.
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It follows from (8.2.3) that the matrix [∂ξ(A(z, |ξ|)ξ)] is locally posi-
tive definite in R+

0 × R+
0 ; moreover ∂zA and |∂ξA| are locally bounded in

R+
0 ×R+

0 . In turn, using the fact that Du is bounded in B, we see that for
x ∈ Bλ there holds

〈A(v, |Dv|)Dv − A(u, |Du|)Du, Dw〉 ≥ a1|Dw|2 − a2w
2,

|A(v, |Dv|)Dv − A(u, |Du|)Du| ≤ a3|Dw| + a4|w|,
(8.2.7)

for appropriate constants a1, a3 > 0 and a2, a4 ≥ 0: see (2.5.9). Also since
f = f(z, s) is locally Lipschitz continuous in R+

0 × R+
0 we have similarly

|f(v, |Dv|) − f(u, |Du|)| ≤ b1|Dw| + b2w (8.2.8)

for appropriate constants b1, b2 ≥ 0; the constants in the inequalities (8.2.7)
and (8.2.8) obviously depend only on bounds for u and Du in B.

For λ near R, the set Bλ has small measure, e.g., |Bλ| < R − λ. We
are therefore in position to apply Theorem 3.3.1. In particular, in view of
(8.2.7) and (8.2.8), the equation (8.2.6) takes the form (3.1.1) with w in
place of u, and with (3.2.1) holding for p = 2. Since w ≥ 0 on ∂Bλ it now
follows from Theorem 3.3.1 that w = wλ ≥ 0 in Bλ for λ sufficiently near
R. Let

Λ = {λ ∈ (0, R) : wλ ≥ 0 in Bλ}.
Thus Λ is non-empty and relatively closed in (0, R).

Let λ ∈ Λ. Remembering that f is locally lower Lipschitz continuous,
from the tangency principle Theorem 2.5.2 applied to the pair of solutions
u and v = vλ in the set Bλ, we see that either

wλ ≡ 0 or wλ > 0 in Bλ. (8.2.9)

In the sequel we will need the following result.

Lemma 8.2.5. If wλ > 0 in Bλ for all λ ∈ Λ, then Λ = (0, R).

Proof. Let λ ∈ Λ. It is obviously enough to show that µ ∈ Λ when µ < λ
and µ is sufficiently near λ. Let K be a compact subset of Bλ with the
property that the set Bµ \ K has measure so small that Theorem 3.3.1
applies; this can be accomplished by making at the same time µ suitably
near λ. Obviously w = wλ ≥ δ in K for a suitable constant δ > 0. Then
for the function wµ, we have when x ∈ K,

wµ(x) = vµ(x)−u(x) = u(x̃µ)−vλ(x)+wλ(x) = u(x̃µ)−u(x̃λ)+wλ(x) ≥ 0,

since |x̃µ − x̃λ| = 2(λ − µ) can be made as small as we wish by taking µ
even nearer λ if necessary (and since u is uniformly continuous in B).
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In particular, wµ ≥ 0 on ∂K, so in turn

wµ ≥ 0 on ∂(Bµ \ K) = ∂K ∪ ∂Bµ.

Hence by Theorem 3.3.1 we get wµ ≥ 0 in Bµ \ K, and in combination
wµ ≥ 0 in Bµ. Hence µ ∈ Λ for all µ < λ which are sufficiently near λ, as
required. Thus Λ = (0, R). �

The proof now divides into three cases.

Case 1. u > 0 in B. It is easy to see that wλ > 0 in Bλ for all λ ∈ Λ:
otherwise, wλ ≡ 0 for some λ ∈ Λ, so in particular we would have wλ =
vλ = 0 on ∂Bλ ∩ ∂B. But this requires that u = 0 on the reflection of ∂B
in the hyperplane x1 = λ, contradicting the assumption that u > 0 in B.
It now follows from Lemma 8.2.5 that Λ = (0, R) and so wλ ≥ 0 in Bλ for
0 < λ < R.

By continuity u(x̃) − u(x) ≥ 0 for λ = 0, that is

u(x1, y) ≤ u(−x1, y), x1 > 0.

The same argument applies with a moving plane x1 = λ < 0, with λ ∈
(−R, 0). Thus u(x1, y) ≤ u(−x1, y), x1 < 0. Consequently u(x1, y) =
u(−x1, y), and u is symmetric across the hyperplane x1 = 0. By rota-
tion of coordinates the same conclusion applies in all directions and u is
symmetric across any hyperplane through the origin. Thus u is radially
symmetric.2

Case 2. u 	> 0 in B, and n ≥ 2. We assert that there is some λ ∈ Λ such
that wλ ≡ 0 in Bλ. Otherwise, recalling the dichotomy (8.2.9), if wλ > 0
for all λ ∈ Λ, then by Lemma 8.2.5 we would have Λ = (0, R). In fact, this
is impossible: let x0 ∈ B be such that u(x0) = 0, and choose λ so that
x0 lies in the reflection of Bλ across the hyperplane x1 = λ. Then at the
reflected point x̃0 ∈ Bλ there would hold

0 < wλ(x̃0) = u(x0) − u(x̃0) = −u(x̃0) ≤ 0,

a contradiction.
Let λ0 ∈ Λ be such that wλ0 ≡ 0 in Bλ0 . Then necessarily u = 0 on

the reflection L of ∂B across the hyperplane T0 : x1 = λ0. Let y be a point
in ∂B∩T0. We reapply the previous moving planes argument, but now with

2If one assumes to begin with u > 0 in B, as in Theorem 8.2.1, then one can skip the
delicate Cases 2 and 3 which follow.
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Figure 8.1: The dashed set L is the reflection in the hyperplane T0 of ∂B. By
construction u = 0 on L and consequently by the moving plane argument
also u = 0 in the shaded “lens” set Σ.

hyperplanes parallel to the tangent hyperplane to ∂B at y. See Figure 1.
The previous reflection and thin set arguments then supply the conclusion
that the (new) functions wλ are identically zero for all λ suitably near R;
that is, for these functions the inequality wλ = wλ(x) = u(x) − u(x̃) > 0
is incompatible with the condition u = 0 on L. But then u = 0 on the
boundary of any “lens” set Σ for which λ is near R. Hence in turn u ≡ 0
at all points in any sufficiently small “lens” set adjacent to y. Evaluating
the main equation (8.2.2) in this set then yields f(0, 0) = 0.

In turn, (8.2.8) gives

f(u, |Du|) ≥ −b1|Du| − b2u for u ≥ 0.

The tangency principle Theorem 2.5.2 then implies u ≡ 0 in B; that is, u
is (trivially) radially symmetric.

Case 3. u 	> 0 in B and n = 1. In this case there exists some point in the
interval B = (−R,R) where u = u′ = 0. There are two subcases.

First, if f(0, 0) ≥ 0, then again by the strong maximum principle one
gets u ≡ 0 in B.
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The remaining case f(0, 0) < 0 is more complicated. Since this con-
dition makes it impossible to have any subintervals of B where u ≡ 0,
necessarily B must consist of a finite or denumerable set of open intervals
I on which u > 0, separated by points where u = u′ = 0. Consider any
such subinterval I = (a, b). On I, u must be a solution of the ordinary
differential equation

{A(u, |u′|)u′}′ + f(u, |u′|) = 0. (8.2.10)

Then by Case 1 it follows that u must be symmetric about the midpoint of
I, with u′ ≤ 0 to the right of the midpoint. Using Lemma 8.2.6 below, for
the case n = 1 and with J = ( 1

2(a+b), b), we get u′ < 0 in J ; even more, the
function u, being a solution in J of the end value problem u(b) = u′(b) = 0
with u′ < 0, must equal, up to translation, a unique function U(x), and the
interval J must have a unique length, say d. That is, the difference b−a = 2d
must be independent of I, and the solutions for different subintervals I must
be identical following translation.

It follows that there are only a finite number of subintervals I, that
2R must be a multiple of b − a, and finally that u is symmetric on B,
though of course consisting of more than a single “hill”.

To complete the proof of Theorem 8.2.2, it thus remains only to show
that when u > 0 in B, then the solution u = u(r) obeys u′(r) < 0 for
0 < r < R. To accomplish this, we first observe, since Λ = (0, R), that
necessarily u = u(r) is non-increasing, hence u′(r) ≤ 0. That equality
cannot occur is a consequence of the following

Lemma 8.2.6. Let J denote the interval (0, S) and let u ∈ C1(J)∩C(J) be
a solution of the ordinary differential equation

{A(u, |u′|)u′}′ +
n − 1

r
A(u, |u′|)u′ + f(u, |u′|) = 0, u > 0, (8.2.11)

where A and f satisfy the hypotheses of Theorem 8.2.2. Suppose u′ ≤ 0 in
J and u(R) = 0. Then u ∈ C2(J) and u′ < 0.

Moreover, when n = 1 there cannot be more than one value S and
one solution u ∈ C1(J) such that u(S) = u′(S) = 0 and u′(r) ≤ 0 in J .

Proof. Define Φ(z, s) = sA(z, s) for z > 0, s ≥ 0. By (8.2.3) the function
Φ(z, ·) has a continuously differentiable inverse Φ−1(z, ·). Put

v = v(r) = Φ(u(r), |u′(r)|), r ∈ J. (8.2.12)
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Then we can rewrite (8.2.11) in the form (where v′ is a weak derivative)⎧⎨
⎩

u′ = −Φ−1(u, v),

v′ = −n − 1
r

Φ(u,Φ−1(u, v)) + f(u,Φ−1(u, v)).
(8.2.13)

Since v ∈ C(J) it follows from the second equation of (8.2.13) that in fact
v′ ∈ C(J), and in turn, from the first equation of (8.2.13), that u′ ∈ C1(J)
and u ∈ C2(J).

If at some point c ∈ J we have u(c) = u0 and u′(c) = 0, then also
u′′(c) = 0 since u′ has a maximum at c. But then (8.2.12) gives v′(c) = 0,
and by (8.2.13) also

f(u0, 0) = 0.

This being shown, by the uniqueness of the initial value problem for
(8.2.13), for the initial point r = c, we get u ≡ u0, v ≡ 0, a contradiction
since u(R) = 0 and u0 > 0 by (8.2.11). That is, u′(r) > 0 in J .

The final part of the lemma follows from the uniqueness of the initial
(end) value problem together with the translation invariance of (8.2.13) for
the case n = 1. �

Proof of Theorem 8.2.3. This is almost the same as for Theorem 8.2.2, the
only difference being in the derivation of the estimates (8.2.7) and (8.2.8).
The uniformity hypotheses however imply that the matrix [∂ξ(A(z, |ξ|)ξ)]
is uniformly positive definite in R+

0 ×Γ. Then with the help of the uniform
differentiability of A, the estimates (8.2.7) and (8.2.8) are obtained as be-
fore, with the constants in both inequalities depending only on bounds for
u in B. �

The key technical components in the proof of Theorems 8.2.2 and 8.2.3
are the tangency principle Theorem 2.5.2 and the thin set Theorem 3.3.1.
The latter result is relatively straightforward and even applies for solutions
in W 1,2(Ω)∩C(Ω). Theorem 2.5.2, on the other hand, is based on the Har-
nack inequality (2.5.3), and consequently is a considerably deeper result. At
the same time, (2.5.3) also applies when the solution is in W 1,2(Ω)∩C(Ω),
see Theorem 7.1.2.

From these comments, it follows that Theorem 8.2.3 continues to hold
for solutions in W 1,2(Ω)∩C(Ω). As a special case, Theorem 8.2.1 remains
valid when u is of class W 1,2(Ω)∩C(Ω), as observed by Dancer [26] for the
case of the Laplace operator.
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More elementary proofs of Theorems 8.2.2 and 8.2.3 can be given
if u ∈ C2(Ω) ∩ C(Ω), for then we can use the tangency principle Theo-
rem 2.2.1, based strictly on the Hopf strong maximum principle.

Proof of Theorem 8.2.4. Consider a second solution v(x) = u(−x1, y).
Since v is equally a solution of (8.2.5), it follows from Theorem 2.6.2 that
u ≡ v in B. That is, u must be symmetric across the plane x1 = 0. But
then as in the proof of Theorem 8.2.2, the solution must be radial. �

Notes

For the problem (8.2.1), Fraenkel [38, Theorem 3.6] gives conditions on
f closely related to those indicated in the remark after Theorem 8.2.3.
Castro and Shivaji [18] removed the positivity condition on the solution u
in (8.2.1) in the case n ≥ 2. Theorem 8.2.4 is Theorem 1.1 of [78].

The (complete) symmetry results of Theorems 8.2.2 and 8.2.4 can
easily be extended to unidirectional symmetry for domains which exhibit
symmetry in only one (or several) directions, the proofs being essentially
unchanged from the radial case. A summary of results of this type is given
in [16]; see also [11], [38], [66], [75].

Other work of interest, e.g., for radial symmetry when Ω = Rn, or for
degenerate operators, is contained in the papers [24], [25], [33], [100].

The reader can also be referred to the Notes for Chapter 3 of [38].

8.3 Symmetry for overdetermined
boundary value problems

In this section we consider overdetermined boundary value problems on a
general domain Ω, for example when the boundary conditions involve both
Dirichlet and Neuman data. In this case, a natural question is whether the
domain itself must be restricted.

To be specific, let Ω be a bounded domain of Rn, n ≥ 2, having
a smooth boundary ∂Ω. Suppose as a first prime example the Poisson
differential equation

∆u + 1 = 0 in Ω, (8.3.1)
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together with the overdetermined boundary conditions

u = 0, ∂νu = const. on ∂Ω. (8.3.2)

Must Ω be a ball? We shall show that the answer is affirmative, and that
u must have the specific form (R2 − r2)/2n, where R is the radius of the
ball and r denotes distance from its center. The precise result is as follows.

Theorem 8.3.1. Let Ω be a bounded domain with boundary of class C2.
Suppose there exists a solution u ∈ C2(Ω) of the overdetermined problem
(8.3.1)–(8.3.2). Then Ω is a ball and u has the specific form (R2 − r2)/2n
noted above.

For the physical motivation of Theorem 8.3.1, consider a viscous in-
compressible fluid moving in straight parallel streamlines through a straight
pipe of given cross sectional form Ω. If we fix rectangular coordinates in
space with the z-axis directed along the pipe, it is well known that the flow
velocity u along the pipe is then a function of x, y alone, satisfying the
Poisson differential equation

∆u + κ = 0 in Ω ⊂ R2,

where κ is a constant related to the viscosity and density of the fluid and
to the pressure differential per unit length along the pipe. Supplementary
to the differential equation one has the adherence condition u = 0 on ∂Ω.
Finally, the tangential stress per unit area on the pipe wall is given by
the quantity µ∂νu, where µ is the viscosity. Theorem 8.3.1 states that the
tangential stress on the pipe wall is the same at all points of the wall if and
only if the pipe has a circular cross section.

Exactly the same differential equation and boundary conditions arise
in linear theory of torsion of a solid straight bar of cross section Ω. Theo-
rem 8.3.1 then states that, when a solid straight bar is subject to torsion,
the magnitude of the resulting traction which occurs at the surface of the
bar is independent of position if and only if the bar has a circular cross
section.

Theorem 8.3.1 is a special case of the following general result for
quasilinear equations.

Theorem 8.3.2. Suppose the functions A = A(z, s) and f = f(z, s) sat-
isfy the hypotheses of Theorem 8.2.2, but with A now being assumed twice
continuously differentiable in R+

0 × R+
0 .
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Figure 8.2: Liquid rise in a non-circular capillarytube. Here γ is the wetting
angle.

Let u ∈ C2(Ω) be a solution of the problem

div{A(u, |Du|)Du} + f(u, |Du|) = 0, u > 0 in Ω,

u = 0, ∂νu = constant on ∂Ω,
(8.3.3)

where Ω is a bounded domain with boundary of class C2. Then Ω is a ball,
and u is radially symmetric about its center.

The proof is given below. With the help of Theorem 8.3.2, we can
consider the case of a liquid rising in a straight capillary tube of cross
section Ω ⊂ R2. The function u = u(x, y) describing the upper surface of
the liquid satisfies the equation

div

(
Du√

1 + |Du|2

)
= κ u,
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where κ is a positive constant, see Example 2 of the Introduction. The
requirement that the wetting angle γ at the wall of the tube be constant
leads to the boundary condition

∂νu = cot γ = constant on ∂Ω,

where ν is the outward normal direction. Then, provided the wetting angle
γ is different from π/2, a liquid will rise to the same height at each point
of the wall of a capillary tube if and only if the tube has a circular cross
section. See Figure 8.2. When γ = π/2 the unique solution is u ≡ 0 for any
cross sectional form of the tube.

Remark. The domain Ω in Theorem 8.3.2 need not be assumed simply con-
nected. The conclusion that the domain must be a ball (simply connected)
is unaffected.

Proof of Theorem 8.3.2. The idea is the same as for Theorem 8.2.2, using
the method of moving planes, but without originally knowing the location
of the eventual center of Ω.

Let λ ∈ R and define as before x̃ = (2λ−x1, y). In general x̃ 	∈ Ω. Let
λ0 ∈ R be such that the hyperplane x1 = λ0 is one-sidedly tangent to Ω,
that is, with Ω ⊂ {x ∈ Rn : x1 < λ0}. Consider the set

Ωλ = {x ∈ Ω : λ < x1 < λ0}.

Since ∂Ω is of class C2, it is evident that at least when λ is suitably near
λ0 and x ∈ Ωλ, then x̃ ∈ Ω. Consequently for such λ and for x ∈ Ωλ we
can define v(x) = vλ(x) = u(x̃) and w = wλ = vλ − u. Moreover, w ≥ 0
on ∂Ωλ as before, and again as before if λ is even closer to λ0, if necessary,
the thin set Theorem 3.3.1 gives w ≥ 0 in Ωλ.

Now define

Λ = {λ < λ0 : x ∈ Ωλ implies x̃ ∈ Ω and wλ(x) ≥ 0};

of course Λ is non-empty and closed. Consider the set Qλ = ∂Ω∩Tλ, where
Tλ is the hyperplane x1 = λ, and let ν denote the exterior normal vector
to Ω at points of Qλ. It is evident that 〈ν,e1〉 < 0 when λ is near λ0, and
that as λ decreases there would be a first value λ1 where 〈ν,e1〉 = 0 for
some point y ∈ Qλ1 .

Step 1. Assume λ1 < λ < λ0 and λ ∈ Λ. As in Case 1 of the proof of
Theorem 8.2.2 we must have wλ > 0 in Bλ.
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We now consider two subcases:

(i) there is y ∈ ∂Ω \ Tλ such that ỹ ∈ ∂Ω;
(ii) ỹ ∈ Ω for all y ∈ ∂Ω \ Tλ.

For case (i) we use the overdetermined condition ∂νu = c = constant
on ∂Ω. In fact ∂νu(y) = c, ∂νv(y) = ∂νu(ỹ) = c, so that ∂νw(y) = 0.
Recalling that w ≥ 0 in Ωλ, the boundary point Theorem 2.7.1 applied
at the boundary point y shows that w ≡ 0 in Ωλ. In turn, u = 0 on the
reflection of ∂Ωλ ∩ ∂Ω. Since 〈ν,e1〉 < 0 on ∂Ω ∩ Tλ it follows that u = 0
at a set of interior points of Ω, a contradiction. That is, case (i) cannot
occur.

In case (ii), it is apparent by simple geometry that x̃ ∈ Ω also for
all x ∈ Ωµ, when the value µ < λ is sufficiently near λ. But then we can
apply Lemma 8.2.5 of Theorem 8.2.2 to show that Λ is open. That is,
Λ = (λ1, λ0), and in particular wλ ≥ 0 in Bλ when λ = λ1.

Step 2. Let λ = λ1 and choose y ∈ Qλ so that 〈ν,e1〉 = 0 at y. Since w = 0
on Tλ we have ∂νw(y) = 0; because ∂tw(y) = 0 for any direction t tangent
to ∂Ω at y, it follows that Dw(y) = 0.

We now wish to apply the edge theorem stated as Lemma 2 in [95].
To this end, it is first necessary to write the difference equation (8.2.6) in
non-divergence form. In fact, since the function A is twice continuously
differentiable in R+

0 × R+
0 , we can write (8.3.3) in the form (after division

by A)
ãij(u,Du)∂2

xixj
u + b̃(u, |Du|)|Du|2 + f̃(u, |Du|) = 0,

where
ãij(z, ξ) = δij + h(z, |ξ|)ξiξj

|ξ| ,

and
h(z, s) = ∂sA(z, s)/A(z, s),

b̃(z, s) = ∂zA(z, s)/A(z, s),

f̃(z, s) = f(z, s)/A(z, s).

A similar non-divergence equation of course holds also for v.
Then by subtraction we get, using the Lipschitz continuity of h, b̃ and

f̃ in the variables z and s,

ãij(v,Dv)∂2
xixj

w ≤ b1|Dw| + c1w

and equally (!)
ãij(u,Du)∂2

xixj
w ≤ b2|Dw| + c2w.
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Finally, adding the last two inequalities yields

aij(x)∂2
xixj

w ≤ b|Dw| + cw, (8.3.4)

where

aij(x) = 2δij +
{

h(u, |Du|)
∂xi

u∂xj
u

|Du| + h(v, |Dv|)
∂xi

v ∂xj
v

|Dv|

}
. (8.3.5)

The matrix [aij(x)] is bounded and strictly elliptic in Ωλ. Moreover,
it has the crucial property

a1j = 0 on Tλ ∩ Ω, j = 2, . . . , n. (8.3.6)

Indeed on Tλ we have, by the reflection construction, ∂x1v = −∂x1u, ∂xj
v =

∂xj
u for j = 2, . . . , n, |Dv| = |Du|, whence (8.3.6) follows from (8.3.5). But

also the coefficients aij are uniformly Lipschitz continuous in Ωλ, so that
(8.3.6) implies

|a1j(x)| ≤ Const.x1 in Ωλ; (8.3.7)

here it is convenient to choose new coordinates so that Tλ is the hyperplane
x1 = 0, with x1 > 0 in Ωλ, while the xn-axis is in the normal direction −ν
at y.

Since wλ ≥ 0, we are now in position to apply Lemma 2 of [95] to the
inequality (8.3.4), with the single exception that the right side is no longer
zero but instead has the form b|Dw|+c w, a case not directly covered by the
lemma. In order not to obstruct the flow of the proof we defer discussion
of this point until the Appendix at the end of the section. Recalling that
w(y) = 0, Dw(y) = 0, the conclusion of the lemma is that either w ≡ 0 in
Ωλ or ∂2

s2w(y) > 0 along any direction s which enters Ωλ at y.
In fact, D2w(y) = O. To see this, observe that (continuing to use the

special coordinates noted above)

w = wλ = u(−x1, x
′) − u(x1, x

′) in Ωλ.

Consequently on Tλ we have

∂2
x1x1

w = ∂2
xixj

w = 0, i, j = 2, . . . , n.

Moreover, by the boundary condition u = 0, ∂νu = constant on ∂Ω there
holds

∂2
xixn

u = 0, i = 1, . . . , n − 1.

and the assertion follows. Lemma 2 of [95] therefore shows that w ≡ 0
in Ωλ.
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Hence for x ∈ Ωλ there holds u(x̃) = u(x). In particular, by continuity

u(x̃) = u(x) = 0 for x ∈ ∂Ωλ \ Tλ.

Consequently x̃ ∈ ∂Ω since u > 0 in Ω. Otherwise stated, the boundary of
Ω is symmetric across the hyperplane Tλ, and in turn Ω is symmetric across
Tλ. Since, by rotation, this is also true for corresponding hyperplanes Tλ

with arbitrary normal directions, it follows that Ω must be convex. But the
only convex domains which have the symmetry just noted are balls. �

The condition that u > 0 in Ω can be weakened to u ≥ 0 provided that
either the Neumann constant in (8.3.3) is positive (of course it is necessarily
non-negative) or f(0, 0) ≥ 0. The details can be left to the reader.

Appendix to Section 8.3

The calculations involved in the proof of Lemma 2 of [95] (see lines 7–24
on page 314 of [95]) are more complicated than one might wish, but still
are within reach of pencil and paper.3 At the same time, there are three
further points which need to be made.

(1) The inequality (8.3.7) takes the place of (26) of Lemma 2 of [95]; it is
used on line 13 on page 314.

(2) The terms b|Dw| + cw on the right side of (8.3.4) cause no essential
new difficulties, once it is observed that, in the notation of [95],

z(x) =
(
e−α(x1−r1)

2 − e−αr2
1

)(
e−αr2 − e−αr2

1

)
≤ 2α(r1 − x1)x1e

−αr2
1

(
e−αr2

− e−αr2
1

)
(by the mean value theorem as on line 17 of page 324). In turn

cz(x) ≤ 2αcx1r1e
−α(r2+r2

1) ≤ 2αcx1r1e
−α[r2+(x1−r1)

2].

Therefore in lines 20, 21 the estimate for Lz need be changed only to
include the additional term −2c/α in the first set of braces, which leaves
the proof essentially unchanged.

3Fraenkel [38, page 305] remarks that results of the type of Lemma 2 unavoidably
involve “greater complexity” than standard boundary point theorems. The proof in [95],
as extended by the discussion below, should be judged in the context of Fraenkel’s
remark.



202 Chapter 8. Applications

��

�

� 
x

n

K2

K1

Figure 8.3: Proof of Lemma 2 of [95]. The critical point y on ∂Ω, where
〈ν,e1〉 = 0, is at the center of the small ball K2. The hyperplane T has
the equation x1 = 0, with x1 pointing downward; and the xn-axis is taken
in the direction −ν. (The diagram thus shows an (x1, xn)-plane section of
Rn near y.) The ball K1 has center O on the xn-axis, is tangent to ∂Ω at
y and K1 ⊂ Ω ∪ {y}. The radius of K1 is r1 and the radius of K2 is θr1,
with 0 < θ < 1/2. The shaded region is the (open) set K = K1∩K2∩{x ∈
Rn : x1 > 0}.

(3) For lines 22–24 we observe that, again in the notation of [95], see Fig-
ure 8.3;

z = w = 0 on T ; z = 0, w > 0 on ∂K1 ∩ ∂K ′,
z(x) ≤ 2αr1 · x1 on ∂K2 ∩ ∂K ′.

By the tangency Theorem 2.5.2 either w ≡ 0 or w > 0 in Ωλ. In the latter
case, from the boundary point Theorem 2.7.1 with B(x, z, ξ) = −b|ξ| − cz,
one gets ∂x1w > 0 on T ∩ Ω. But because w is continuously differentiable
and w > 0 in Ωλ, by compactness it follows that w ≥ εx1 on ∂K2 ∩ ∂K ′.
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We can now compare the solutions w and mz in K ′, for suitably
small m > 0. By the comparison Theorem 2.3.1, noting that the required
monotonicity for the function B(x, z, ξ) is satisfied since c ≥ 0, it follows
from the fact that w ≥ mw on ∂K ′ (m suitably small) that w ≥ mw in
K ′. Because Dw = Dz = 0 at y we obtain, as stated, that ∂2

s2w(y) > 0
along any direction s which enters Ωλ. �

Notes

Theorem 8.3.2 is essentially Theorem 2 of [95], the conditions on the non-
linearity f however being weaker, and the proof improved over the original
version.

The overdetermined boundary value problem for exterior domains
when the principal operator is the Laplacian was studied by Reichel [87]
and by Aftalion and Busca [1].

8.4 The phenomenon of dead cores

An elliptic equation is said to have a dead core solution u in some domain
Ω ⊂ Rn provided that there exists an open subset Ω1 with compact closure
in Ω, called the dead core of u, such that

u ≡ 0 in Ω1, u > 0 in Ω \ Ω1.

The condition u > 0 could be replaced by u 	= 0, but for definiteness (and
physical reality) we prefer the condition as stated.

In chemical models, for example, when the values of a solution repre-
sent the density of a reactant, the vanishing of a solution then delineates
a region (dead core) where no reactant is present (see [5], [29], [81], [82]).
We turn to an extended discussion of this phenomenon.

In particular, consider the dead core problem for the model A-Laplace
equation

div{A(|Du|)Du} − f(u) = 0 in Ω. (8.4.1)



204 Chapter 8. Applications

The following conditions will be imposed, as in Chapter 1:

(A1) A ∈ C(R+);

(A2) s �→ sA(s) is strictly increasing in R+ and Φ(s) = sA(s) → 0 as
s → 0;

(F1) f ∈ C(R),

(F2) f(0) = 0 and f is non-decreasing in R.

By the strong maximum principle, Theorem 1.1.1, the equation (8.4.1) can
have a dead core only if (1.1.5) fails, that is if f > 0 for u > 0 and

∫
0+

ds

H−1(F (s))
< ∞, F (u) =

∫ u

0

F (s)ds, (8.4.2)

with H given by (1.1.4). Consequently, we assume that (8.4.2) holds
throughout the sequel, except for Theorems 8.4.2 and 8.4.3.

The equation ∆u = |u|q−1u for example allows dead cores only if 0 <
q < 1. Actually condition (8.4.2) is not only necessary, but also sufficient
for the existence of solutions with dead cores. We have the following main
result.

Theorem 8.4.1. Suppose Φ(∞) = H(∞) = ∞. Assume the dead core con-
dition (8.4.2) holds and let u be a C1 distribution solution of (8.4.1), with
0 ≤ u(x) ≤ m on ∂Ω for some constant m > 0. Then the following proper-
ties are valid:

(a) 0 ≤ u < m in Ω.

(b) Assume that

R0 =
∫ ∞

0

ds

H−1(F (s)/n)
< ∞, (8.4.3)

and let BR be a ball with radius R ≥ R0, compactly contained in Ω.
Then u has a dead core in Ω for all m > 0.

(c) If Ω′ is any compactly contained set in Ω, then u ≡ 0 in Ω′ provided
that m > 0 is sufficiently small.

A more refined version of Theorem 8.4.1 can be obtained when Ω =
BR, where BR is any open ball in Rn, n ≥ 2, of radius R > 0. Until
explicitly noted later, we continue to assume that Φ(∞) = H(∞) = ∞.
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Theorem 8.4.2. Let (8.4.2) hold, with f(z) > 0 for z > 0. Then the problem{
div{A(|Du|)Du} = f(u) in BR,

u = m > 0 on ∂BR,
(8.4.4)

admits a unique C1 distribution solution u, necessarily radial. Moreover
u = u(r) = u(r ,m) is of class C1[0, R] and satisfies u ≥ 0, u′ ≥ 0 in [0, R]
and u′(0) = 0, where ′ = d/dr.

Finally, at any r > 0 where u(r,m) > 0 we have also u′(r,m) > 0.

It is easy to see that the solution u = u(·,m) must be of one of the
following three types, see Figure 4:

(a) u > 0 in BR;
(b) u(0,m) = 0 and u′(r,m) > 0 when r > 0;
(c) There exists a radius S ∈ (0, R) such that u ≡ 0 in BS and u′(r,m) >

0 in the annulus S < r < R.

That is, in case (c) the solution u of (8.4.4) has a dead core BS . The
solution u has further properties of interest.

Theorem 8.4.3. The function m �→ u(r,m) is continuous and non-decreas-
ing in the variable m (> 0), and u < m in BR.

The following theorem gives an important relation between the value
m and the existence of dead core solutions of (8.4.4).

Theorem 8.4.4. Let u(· ,m) be the unique solution of (8.4.4). Then either
u(· ,m) has a dead core for all m > 0, or there is a unique (finite) number

m = m0 = m0(R) > 0

for which a solution u0 = u0(r) = u0(r ,m0) of (8.4.4) in BR exists, with
the properties that

(i) u0(0) = 0;
(ii) u(0 ,m) > 0 for every m > m0;
(iii) u(· ,m) has a dead core for every m ∈ (0,m0).

For convenience we define m0 = m0(R) to be ∞ when u(0 ,m) = 0
for all m > 0. The examples

∆u = (sign u)
√
|u|, (8.4.5)

∆4u = u (8.4.6)
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Figure 8.4: Three cases of Theorem 8.4.2. The values m are decreasing from
case (a) to case (c).

are particularly interesting as illustrations of the main theorems above.
Indeed, both of these are included in the canonical case

∆pu = |u|q−1u, p > 1, q > 0, (8.4.7)

for which F (u) = |u|q+1/(q + 1). Here the dead core condition (8.4.2)
reduces exactly to

0 < q < p − 1.

For these special cases, we search for u0 in the form c rk , c, k > 0. Then
from (8.4.7) one finds

k =
p

p − 1 − q
, c = k−k/p′

(n + kq)−k/p, m0 = c Rk. (8.4.8)

For the case (8.4.5) we have p = 2, q = 1/2, k = 4, so that

m0 =
1

(n + 2)2

(
R

2

)4

,
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while for (8.4.6) we have p = 4, q = 1, k = 2 and so

m0 =
R2

2
√

2(n + 2)
.

These reduce exactly to m0 = R4/400 and m0 = R2/2
√

10 when n = 3. In
particular for the unit radius R = 1 we obtain respectively the unexpectedly
small numbers m0 = 0.00125 and m0

∼= 0.158.
The equation (8.4.6), when written in full for n = 2 has the form

|Du|2∆u + 2(∂xu)2∂2
x2u + 4∂xu∂yu∂2

xyu + 2(∂yu)2∂2
x2u = u,

which is analytic in all its variables. Thus dead core behavior is not due
simply to a lack of smoothness in the basic equation. In fact (8.4.6) is an
analytic partial differential equation, elliptic except when Du = 0, which
has a non-analytic solution.

As a final example, consider the equation

∆u = (sign u)
√
|u| + |u|2u.

Here F (u) = 2
3
|u|3/2 + 1

4
|u|4 so

R0 =
√

n

2

∫ ∞

0

ds√
(2/3)s3/2 + s4/4

< ∞.

By numerical calculation R0
∼= 6.4334 if n = 2. Therefore by the results

of this section we have m0 = ∞ whenever R ≥ 7. In particular for the
problem {

∆u = (signu)
√

|u| + |u|2u in B7 ⊂ R2,

u = m > 0 on ∂B7,

a dead core occurs for all m > 0. [This result also follows without recourse
to numerical calculation, since one can write, when n = 2,

R0 =
(

9
2

)1/5 ∫ ∞

0

dt√
t3/2 + t4

<

(
9
2

)1/5 {∫ 1

0

dt√
t3/2

+
∫ ∞

1

dt√
t4

}
= 5(4.5)1/5 ∼= 6.75.]

The case n = 3 can be treated in the same way, with R0
∼= 7.879, so the

radius R = 7 should be replaced by R = 8.



208 Chapter 8. Applications

Proof of Theorems 8.4.2 and 8.4.3

Proof of Theorem 8.4.2. Existence of a radial solution u of (8.4.4), with
u ≥ 0, u′ ≥ 0 and u′(0) = 0. For the purpose of this proof only, we shall
redefine f so that f(v) = f(m) for all v ≥ m, and f(v) = 0 when v ≤ 0.
This will not affect the conclusion of the theorem, since clearly any ultimate
solution u of (8.4.4), with u ≥ 0, u′ ≥ 0 in [0, R], satisfies 0 ≤ u ≤ m.

We shall make use of the Leray–Schauder fixed point theorem. Denote
by X the Banach space X = C[0, R], endowed with the usual norm ‖ · ‖∞,
and let T be the mapping from X to X defined pointwise for all w ∈ X
and r ∈ [0, R] by

T [w](r) = m −
∫ R

r

Φ−1

(
s1−n

∫ s

0

tn−1f(w(t))dt

)
ds. (8.4.9)

Clearly T [w](R) = m. Also

T [w]′(r) = Φ−1

(
r1−n

∫ r

0

tn−1f(w(t))dt

)
, r ∈ (0, R]. (8.4.10)

Obviously T [w]′ is continuous and non-negative in (0, R], since 0 ≤ f(w) ≤
f(m) for all w ∈ X. Moreover r1−n

∫ r

0
tn−1f(w(t))dt tends to zero as r →

0+. Therefore T [w]′(r) approaches 0 as r → 0+, since Φ(0) = 0, and in
turn T [w] ∈ C1[0, R] with T [w]′(0) = 0.

We claim that if w is a fixed point of T in X, then w(0) ≥ 0. Otherwise
w(0) < 0 and w(R) = m > 0. Thus there exists a first point r0 ∈ (0, R)
such that w(r) < 0 in [0, r0) and w(r0) = 0. Consequently f(w(r)) = 0 in
[0, r0] and so w′ ≡ 0 for r ∈ [0, r0] by (8.4.10). Hence w(r0) = w(0) < 0
which is impossible, proving the claim.

Define the homotopy H : X × [0, 1] → X by

H[w,σ](r) = σm −
∫ R

r

Φ−1

(
σs1−n

∫ s

0

tn−1f(w(t))dt

)
ds. (8.4.11)

By the above argument, any fixed point wσ = H[wσ , σ] is of class C1[0, R]
and has the properties wσ ≥ 0, w′

σ ≥ 0 in [0, R] and wσ(R) = σm. Addi-
tionally, by (8.4.10) we find that Φ(w′

σ) ∈ C1[0, R], and then from (8.4.9)
that wσ is a classical distribution solution of the problem{

[rn−1Φ(w′
σ(r))]′ − σrn−1f(wσ(r)) = 0 in (0, R],

w′
σ(0) = 0, wσ(R) = σm.

(8.4.12)
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In turn, it is evident that any function w1 which is a fixed point of H[w, 1]
(that is w1 = H[w1, 1]) is a non-negative radial distribution solution of
problem (8.4.4) in BR \ {0}, with w′(0) = 0 and w′ ≥ 0 in [0, R].

Since f > 0 for u > 0 it follows equally from (8.4.12) that the final
statement of the theorem is valid.

We assert that such a fixed point w = w1 exists, using Browder’s
version of the Leray–Schauder theorem for this purpose (see Theorem 11.6
of [43]).

To begin with, obviously H[w, 0] ≡ 0 for all w ∈ X, that is H[w, 0]
maps X into the single point w0 = 0 in X. (This is the first hypothesis
required in the application of the Leray–Schauder theorem.) We show next
that H is compact from X×[0, 1] into X. First, H is continuous on X×[0, 1].
Indeed, let wj → w, σj → σ, (wj , σj) ∈ X × [0, 1]. Then in (8.4.11) clearly
σjf(wj) → σf(w), since the modified function f is continuous on R. Hence
H[wj , σj ] → H[w,σ], as required.

Next let (wk, σk)k be a bounded sequence in X× [0, 1]. It is clear from
(8.4.10) that

‖H[wk, σk]′‖∞ ≤ Φ−1 (Rf(m)/n) . (8.4.13)

As an immediate consequence of the Ascoli–Arzelà theorem, H then maps
bounded sequences into relatively compact sequences in X, so H is com-
pact.

To apply the Leray–Schauder theorem it is now enough to show that
there is a constant M > 0 such that

‖w‖∞ ≤ M for all (w,σ) ∈ X × [0, 1], with H[w,σ] = w. (8.4.14)

Let (w,σ) be a pair of type (8.4.14). But, as observed above, one has w ≥ 0,
w′ ≥ 0, so that ‖w‖∞ = w(R) ≤ σm ≤ m. Thus we can take M = m in
(8.4.14).

The Leray–Schauder theorem therefore implies that the mapping
T [w] = H[w, 1] has a fixed point w ∈ X, which is the required solution of
(8.4.4) in BR \ {0}, proving the assertion above.

The fixed point u = w is a C1 distribution solution of (8.4.4) in BR. The
proof is standard. Let ϕ ∈ C1

c (BR). We have to show that∫
BR

〈A(|Du|)Du,Dϕ〉dx = −
∫

BR

f(u)ϕ dx.
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To this end, let ψ = ϕη, where for 0 < 2ε < R,

η(x) =

{
0 for |x| ≤ ε,

1 for |x| ≥ 2ε,

and such that η ∈ C1(Rn), 0 ≤ η ≤ 1 in Rn, |Dη(x)| ≤ 2/ε for all x with
ε ≤ |x| ≤ 2ε. Consequently, using ψ as a test function in BR \ {0}, we get∫

BR\B2ε

〈A(|Du|)Du,Dϕ〉dx +
∫

B2ε\Bε

〈A(|Du|)Du, ηDϕ + ϕDη〉dx

= −
∫

BR\B2ε

f(u)ϕdx−
∫

B2ε\Bε

f(u)ηϕdx.

Now ∣∣∣∣∣
∫

B2ε\Bε

〈A(|Du|)Du, ηDϕ + ϕη〉 dx

∣∣∣∣∣
≤ sup

B2ε

{
Φ(|Du|) ·

[
|Dϕ| + 2

ε
, |ϕ|

]}
· |B2ε| = o(εn−1)

since Du(0) = 0 and Φ is continuous at � = 0 by (A2). Moreover∣∣∣∣∣
∫

B2ε\Bε

f(u)ηϕ dx

∣∣∣∣∣ ≤ Const. εn.

Letting ε → 0 we get the required conclusion.

Uniqueness of C1 distribution solutions of (8.4.4). This is an immediate
consequence of the comparison Theorem 2.4.1 and Proposition 2.4.2. �

Proof of Theorem 8.4.3. That m �→ u(r,m) is non-decreasing in the vari-
able m follows from comparison, as above.

Continuity. Let 0 < m1 < m2 and write u1(r) = u(r,m1) and u2(r) =
u(r,m2). We claim that

0 ≤ u2(r) − u1(r) ≤ m2 − m1, r ∈ [0, R]. (8.4.15)

Indeed by (8.4.9), for all r ∈ [0, R],

u2(r) = m2 −
∫ R

r

Φ−1

(
s1−n

∫ s

0

tn−1f(u2(t))dt

)
ds,

u1(r) = m1 −
∫ R

r

Φ−1

(
s1−n

∫ s

0

tn−1f(u1(t))dt

)
ds.
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Then by subtraction

u2(r) − u1(r) = m2 − m1 −
∫ R

r

[
Φ−1

(
s1−n

∫ s

0

tn−1f(u2(t))dt

)

− Φ−1

(
s1−n

∫ s

0

tn−1f(u1(t))dt

)]
ds.

The function Φ−1 is strictly increasing by (A2) and f is non-decreasing
in R by (F2). Therefore, since u1 ≤ u2 in [0, R] by monotonicity, one sees
that the quantity in square brackets above is non-negative, and (8.4.15) is
proved.

Proof that u < m in BR. By (8.4.9) it is enough to show that

I =
∫ R

r

Φ−1

(
s1−n

∫ s

0

tn−1f(u(t))dt

)
ds > 0 for r ∈ [0, R).

Clearly u > 0 in some interval (r0, R] with r0 ≥ 0, and in turn f(u(s)) > 0
in (r0, R] by (F2). Therefore

I ≥
∫ R

max{r0, r}
Φ−1

(
s1−n

∫ s

r0

tn−1f(u(t))dt

)
ds > 0,

as required. �

Proof of Theorem 8.4.4

We begin with a preliminary result, of interest in itself.

Theorem 8.4.5. If u1 = u(·,m1) has a dead core BS1 , then u2 = u(·,m2),
m2 < m1, has a dead core BS2 , with S2 > S1. Similarly, if either u1(0) > 0
or u1(0) = 0 and u1(r) > 0 for r ∈ (0, R], then u2 > u1 in BR when
m2 > m1.

Proof. To prove the first part of the lemma, assume for contradiction that
m2 < m1, but either u2(r) > 0 in (0, R], or 0 < S2 ≤ S1. In the first case the
solutions u1 and u2 must cross at some point r0 ∈ (S1, R). Then, applying
Theorem 2.4.1 in Br0 (always with the help of Proposition 2.4.2), we find
that u1 ≡ u2 in [0, r0], which is an obvious contradiction since u2(r) > 0
on (0, r0], while u2 ≡ u1 ≡ 0 in [0, S1]. The next case 0 < S2 < S1 leads to
a contradiction in the same way, see Figure 8.5.
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The remaining case, when S = S2 = S1 > 0 needs more care. For
ε ∈ (0, R) define

uε(r) =

{
0, 0 ≤ r ≤ ε,

u1(r − ε), ε ≤ r ≤ R.

If ε > 0 is suitably small, then one has m1 > uε(R) > m2 = u2(R), while
at the same time

u2(S + ε) > 0 = u1(S) = uε(S + ε). (8.4.16)

Thus there is a point r0 ∈ (S + ε,R) where uε and u2 cross, see the second
case of Figure 5.

We assert that uε is a supersolution of (8.4.1) in the annulus BR \Bε.
Indeed in this set we have

div{A(|Duε|)Duε} − f(uε) = {A(|u′
ε|)u′

ε}′ +
n − 1

r
A(|u′

ε|)u′
ε − f(uε)

=
(

n − 1
r

− n − 1
r − ε

)
Φ(u′

ε)

= −ε
n − 1

r(r − ε)
Φ(u′

1(r − ε)) ≤ 0.

(8.4.17)

Observing that u2(0) = uε(0) = 0, we can then apply the comparison The-
orem 2.4.1 in Br0 . Therefore u2 ≤ uε in [0, r0], which contradicts (8.4.16)
for the specific value r = S + ε, and completes the first part of the proof.



8.4. The phenomenon of dead cores 213

To obtain the second part of the theorem, first assume for contradic-
tion that u2(0) ≤ u1(0) when m2 > m1. Define

ũε(r) =

{
u2(0), 0 ≤ r ≤ ε,

u2(r − ε), ε ≤ r ≤ R,

where ε is chosen so small that m2 > ũε(R) > m1 = u1(R). Moreover
u1(ε) > ũε(ε), since by the final part of Theorem 8.4.2 we have u′

1(r) > 0 for
r ∈ (0, R]. Hence there is a crossing point r0 ∈ (ε,R) where u1(r0) = ũε(r0).
As in (8.4.17) above, ũε is a supersolution of (8.4.1) in BR. Thus u1 ≤ ũε

in Br0 by Theorem 2.4.1. In particular u1(ε) ≤ ũε(ε), which contradicts
the fact that u1(ε) > ũε(ε). Thus u2(0) > u1(0).

That u2 > u1 in all BR now follows at once, since otherwise u2 and
u1 would cross at some value r = r0 in which case comparison would lead
to the absurd result u2 ≡ u1 in Br0 . �

Proof of Theorem 8.4.4. For the purpose of this proof, we suppose that
there is some m > 0 for which u(0 ,m) > 0.

Existence of u0. Define

m0 = inf{m > 0 : u(0,m) > 0}. (8.4.18)

We claim first that m0 > 0. Choose µ > 0 so small that

R0,µ =
∫ µ

0

ds

H−1(F (s)/n)
< R, (8.4.19)

which of course is possible by assumption (8.4.2), see Lemma 4.1.2. Define
v(r) = w(r−S), r ∈ [S,R], S = R−C, where w is the function constructed
in the End Point Lemma 4.4.1, with σ = 1/n and C = R0,µ.

We assert that v is a supersolution of (8.4.1) in the set BR \ BS . In
fact

div{A(|Dv|)Dv} = [Φ(v′)]′ +
n − 1

r
Φ(v′) ≤

[
1 +

n − 1
r

(r − S)
]

σf(v)

by (iii) and (iv) of Lemma 4.4.1. Thus

div{A(|Dv|)Dv} ≤
(

1 − n − 1
n r

S

)
f(v) ≤ f(v),

as required. Then, since v(S) = v′(S) = 0, by defining v to be zero in BS ,
the extended function v is a C1 supersolution of (8.4.1) in all BR, while also
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v(R) = µ. By the comparison Theorem 2.4.1 we find that u(· , µ) ≡ 0 in
BS . Therefore m0 ≥ µ > 0 by (8.4.18) and the first part of Theorem 8.4.5.
The assertion is proved.

Next, if (i) would be false, then u0(0) > 0 and by Theorem 8.4.3 also
u(0 ,m) > 0 for all values m sufficiently close to m0, which would contradict
(8.4.18). Property (ii) is again a direct consequence of the definition (8.4.18)
of m0 and Theorem 8.4.3. Finally if there is m ∈ (0,m0) such that the
corresponding solution u(· ,m) of (8.4.4) has no dead core, then u(0 ,m) ≥
0 and u(r ,m) > 0 for r ∈ (0, R]. Thus by Theorem 8.4.5, with m1 = m and
m2 = m0, we get u0(0) > u(0 ,m) ≥ 0, contradicting (i) and proving (iii).

Uniqueness of u0. Suppose both m0 and m0 have the properties (i)–(iii) of
the theorem. Then u0(0) = u0(0 ,m0) = 0 by (i), while u(0 ,m) > 0 when
m > m0 by (ii). Hence m0 ≤ m0. Similarly m0 ≤ m0. Therefore m0 = m0,
as desired.

The case m0 = ∞. If u(0 ,m) = 0 for all m > 0, then u(· ,m) has a dead
core for all m > 0. Otherwise there would be a value m > 0 for which
u(0 ,m) = 0 and u(r ,m) > 0 for r ∈ (0, R]. Hence u(0 ,m) > 0 for m > m
by Theorem 8.4.5, contradicting the assumption. This also justifies the
earlier agreement that m0 = ∞ in this case. �

Remark. In summary, if m0 is finite and m > m0, then the solution u =
u(· ,m) of (8.4.4) is positive, namely u(r ,m) > 0 for all r ∈ [0, R]. On the
other hand, if m < m0 ≤ ∞, then the solution u = u(· ,m) of (8.4.4) has
a dead core BS ⊂ BR, 0 < S < R.

The size of a dead core and proof of Theorem 8.4.1

Recall the assumption that Φ(∞) = H(∞) = ∞, and let

R0 =
∫ ∞

0

ds

H−1(F (s)/n)
. (8.4.20)

Clearly 0 < R0 ≤ ∞ since the integral is convergent at 0 by Lemma 4.1.2
with σ = 1/n. Of course the integral can possibly be divergent at ∞.

We prove two preliminary results.

Theorem 8.4.6. We have

m0 = ∞ if R0 < ∞ and R ≥ R0, (8.4.21)
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while

m0 ≥ m if R < R0, (8.4.22)

where m is defined by the relation

R =
∫ m

0

ds

H−1(F (s)/n)
.

Proof. The proof of (8.4.21) is essentially the same as the proof of the
first part of Theorem 8.4.4, the only exception being that Cn,µ is replaced
by R0.

To obtain (8.4.22), we define v(r) = w(r) as in the proof of Theo-
rem 8.4.4 but with S = 0. Then by the End Point Lemma 4.4.1 there holds
v(0) = v′(0) = 0, v(R) = w(R) = m. Moreover v is a supersolution of
(8.4.1). By virtue of Theorem 2.4.1, it follows that 0 ≤ u(r, m) ≤ v(r).
Hence u(0 ,m) = 0, and in turn from the definition (8.4.18) of m0 we get
m0 ≥ m, as required in (8.4.22). �
Theorem 8.4.7. Let m < m0, so that a dead core exists by Theorem 8.4.4-
(iii). In particular the solution u = u(· ,m) satisfies

u ≡ 0 in BS ⊂ BR,

where
R −

∫ m

0

ds

H−1(F (s)/n)
< S < R.

If R ≥ R0, then for all m > 0 one has

R − R0 < S < R.

Proof. The proof is the same as the first part of the proof of Theorem 8.4.4.
�

Remark. For any ε > 0, if m is suitably small (depending on ε), we have
R − ε < S < R.

Proof of Theorem 8.4.1. Part (a). That u ≥ 0 follows by Theorem 2.4.1 by
comparing the given solution u with the trivial solution 0.

The constant function m is a supersolution of (8.4.1), so that again
by Theorem 2.4.1 we have u ≤ m in Ω. In fact u < m in Ω. To see this,
let y be any point of Ω and B a ball in Ω centered at y. Let v(· ,m)
be the radial solution of (8.4.1) in B constructed in Theorem 8.4.2, with
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v(|x − y| ,m) = m for x ∈ ∂B. Therefore u(x) ≤ m = v(|x − y| ,m) for
x ∈ ∂B, and in turn u(x) ≤ v(|x − y| ,m) < m for x ∈ B by the final part
of Theorem 8.4.3.

Part (b). This is a direct consequence of Theorem 8.4.6.

Part (c). Let B be any ball compactly supported in Ω. Denoting the ra-
dius of B by R − ε, then by comparison, together with the remark after
Theorem 8.4.7, we have u ≡ 0 in B when m > 0 is suitably small.

Since Ω′ can be covered by a finite numbers of balls B, it follows that
u ≡ 0 in Ω′ when m > 0 is suitably small (depending only on the distance
of Ω′ to ∂Ω). �

The case Φ(∞) < ∞
This is the case, for example, for the mean curvature operator for which
Φ(∞) = H(∞) = 1. The proof of the principal Theorem 8.4.2 requires only
the modification that the parameter m in (8.4.4) should be restricted so
that

Rf(m) < nΦ(∞), (8.4.23)

so that T in (8.4.9) is well defined. Moreover, for the application of the
End Point Lemma 4.4.1 in the proof of Theorem 8.4.4 we also need the
further restriction

F (m) < nH(∞). (8.4.24)

Denote by m∞ the supremum of all m > 0 satisfying (8.4.23) and (8.4.24).
Then the main results stated in Section 8.4 remain true provided that

the condition m < m∞ is assumed in all the statements. For instance we
have the following analog of Theorem 8.4.1.

Theorem 8.4.8. Assume the dead core condition (8.4.2) holds and let u be
a solution of (8.4.1), with 0 ≤ u(x) ≤ m on ∂Ω for some positive constant
m < m∞. Then the following properties are valid:

(a) 0 ≤ u < m in Ω.

(b) Assume that R0 =
∫ m∞

0

ds

H−1(F (s)/n)
< ∞, and let BR be a ball with

radius R ≥ R0, compactly contained in Ω. Then u has a dead core in
Ω for all m ∈ (0,m∞).

(c) If Ω′ is any compactly contained set in Ω, then u ≡ 0 in Ω′ provided
that m > 0 is suitably small.
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It is not hard to show that if Φ(∞) = ∞, then necessarily H(∞) =
∞, but it is possible to have Φ(∞) < ∞ and H(∞) = ∞, as shown by
A(s) = 1

/
(1 +

√
1 + s2), with correspondingly

H(s) =
1
2

[
s2

1 +
√

1 + s2
− log

1 +
√

1 + s2

2

]
.

In this example Φ(∞) = 1, while H(∞) = ∞.

The case H(∞) < ∞ for unrestricted m > 0 was treated by Siegel in [102].

A dead core with bursts

It is known that when (1.1.7) holds and when f = f(z) appropriately
changes sign for z > δ, there are non-negative radially symmetric solutions
v of (8.4.1) having compact support; see for example [39]. Let R∗ be the
support radius of such a solution.

Next choose R and S in Theorem 8.4.7 so that R∗ < S < R, and
let w denote a corresponding dead core solution with small m. This being
done, we can now replace the solution w on the set BR∗ , where it vanishes,
by the solution v, thus obtaining a new solution u which is then positive in
BR∗ and BR \BS , and otherwise vanishes. This solution may be considered
as a dead core with a symmetric burst centered at the origin.

Of course, the same procedure may be repeated at other suitably
chosen origins in BS , giving rise to multiple bursts. Naturally a given ball
BS can accommodate only a certain number of bursts, but the larger are R
and S, the more bursts which can be allowed (since possible values of the
radius R∗ are bounded away from zero). For details and further extensions
the reader is referred to [82].

Notes

The results in Section 8.4 are taken from the paper [82]. In [82] the dead
core problem for a weighted equation has been studied; for other related
work we refer to the bibliography of this paper. A further related dead core
theorem was given by Diaz and Véron [32].

Sperb [105] considers similar dead core problems for the special case of
the Laplace operator, that is A ≡ 1. He estimates the critical value m0 for
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general domains, but only for the homogeneous case f(u) =Const. |u|q−1u,
0 < q < 1. For balls his estimate is weaker than the exact result (8.4.8).

Theorem 8.4.4 for the general equation (8.4.1) seems to capture and
extend many of the ideas of these earlier papers (for further extensions
see [82]).

8.5 The strong maximum principle for
Riemannian manifolds

Let M be an n-dimensional Riemannian manifold of class C1, with
controvariant metric tensor [gij ] continuous in local coordinates x =
(x1, . . . , xn). Let u be a real-valued C1 function defined on some open
connected submanifold Ω of M . The Riemannian norm of the gradient
vector ∇u on Ω is then defined as the non-negative continuous function on
Ω given in local coordinates by

|∇u|g =
√

gij∂xiu∂xj u, ∂xiu =
∂u

∂xi
.

Consider the variational integral

I[u] =
∫

Ω

{G (|∇u|g) + F (u)}dM .

The corresponding Euler–Lagrange equation is then

divg{A(|∇u|g)∇u} − f(u) = 0, (8.5.1)

where divg is the Riemannian divergence operator and A(s) = G ′(s)/s,
s > 0, as in Section 1.1, see (1.1.3). More explicitly, in local coordinates
x = (x1, . . . , xn) in Ω, one has dM =

√
g dx, where g = 1/det[gij]. Then a

direct calculation of the Euler–Lagrange equation yields

1√
g(x)

∂xi

(√
g(x)gij(x)A(|∇u|g)∂xj u

)
− f(u) = 0, (8.5.2)

that is, exactly (8.5.1). When A ≡ 1 the differential operator in (8.5.2)
reduces just to the manifold Laplacian, see [116, page 232].

A specific example is given by the variational integral∫
Ω

{
1
p
|∇u|pg + F (u)

}
dM , p > 1, where dM =

√
g dx on Ω,
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introduced by Mossino ([64], page 40), though without the volume factor√
g. Here of course A(s) = sp−2, p > 1. Other examples are given also in

[73], [77], [4].
Obviously (8.5.2) is the special case of

∂xi{aij(x, u)A(|Du|g)∂xj u} − B(x, u,Du) ≤ 0, (8.5.3)

where |Du|g =
√

gij(x, u)∂xiu∂xj u is a gradient norm of Riemannian type
and

aij(x, u) =
√

g(x) gij(x), B(x, u, ξ) =
√

g(x) f(u).

With this motivation in hand in Section 9 of [81] we established a strong
maximum principle for (8.5.3), but with a somewhat difficult proof. A
strong maximum principle for the Riemannian equation (8.5.1)–(8.5.2), or
for the corresponding inequality, can be treated more simply and under
slightly lighter hypotheses. The result is as follows.

Theorem 8.5.1. Let conditions (A1), (A2), (F1) and (F2) hold, as in Sec-
tion 1.1. Assume that the Riemannian manifold M is of class C3. Then
the strong maximum principle is valid for the inequality

divg{A(|∇u|g)∇u} − f(u) ≤ 0 in Ω, (8.5.4)

provided that f(z) ≡ 0 for z ∈ [0, d], d > 0, or f(z) > 0 for z ∈ (0, δ) and
(1.1.5) is satisfied.

Proof. In essence, we follow the proof of Theorem 1.1.1 in Section 5.1, but
in the Hopf construction we replace the ball BR tangent to the support of
u by a small geodesic ball {x ∈ Ω : s(x) ≤ S} centered at y and tangent
to the singular set where u = 0, Du = 0; here s(x) denotes the geodesic
distance (with respect to the metric induced by the matrix [gij ]) from the
given center y to nearby points x ∈ Ω. The existence of such a tangent ball
can be shown exactly as in Hopf’s original proof, at least provided that
|Ds| is equally bounded above and bounded away from zero.

To show this fact, we observe by Gauss’ lemma (see [116], page 235)
that

|Ds(x)|2g = gij(x)∂xis(x)∂xjs(x) = 1, x 	= x0. (8.5.5)

Thus, letting θ2 and Θ2 be the least and greatest eigenvalues of [gij ], we
get

Θ−1 ≤ |Ds| ≤ θ−1,

as required.
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Consider the geodesic annular set GS = {x ∈ Ω : S/2 ≤ s(x) ≤ S}
and let v be the unique solution of (4.2.1) given by Lemma 4.2.3, in k-
dimensional space, where R = S and the constant k will be determined
later. In view of (1.1.5) of course |Dv| > 0 and so |Dv|g = |Dv|/|Ds| ≥
θ|Dv| > 0.

Also by restricting the boundary value v = m at ∂BR/2 to be suffi-
ciently small, one can maintain sup |Dv|g ≤ Θ|Dv| ≤ 1.

The principal calculation, for x ∈ GS , is the following:
1√
g(x)

∂xi{
√

g(x) gij(x)A(|Dv|g)∂xj v} − f(v)

= − 1√
g(x)

∂xi{
√

g(x)gij(x)∂xjs A(w′)w′} − f(w)

= [Φ(w′)]′ − ∆sΦ(w′) − f(w) ≥ [Φ(w′)]′ − k

s
Φ(w′) − f(w),

where k is an appropriate constant. The remaining part of the proof in-
volves application of the comparison Theorem 2.4.1. To this end, we have to
check (2.4.3) when Â(x, ξ) =

√
g(x) gij(x)A(|ξ|g)ξ, that is, in Riemannian

notation, √
g(x)〈A(|η|g)η − A(|ξ|g)ξ,η − ξ〉M

≥
√

g(x)
(
Φ(|η|g) − Φ(|ξ|g)

)
·
(
|η|g − |ξ|g

)
since 〈ξ,η〉M ≤ |ξ|g|η|g, and (2.4.3) now follows because Φ is strictly
increasing by (A2). �

The strong maximum principle Theorem 8.5.1 was given in [81]. For
the corresponding necessity of the conditions in Theorem 8.5.1 we refer to
[77].

For the Laplace equation there is of course no problem – all solutions
which are o(|x|) as |x| → ∞, or are bounded either above or below, are
constants.

Problems

8.1 The condition that f be non-decreasing in Theorem 8.1.1 can be weak-
ened to the condition

inf
z≥c

f(z) > 0 when f(c) > 0

sup
z≤c

f(z) < 0 when f(c) < 0.
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8.2 Show that for the Poisson equation (I) it is enough for the conclusions
to hold that u(x) = o(|x|2) as |x| → ∞.

8.3 Let the hypotheses of Theorem 8.1.1 hold.
(i) If u is a solution of (8.1.2) in an exterior domain, which is o(|x|)
as |x| → ∞, show that f(c) = 0 for all values c which can be attained
by the solution at ∞.

8.4 Carry out the details in the proof of Theorem 8.1.3.
[Hint: In proving (8.1.9) it is helpful to use Young’s inequality.]

8.5 Prove Theorem 8.2.2 in the easier case in which u > 0 in Ω.

8.6 Prove Theorem 8.3.2 when u ≥ 0 and the Neumann constant in (8.3.3)
is positive and when u ≥ 0 and f(0, 0) ≥ 0.

8.7 Prove that the solution u = u(·,m) of (8.4.4) must be of one of
the following three types: (a) u > 0 in BR; (b) u(0,m) = 0 and
u′(r,m) > 0 when r > 0; (c) There exists S ∈ (0, R) such that
u′(r,m) > 0 when S < r < R and u ≡ 0 in BS .

8.8 Supply the details for the proof of Theorem 8.4.7.

8.9 Prove Theorem 8.4.8.

8.10 Show that if Φ(∞) = ∞ then necessarily H(∞) = ∞.
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