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   Abstract  

  Over the last decades, the study of congenital heart disease (CHD) has benefi ted 
from various model systems and the development of molecular biological tech-
niques enabling the analysis of single gene as well as global effects. In this chap-
ter, we fi rst describe different models including CHD patients and their families, 
animal models ranging from invertebrates to mammals, and various cell culture 
systems. Moreover, techniques to experimentally manipulate these models are 
discussed. Secondly, we introduce cardiac phenotyping technologies comprising 
the analysis of mouse and cell culture models, live imaging of cardiogenesis, and 
histological methods for fi xed hearts. Finally, the most important and latest 
molecular biotechniques are described. These include genotyping technologies, 
different applications of next-generation sequencing, as well as the analysis of 
the transcriptome, epigenome, proteome, and metabolome. In summary, the 
models and technologies presented in this chapter are essential to study the func-
tion and development of the heart and to understand the molecular pathways 
underlying CHD.  

18.1          Introduction 

 Understanding the genetic alterations and molecular pathways underlying congeni-
tal heart disease (CHD) is essential to develop novel therapeutic strategies. Besides 
genomic mutations, CHD is characterized by multiple changes in epigenetic marks 
as well as in the expression and modifi cation of RNAs and proteins. Some of these 
changes have strong effects on the protein structure, function, or localization, while 
others result in more subtle differences. Over the last decade, advanced high- 
throughput technologies have been developed that allow the study of CHD from 
single locus effects to the global level. Here, we describe the most important model 
systems and techniques to explore the changes in the different regulatory layers 
affecting cardiac function and development.  
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18.2     Model Systems 

18.2.1     Animal Models 

 A large variety of animal models are used in cardiovascular research ranging from 
invertebrates like the nematode  Caenorhabditis elegans  and the fruit fl y  Drosophila 
melanogaster  to mammals like the mouse  Mus musculus  and the laboratory rat 
 Rattus norvegicus . Although it has no heart or vascular system,  C. elegans  has 
become a useful model that is easy to culture and manipulate by RNA interference 
or mutation. Its body wall muscle cells are well suited to gain insights into human 
cardiomyocytes; as they form, striated muscle and many structures and proteins like 
sarcomeric components are highly conserved [ 1 ]. The fruit fl y is characterized by a 
simple tube-shaped heart, also called the dorsal vessel, which consists of a single 
layer of cardiomyocytes and pumps the hemolymph around the body.  Drosophila  
can be used easily for genetic screens and for crossing experiments, for which sev-
eral large collections of mutant stocks are available. Due to few genetic redundan-
cies, it is a widely used model of regulatory pathways and essential players of heart 
development [ 2 ,  3 ]. For example, the important role of the cardiac transcription 
factor NKX2-5 (tinman) was fi rst demonstrated in  Drosophila  [ 4 ]. However, the fl y 
might not be well suited for studies of buffering effects, which are essential for the 
understanding of human cardiac disease [ 3 ]. 

 The zebrafi sh ( Danio rerio ) has a two-chambered heart, and the transparency of 
the developing embryo allows the  in vivo  study of heart size, shape, and function 
[ 5 ]. Due to its small size, fecundity, and brief generation time, the zebrafi sh can eas-
ily be used for forward genetic perturbation screens [ 6 ] and moreover, allows the 
study of otherwise lethal disturbances because no functional cardiovascular system 
is required during embryogenesis [ 3 ]. In addition, the zebrafi sh represents a valu-
able model for cardiac muscle regeneration, as it has the ability to replace massive 
sections of damaged myocardium [ 7 ]. In contrast to the zebrafi sh, the African 
clawed frog ( Xenopus laevis ) has a three-chambered heart with two atria and one 
ventricle. Its large embryo allows surgical manipulations of the developing heart 
and moreover, is useful for genetic screens [ 8 ]. Like the human, the chicken ( Gallus 
gallus ) develops a four-chambered heart and is a powerful model for experimental 
embryology as its imaging during development requires no surgical procedures [ 9 ]. 

 The two essential mammalian animal models are the mouse and the laboratory rat. 
The cardiovascular system of the latter shares a high similarity to human physiology 
and is widely used for pharmaceutical testing [ 10 ]. Recently, the genetic manipulation 
limits for the rat have been overcome by the development of gene- targeting approaches 
for gene knockout and replacement [ 3 ]. However, the mouse remains the most impor-
tant model for genetic studies, and transgenic mice have become a valuable human 
CHD pathology model [ 11 ]. The International Knockout Mouse Consortium aims to 
generate a major resource of knockout mouse embryonic stem cells (ES cells). 
So far, more than 17,400 mutant murine embryonic stem cell clones have been gener-
ated, which provide the opportunity of systematic screens of gene functions [ 12 ]. 
Currently, more than 500 genes are known to be causative for heart defects when 
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mutated in mice, while only about 50 CHD genes are known in humans [ 13 ]. In addi-
tion, mouse strains with different genetic backgrounds offer the opportunity to study 
genetic buffering effects, as recently shown for NKX2-5 [ 14 ]. Finally, the mouse is also 
a useful model for gene expression studies, and several large-scale projects aim to sys-
tematically determine gene expression patterns during mouse embryogenesis [ 15 ].  

18.2.2     Cell Culture Models 

 The heart comprises a mixture of different cell types including cardiac fi broblasts 
and cardiomyocytes.  In vitro  studies using largely homogeneous cell populations 
enable the analysis of spatiotemporal changes and distinct molecular pathways. 
Moreover, cell culture models are easier to manipulate than animal models, can be 
sorted for surface markers, and provide the opportunity to produce enough material 
for downstream experiments. 

 Isolated cardiomyocytes cultured in primary cell culture are one of the estab-
lished models to investigate cardiac function and closely refl ect  in vivo  physiology. 
In addition, several stable, immortalized cell lines have been generated. The HL-1 
cell line, derived from mouse atrial cardiomyocytes, maintains the ability to con-
tract, shows a gene expression pattern similar to adult cardiomyocytes [ 16 ], and can 
be used in tissue engineering applications (3D cell culture) [ 17 ]. In contrast, the 
H9C2 cell line, which was established from embryonic rat heart tissue, shows car-
diac as well as skeletal muscle properties [ 18 ]. To study myogenesis, the mouse 
myogenic cell line C2C12 is frequently used, since it is capable of differentiation 
into myotubes [ 19 ]. Furthermore, embryonic cell lines like the mouse P19 embry-
onic stem (ES) cells [ 20 ] and the human H1 or hES2 ES cells [ 21 ] can be differenti-
ated into mesodermal cells including cardiac and skeletal muscle cells and have 
been used for the quantifi cation of cardiomyocyte differentiation [ 22 ]. Finally, the 
generation of cardiomyocytes from induced pluripotent stem cells (iPSCs) and the 
direct conversion of fi broblasts into cardiomyocytes have recently been established 
as additional approaches that enable the study of patient-specifi c cells and provide 
novel perspectives for regenerative medicine [ 23 ,  24 ].  

18.2.3     Patients with CHD 

 Patients with CHD and their families are a unique resource to gain insights into 
cardiac functional properties and molecular pathways. For example, linkage analy-
sis in CHD families has led to the identifi cation of single-gene defects like muta-
tions in  NKX2 - 5  [ 25 ] and  GATA4  (GATA binding protein 4) [ 26 ]. Several national 
registries like the CONCOR registry of the Netherlands or the National Register for 
Congenital Heart Defects in Germany aim to establish comprehensive collections of 
biomaterial like blood or cardiac biopsies. While genomic DNA isolated from blood 
can be used for genetic studies, cardiac biopsies offer the opportunity to study gene 
expression profi les and epigenetic mechanisms, providing insights into regulatory 
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relationships. Besides the direct analysis of patient material, the generation of 
patient-specifi c iPSCs offers a new and very promising possibility to study human 
diseases [ 27 ]. For example, the power of iPSCs has already been shown for the 
analysis of congenital arrhythmia and malformations [ 28 ,  29 ].  

18.2.4     Techniques to Induce Perturbations 

 To enable the study of cause-effect relationships in different model systems,  in vivo  
gene targeting techniques play an essential role. For example, the generation of 
designed mouse mutants relies on gene targeting in ES cells. Representing appropri-
ate genetic models of inherited diseases, knockout mice with a null allele in their 
germline often exhibit embryonic or early postnatal lethality [ 30 ]. To study cell type 
or stage-specifi c gene functions, a system based on the DNA recombinase Cre and 
its recognition sites (loxP) has been established [ 30 ]. Other faster methods for tar-
geted genome editing, which are also used in cell culture models, include transcrip-
tion activator-like effector nucleases (TALENs), zinc fi nger nucleases (ZFN), and 
the recently established clustered regulatory interspaced short palindromic repeat 
(CRISPR)/Cas-based RNA-guided DNA endonucleases [ 31 ]. Besides the targeted 
perturbation of selected genes in a reverse genetics approach, random mutation 
screens enable the discovery of novel gene functions in an unbiased manner. For 
example, treatment with the supermutagen  N -ethyl- N -nitrosourea (ENU) is the 
most potent method to induce random point mutations throughout the mouse 
genome. The offspring of treated animals can then be screened for autosomal domi-
nant or recessive phenotypes and used for the identifi cation of the causal mutation 
in a forward genetics approach [ 32 ]. 

 In addition to the perturbation of the genomic DNA sequence, knockdown of a gene 
at the transcriptional level provides another valuable approach for studying gene func-
tions and can be used for large genome-scale high-throughput screens. RNA interfer-
ence (RNAi) is a widely used approach for screens in cell culture systems,  C. elegans  
and  Drosophila  [ 33 ], while the most common antisense knockdown technique in zebraf-
ish are morpholino oligonucleotides (MOs) [ 34 ]. Moreover, the overexpression of 
genes, for example, by the transfection of expression vectors, not only allows the study 
of wild-type gene function but also enables the analysis of mutant alleles. Finally, 
knockdown in combination with overexpression can be applied to perform rescue exper-
iments to demonstrate the specifi city of the observed phenotype. 

 Besides genetic alterations, environmental infl uences also play an important role 
in the etiology of CHD. Thus, a variety of stress models have been established to 
analyze gene–environment interactions. For example, a maternal high fat diet 
increases the penetrance of CHD in heterozygous  Cited2  knockout mice [ 35 ]. 
Moreover, a commonly used experimental model to induce hemodynamic stress in 
the mouse heart is the transverse aortic constriction (TAC), which results in a pres-
sure overload-induced cardiac hypertrophy [ 36 ]. In cell culture models, hypertro-
phic agents like phenylephrine (PE) and endothelin 1 (ET1) are commonly used to 
study signaling pathways involved in cardiomyocyte hypertrophy [ 37 ].   
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18.3     Cardiac Phenotyping 

18.3.1     Systematic Phenotyping of Mouse Models 

 The International Knockout Mouse Consortium has established thousands of mutant 
mouse models [ 12 ], whose characterization, archiving, and distribution are realized 
by phenotyping centers (mouse clinics) organized in large consortia like the 
International Mouse Phenotyping Consortium [ 38 ] or the European Mouse Disease 
Clinic (EUMODIC) [ 39 ]. The phenotyping pipelines systematically assess the stage 
of a potential embryonic lethality and a broad range of physiological parameters 
such as metabolic functions, fertility, behavior, body composition, and immune 
function in adult animals. Cardiac phenotyping includes the measurement of heart 
weight, electrocardiography, and echocardiography as well as histological analysis 
[ 38 ,  40 ].  

18.3.2     Imaging Cardiogenesis in Live Animals 

 Embryogenesis is based on three fundamental processes, namely, growth, differen-
tiation, and organization. Thus,  in vivo  imaging of these processes is important for 
understanding the structural formation and function of the heart and its molecular 
background. The main quantitative  in vivo  imaging techniques are optical imaging, 
ultrasound, micro-computed tomography (micro-CT), and magnetic resonance 
imaging (MRI) [ 41 ]. 

 Confocal microscopy is a routine method to study the transparent zebrafi sh 
embryo, and multiple fl uorescent transgenic lines have been established to label, for 
example, cardiac myocytes and endothelial cells [ 5 ]. Ultrasound is another inher-
ently real-time imaging technique and is useful to analyze aberrant morphologies 
and hemodynamic phenotypes in developing embryos [ 41 ]. The small size and 
rapid motions of the embryo make ultrasound imaging challenging in mice and thus 
the hemodynamics of the dorsal aorta is often used as a surrogate for intracardiac 
hemodynamics. In contrast, avian embryos allow the direct measurement of 
chamber- specifi c blood fl ow and valve motions [ 41 ]. The highest possible imaging 
resolution is theoretically provided by micro-CT. However, X-rays are attenuated 
poorly by soft tissues and necessitate the application of contrast agents, which are 
mostly unsuitable for live embryonic imaging. Nevertheless, recent studies have 
evaluated different agents with a reduced toxicity [ 41 ]. Finally, MRI has mainly 
been used for the imaging of fi xed murine embryos, as technical limitations hinder 
its application for live embryonic imaging. It offers excellent tissue contrast and the 
ability of three-dimensional image reconstruction [ 42 ], but high fi eld strengths of 
7–11 T and long acquisition times (6–24 h) are required for the high spatial resolu-
tion needed for embryonic imaging (25–50 μm) [ 41 ,  43 ]. Therefore, multiple 
embryos are often analyzed at once to increase the throughput of phenotyping. Live 
imaging applications of MRI with a reduced spatial resolution include the study of 
mouse embryos in utero and chicken embryos in ovo [ 41 ].  
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18.3.3     Histological Analysis of Fixed Hearts 

 Classical methods for the histological assessment of fi xed hearts are hematoxylin 
and eosin (HE) staining for morphological inspection, in situ hybridization for tran-
script expression, and immunohistochemistry for protein expression. For the visual-
ization of subcellular structures, electron microscopy is the gold standard [ 3 ]. 

 To identify cell nuclei and cytoplasm, HE staining is the most widely used method 
and provides a general overview of the sample. Moreover, a large variety of special 
stains is available to visualize, for example, polysaccharides, glycoproteins, and glyco-
lipids (periodic acid–Schiff; PAS stain) or collagen fi bers (trichome staining) [ 44 ]. In 
situ hybridization is based on the binding of an approximately 20-bp- long oligonucle-
otide probe, usually labeled with digoxigenin or fl uorescent dyes, to the complementary 
mRNA. In contrast, immunohistochemistry is based on the application of labeled anti-
bodies. To reconstruct the 3D structure of embryonic hearts and to visualize cardiac 
gene expression patterns, techniques like high- resolution episcopic microscopy (HREM) 
and optical projection tomography (OPT) [ 45 ,  46 ] have proved to be very useful tools 
and enhance the phenotyping of mouse embryos. Finally, electron microscopes provide 
the highest resolution in the range of picometers [ 47 ], which is needed for studying the 
ultrastructure of a wide variety of biological and inorganic specimens.  

18.3.4     Phenotyping of Cell Culture Models 

 The easy handling of cell culture models allows the application of various pheno-
typing techniques. Immunohistochemistry provides the opportunity to detect the 
subcellular localization of proteins within the cell under defi ned conditions. 
Moreover, co-staining with different antibodies allows visualization of protein–pro-
tein interactions and thus, is a useful method to study molecular signaling pathways. 
Fluorescence-activated cell sorting (FACS) combines specifi c immunostaining and 
single-cell analysis using fl ow cytometry. For example, in a heterogeneous cell pop-
ulation like blood, distinct cell types can be distinguished based on their expressed 
surface markers [ 48 ]. Other cell-based assays include the measurement of prolifera-
tion, viability, apoptosis, autophagy, production of reactive oxygen species (ROS), 
mitochondrial function, cell migration, and cytotoxicity of chemical compounds. 
Finally, cultures of beating cardiomyocytes are an important model for electrophys-
iology studies, and the patch clamp technique enables the measurement of ionic 
currents on isolated cells down to the single-channel level [ 49 ].   

18.4     Molecular Biological Techniques 

18.4.1     Genotyping Techniques 

 One of the fi rst methods to identify disease genes in affected families was the map-
ping of genes relative to known genetic markers by linkage analysis. This method 
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is based on the recombination between homologous chromosomes, which occurs 
randomly. Thus, two genomic positions are less likely to undergo recombination if 
they are located in close proximity to each other. Different genetic markers includ-
ing single-nucleotide polymorphisms (SNPs), microsatellites (short repeat 
sequences of variable length), or restriction fragment length polymorphisms 
(RFLPs) can be used for linkage analysis. RFLPs are sequence polymorphisms that 
cause differences in enzymatic cleavage sites between alleles, resulting in DNA 
fragments of unequal lengths that can be detected by probe hybridization [ 50 ]. For 
the genotyping of SNPs, microsatellites, and other short variations, direct sequenc-
ing or denaturing high-performance liquid chromatography (DHPLC) has been 
frequently used. DHPLC is based on the formation of heteroduplexes between 
chromosomes and can identify the presence but not the exact position and nature 
of a mismatch [ 51 ]. 

 The gold standard for direct DNA sequencing is the Sanger method, reaching 
read lengths of up to 1000 bp and a per-base sequencing accuracy as high as 
99.999 % [ 52 ]. It is based on the incorporation of dideoxynucleotides (ddNTPs) 
into the DNA that act as specifi c chain-terminating inhibitors of the DNA poly-
merase [ 53 ]. The introduction of shotgun sequencing, fl uorescent labeling, and cap-
illary gel electrophoresis signifi cantly increased the throughput of Sanger sequencing 
and enabled the deciphering of the complete human genome in 2001 [ 54 ,  55 ]. The 
sequencing biochemistry is performed in a cycle sequencing reaction, which is sto-
chastically terminated by the incorporation of fl uorescently labeled ddNTPs. This 
results in a mixture of end-labeled products, and the fi nal sequence is determined by 
electrophoretic separation of the products and laser excitation of the four different 
fl uorescent labels [ 52 ] (Fig.  18.1a ).

   A variety of methods also have been developed for the detection of chromosomal 
abnormalities. Giemsa staining is a simple and rapid technique for conventional 
karyotyping and can identify many chromosomal changes including balanced chro-
mosomal aberrations [ 58 ]. A higher resolution from tens of kilobases up to several 
megabases is offered by fl uorescence in situ hybridization (FISH), which uses fl uores-
cently labeled probes that hybridize to their complementary chromosomal sequences 
[ 58 ]. As an alternative to these microscopy-based methods, multiplex ligation-depen-
dent probe amplifi cation (MLPA) can be applied, which is based on a multiplexed 
PCR and can detect copy number changes of up to 50 different loci in parallel [ 58 ]. 

 New possibilities for the analysis of genetic variations were provided by 
microarray- based genotyping, which offers high-resolution genome-wide varia-
tion detection and is based on the hybridization of a DNA sample to oligonucle-
otide probes that have been immobilized on a glass or silicon surface [ 59 ]. Array 
comparative genomic hybridization (array-CGH) is used to identify chromo-
somal aberrations by comparing a DNA sample to a reference sample. Moreover, 
DNA microarrays enable the analysis of disease-specifi c or even genome-wide 
SNP panels (SNP arrays) [ 58 ]. Thus, they allow the detection of known disease-
causing mutations in individual patients or the identifi cation of novel associa-
tions between SNPs and complex traits in genome-wide association studies 
(GWAS) [ 60 ].  
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18.4.2     Next-Generation Sequencing 

 The development of novel high-throughput sequencing technologies has revolution-
ized biomedical research. These next-generation sequencing (NGS) technologies, 
fi rst introduced in 2005 [ 61 ,  62 ], have evolved rapidly, and the costs have been 
reduced from $1000 per megabase to less than $0.1 in 2014 [ 63 ]. Thus, it is much 
more cost effi cient than Sanger sequencing ($500 per megabase) and allows a higher 
degree of parallelization [ 52 ]. In contrast to microarrays, NGS is not dependent on 
DNA hybridization to preselected probes, enabling the identifi cation of novel varia-
tions at a single-base resolution without a priori sequence information. 

 Different NGS platforms have been established, and the companies Roche/454 
(Fig.  18.1b ), Illumina (Fig.  18.1c ), and Life Technologies have set the standard for 
high-throughput sequencing [ 64 ]. Although their systems vary in their chemistry, 
they are all based on the principle of cyclic-array sequencing. Here, a dense array of 
DNA features is iteratively enzymatically sequenced combined with imaging-based 
data collection [ 52 ]. In general, a sequencing run generates reads that randomly 
cover the genome [ 65 ]. The coverage describes the average number of times a single 
base is read during a sequencing run. A higher number of sequence reads result in 
greater sequencing depth and thus, in higher sequence confi dence. For example, 
within the 1000 Genomes Project, the coverage ranges from low (2–6×) for whole 
genome sequencing to high (50–100×) for exome sequencing [ 66 ]. 

 For the sequencing of genomic DNA, three basic approaches are available [ 64 ]. 
Whole-genome sequencing allows the determination of all genomic variations but 
is relatively cost intensive. Here, useful alternatives are provided by whole exome 
and targeted re-sequencing approaches, which require sequence enrichment 
 technologies such as array-based sequence capturing. Whole-exome sequencing 
enables the sequencing of almost all protein-coding regions (optionally including 
untranslated regions or long non-coding RNAs), often combined with a high 
 coverage. When knowledge about possible candidate regions (e.g., genes, pro-
moters, and enhancers) and disease pathways is already available, the targeted 
re-sequencing of these regions is a promising option. The selection of genomic 
targets for re- sequencing can be based on data from previous projects like sequenc-
ing analyses, GWAS, animal models, as well as publicly available databases [ 64 ]. 
Moreover, disease-specifi c Web resources like the CHDWiki [ 67 ] and the 
Cardiovascular Gene Annotation Initiative, which has annotated more than 4000 
cardiovascular- associated proteins [ 68 ], provide useful information for candidate 
gene selection. 

 Several large cohorts of CHD patients already are under investigation by NGS 
[ 64 ]. For example, the Congenital Heart Disease Genetic Network Study estab-
lished by the Pediatric Cardiac Genomics Consortium enrolled more than 3700 
patients with a diverse range of CHD [ 69 ], and so far, whole-exome sequencing data 
for a subset of 362 patients and their parents is available [ 70 ]. Having a broader 
focus on undiagnosed children with developmental disorders, the Deciphering 
Developmental Disorders (DDD) study headed by the Wellcome Trust Sanger 
Institute aims to recruit 12,000 patients and their parents [ 71 ]. Recently, exome 
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sequencing and array-CGH were performed for 1113 children and their parents, 
with CHD occurring in 11 % of the patients [ 72 ,  73 ].  

18.4.3     Transcriptome and Epigenome Analysis 

 Both NGS and array-based technologies are extensively used for transcriptome and 
epigenome analysis. In addition, quantitative real-time PCR is a useful low- to 
medium-throughput application. The study of gene expression has been revolution-
ized by RNA sequencing (RNA-seq), which enables the discovery, profi ling, and 
quantifi cation of RNA transcripts across the entire transcriptome without prior 
knowledge about the probed sequences. Applications of RNA-seq comprise total 
RNA-seq (coding and non-coding RNA above a certain size), mRNA-seq (including 
mRNAs and long non-coding RNAs with a poly-A tail), and small RNA-seq (includ-
ing microRNAs and other small non-coding RNAs). Novel applications of RNA-
seq include  de novo  transcriptome assembly [ 74 ], single-cell transcriptomics [ 75 ], 
and tomography sequencing to determine spatially resolved transcription profi les in 
whole embryos or isolated organs [ 76 ]. 

 A powerful technique for the genome-wide identifi cation of protein–DNA inter-
actions such as transcription factor binding sites or chromatin histone marks is chro-
matin immunoprecipitation (ChIP). In ChIP, the protein of interest is cross-linked to 
the DNA, either in cultured cells or in tissue samples. After cross-linking, the chro-
matin is sheared and an antibody is used to enrich for DNA fragments bound to the 
protein. Immunoprecipitation and reverse cross-linking isolate the DNA enriched in 
the binding sites, and fi nally, the enriched DNA fragments can further be analyzed 
by hybridization to microarrays (ChIP-chip) or NGS (ChIP-seq) [ 77 ,  78 ] (Fig.  18.2 ). 
If candidate target genes or potential sites are available, ChIP-qPCR represents an 
alternative strategy. To investigate the co-localization of proteins on the DNA, 
ChIP-reChIP (sequential ChIP) has been developed using two independent rounds 
of immunoprecipitation [ 80 ]. An alternative method used to map protein–genome 
interactions is DamID, which does not require the use of antibodies. This technique 
is based on the fusion of the protein of interest to  Escherichia coli  DNA adenine 
methyltransferase (dam) and the resulting methylation of adenines in DNA sur-
rounding the native binding sites of the dam fusion partner. In most eukaryotes, 
adenine methylation does not occur endogenously. Thus, it provides a unique tag to 
mark protein interaction sites, which can further be identifi ed by array hybridization 
or NGS [ 81 ].

   In addition to histone modifi cations, DNA methylation occurring on cytosine 
residues in the context of CpG dinucleotides is also an important epigenetic mark. 
Altered DNA methylation has been shown to play a role in various diseases, includ-
ing CHD [ 82 ]. Three methods are commonly used to detect genome-wide DNA 
methylation levels. Two techniques are based on the isolation of methylated DNA 
fragments by methylated DNA immunoprecipitation (MeDIP) or methyl-CpG bind-
ing domain-based (MBD) proteins. Subsequently, the enriched DNA fragments can 
be detected by arrays or NGS [ 83 ]. The third technique applies the treatment of 
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  Fig. 18.2    Schematic representation of a chromatin immunoprecipitation (ChIP) experiment fol-
lowed by microarray detection (ChIP-chip) or next-generation sequencing (ChIP-seq) (Figure 
adapted from Visel et al. [ 79 ])       
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DNA with sodium bisulfi te, which converts all non-methylated cytosines to uracil. 
These will fi nally be detected as thymine residues, analogous to a C to T SNP, by, 
for example, pyrosequencing [ 84 ] or NGS. 

 Several techniques are available to assess chromatin structure and regulatory 
interactions. Chromatin that has lost its condensed structure is sensitive to cleavage 
by the DNase I enzyme (DNase I hypersensitive sites). Thus, the enzymatic degra-
dation of DNA can be used to identify regions of open chromatin, representing cis- 
regulatory elements including promoters, enhancers, insulators, and silencers [ 85 ]. 
An alternative method to DNase-seq is the assay of transposase-accessible chroma-
tin (ATAC-seq), which uses an engineered Tn5 transposase to cleave DNA in open 
chromatin and to integrate primer DNA sequences into the cleaved genomic 
DNA. Furthermore, a commonly used method to identify the exact positions of 
nucleosomes is the treatment with micrococcal nuclease (MNase), an endo- 
exonuclease that processively digests DNA until it is blocked, for example, by a 
nucleosome [ 86 ]. To study interactions between regulatory elements, including 
long-range interactions between different chromosomes, the chromosome confor-
mation capture (3C) and various derivatives (4C, 5C, and Hi-C) have been devel-
oped. They are all based on the cross-linking of interacting DNA fragments and 
their subsequent restriction digest [ 87 ]. Using an additional ChIP step, chromatin 
analysis by paired-end tag sequencing (ChIA-PET) allows the identifi cation of 
long-range interactions mediated by target proteins of interest [ 88 ]. 

 The interaction of RNAs and proteins is also an important layer for the co- 
transcriptional and posttranscriptional regulation of gene expression. Genome-wide 
protein–RNA interaction can be identifi ed based on ultraviolet cross-linking and 
immunoprecipitation (CLIP). To reach a base-pair resolution, this method was fur-
ther developed to photoactivatable ribonucleoside-enhanced CLIP (PAR-CLIP), 
which relies on the incorporation of photoactivatable nucleotide analogues into the 
RNA. Here, reverse transcription results in a T to C base transition at the cross-link 
site, detectable as SNPs in the subsequent NGS analysis. However, the need to incor-
porate photoactivatable nucleotides restricts PAR-CLIP to cultured cells [ 89 ]. Finally, 
a highly sensitive method for the general profi ling of RNA-induced silencing com-
plexes (RISC) and individual microRNA target identifi cation is RISC-seq [ 90 ].  

18.4.4     Proteome and Metabolome Analysis 

 The quantitative and qualitative large-scale study of proteins (proteomics) and 
small-molecule metabolites such as alcohols, amino acids, and nucleotides (metab-
olomics) has undergone great developments over recent years. However, these new 
technologies have only begun to be applied in CHD research [ 91 ,  92 ], where they 
have the potential to boost our knowledge of molecular mechanisms underlying 
heart disease from the pharmacological viewpoint and to enable the discovery of 
novel biomarkers. 

 The core technologies for both proteome and metabolome studies are mass spec-
trometry (MS) and nuclear magnetic resonance (NMR) spectroscopy. Most 
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approaches are based on the analysis of peptides, which are frequently generated by 
enzymatic digestion of proteins. A key step for MS analysis is the selection and 
enrichment of the proteins/peptides of interest, which can be achieved by subcellular 
fractioning (e.g., membrane enrichment, nucleus precipitation, or mitochondria sep-
aration), by co-immunoprecipitation (e.g., for a protein and its interaction partners), 
or by enrichment for proteins with particular modifi cations (e.g., phosphorylation). 
Furthermore, the development of stable isotope labeling enabled the generation of 
relative quantitative information [ 93 ]. An important technique that can be applied to 
cell culture studies and more recently, also to studying mouse and drosophila models 
[ 94 ,  95 ] is stable isotope labeling by amino acids in cell culture (SILAC). Here, two 
cell populations are cultured in the presence of heavy or light amino acid (e.g., lysine 
or arginine, respectively) and are further combined for MS analysis [ 96 ]. In addition 
to the metabolic labeling used in SILAC, other methods have been established, 
including chemical (ICAT and iTRAQ) [ 97 ,  98 ] or enzymatic labeling ( 18 O) [ 99 ]. 

 A common method in metabolomics is NMR, which in contrast to MS does not 
require analyte separation and allows the recovery of the sample for further analy-
ses. It can provide detailed information on the molecular structure of compounds 
found in complex mixtures like biofl uids as well as cell and tissue extracts. NMR 
offers a high analytical reproducibility and easy sample preparation but is relatively 
insensitive in comparison to MS [ 100 ]. 

 Methods suitable for the high-throughput analysis of protein–protein interactions 
are the yeast-two-hybrid (Y2H) and the mammalian-two-hybrid (M2H) systems. 
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  Fig. 18.3    Overview of various molecular biological techniques to study the different regulatory 
layers controlling gene and protein expression (Figure adapted from Lara-Pezzi et al. [ 104 ])       
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Both are based on the expression of the two proteins of interest, one fused to the DNA-
binding domain and the other to the transactivation domain of a transcription factor, 
typically Gal4. The binding of the two proteins leads to the complementation of the 
TF, which activates the expression of a reporter gene (e.g., LacZ). For example, Y2H 
experiments have been used to identify a large and highly connected network com-
prising over 3000 interactions between 1705 human proteins [ 101 ]. Moreover, a M2H 
study provided a map of physical interactions within 762 human and 877 mouse 
DNA-binding transcription factors [ 102 ]. In addition to the two- hybrid systems, pep-
tide microarrays have been employed to study protein–protein interactions [ 103 ]. 
However, they have been implemented much slower than DNA arrays due to technical 
challenges including the high-throughput and economic synthesis of peptides. 

 An overview of the various molecular biological techniques to study the different 
regulatory layers that control the gene and protein expression is given in Fig  18.3 .

        Conclusion 
 In this chapter, we described various model systems and biotechniques to study 
the different regulatory levels affecting congenital heart defects. In particular, the 
application of NGS techniques has revolutionized biomedical research and is 
still rapidly developing, enabling its application to a wide range of scientifi c 
questions. Thus, these high-throughput techniques will enhance our understand-
ing of CHD and will hopefully accelerate the development of novel therapeutic 
and preventive strategies.     
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