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PREFACE 

Testing the properties of matter, formulation of the constitutive equa­
tions and using them in computations are the main focus of the mate­
rials presented in this book. Today the industrial applications require 
better understanding of the material behavoiur in particular when the 
strong influence of loading type, which introduces temperature, strain 
rate dependence, fracture etc. are taken into account. We believe that 
understanding of these phenomena is of fundamental importance for 
responsible computations. In particular, using the well known com­
mercial programs requires deep understanding of constitutive formu­
lations and their restrictions. 

The lectures are addressed to the users from industry who are al­
ways facing the crucial decisions in design, as well as, to the young 
scientists who work on a new models that describe and reflect the com­
plexity of material behavior. 

Finally, we would like to acknowledge the commitment of Profes­
sors: G. Gary (Ecole Polytechnique, Palaiseau, France), T. Lody­
gowski (Poznan University of Technology, Poznan, Poland), R. Pl(;ch­
erski (Institute of Fundamental Technological Research, Warsaw, Poland}, 
D. Rittel (Technion- Israel Institute of Technology, Haifa, Israel), A. 
Rusinek (National Engineering School of Metz, Metz, France), R. Za-
era (University of Carlos III, Madrid-Leganes, Spain) in making the 
course possible and arranging the excellent lecturing. All the chap­
ters of the book, being the results of these lectures, provide a basis 
for the future development of constitutive relations and their careful 
applications. 

We would like to acknowledge, on behave of all the lectures and 
participants, an excellent organization of the course No. 396 by the 
CISM staff. 

Tomasz Lodygowski 
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Testing With Bars From Dynamic to
Quasi-static

Gérard Gary

Laboratoire de Mcanique des Solides, Ecole Polytechnique, Palaiseau, France

Abstract The numerical calculation of the dynamic loading of a
structure includes a great number of steps in which various fun-
damental or engineering problems are involved. Most of them are
addressed in the present course at CISM. In this paper, we discuss
the testing of materials in order to model their behaviour.

Because of waves induced in the testing device by impulse load-
ings and short time measurements, the data analysis has to deal
with transient effects. Using bars makes easier such an analysis.
For this reason, Hopkinson bars are a very commonly used dynamic
testing device.

Using the word ”dynamic” means that ”time” is considered as
an active parameter in the evolution process. When dynamically
testing a structure (a cylindrical specimen is a common example of
such a structure) the effects of time appears in different ways.

There is not static equilibrium in the machine so that mea-
surements at specimen ends cannot be simply deduced from mea-
surements with sensors incorporated in the machine, as it is the
case with quasi-static testing. Furthermore, most sensors (like force
cells) have a limited high passing band.

Transient effects in the specimen induce waves and the non-
homogeneity of mechanical parameters. Consequently, average or
global measurements cannot be right away related to local ones.

Stresses cannot be simply related to forces measurements as in-
ertia effects are also involved – the most known effect is the confine-
ment induced by lateral inertia, especially important when testing
a big specimen of brittle material.

Short testing times do no allow for isothermal testing – a metallic
specimen can have a temperature increase up to 100◦C during a
SHBP test.

The behaviour of an elementary volume of the material can de-
pend on the rate of change of basic mechanical parameters strain
and/or stress. This last effect (strain rate sensitivity) is the (only)
one that is expected to be measured, in most cases.

T. odygowski, A. Rusinek (Eds.), Constitutive Relations under Impact Loadings, CISM International  
Centre for Mechanical Sciences, DOI 10.1007/978-3-7091-1768-2_1, © CISM, Udine 2014 



2 G. Gary

In (dynamic) mechanical testing it is then suitable to consider
separately the global measurements made on the specimen (forces
applied at a part of the specimen border and displacement measured
at another - or the same - part) and the analysis of its mechanical
evolution.

This is commonly done in the quasi-static side but is not always,
for historical reasons, done in dynamic testing.

The above discussion does not answer the basic question of the
boarder between quasi-static and dynamic testing. Theoretically,
indeed, waves in solids are still present in quasi-static testing. The
common criterion to evaluate this limit is to compare the time
τe needed to reach equilibrium (say < 5% of non homogeneity of
stresses and strains) to the measurement duration. Note that τe
mostly depends on the specimen size and on the elastic speed of
waves in the material and not on the measurement duration. In the
classical SHPB literature, this problem is related to the “impedance
matching problem”, misunderstood in many publications, perfectly
addressed in 1963 by Davies & Hunter. Based on this criterion,
(too) many SHPB tests are considered as quasi-static ones.

1 Why using bars

Taking account of the transient response of the machine seems a difficult
theoretical problem as far as a geometrically complex loading machine is
considered. Two ways allow for avoiding this difficulty.

The first one is to make measurements directly at specimen faces. Even if
modern optical devices can provide direct displacement measurements, force
measurements need transducers in which mechanical waves are induced by
the loading.

The second is to use a simple enough machine allowing for an analysis
of transient effects. This is the case of Hopkinson bars.

In order to illustrate the problems encountered with a classical machine,
we examine the case of a drop test.

We consider the simplified description of a drop test machine using, as
an example, the compression test of an aluminium honey comb. As a first
approximation, we assume that the force response of the specimen provides
a constant value F0 (fig. 1).

In this simulation, the force is measured in two different ways. We first
consider a linear spring the shortening of which is measured by an instan-
taneous optical device. Secondly, the force is deduced from the deceleration
of the known falling mass. The corresponding acceleration is measured with
an accelerometer of finite size in its middle. For sake of simplicity, the test
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is modeled with the one-dimensional analysis. In this case, usual relations
between jumps of stress, particle velocity and strain are used. See basic
demonstration later or, in a more general frame, Achenbach (1978).

Δν = −cΔε Δσ = −ρcΔv (1)

Fig. 1. One-dimensional scheme of a drop test.

At any time, the stress and the particle velocity can be calculated at any
section of the falling mass and of the spring. Fig. 2 shows the calculated
velocities at the accelerometer position and at the head of the spring.

Knowing the velocity of the accelerometer, its acceleration is obtained by
derivation. To avoid obtaining an infinite acceleration, the speed considered
is the average speed across the accelerometer and it depends on its size. If
the falling mass is supposed to have this measured deceleration, a measured
force is deduced.

From the velocity of the springhead, the displacement is obtained by
integration and the relative variation of the length of the spring is known.
If the force supported by the spring is supposed proportional to this dis-
placement, another measured force is deduced.

Both forces, as they would be deduced from a quasi-static analysis of
the test, are shown in fig. 3.
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Fig. 2. Velocity at measuring points.

Fig. 3. ”measured forces”

It is observed that the two methods give very different results. In both
cases, the maximum force is over estimated, especially with the acceleration
measurement. Nevertheless, it can be checked that the mean value of both
force measurements corresponds to the exact one. It confirms that a quasi-
static analysis of the test could be done provided that the duration of the
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test is great compared with the oscillation period of each system and that
the passing band of the system is adapted.

This example purposely goes to extremes in order to show the importance
of transient effects in dynamic testing. Such an analysis largely explains the
difference observed between the two results of crash-tests done on the same
structure (square tube) with an industrial drop test machine and, in our
laboratory with a Hopkinson bar. Both results are shown together in fig. 4,
with same scales on axes.

Fig. 4. Measurement with Hopkinson bars (left), falling mass (right)

Looking at fig. 4, one observes that, as expected, the dynamic response
of the square tube shows a greater force than the static response of the same
tube. The dynamic result also shows a good agreement with a numerical
simulation of the test. The test duration of the Hopkinson bar system (6 m
long aluminium input bar, diameter 80 mm) has been increased by using a
deconvolution technique that will be described later.

This example shows how important are transient and inertia effects in
dynamic testing machines and it also shows that a good account of them
is taken with Hopkinson bars. There are various other dynamic testing
techniques that will not be considered in this paper as we focus on the
Hopkinson bars, or Kolsky apparatus.
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2 Basic notions on 1-D waves

2.1 Dalembert’s equation

The general form of the so called “Dalembert’s equation” concerns one
time variable t and one or more spatial variables x1, x2, . . . , xn, and a
function u = u(x1, x2, ....xn, t), the values of which model some amplitude
of a wave.

The wave equation for u is
∂2u
∂t2 = c2∇u, where ∇ is the (spatial) Lapla-

cian and where c is a fixed constant.
In solid mechanics, and within the Lagrangian formalism where variables

are related to material points, the generic scalar function is the amplitude
of the displacement vector at a point.

In the particular case of 1-D elastic bars, this displacement is a scalar
where c is the speed of the 1-D wave. The wave equation can be then
established in a very simple manner.

Let us consider the dynamic equilibrium a thin slice of a bar with a
thickness dx between abscissa x and x+dx.

A is the area of the bar, ρ its density, σ the uniaxial stress, u the dis-
placement, ε the uniaxial strain.

Dynamic equilibrium (F = mγ) for this slice reads:

Aσ(x+ dx)−Aσ(x) = ρAdx
∂2u

∂t2

Using elasticity 1-D (σ = Eε) and the definition of 1-D strain (ε =
∂u/∂x) one obtains:

AE
∂ε

∂x
dx = ρAdx

∂2u

∂t2
,

and the Dalembert’s 1-D equation:

∂2u

∂t2
= c2

∂2u

∂x2
with c2 =

E

ρ

Both terms support to be differentiated with respect to x, so that Dalem-
bert’s equation is also verified by the uniaxial strain (and by the linearly



Testing with Bars from Dynamic to Quasi-static 7

linked uniaxial stress). In mechanical applications the equation of waves
more often considers the strain.

The general solution of this equation is known to be in the form:

u = f(x− ct) + g(x+ ct)

where fand g are arbitrary functions.
The variable x − ct means that the value of u at point x and time t is

the same as at an other position x′ and an other time t′such as
x− ct = x′ − ct′ or x− x′ = c(t− t′)
The value u is observed at a distance ( x− x′) after a delay (x− x′)/c.

It defines the propagation of a signal in one direction at speed c.
The variable x + ct defines, in a similar way, the propagation in the

opposite direction.

2.2 Relations between strain, stress and particle velocity

These relations can be defined as a particular case of “jump equations”
established for material waves.

An easier and more comprehensive way to derive them is to recall the
general form of a single wave propagating in the positive direction (conven-
tionally defined) and its derivatives with respect to space and time.

u = f(x− ct) ε =
∂u

∂x
= f ′(x− ct) v =

∂u

∂t
= −cf ′(x− ct)

For a wave propagating in the positive direction, on has then.
v = −cε and (from E = ρc2) σ = −ρcv
On has to keep in mind that these relations are valid in a Galilean

referential. Considering for instance the shock of a striker on a bar needs
to carefully account for the initial speed of the striker. In terms of jumps,
equations (2) are recovered.

Δν = −cΔε Δσ = −ρcΔv (2)

Equations (2), together with the propagation relations, are the founda-
tions of Hopkinson bar measurements, where forces and displacements are
computed at bar end on the base of strain measurements.



8 G. Gary

3 Real bars: dispersion relations

3.1 Case of elastic bars

A philosophical point

From an epistemological point of view, it is interesting to observe that,
in the general 3-D elastic case, one can find two solutions only of the
Dalembert’s equation corresponding to the so called P and S waves. By
reference to seismology, P is for “premières” (first arrived, speed cp) and S
for “secondes”(speed cs).

cp =

√
E(1− ν)

ρ(1 + ν)(1− 2ν)
cs =

√
E

2ρ(1 + ν))

For a Young’s modulus equal to 200 GPa, a Poisson’s ratio 0.3 and a
density 7850 kg/m3 (values for steel), cp =5860 m/s, cs =3130 m/s, while
the speed of the 1-D wave is 5047 m/s.

Note that for torsion bars, the speed of the torsion wave is cs.
The 1-D wave (that theoretically does not exist, as no bar is purely 1-

D) has a speed in between 3-D speeds and is a theoretical concept that
describes very well the wave signals observed in bars. Such a “wave” could
be also considered as a mixture of 3-D waves traveling at speeds cpand cs.

Dispersion

Knowing that the 1-D model is not perfect, as a careful observation of
waves might show it at once, it is worth looking at a more complete model.

The main point is that, due to a positive value of Poisson’s ratio, the
compression goes with a diameter increase inducing lateral inertia effects.

On the contrary, shear waves (torsion waves in torsion bars), which do
not induce volume change, are non dispersive.

The wave dispersion effects (due to radial expansion) on the longitudinal
elastic wave propagating in cylindrical bars have been studied experimen-
tally by Davies (1948). On the basis of the longitudinal wave solution for
an infinite cylindrical elastic bar given by Pochhammer’s (1876) and Chree
(1889), a dispersion correction has been proposed and verified by the exper-
imental data. Even though the Pochhammer-Chree solution is not the exact
one for a finite bar, it is found easily applicable and sufficiently accurate -
see Davies (1948).

In the Pochhammer-Chree’s longitudinal wave analysis, it is assumed
that the wave is harmonic as follows.

u(r, z, t) =
1

2π

∫ +∞

−∞
ū(r, ω)ei[ξ(ω)z−ωt]dω (3)
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where u(r, z, t) is the displacement vector.
The complete solution of the governing equations with the boundary

condition on the external surface of the bars leads to a frequency equation
that gives a relation between the wave number ξ and the pulsation ω.

f(ξ) = (2α/r0)(β
2 + ξ2)J1(α.r0)J1(β.r0)− (β2 − ξ2)2J0(α.r0)J1(β.r0)

− 4ξ2α.β.J1(α.r0)J0(β.r0) = 0
(4)

with α2 = ρω2

λ+2μ − ξ2;β2 = ρω2

μ − ξ2; and J0, J1 are the Bessel functions, λ
and μ are the elastic coefficients, r0 is the radius of the bar.

It is important to note that this equation has an infinite set of solutions
which are called the propagating modes. As they do not define a basis of a
vector space, (they are not orthogonal to each other) it cannot be decided,
from a single measurement, how the energy is split into the different modes.

A very nice point is that, at low frequencies, only one mode has a real
celerity. The frequency at which could appear the second mode is around
0.22c/a (for steel, with a radius equal to 10 mm,fcut = 105 kHz). It can be
checked that such a frequency is generally above the spectrum of a standard
test (even without pulse shaper).

It is then of common use with Hopkinson bars to consider the first mode
solution of equation (4). This use has been carefully validated by Tyas &
Watson (2001).

This harmonic wave solution has been studied numerically by Bancroft
(1941). Bancroft’s data is given in the form where the phase velocity vari-
ation C/C0 is a function of Poisson’s coefficient ν and of the ratio between
radius and wave length r0/λ for the non dimensional interest.

C/C0 = F (r0/λ, v), (5)

with C = ω/ξ and λ = 2π/ξ
The previous works - Follansbee & Franz (1983), Gorham (1983), Gong

et al.(1990), Lifshitz & Leber (1994)- use this data to correct the wave
dispersion in bars. Following Yew & Chen’s works (1978), they calculate
harmonic components in frequency domain of signals by Fast Fourier Trans-
form (FFT) and find the phase difference for each component from (Eqn. 4).
The corrected signals in time domain can be recovered from the corrected
frequency components.

Their correction procedure in term of variation of phase velocity can be
re-written as follows. From the knowledge of the dispersion relation between
wave number ξ and frequency ω given by the solution of (4) or (5), one
can calculate, from a measured wave um

z (t), the wave ui
z(t) reached at a
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distance Δz. Using the components in z of the formula (2) at the surface
of the bar, one can write um

z (t) and ui
z(t).

umz (t) =
1

2π

∫ +∞

−∞
ūz(r0, ω)e

i[ξ(ω)z0−ωt]dω

uiz(t) =
1

2π

∫ +∞

−∞
ūz(r0, ω)e

i[ξ(ω)(z0Δz)−ωt]dω (6)

The wave shifting procedure can be then performed numerically by the
FFT.

ui
z(t) = FFT−1

[
eiξ(ω)ΔzFFT [um

z (t)]
]

(7)

Accordingly, the correction accuracy depends only on that of the dis-
persion relation ξ(ω). The use of Bancroft’s data must be done carefully
as one has to take care of the following points. First, as the value is given
only in form of a table for a certain Poisson’s coefficient and for certain
values of the ratio between radius and wave length r0/λ , which is known
discretely, an interpolation is needed. Second, equation (5) only gives an
implicit relation for correction, between wave number ξ and frequency ω. It
is then recommended to calculate directly from (4) the dispersion relation,
in the form of wave’s number ξ as function of ω. for a given Poisson’s ratio
and Young’s modulus.

The application of formula (7) with modern computers is instantaneous
and should be systematically used. Using “pulse-shapers” to reduce the
high frequencies in the recorded signals (and consequently reducing the
need of the correction) also reduces the rising time of the signals and then
the duration of the commonly found “constant plateau”.

It is observed that the dispersion changes the slope of the signal in the
early stage of the test and has a sensitive effect on the average stress-strain
curve in the range of small strains, as shown by Gary et al. (1991) and Zhao
and Gary (1996).

A good way to test the quality of the dispersion relation is to check
whether the oscillations induced by the dispersion disappear at the impact
side where the signal can be transported, as shown in fig. 5.

The two “ears” are due to two plastic rings used to guide the striker.
(The non-nul slope is not explained)

Another way is to calculate the stress at a free end, which must be zero,
as shown in fig. 6.
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Fig. 5. Incident signal transported at striker side. (striker 1.3 m and
input bar 3 m made of steel, diameter 20 mm. Incident gauge in the

middle, striker speed 13.3 m/s)

Fig. 6. The forces at a free end.

3.2 Case of visco-elastic bars

For viscoelastic bars, the argument ξ in equation (4) is a complex number
so that a solution cannot be expressed in a simplified form such as (5).
Consequently, the computation of the dispersion relation needs the functions
λ∗(ω) and μ∗(ω) that describe the viscoelastic behaviour of the bars.

The material properties of standard viscoelastic materials are often rep-
resented with a rheological model. The simplest one (called Zenner model)
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needs 3 parameters to be identified (first 3 left elements in figure 7).
They could be identified in different ways, more often when dealing with

bars by an inverse approach based on the measurement of the wave propa-
gation on the bar itself. This is a safe method as, unlike for metals, material
properties depend on various external factors.

Zhao and Gary (1995) have used an inverse method based on such an
idea. They found that the Zenner model was not complete enough, and had
to use a more complex model with 9 parameters (figure 7). Furthermore,
following many authors, they assumed a constant Poisson’s ratio.

Fig. 7. A linear viscoelastic model

The same experimental set-up as in an impulse test is applied, where the
waves are recorded at two different points in the bar. Using the wave at a
recording point as input data, the parameters are determined in comparing
the predicted wave and the recorded wave at another point (like in fig. 8)

It is also possible to avoid to solve equation (4). Dispersion may indeed
be experimentally determined by comparing the wave Fourier components
measured on two points on the rod – Blanc (1971), Lundberg and Blanc
(1988), Gorham (1983), Bacon (1998). More recently, Hillström & al. (2000)
developed a multi-point method using least squares. Another method, very
accurate, is also proposed by Othman & al. (2001) based on a one-point
measurement method using a spectral analysis of the resonant frequencies
of the rod. An recent extension and improvement of this method proposed
by Collet et al (2012) is presented in chapter 7.

In order to illustrate the excellent quality of the dispersion relations
generally obtained, an original record and two other records at respective
distances of 4 m and 8 m of the original one, compared with their predictions,
are shown in fig. 8.

By comparison with the elastic case (see fig. 4) it is observed that the
dispersion correction is more important for common size viscoelastic bars
and could not be neglected.

The importance of the correction in a real test situation is illustrated by
showing both forces calculated in a test without specimen where the output
force must obviously be equal to the input one (fig. 9 and 10).
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Fig. 8. Test of the dispersion relation.

Fig. 9. Input and output forces without dipersion correction.

For both viscoelastic and elastic bars, a precise dispersion correction
does not suppress oscillations of the incident force in the case of sharp
loading pulses. These oscillations are indeed the physical consequence of
the wave dispersion.

At very high speeds of loading with short specimens, oscillations can also
be seen in the output signal
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Fig. 10. Input and output forces with dipersion correction.

3.3 Planerity of waves

The planarity of waves is extensively studied by Davies for the first
mode. The solution of equation (4) is well known and illustrated in his
paper for particular values of the frequency, as shown in figure 11 - from
Davies (1948).

Fig. 11. Stresses and strains function of radius and frequency.
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In this figure one sees, among other variables, the relative variation of the
stress along the radius (xx/xx0). It shows that, at a relative high frequency
(in 19b, 0.935 corresponds to a non realistic value of the frequency for our
standard steel bar: 280 kHz), the stress at the surface of the bar is negative
when the average stress is positive. At a more realistic frequency (figure
19a – 94 kHz for our bar) one can see that the average stress is more or less
10% higher than the stress at the surface. The strain is not proportional to
the strain, but those observations are also valid for the average strain. On
has then to keep in mind that, depending on the frequency:

a) - The strain measured at the surface is not proportional to the average
strain.

b) - The axial strain and the orthoradial strain are not proportional to
each other.

c) - The axial stress is not proportional to the axial strain.
d) - The average axial speed is not proportional to the axial strain.
Point (b) is well illustrated by Tyas and Watson (2001).
At lower frequencies, all the measurements become close to be propor-

tional to each other.
A few authors – Safford (1992), Merle and Zhao (2006) have checked

the validity of usual hypothesis commonly used. They proved that it is not
worth taking care when frequencies f are under 2c/a (where a is the radius
of the bar, equivalent for steel, to a/λ < 0.2 ). For the standard 20 mm
steel bar, one observes that frequencies are in the good range.

4 Direct impact test

Recall here that, with non strictly 1 D bars.
The average strain is not proportional to the strain measured at the

surface of the bar. The average stress is not proportional to the average
strain

The dispersion of the waves induces significant changes in rising times
of the signals.

The displacement at bar end is over estimated as the punching of the
bar by the specimen is neglected (this point will be addressed later).

In the following, the basic understanding of SHB is recalled based on the
1-D propagation theory.

A convenient way to have a good understanding of waves propagation
and reflections in a system of bars is to use the “Lagrange” representation
together with formulas (2). In a space-time (abscissa-ordinate) diagram,
the fact that the celerity of waves is constant induces that a wave event
follows a straight line with an absolute slope c (figure 12).
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Fig. 12. A typical Lagrange diagram. The two sloping lines show the
path of the beginning and the end of a square signal in the space-time
diagram. At a given point A, the time story show what could have been

recorded by a gauge at this point.

Direct impact test: 1 force and 1 displacement measurements.
A force is applied at the end of a bar of length l starting at time t = 0.

It produces a strain-time signal which is measured by a gauge at a (short)
distance a of the bar end. The corresponding signal εi(t) starts at time
ts = a/c. The beginning of the signal reaches the other end (say output) of
the bar at a time te = l/c .

A given boundary condition is applied at the output end of the bar. In
order to satisfy this (unknown) boundary condition, a new wave εr(t) in the
opposite direction is produced which starts at time te.

This reflected wave reaches point A at time tr = l/c+ (l − a)/c.
From this time tr, the strain measured by the gauge is the sum of the

initial wave and of the unknown reflected one.
Consequently, the measurement duration based on the record of the ini-

tial wave is Δtm = tr − ts = 2(l − a)/c.
Say the strain measured at the gauge is εm(t).
The measurement duration is limited by the overlapping of waves.
During this time Δtm ,
The strain at bar (input) end is ε(t) = εm(t− a/c)
The force at input bar is F = EbSbε
The speed at input bar is v = −cε
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Fig. 13. A Lagrange diagram for an impact test.

If
- one side of the specimen is fixed at the input end,
- the speed of the other side of the specimen can be measured,
- the equilibrium of the specimen is assumed,
Then,
The force–(relative) displacement relation of the specimen can be com-

puted.

5 SH(P)B. 2 forces and 2 displacements
measurements

The specimen is sandwiched between two bars. One force and one speed
measurement are made on each bar-end in contact with the specimen. The
output bars works as for the direct impact. It is not the case for the input
bar where, due to the loading, there exists a wave prior to the loading of
the specimen itself.

Torsion bars and direct tension bars will not be explicitly addressed here.
Their analysis is based on the same knowledge of basic wave propagation
theory, but they need to solve some specific technical problems concerning
the loading of the system and the specimen clamping.

In this chapter, some problems related to the measurement side (that
of forces and speeds) will be addressed. Anyway, due to the very common
use of Kolsky’s formulas, this historical case is briefly recalled first, where
problems dealing with the specimen behaviour have to be also introduced.
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5.1 The special case of Kolsky bars

This very special case is interesting. For historical reasons, the gauges are
equally distant from the specimen and both bars are identical. Considering
the values of the strain at specimen ends, forces and displacements at both
specimen ends are given by formulas (7,8)

vi = −cb(εi − εr) vo = −cb(εt) (8)

Fi = AbEb(εi + εr) Fo = AbEbεt (9)

Where vi, vo, Fi, Fo are input and output speeds and input and output
forces at specimen faces, respectively. Ab, Eb, cb are area, Young’s modulus
and celerity of waves in (identical) bars, respectively.

εi, εr, εt are incident, reflected and transmitted waves, respectively,
computed at specimen faces.

The measurement finishes here. In particular, the “Kolsky” formu-
las that will be discussed later are resulting of more assumptions, mainly:
identical bars and specimen equilibrium. This second assumption is always
an approximation.

The situation is indeed here exactly the same as any measurement where
the machine basically provides forces and displacements. Consequently it is
possible, without any lost in the quality of measurements, to use different
bars.

In Kolsky’s standard processing, the special assumption of equilibrium
is used in the case of identical (same material, same diameter) bars. This
yields - along with the superposition principle and formulas (7,8)- the well
known relation:

εi(t) + εr(t) = εt(t) (10)

Consequently, assuming the homogeneity of stresses and strains within
the specimen, the incident wave does not explicitly appear in the simplified
formulas:

εs(t) =

∫ t

0

ε̇s(τ)dτ = −2cb
ls

∫
0

εr(τ)dτ σs(t) =
Ab

As
Ebεt(t) (11)

where As is the area of the specimen.
These simplified formulas are both based on equilibrium. When equi-

librium is only badly verified, some researchers suggest the use an average
formula for the stress (sometimes called the “three waves formula”). First,
one must keep in mind that the average force could give a worth response
than one of other input force or output force. Second, the simplified formula
for the strain could also produce an imperfect result.
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5.2 Overlapping of waves

The best way to address easily this problem is to make use of Lagrange
diagram. It already has been seen for the direct impact test which corre-
sponds, with the Kolsky apparatus, to the output bar. When equilibrium
is not assumed and has to be checked, a measure of both input and output
forces is needed. In this case, the best position for the input gauge appears
to be in the middle of the input bar. Consequently the length of the output
bar is such that the length between the gauge and its end is half of the
input bar. If the bars do not have the same impedance, one must take care
of propagation time and not of length.

Theoretically, the length of the striker could be as long as half of the
input bar. In real situations one must account that the duration of the input
wave is greater than that of the theoretical “square” one. The rising time of
the signal has indeed to be added. For a given striker, this time is related to
the imperfect geometrical matching of both striker and input bar ends. This
mismatch can be due to imperfect surfacing and/or imperfect alignment but
it can be considered equivalent to an imperfection of a constant thickness.
A realistic interpretation of the rising time is that of the time needed for
the bars to flatten the geometric mismatch.

In the case of a standard steel SHPB 20mm, the rising time is around
20μs with a striker speed of 10 m/s. It should be around 100μs at a striker
speed of 2 m/s.

If the minimum loading speed is 2 m/s, these consideration lead to the
standard optimal SHPB configuration, with:

Input bar length = 2l
Output bar length = l + 5d (5 diameters form the end for the gauge

position)
Striker length = l -0.25 m (theoretical loading duration decreased by

100 s)
Note that for “pulse shaper” users, the rising time will increase and

depend on the “pulse shaper” geometry and material.
In the case of viscoelastic bars and a viscoelastic striker, the analysis is a

little different. With a striker and an input bar having the same impedance,
the loading duration (in the 1-D analysis) is infinite, due to a tail. It is not
easy to decide when the amplitude of the tail is small enough. It is then
recommended, with viscoelastic strikers and bars, to use a striker with a
smaller (by around 10%) diameter than the bars. Bussac et al. (2008)
have indeed demonstrated that the incident pulse has, in this case, a finite
duration.
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5.3 Wave shifting. A precise method for SHPB.

The 1-D analysis of the waves implicitly takes account of the Saint-
Venant principle: a certain distance is needed between the end of the bar
and the strain gauge to insure the homogeneity of the strain across the bar
(typically 5 diameters).

One needs then to use a wave theory to deduce the strain (as it would
be is this point was not an end) at the end a bar. This operation is called
shifting.

It is clear that the input force is proportional to the sum of the incident
and reflected waves and that a relative imperfect shifting in time would
induce an error, especially at the beginning of the loading. Some authors
have proposed to use some geometrical trick at the beginning of the signals
to define a “foot” for the curves and determine the shifting process on
the knowledge of these points: we call that the “foot shifting” technique.
Acceptable results could be obtained for the input force, with this method.

If we extend the method to the output wave, it induces a wrong evalu-
ation, at least, of the strain, if it neglects the times needed by the loading
to go across the specimen.

The shifting process must then be precise. A method, introduced by
Zhao & Gary (1996),can be used. It is based on the transient simulation
of an initial elastic behaviour of the specimen. The method also allows
for a correction of specimen geometry and a measurement of the Young’s
modulus of the specimen material.

The incident wave at the input specimen face been known (after the shift-
ing process), reflected and transmitted waves can be computed – depending
on specimen dimensions, bar dimensions and mechanical properties, speci-
men Young’s modulus. The only unknown is the last one. Using a try and
error method, one rapidly finds the Young’s modulus that gives shapes of
both simulated waves similar to that of transmitted and reflected waves as
they are known (after the shifting process) at the input and output specimen
faces.

Note that this operation does not work if the dispersion is not taken
into account, even with elastic bars. The reason is that the elastic response
of the specimen concerns the first instants of the loading where the initial
slope is strongly affected by the dispersion.

Some distance in time is still often observed between real and simulated
waves. This distance can be due to an imperfect knowledge of the speed of
waves or, more often, to some geometrical imperfection of the specimen. For
an optimized stress-strain curve, real waves are shifted to simulated ones.
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This very short shift (equivalent of a few cm in distance) is not affected
by the dispersion. An illustration of the method is presented in figures 14
and 15.

Fig. 14. Optimal choice of Young’s modulus for transmitted and reflected
waves.

The precise way stress and strain are computed will be addressed later.
Remind that the best results are derived from the force and displacement
time histories at the specimen boundaries without artificial time shifts.

Fig. 15. an example of possible effect of the method. Case of a concrete
specimen.
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Recall that the method does not work correctly without the dispersion
correction and that it relies on an initial non negligible elastic behaviour of
the specimen.

It still perfectly works with (slightly) viscoelastic bars (as Nylon or
PMMA bars) but not with a purely viscous specimen.

5.4 Punching of the bar-end by the specimen

After using this method during years, we have observed that the expected
modulus of the specimen was found when the specimen diameter was close
to that of the bars. The measured value was lower than the expected one
in most situations when the specimen diameter was smaller than that of
the bars. Furthermore, for a given specimen diameter, the discrepancy was
decreasing with specimen length.

This problem, due to the local punching of the bar end by the specimen,
has been addressed by Safa & Gary (2010). They have shown that this effect
is like that of an added spring at the end of the bars: the displacement due
to punching is proportional to the applied (and measured) force. A simple
formula has been established that gives the value of the displacement due
to punching. Results are summarised in figure 16 next page.

Note that the 1-D elastic behaviour of punching allows for taking ac-
count of its contribution in the elastic simulation process. Consequently,
the Young’s modulus of any material specimen can be directly estimated by
means of the elastic simulation process.
It is clear that the relative influence of the displacement due to punching
increases when the length of the specimen decreases. This is especially
important at high or very high strain-rates that need shorter specimen (as
the incident striker-speed is limited by the care of the gauges) when the
specimen diameter is under the half of that of the bar.

For a real test made at 10000/s, with a specimen 3 mm thick, diameter
6.5mm (steel bars, 12 mm, striker speed 25m/s), the equivalent in strain
due to punching, at the plastic plateau, is around 14%. On the other side,
at low strain rates, when the total measured strain is small, the effect of
punching is still important as illustrated in figure 17.
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Fig. 16. Summary of punching data for SHPB.
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Fig. 17. Influence of the punching correction. (20 mm steel bar, striker
speed 2.79 m/s, strain-rate around 100/s).

5.5 Force matching. Critical case of the input side.

This problem has nothing to do with a so called “impedance matching”
problem (discussed later).

In most cases, especially when testing metallic specimens, input and
output forces are almost equal. This is not always the case, as shown later.
Anyway, in the following analysis, we use this assumption to make clearer
the ”force matching” problem.

Considering formula (9), it appears that a correct measurement of the
output force is only possible when the measured output strain is itself sig-
nificant. It can be considered that strain measurements are done with a
precision around 5.10−6 when using classical strain-gauges. With semicon-
ductor gauges, it can be improved by a factor 50. Considering that an
acceptable relative precision of 2% is suitable for any measurement, the
maximum strain measured should be more than 2,5.10−4. Using formula
(9) allows for the calculation of the minimum suitable output force.

In the example of a steel bar (20 mm diameter), this force is around 15
kN. The specimen area being at maximum equal to the bar diameter, the
corresponding stress is 50 MPa. For weaker materials, it is necessary to use
semiconductor gauges or a better amplifying system (or a bar with a low
Young’s modulus, as it is the case of most viscoelastic bars).

Let us then assume that a material, with a maximum stress of 50 MPa,
is tested with the steel bar, very carefully. Considering now formula (9) for
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the input force, it appears that a precise measurement is not possible when
the amplitude of the incident wave and the opposite of the amplitude of the
reflected wave are too close.

Keeping this example, if we wish to obtain high strain rates, we use a
small specimen length. For sake of simplicity, we assume that the tested
material is not strongly rate sensitive. A simple simulation, with a specimen
5 mm long, shows that the striker speed must be 15 m/s to obtain an average
strain rate close to 3000/s. In this case, the absolute amplitude of the
reflected wave only differs by 15% from the amplitude of the incident wave.
A precise calculation of the input force with formula (9) is then difficult.

If we consider that an acceptable result is obtained when both waves
differ by more than 20%, the maximum strain rate giving an acceptable
result is, for this example, around 400/s. It can be concluded that materials
with a plateau stress under 50 MPa cannot be safely tested with 20 mm steel
bars at strain-rates over 400/s.

More generally speaking, weak materials need the use of soft bars.
This problem should be called the “force-matching” problem as it has

nothing to do with the specimen impedance, but only with the product
of the Young’s modulus of the bar by its area to be compared with the
maximum force to be measured.

Optimizing specimen dimensions. In order to insure good mea-
surements on the input side (more often of the force) the specimen has to
be designed depending on the required strain-rate.The problem is also to
choose the appropriate striker speed to obtain the strain rate. One can use
a method presented by Gary (2001), which is based on simple assumptions
(one-dimensional wave analysis, specimen equilibrium, evaluation of the ma-
terial stress: say σy). The amplitude of the incident wave is deduced from
the striker speed V (eq. 11a). The amplitude of the transmitted wave is
deduced from the specimen section Ss and σy (eq. 11b), and the amplitude
of the reflected wave is deduced from the equilibrium (eq. 11c).

εi =
V
2c (11a), εt =

Ssσy

SbEb
(11b),

εr = −εi + εt (11c), ε̇s =
2cεr
ls

(11d)

where Sb and Eb are the section and the Young’s modulus of the bars,
respectively.

The average strain rate is now given by formula (11d), where c is the
wave speed in the bars and ls is the specimen length. It is then possible to
make sure that the relative amplitude of the reflected wave is small enough
in comparison with the relative amplitude of the incident wave. If we look



26 G. Gary

at formulas (8) and (9), it can be seen that the best situation, i.e., that
giving the most accurate force and speed results, is that occurring when
the amplitudes of the transmitted and reflected waves are fairly similar.
These formulas make it possible to easily determine optimized specimen
dimensions and striker speeds.

5.6 Impedance matching

The impedance matching problem, has been addressed by Davies and
Hunter (1963). It mainly deals with the homogeneity of stresses and strains
in the specimen, during a Hopkinson bar test, and especially at early in-
stants.

During this loading phase, input and output forces are alternatively big-
ger than the other. An example is shown in fig 18, from Klepaczko (2007) -
figure 3.11a, p 206.The gap between both forces decreases when the speed
of waves in the specimen increases and when its length decreases. It also
decreases when the amplitude in force (in stress in the present figure) of the
first step decreases.

Here is the “impedance” matching problem that describes the conditions
to make this step small enough. Furthermore, this step is softened if the
rising time of the loading is increased. This point is one reason for using
pulse shapers.
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Fig. 18. Elastic input and output stresses at early instant of the loading -
from Klepaczko (2007).

5.7 Holding the specimen: dealing with one-point measurements

Measurements with bars are always analyzed within the 1-D hypothesis
(even with dispersion and punching corrections as both are only expressed
as a function of the axial coordinate of the bar). In other words, force
and speed measurements, on each side, are made at a single point. This
basic hypothesis does not appear when Kolsky’s formulas are used for
a direct stress-strain relation. It is then important to keep in mind this
aspect, especially in situations where holding the specimen leads to the use
of devices that induce an impedance change along the wave propagation
path.

Some examples are given here.
When compression bars are used to test a material specimen, the spec-

imen diameter must be smaller than the diameter of the bar to ensure a
quasi-uniaxial state of stress. When very weak material are tested, even
with viscoelastic bars, the quality of the measurement is limited by force
matching problems described above.

In order to overcome this limitation, one could use at bar ends a device
with a larger diameter and then be able to hold a specimen with a much
larger specimen. Such a technique is illustrated in figures 19 and 20.
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Fig. 19. Impedance change between the bar (tube) and the specimen.

Fig. 20. Special device for a larger specimen.

The first question here is to decide at which point is made the measure-
ment: end of the bar or specimen face?

In order to illustrate this problem, a brass specimen has been tested in
the situation shown in fig. 20 and in a classical situation with the same
(aluminium) bars. The corresponding recorded waves are shown in fig. 21

Fig. 21. Illustration of the influence of a matching device – waves. It is
observed that the strongest influence appears in the reflected wave, and
that the transmitted wave is smoothed (this is not a general results as it

depends on each impedance ratio device/bar).

A standard processing of the waves will then give wrong results when
matching devices are used, as shown in figures 22 and 23.
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Fig. 22. Apparent equilibrium with and without devices.

Fig. 23. Apparent stress-strain relation with and without devices.

Looking at the stress-strain diagram shows a difference that is not so
large, in particular for larger strains. The main effect is a smoothing of
the stress-strain relation that prevents for an acceptable evaluation of the
elastic limit of the tested material.
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When it is not possible to avoid the use of a matching device, an impedance
correction is possible. A simple way is to use a one dimensional analysis.
Knowing the waves at the end of the bar (in the part with a constant
impedance), the waves at specimen faces can be calculated, assuming the
1-D elastic behaviour of the devices of known impedance. The forces and
the displacements applied to the specimen faces are then deduced.

5.8 Undetermined specimen ends

A good example is found in a work of Gary and Nowacki (1994). They
proposed a device to convert compression in shear. The idea is summarised
in fig. 24.

The (say) input hollow cylinder has the same impedance than the input
bar when the output cylinder has the same impedance as the output bar.
The problem here is that the beginning and the end of the specimen are
not defined. Consequently one has to consider that the shear-displacement
curve is filtered with a cut-off frequency depending on the length of the
shear zone.

Fig. 24. Conversion compression to shear.

6 Specimen behaviour

The Split Hopkinson pressure bar arrangement can give very accurate mea-
surements of forces and velocities at both sample faces if the data process-
ing is carefully performed. Relating material properties to measurements of
forces and velocities at the two specimen faces is a completely independent
problem.
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For this reason, we have distinguished the problems of measuring ac-
curacy of SHPB and material property identification from the measured
data.

6.1 Axial homogeneity

Due to the presence of waves in dynamic experiments, both the stress
and strain fields within a specimen are seldom uniform. A dynamic material
test should be designed such as to minimize this inherent non-uniformity,
a condition which is typically associated with “quasi-static equilibrium”.
However, when testing purely elastic materials such as fiber reinforced com-
posites or low impedance materials, the validity of this assumption needs to
be checked with care. Note that there are situations where force equilibrium
can exist without strain homogeneity as it is often the case with structural
materials like honey-comb or foam.

Before computers became generally available, the assumption of quasi-
static equilibrium of the specimen had a special importance from a data
processing point of view.

The historical point is that, in the 50’s, signals could not be recorded.
The idea was to associate, in a “memory scope” (the image was stored in
an analogic way) the “strain” and the “stress” signals and directly observe
a curve proportional to the stress-strain curve of the material. First, the
strain-rate was analogically integrated with respect to time. Then, the
simplest way to synchronize both signals was to produce them at the same
time. This was the reason to use both bars of same length with each gauge
in the middle.

With the use of modern numerical acquisition, the output gage can now
be positioned closer to the specimen interface; consequently, the output
bar can be shorter than the input one (and there is no good reason to
choose its length equal to that of the input bar). The use of “equilibrium”
condition was also crucial at that time as the input force could not be
directly measured.
Optimal design with equilibrium. It is worth noting here that this
equilibrium condition could be used with different input and output bars
leading to slightly more complex formulas. In the same way, other formulas
could be derived using any pair of waves (among three).

Let’s consider the idea of using only the incident and transmitted waves.
For sake of simplicity we suppose that the two bars are still identical but
the results could be generalized to a SHPB made of two different bars.
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Assuming equilibrium, formula 3 can also be written:

εs(t) =

∫ t

0

ε̇s(τ)dτ = −2cb
ls

∫
0

(εi(τ)− εt(τ))dτ σs(t) =
Ab

As
Ebεt(t)

where Ab is the area of the bar, Eb its Young’s modulus and As the area of
the specimen.

It can be seen that only the incident and the transmitted waves are now
involved in the processing formulas. Finding an optimal position for the
gauges, close to the input side of the bars where the waves arrive first, (see
the case of direct impact) will then lead to an increased measured strain. It
is then easy to find the optimal design close to the one shown in figure 25.
The bars have now to have the same length to allow for the same duration
of the incident and the transmitted waves. Consequently, the striker has to
be as long (or longer) as the remaining distance between the gauges and the
end of the bars.

Fig. 25. With equilibrium, a configuration for an increased duration
measurement.

Evaluation of specimen behaviour. The evidence of non equilibrium is
found in early instants of the loading, when the first wave in the specimen
has not yet reached its end. At this instant the input force exists when
the output force is still null. Knowing that specimen equilibrium is never
achieved exactly, we seek the best of the commonly used stress-strain curve
estimates in a SHPB experiment. This question is studied by Mohr et al.
(2010). The time shift of the waves is found to play a critical role as far as
the accuracy is concerned.

More specifically, it is found that the omission of artificial time shifts (as
illustrated in fig 26) provides the best stress-strain curve estimates. In other
words, once the force and displacement histories are known at the specimen
boundaries, accurate estimates of the stress-strain curves should be made
without further shifting the signals on the time axis.
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Fig. 26. Exact theoretical waves as shifted at specimen faces. The dashed
blue line shows the strain history of the transmitted wave after shifting

the beginning of this wave in time (so-called “foot shifting”) such that all
strain histories begin simultaneously.

Fig. 27. Plot of the estimated stress strain curves for a dynamic
compression experiment on PMMA (steel bars 20 mm).

Estimations evaluated by Mohr et al. (2010) are based on exact explicit
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calculation done in the frequency domain. Results confirm that the error
(for all formulas) increase with the impedance mismatch between the spec-
imen and the bars. It is emphasized that, in standard testing situations,
exact shifting (illustrated in fig 26) is much more important than strain or
force approximation (with 2 or 3 waves).

The estimates which are based on the force and displacement time his-
tories at the specimen boundaries without artificial time shifts, provide the
most accurate stress-strain curve. Unless accurate input force measurements
are available, the combination of the average strain with the output force
based stress estimate is recommended for standard SHPB experiments. An
illustration is given in fig. 27.

Recall that in the elastic range and in standard SHPB testing, when the
specimen diameter is smaller than half of that of the bars, the incidence
of the punching correction on the quality of the results is the most
important.

6.2 Radial homogeneity. Friction and inertia

We must keep in mind that, alike in all testing situations, axial stress
and strain homogeneity (considered up to now) is not the only one to be
considered. In quasi-static testing, it is possible to directly measure the
strain in a “gauge section” of the specimen where 1-D assumptions are well
verified. In SHPB, when using a cylindrical specimen, it is more difficult to
avoid friction at specimen faces. This friction prevents the expected radial
expansion quantified by Poisson’s ratio.

The consequence is that the triaxial stress-state is not uniform along the
axial loading. It induces an average over-stress in the common situation of
elastoplastic materials.

This radial expansion is also prevented by inertia effects that induce
lateral confinement.

An empirical formula has been established by Malinowski and Klepaczko,
(1986) that takes account of both effects. This formula is valid for purely
plastic materials but gives a first order correction that applies to many other
materials.

σ − σ0 =
μσ

3s
+

ρd2

12
(s2 − 3

16
)(ε̇2 + ε̈) +

3ρd2

64
ε̈

where, σ0 : ideal value, σ : actual value (true stresses)
land dactual values of length and specimen diameter and s = l/d
ρ , density assumed to be constant
μ friction Coulomb coefficient (usually <0.1).
This formula indicates that the inertia effect is much smaller than that

of friction for common metal testing (bar diameter < 20 mm). It becomes
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significant for bigger specimens (>30mm) like found for rock or concrete
testing when big specimen sizes are required for a good average material
representation. It is seen in this case that some artificial strain rate effects
can be attributed to bi-axial loading induced by inertial confinement.

In the case of testing where a quasi-static radial confinement is added -
see Gary and Bailly (1998), and Forquin et al. (2010) - inertia effects are
prevented and do not operate anymore.

6.3 Adiabatic heating

The duration of a dynamic compression test with SHPB is almost always
under 1 ms. For many materials, it induces large strains (depending on
strain-rate) that produce work which is (partly ?) converted into heat. In
case of metal or polymer testing, it can induce a specimen temperature
increase in the range up to 100◦C.

It is then important to account for this temperature increase for an
improved evaluation of the material behaviour. This question has been in-
vestigated by various authors who have proposed techniques for high speed
temperature measurements (more often based on infrared specimen emis-
sion). See for instance Rittel (1999) and Negreanu et al. (2009).

6.4 Inverse methods

On the basis of force and velocities measurements at specimen faces, an
approach of the specimen behaviour based on an inverse method is theo-
retically possible, as shown by Rota (1994), as these four values are super-
abundant measurements.

3-D dynamic numerical simulation could allow, in this case, accounting
for friction, radial inertia and possibly temperature increase. If an appropri-
ate form of the material behaviour with some parameters to be determined
is known, using a part of data (two velocities, for example) as the input data,
another part of data (the two forces) associated with the given parameters
can be calculated. The best set of parameter which gives the calculated
forces well in agreement with the measured ones can theoretically be found.

In order to further investigate this approach, we shall limit the analysis
to axial 1-D effects by means of a fast 1-D transient simulation based on
the Sokolovsky (1948) and Malvern (1951) approach.

The uniaxial governing equation and the constitutive law are written in
equations (12)
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∂σ(x,t)
∂x = ρ∂v(x,t)

∂t

∂ε(x,t)
∂t = ∂v(x,t)

∂x

(12)

f(σ, ε, σ̇, ε̇, ...) = 0

where σ, ε, v are the stress, the strain, and the particle velocity in the spec-
imen. ρ is the mass density.

The boundary conditions at the two faces of the specimen are given as
follows:

σ(x, t)− EBSB

CBSS
v(x,t) = 2

SB

SS
EBεi(t) at the input side

σ(x, t) +
EBSB

CBSS
v(x,t) = 0 at the output side (13)

EB , CB , SB , Ss denote the Young’s modulus, wave velocity, cross-sectional
area of the bar and the section of the specimen.

Once the specimen behaviour is assumed, the direct problem described
by equations (12, 13) corresponds to an uni-dimensional SHPB simulation.
As mentioned above, the simulation would be just the preliminary stage of
the inverse problem which consists in finding the parameters of the model.
The inverse methods need fast calculation procedures to allow for a great
number of direct calculations with different sets of parameters if necessary.
For this purpose, the specimen behaviour should be numerically easy to
calculate. This is why it is chosen to use a Sokolovsky-Malvern model type
for the specimen, (14).

∂ε
∂t = 1

E
∂σ
∂t if σ ≤ σs

∂ε
∂t = 1

E
∂σ
∂t + g(σ, ε) if σ > σs

(14)

The characteristic network in this case is composed of families of straight
lines so that the numerical integration of equation (13, 14) by the method
of characteristics is very efficient. In comparing the given behaviour with
the average stress strain curve obtained from three simulated waves, the
efficiency of classical SHPB analysis for this type of materials can be eval-
uated.

It is noted that the Sokolovsky-Malvern constitutive model is a quite
general rate-sensitive one. Though it has been introduced initially for met-
als, it can be also used to describe the non-metallic materials if the function
g(σ, ε) is correctly chosen –see Critescu (1967).
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In order to have a general idea of the efficiency of the classical SHPB
analysis for this type of constitutive models, a popular rheological model
(Fig. 28) is examined here, which is of Sokolovsky-Malvern type with the
g(σ, ε) expressed as follows,

g(σ, ε) =
(1 + Ev

E )σ − Evε

η
(15)

Fig. 28. Rheological model for 1-D standard elasto-visco-plasticity.

A number of simulations were done for different sets of parameters. It has
been found, like for previous results on metals, that the classical average
stress-strain curve is in good agreement with the curve given by SHPB
standard analysis at relative important strains. However, in the range of
small strains, it is acceptable when the viscosity is low even if there is no
axial uniformity. On the other hand, when the viscosity is high, the average
(SHPB) curve is quite far from the given behaviour.

An illustration of the method is presented in two particular cases: for salt
in fig. (29) which exhibits a strong viscoplastic behaviour and for concrete
fig. (30) which breaks, showing a negative strain hardening, at small strains.
In both cases, equilibrium conditions are obviously not satisfied.

The chosen model with the set of parameters which gives the best agree-
ment can be considered as a representative model of the specimen in this
test. As a result, the stress and strain fields in the specimen are evaluated
so that a stress-strain curve is found. The assumption on the uniformity
of stress and strain fields is then not needed in such a method. The only
hypothesis used is that specimen tested manifests the same properties every-
where. Furthermore, it is possible to give a stress strain curve at a constant
strain rate via the model and the set of parameters identified.
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Fig. 29. Simulated and measured forces for rock-salt.

Fig. 30 Simulated and measured forces for concrete.

This stress-strain curve can then be compared with the one obtained with
the classical SHPB analysis. For the test on salt, the two curves are quite
far from each other in the range of small strains. The inverse calculation is
then in this case the only way to obtain an accurate result for this type of
materials. On the other hand, for the test of concrete, the average stress-
strain curve is rather close to the curve derived from the model, as a kind of
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averaging operates between input and output forces. The inverse calculation
could then be avoided.

7 Measurement of the dispersion relations

A method is briefly presented here that provides a very accurate estimation
of the dispersion relations. One reason is that it is a one point method; the
other is that it is based on simple formulas and an easy identification of the
wave speed and damping at a given finite set of frequencies.

Furthermore, it allows for a subsequent mathematical analysis which
includes noise reduction and provides a rheological model with a number of
elements that is in accordance with the complexity of the material.

7.1 Impact test method. Theory

Fig. 31 Impact test with a uniform viscoelastic bar specimen.

At one end, x=0, the bar is impacted axially by a striker that separates
from the bar after the generation of a compressive primary pulse in the
bar. The other end of the bar, x = l, is free. The strain εb (t) = ε (b, t)
is recorded at a distance a from the free end and b from the impacted end
(a + b = l). The primary pulse should be shorter than 2a so that there is
no overlap in the measured strain of this pulse and the first pulse reflected
from the free end. However, it should be much longer than the diameter of
the bar so that approximate 1D conditions prevail - Hillström et al (2000).

In the frequency domain, the strain in the bar can be expressed as:

ε̂ (x, ω) = A (ω) e−iξ(ω) x +B (ω) eiξ(ω) x, (16)

where

ξ2 (ω) = ρω2/E(ω), ξ (ω) = k (ω)− iα (ω) (17)

Here, ε̂ (x, ω) is the Fourier transform of ε (x, t), and A (ω) and B (ω)
are complex amplitudes of waves travelling in the directions of increasing
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and decreasing x, respectively, k (ω) is the wave number and α (ω) is the
damping coefficient.
In order to determine an expression for the recorded strain ε̂1b (ω) = ε̂ (b, ω)
associated with the primary pulse alone, the amplitudes A and B are first
determined from Eq. (16) and the boundary conditions ε̂ (0, ω) = ε̂0 (ω)
and B (ω) = 0 for a semi-infinite bar x ≥ 0 , where ε̂0 (ω) is the strain at
the impacted end. With these amplitudes and x = b inserted, Eq. (16)
gives

ε̂1b (ω) = e−iξ bε̂0 (ω) (18)

The recorded strain ε̂1b (ω) = ε̂ (b, ω) associated with the complete train
of pulses is determined similarly. With amplitudes A and B, and x = b and
l − b = a inserted, Eq. (16) gives

ε̂∞b (ω) =
sin (ξa)

sin (ξl)
ε̂0 (ω) . (19)

Dividing the members of Eq. (19) by those of Eq. (18) eliminates the
strain ε̂0 (ω) at the impacted end which normally cannot be measured. The
elimination of this strain makes the difference between the method used here
and that used by Othman et al. (2001). Substituting ξ from the second of
Eqs. (17) into the result, one gets the ratio ε̂∞b (ω) /ε̂1b (ω) which gives

|ε̂∞b (ω)|2 =
∣∣ε̂1b (ω)∣∣2 e2αb sin

2 (ka) + sinh2 (αa)

sin2 (kl) + sinh2 (αl)
. (20)

Resonance occurs at the angular frequencies ω = ωm, m=1, 2,. . . which
correspond to the wave numbers, wavelengths and phase velocities

km =
mπ

l
, λm =

2π

km
=

2l

m
, cm =

ωm

km
=

ωml

mπ
, (21)

respectively.
It is assumed that within the m:th resonance peak α = αmω/ωmcan be

taken as directly proportional to angular frequency and c (ω) = ω/k (ω) =
cm can be taken as constant. By use of the third of Eqs. (21) we then
obtain the relation between wave number and angular frequency within the
resonance peak. Inserting these expressions for α (ω) and k (ω) into Eq.
(20) we get (m = 1, 2, . . . )

|ε̂∞b (ω)|2 =
∣∣ε̂1b (ω)∣∣2 e2αm bω/ωm

sin2 (kmaω/ωm) + sinh2 (αmaω/ωm)

sin2 (kmlω/ωm) + sinh2 (αmlω/ωm)
(22)

within the m:th resonance peak. In this relation, the spectra |ε̂∞b (ω)|2
and
∣∣ε̂1b (ω)∣∣2 can be determined experimentally.
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For each resonance m=1,2,. . . , the resonance frequency ωm and damping
coefficient αm can be estimated by minimizing the difference between the
resonance peaks represented by the left and right members of Eq. (16).
From ωm and m, the complex modulus Em at each resonance frequency can
be finally obtained as

Em = ρ

(
ωm

ξm

)2

, ξm =
mπ

l
− iαm,m = 1, 2, . . . .

7.2 Experimental set-up and procedure

Impact tests were carried out with a Nylon bar specimen of length 3045
mm, diameter 10.2 mm, and density 1149 kg/m. The striker had length
174 mm and the same diameter 10.2 mm and material as the bar, and
its impact velocity was 3.7 m/s. The strain was recorded with 500 kHz
sampling frequency, and the signal vanished completely before the end of
the recording window (fig. 32 and 33)

Fig. 32 Recorded strain in the Nylon bar specimen. Long-time record of
strain pulses.

The spectrum |ε̂∞b |, computed from the long-time strain record, is shown
in Fig. 34, 35 and 36. It is easily checked that resonance peaks are clearly
identified. In figures 35 and 36, the experimental peak is shown with the
theoretical one identified by the minimization process described above (in
figure 35, the superposition is perfect at the scale of the drawing).
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Fig. 33 Primary strain pulse followed by strain pulses which have
undergone one and two free-end reflections

Fig. 34 Experimental spectrum
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Fig. 35 Spectrum, zoom on f=270 Hz

Fig. 36 Spectrum, zoom on f=6860 Hz

Corresponding to the peaks, a set of experimental points is obtained
which provides, for each frequency, a value for wave speed and damping
(circles in figures 37, 38)
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Fig. 37 Wave speed

Fig. 38 Damping

By averaging, the results in figures 37 and 38 immediately provide the
dispersion relations that could be used right away for the wave shifting.

Using the mathematical analysis presented by Collet et al. (2012), an
optimal rheological model type is built and identified with 7 springs and
dashpots. Note that the number of elements is not an assumption - as was
done in Othman et al. (2001) - but is a result of the method. Knowing the
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corresponding Young’s modulus, wave speed and damping as functions of
frequency are then built. In the present example, they correspond to black
continuous curves in figures 37 and 38.

8 Long-time measurements

Basic measuring techniques involving the use of bars require the knowledge
of the two elementary waves which propagate in opposite directions. Once
they have been characterised, they can be shifted to the appropriate cross-
sections (the bar specimen interfaces for example) and all the mechanical
values required can be calculated. The SHPB technique involves the inde-
pendent measurement of each wave.

Some authors - Lundberg & Henchoz (1977), Yanagihara (1978), Zhao &
Gary (1997), Jacquelin & Hamelin (2001) - have carried out two measure-
ments on each bar. The pioneers in this respect were Lundberg & Henchoz
(1977) and Yanagihara (1978), who independently developed a wave sepa-
ration technique based on one-dimensional wave propagation theory. Their
methods didn’t take into account the wave dispersion. Some attempts have
been made to develop methods also accounting for the wave dispersion,
starting with Zhao & Gary (1997). However, the solutions proposed so
far are sensitive to noise. A wave separation technique based on multiple
measurements has been proposed by Othman & al. (2001) and Bussac &
al. (2002). In line with Jacquelin and Hamelin (2003), this method will
be subsequently called the BCGO method. It is based on the Maximum
Likelihood approach and involves performing multiple strain measurements
on each bar. This method, which is not noise-sensitive, requires an extra
velocity measurement at very low strain rates. Jacquelin & Hamelin (2003)
have developed an alternative three-point wave separation technique which
is also insensitive to noise but the gauges are cemented to specific points
and the force is calculated at one bar end (which is the only point where
it can be calculated). The BCGO method is illustrated with the analysis
of Split Hopkinson Bar tests, and an extended range of strain-rates (from
10−1 to 5 103 s-1) for the study the rate sensitivity of an aluminum alloy.

8.1 Wave separation: the BCGO method

In this section, the BCGO method is briefly presented.
Let us consider an elastic or viscoelastic bar with length l. In the case of

single mode propagating longitudinal waves, the stress, strain, displacement
and velocity are expressed in terms of the Fourier transforms as follows:
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ε̃ (x, ω) = A (ω) e−iξ(ω)x +B (ω) eiξ(ω)x

σ̃ (x, ω) = E∗ (ω)
(
A (ω) e−iξ(ω)x +B (ω) eiξ(ω)x

)
ṽ (x, ω) = −ω

(
A (ω) e−iξ(ω)x −B (ω) eiξ(ω)x

)/
ξ (ω)

ũ (x, ω) = i
(
A (ω) e−iξ(ω)x −B (ω) eiξ(ω)x

)/
ξ (ω) (23)

where A (ω) and B (ω) are the Fourier components of the forward and
downward waves, respectively, at the origin of the bar, E∗ (ω) is the complex
Young’s modulus and ξ (ω) = k (ω) + iα (ω) is the complex wave number.
Eqs. (23) show that the strain, stress, displacement and particle velocity
can be obtained at any point on the bar if the following four parameters are
known: ξ (ω) , E∗ (ω) , A (ω) and B (ω).

The two parameters E∗ (ω) and ξ (ω) depend only on the bar character-
istics (its geometry and material). They only need to be determined once.
Here we used the method presented in chapter 7.

In what follows, E∗ (ω) and ξ (ω) are therefore assumed to be known.
A(ω) and B (ω) are calculated based on the data obtained by performing
three strain measurements and one velocity measurement. We express the
fact that the signals recorded are noisy by writing that they are the sum
of the exact value of the strain (or the velocity) and an unknown noise.
The statistical distribution of the noise is assumed to be Gaussian. Conse-
quently, the Maximum Likelihood Method can be used to estimate the two
functions A(ω) and B (ω). This consists in writing that the signals measured
correspond to the most probable event. Our problem is therefore equivalent
to the minimization of a functional: this minimization yields an explicit
formula for A(ω) and B (ω) as a function of the material and geometric
parameters and the measured quantities - see Bussac & al. (2002).

The elementary functions A(ω) and B (ω) are then computed for each
test. Using eqs. (23), one can now determine the force and the velocity at
each point on the bar, especially at the bar ends. By applying the BCGO
method to each of the bars, it is then possible to assess the force and the
velocity at the two bar/specimen interfaces.

8.2 Experimental set-up

As an example, it is proposed to explore the strain-rate sensitivity of
aluminium. The behaviour of this material is explored under a large range
of strain rate conditions: quasi-static, medium and high strain rates.

In the high strain-rate tests, the classical time domain approach cor-
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responding to the Split Hopkinson Bar was used. In the quasi-static and
medium strain-rate tests, the new method involving the use of extra sensors
on the SHPB was adopted, as explained above. The corresponding appa-
ratus is a modified SHPB system loaded by an actuator, of the kind first
introduced by Zhao & Gary (1997). In the quasi-static and medium strain-
rate tests, low velocity loading was required. The kinetic energy of a striker
would not suffice to induce large strains in the specimen, and longer load-
ing durations were required. The bar system was therefore loaded using a
hydraulic actuator and selecting the speed as required. Low loading speeds
(of less than 0.1 m/s) can be monitored and automatically kept constant
throughout the test. At higher speeds of up to 5 m/s, the requisite value
is maintained approximately constant during the test. The new appara-
tus is called the “slow bars” apparatus. In the present case, three strain
gauges and an optical displacement extensometer were used on each bar.
The derivative of the displacement was then calculated numerically to ob-
tain the velocity. A simplified scheme is presented in Fig. 39 and pictures
of the set-up are given in figures 40a and 40b.

Aluminium bars 40mm in diameter and 3m in length were used in these
tests on the strain-sensitivity of the aluminium.

Fig. 39 Simplified scheme of the “slow bar” set-up

Both the Hopkinson bar and the slow bars give force and displacement
measurements at the two bar/specimen interfaces. To determine the be-
haviour of the material, we assume the stress and strain to be homogeneous
in the specimens. This assumption was systematically checked in the case
of the slow bars and SHPB by making sure that the forces measured in the
bars on each side of the specimen were practically equal. As was to be ex-
pected, it was observed that the smaller the loading rate, the more exactly
this condition (called equilibrium) was fulfilled.
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Fig. 40a View of the slow bar rig Fig. 40b Hydraulic actuator

8.3 A bar-bar test check

To check the consistency of the complete system (as well as testing the
accuracy of the BCGO method), a bar/bar test was carried out, in which
the two bars were put in contact without placing a specimen between them.
The force and the displacement were computed at the bar/bar interface
in two independent ways, using the measurements obtained on each bar
separately and checking whether the two results obtained were equal. In
the present example, the velocity of the hydraulic jack was set at 1.5m/s.

The forces and displacements calculated at bar ends are compared in Fig.
41 and Fig. 42, respectively. The results of computations made on each bar
were almost equal, as was to be expected (with the bars in contact).

8.4 Aluminium characterisation

In the slow bar tests, the specimens used were 6mm in length and 6mm in
diameter. The velocity of the hydraulic jack ranged from 2.10−4 to 2.5m/s.
The strain rate ranged approximately from 10−1on to 400/s. In Hopkinson
bar tests, the specimen geometry and the striker impact velocity have to
be adapted to the strain rates, which ranges approximately from 150 to
5000/s. In each test, the assumption that the force equilibrium conditions
were satisfied between the two bar/specimen interfaces was checked. An
example is given in Fig. 43 in the case of slow bars. The forces dropped
suddenly at approximately 0.032s because the specimen broke at that point.
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Fig. 41 Forces at the bar/bar interface.

Fig. 42 Displacements at the bar/bar interface.
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Fig. 43 Specimen equilibrium.

Displacement data were also calculated at each of the specimen faces, as
shown in Fig. 44.

Fig. 44 Displacements at specimen faces.

Assuming (as well as checking) that the equilibrium conditions were
satisfied, the stresses, strains and strain rates were obtained from these
measurements. It can be noted that the duration of the tests increased
considerably when using slow bars, reaching several seconds, in comparison
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with the usual duration of 500μs in the case of the classical Hopkinson bar
tests carried out on the same bars.

The results of the aluminum test show that this material is only slightly
sensitive to the strain rate. In Fig. 45, the changes in the stress correspond-
ing to a 10% strain level were plotted versus the strain rate corresponding
to the same strain level. The stress increased by approximately 15% when
the strain rate increased from 10−1 to 5000/s. Some slow bar tests and
Hopkinson bar tests were also both carried out at strain rates in the 150 to
400/s range. The mean difference between the results obtained with these
two methods was less than 20MPa.

Fig. 45 Strain-rate sensitivity of aluminum.

8.5 A powerful tool

An easy interrupted test.
A simple way to make an interrupted test is to ensure that, after the first

loading, the speed of the output bar at specimen side is larger than the speed
of the intput bar at specimen side. This test also needs, of course, that the
output bar is free of moving, that provides an extra “strain” measurement
at its end (null strain). The total strain amplitude is then limited by the
striker length (provided that the specimen behaviour is estimated as it also
governs the strain rate). This will happen, when the transmitted wave will
be greater, in amplitude, than half of the incident strain (with bars of the
same impedance).
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A test have been designed for this purpose, with aluminium bars (diam-
eter 40mm, in input bar 1.8 m, output bar 1.3 m, striker 0.8 m – speed 10
m/s).

The corresponding wave records are shown in fig. 46 and 47. One
extra gauge has been added on each bar and the record duration has been
increased in order to check the validity of the “interrupted test” assumption.

Fig. 46 Recorded waves.

Fig. 47 Recorded waves (early instants).
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Using the BCGO method, displacements computed at bar ends (speci-
men side) prove that the test was indeed an “interrupted test” as the spec-
imen could not be reloaded, as shown in figs. 48 and 49.

Fig. 48 Displacements at bar ends (specimen side) – short time

Fig. 49 Displacements at bar ends (specimen side) – long time

The BCGO method is valid at quasi-static strain-rates.
As the method works in the frequency domain and as the size of numeri-

cal records is limited, the data acquisition frequency used at very low strain
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rates is no more than 1 kHz. Considering that the corresponding time base
corresponds to 5 m of an elastic wave propagation, one could fear that the
description of waves in bars is insufficient.

This is not the case, as demonstrated in fig. 54 where a test at a loading
speed of 5mm/s is shown. The specimen is a water cylinder contained in a
pressure vessel in which the bars act as pistons.

Fig. 50 Comparison of the BCGO method with a quasi-static analysis

For the quasi-static analysis, the displacement of each bar is corrected
with the mean strain.

εm = (ε1 + ε2 + ε3)/3 de = dmeas + εmd(xmeas, specimen)

The force is simply deduced from the mean strain.

F = SbEbεm

9 Conclusion

Most problems related to dynamic testing have been addressed here, in
particular those dealing with bars that are very commonly used at high
strain rates, from 200/s to 5000/s.

Higher strain-rates have not been studied as they generally involve very
expensive equipments.
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On the other strain-rate side, some suggestions have been proposed to
extend the use of bars at medium strain-rates (1/ to 200/s) where no in-
dustrial experimental method is easily available.

Recall that dynamic material testing needs to keep in mind a few points:
- Direct measurements of specimen mechanical properties like strains

and stresses are almost impossible.
- Forces and displacements must be done (or computed) as close as pos-

sible to specimen faces.
- Going from global measurements to mechanical properties needs to

evaluate dynamic effects (stresses and strains homogeneity, lateral inertia,
temperature increase) in order to quantify the subsequent approximation.

Some modern optical methods which allow for direct measurements dur-
ing high rates of testing, like image correlation for a more local estimation
of the strain and infra-red temperature measurements, are welcome when
available, in order to confirm and complete the validity of this difficult pro-
cess that leads, from global forces and displacements measurements, to some
knowledge of the material behaviour.
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Dynamic testing of materials: Selected topics
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Faculty of Mechanical Engineering, Technion, Haifa, Israel

Abstract Dynamic testing of materials is a vast subject involving
a large variety of techniques according to the investigated proper-
ties. Consequently, one cannot cover it extensively and the present
chapter will address three selected topics that were discussed dur-
ing the lecture series given at CISM. For those subjects, the main
experimental tool is the Split Hopkinson Pressure Bar (SHPB, Kol-
sky apparatus), used in its two or one bar version. The SHPB is
extensively covered in another chapter so that we will assume that
the reader is reasonably familiar with this technique, and will focus
here on selected applications, noting that the SHPB is, before any-
thing else, an experimental setup that allows for determination of
the boundary conditions (load, displacements) applied to a struc-
ture (a specimen being in that case a special case of structure). The
following topics will be addressed:
Dynamic fracture of materials: Here we will present the one-point
impact technique and its applications to both fracture mechanics
testing, and also to dynamic tensile testing of quasi-brittle materi-
als.
Pressure sensitivity of materials: We will describe the basic tech-
nique and its application to metallic and polymeric materials, with
selected results.
Thermomechanical couplings: We will address here the effect itself,
followed by various experimental techniques to measure transient
temperature changes in impacted solids, followed by selected results.

As alluded before, such a chapter cannot be extensive, and is
based mostly on the author’s experience. However, we will outline
throughout the text relevant references that will allow the reader to
expand his knowledge on the field.

1 Dynamic fracture testing

Dynamic fracture mechanics addresses the evolution of cracks in structures
subjected to transient loadings. It can be broadly divided into two main
domains, namely stationary and propagating cracks. The interested reader
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can refer to Freund’s book on the subject to get familiar with the analyti-
cal aspects of the subject (1990). We will focus here on stationary cracks
only, since from an engineering point of view, the designer needs to have a
criterion and the matching material property to predict whether the crack
will propagate or not (Cox et al., 2005). The simplest (one parameter)
way to analyze the dynamic stationary crack problem is analogous to the
quasi-static case. Namely, the crack-tip stress field can be described by:

σij (t) =
Kα (t)√
2πr

fij (θ) . (1)

Where (r,θ) are the coordinates of a point from the crack-tip located at
the origin, σ is the stress tensor, f is a tabulated geometric function and
t stands for time. The indices i and j vary from 1 to 3. K has the usual
meaning of the stress intensity factor (SIF), with a=I, II or III according to
the loading mode. Note that the only difference with the quasi-static case
lies in the fact that both the stress tensor and the stress intensity factor
are now functions of time. Eqn. (1) is valid as long as the crack remains
stationary. Consequently, a fracture criterion can be written as:

KI(t) = Kd
I . (2)

Where KI is the stress intensity factor assuming mode I for the sake of
simplicity, and its critical valueKd

I is called the dynamic initiation (fracture)
toughness.

This section deals with the measurement of the dynamic fracture tough-
ness, leaving aside considerations as to whether this is a true material prop-
erty, a point on which there is no wide agreement yet.

To measure the dynamic fracture toughness, one needs to select an ap-
propriate specimen and the corresponding experimental setup. While sev-
eral variations can be found in the literature (see e.g. (Jiang and Vecchio,
2009)), it seems like the simplest configuration that can be used for testing
materials of a limited ductility is the one-point impact technique (Giovanola,
1986). From a practical point of view, the specimen is a rectangular beam
into which a sharp crack has been introduced. Belenky et al. (2010) inves-
tigated the dynamic fracture of transparent nanograined alumina, using the
one-point impact technique. To produce sharp cracks, these authors used
micro-indentation (Vickers) to obtain initially 4 cracks at each corner of the
pyramidal indentation. Subsequent careful controlled bending allowed a
pair of cracks to grow through the thickness of the specimen to a controlled
depth, as shown in Fig. 1.
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Fig.1. Left: Pyramidal indentation with cracks at each corner (arrowed).
Right: The fully grown sharp crack.

In the experiment, the specimen is loaded dynamically at its center (Fig.
2) by means of a striker-instrumented bar system (Hopkinson bar). The bar
is brought in contact with the specimen that is loaded by a stress pulse. As a
result, wave propagation causes fracture of the specimen in a predominantly
bending mode, even if the latter is unsupported, as a result of its inertial
resistance. All that is needed in such experiments is a precise knowledge
of the fracture time, more precisely the time at which the crack starts to
propagate. To this extent, a thin line of conductive paint can be silk-
screened in the immediate vicinity of the crack, on both sides of the specimen
(Figs. 2).

Fig.2.One-point impact testing of the dynamic fracture toughness.

Fracture time is recorded and synchronized with the bar signals, when
time origin can be chosen for example as the time at which the stress wave
first impinges on the specimen. The next part of the experiment consists
of modeling the fracture mechanics of the cracked beam, while the crack is
stationary so that the time evolution of the (mode I) stress intensity factor
is calculated numerically. Finally, the value of the stress intensity factor at
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fracture time will be considered as the dynamic initiation fracture toughness
of the investigated material. As noted long ago by Kalthoff et al. (1977),
the precise determination of the fracture time is the key to successful mea-
surements. The latter is achieved, as mentioned, via the fracture of a thin
conductive wire which serves as a circuit breaker. However, the wire needs
not to be entirely severed to trigger the signal, and a noticeable change in
the trigger voltage is apparent after some 200ns, which for any realistic crack
velocity corresponds to an infinitesimal advance. Since two such fracture
gauges are silk-screened on each side of the cracked specimen, care should
be paid to make sure that the two signals are identical in terms of timing.
Lack of similarity may indicate that one side of the crack propagated earlier
than the second one, which may invalidate the measurements. Moreover,
while this device is not absolutely needed, a high speed camera recording is
always a valuable complement in terms of validation of the measured frac-
ture times. However, one should also keep in mind that such experiments
induce stress intensity rates of the order of 106 MPa

√
m/s so that accurate

timing is quite central. An example of raw experimental signals is shown in
Fig. 3.

The next point to be addressed is that of the accurate determination of
the boundary conditions. In such an experiment, the boundary condition
is neither of the prescribed displacement nor prescribed load type. Yet, as
illustrated in Fig. 3, when the acoustic impedance of the tested specimen
is such that most of the incident signal is actually reflected with a minor
change that corresponds to the part of the signal that actually loaded the
specimen, one finds that the incident force (sum of the incident and reflected
signals) is by far less accurate than the incident displacement (difference of
those signals). Consequently, one may opt for a prescribed displacement or
velocity type of boundary condition as preferential, from an experimental
point of view. This is the only boundary condition applied in the numerical
model. The nature of the contact can vary from a simple distributed load
to a more Hertz-like distribution, and here no recommendation is made.
The above mentioned boundary condition is actually the only one to be
introduced in the model, thus illustrating the relative advantage of the one
point-contact method over other methods like the 3 or 4 point methods, in
which special care must be paid both experimentally and numerically to the
potential loss of contact between the specimen and the supports, as pointed
out by Kalthoff et al. (1977). Moreover, one may observe that in such tests,
low ductility materials fracture shortly after impact in a much shorter time
than that required for the signal to travel across the specimen and reach the
supports. Such an observation was reported some time ago by Rittel and
Maigre (1993), which led to the conclusion that the supports are not needed
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in those experiments, so that the one-point configuration was subsequently
adopted.

Fig. 3. Raw experimental signals. Note the slight difference between the
incident (first) and reflected (second) signals. The fracture gauges gave
identical fracture times in this experiment. Signals are not synchronized.

We will now survey some results and applications of the one-point im-
pact testing method. Weisbrod and Rittel (Rittel and Weisbrod, 2001;
Weisbrod and Rittel, 2000) applied this methodology to the testing of short
beam specimens made of tungsten base heavy alloys. The challenge in this
work was to test short (25 mm long) beams extracted from 25 mm diame-
ter cylindrical rods, into which the initial fatigue pre-cracks were oriented
along the longitudinal axis of the rod. To validate the overall approach, 0.2
mm strain gauges were carefully cemented close to the crack-tip so that the
local strain component could be recorded during the experiment, as long as
the gauge did not get destroyed by the propagating crack, which could also
be interpreted as the onset of final fracture. Next, the corresponding stress
intensity factor was calculated from the strain-gauge reading. The com-
parison of measured and calculated (using the approach described above)
stress intensity factors revealed a high degree of similarity (Fig. 4) which
not only serves to validate the overall hybrid experimental-numerical ap-
proach, but also reveals that the use of 1 term fracture mechanics concepts
is sufficiently accurate in the present case. One should note that instead of
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calculating the stress intensity factor, which in the present case is required
by the highly compact specimen geometry, the latter can be determined by
analytical means as proposed, e.g. by Rokach et al. (Rokach, 1998; Rokach
and Labedzki, 2009). A summary of the experimentally determined values
of the dynamic initiation toughness for this heavy alloy, together with the
quasi-static fracture toughness are shown in Fig. 5.

Fig. 4. A comparison of experimentally and numerically determined
stress intensity factors (Weisbrod and Rittel, 2000). A strain gauge was
cemented in the vicinity of the crack to measure the SIF. The numerical
calculation used the measured displacement as a boundary condition for

the finite element model of the cracked beam.

We will now address a different, yet closely related issue, namely that
of the dynamic tensile strength of brittle materials. It is well-known that
the determination of the static strength of brittle materials (e.g. ceramics)
is a delicate experimental procedure since slight specimen misalignments
with the loading train will induce bending and thus early fracture in nom-
inally tensile test. Consequently, alternative procedures have been devel-
oped, which are listed in Belenky and Rittel’s paper (2011), with a mention
of their respective advantages or disadvantages. It so happens that, again,
the simplest possible test that can be carried out is the 3-point bending
tests, in which the measured strength is called “tensile rupture strength”.
While the stress distribution in the bent bar is not uniform, fracture that
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occurs from the tensile side of the beam can be viewed as the attainment of
a critical local tensile stress. If we consider now the dynamic determination
of this property, it appears that the subject has been barely investigated,
or that the specimens used for this purpose all have serious limitations.
One noticeable exception is the recent work of Delvare et al. (2010) who
used dynamic 3 point-bending technique to determine the dynamic tensile
strength of brittle materials. One should however note that in those tests,
the specimen size is relatively large, a fact that can pose some problems
when testing industrial ceramics that are usually manufactured as small
tiles rather than large plates. But the second and more important point is
that, similar to previous observations, fracture occurs most likely before the
load pulse has reached the supports, in other words, fracture is purely iner-
tial and of the one-point impact type. At about the same period, Belenky
and Rittel (2011) proposed a simple adaptation of their approach for dy-
namic initiation toughness testing to measure the dynamic tensile strength
of brittle materials. The technique remains essentially identical with the
modification that this time, the specimen is not pre-cracked. Like before,
a conductive gauge is silk-screened now on the tensile side of the beam to
signal the onset of rupture. Like before, numerical simulations are used,
aimed this time at calculating the tensile stress operating on the tensile
side of the beam. In addition, a high speed camera can be used to corrob-
orate the fracture gauge readings in terms of timing. Besides its simplicity,
the main advantage of the proposed method is that large sample sizes can
now be tested in a relatively short time, to provide statistical reliability to
the obtained results. Fig. 6 shows the experimental setup used for testing
commercial alumina bars.
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Fig. 5. A comparison the dynamic fracture toughness as a function of the
strain rate for tungsten-base heavy alloys in 3 different orientations of the

bar (Rittel and Weisbrod, 2001).

Fig. 6.Dynamic one-point impact strength testing of a commercial
alumina beam. The specimen is in contact with the incident steel bar, and
a conductive fracture gauge is silk-screened on its back face, to which two

leads are attached as a circuit breaker.
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Here too, it was observed that while the static tensile strength values are
not much scattered, a large degree of scattering is obtained in the dynamic
measurements. However, the distributions of the results can be compared
showing beyond any doubt that the dynamic strength of commercial alu-
mina, in this case, is significantly higher than its quasi-static counterpart.
The reasons for this observation and the observed scatter were rationalized
in terms of microstructure. Namely, commercial alumina contains some
initial porosity, whose value and scatter do not evolve during the test, as
opposed to microvoids in a ductile deforming material. Quantitative char-
acterization of the porosity was extracted from the fracture surfaces of the
specimens, and it was concluded that the population of disclosed pores in
the quasi-static specimens is significantly larger than that in the dynamic
case. While modeling of this finding may require heavy computational re-
sources, it was argued that the fact that an initiating quasi-static crack
“sees” a large population of microvoids causes overall material weakening
as opposed to a dynamically initiating crack that “sees” much less of those
voids. Leaving those considerations aside, one should nevertheless mention
the fact that the one-point impact technique was applied to a systematic
characterization of the influence of the material’s microstructure on the one
hand (Belenky and Rittel, 2012a), and separately to that of the influence
of the initial surface condition of the specimen (Belenky and Rittel, 2012b).
The above statement is brought here to illustrate the point that because of
its simplicity, the proposed technique is well suited to in-depth studies of
brittle materials.

2 Pressure sensitivity of materials

The sensitivity of the mechanical and failure properties of materials is a
very vast subject that has been mostly explored for the quasi-static range
of loadings. However, the occurrence of relatively large pressures is almost
unavoidable in many dynamic situations, such as impact and perforation
of structures. Moreover, strain localization situations may or may not be
affected by local hydrostatic pressures. Finally, materials themselves, some
of which are traditionally known to be pressure sensitive (e.g. polymers)
are also likely to be affected in the dynamic regime, but this remains to be
determined. We will therefore briefly review two techniques here, showing
some characteristic outcomes.
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2.1 Confinement by means of a metal jacket

Confining a cylindrical compression specimen in a tightly-fit cylindrical
metallic jacket is not a new technique per-se. The classical experiments of
that sort are carried out with sufficiently thick jackets so that they remain
elastic throughout the whole test. This setup has the definite advantage
that relatively high hydrostatic pressures can be reached in the specimen,
but at the same time, the problem is that the pressure itself is not constant
and it increases with the compressive load applied on the cylinder. If one
specific point is of interest, such as a failure stress or strain, the technique
is definitely valuable. If, on the other hand, one is interested to apply a
constant confining pressure, an alternative solution must be sought, which
may include hydraulic confinement with active control of the applied fluid
pressure. Such setups are usually cumbersome and have this limitation that
they cannot be used in dynamic impact experiments where the time scale is
such that the controlling unit will not respond in real time. Consequently,
a simple alternative is to confine the specimen in a thin metallic jacket that
will yield at the desired stress level. Moreover, if the jacket’s metal has a
low strain-hardening character, the applied pressure will remain relatively
constant. Plastic yielding of a thick-walled cylinder has been extensively
studied (see e.g. (Kachanov, 1974)), so that simple solutions are available
to describe the evolution of the elastic-plastic boundary as a function of the
applied pressure. Note that the thickness of the jacket must be determined
not only to provoke controlled yielding, but also to ensure that the transient
elastic-plastic phase is of a limited character so that the stage of a constant
confining pressure is reached as soon as possible. A graphic representation
of the basic assumptions and confining setup is shown in Fig. 7 and 8
respectively (Hanina et al., 2007).

Fig. 7. Stress state of a uniaxial compression cylindrical specimen
enclosed in a jacket. The symbol q indicates the hydrostatic pressure

component.
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Fig. 7.The components of the confining system. The specimen (not
shown) is tightly inserted into a 4340 steel jacket. On the upper part, a

hard steel adapter is positioned and centered via a plastic ring adapter, so
that the vertical load is solely applied to the specimen and not to the

jacket.

Therefore, a preliminary step in the testing is the determination of the
flow properties of the jacket material, either static or dynamic. The experi-
mental setup can be of the kind shown in Fig. 7, where, once the specimen
has been inserted into the jacket (close machining tolerances are required
for this step), a small cylindrical piece, made of hard steel is inserted and
guided onto the assembly to ensure that only the specimen (and not the
whole assembly) is loaded. Note that the selection of the jacket material
dictates the level of confining pressure that can be reached. It must be
specified that while the method is not highly accurate as long as elastic
straining is imposed, the flow stress at constant pressure can be determined
accurately once the jacket has entirely yielded. As mentioned above, the
confining pressure can be determined analytically, however, additional ac-
curacy can be gained if friction at the specimen- jacket interface is taken
into account. This can be done numerically, for example.

The determination of the confining pressure for pressure-sensitive and
insensitive materials can be found in Rittel et al. (2008) . At this stage, it
should be noted that the very same setup can be used in quasi-static tests
as well as in dynamic ones, using a Kolsky apparatus (Split Hopkinson
Pressure bar) for instance (1949). Several studies were carried out with
this setup to characterize the pressure sensitivity of some alloys (Hanina
et al., 2007) as well as polymeric materials (Rittel and Brill, 2008; Rittel
and Dorogoy, 2008). For polymers, simple rate-dependent Drucker-Prager
types of constitutive equations (Kachanov, 1974) could be fitted over a wide
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range of strain rates. Since then additional work has been carried out using
this confining methodology coupled to numerical calculations, which has
proved to be sufficiently mature for routine characterization of materials.
Additional results worth of interest can be mentioned at this stage. The first
one can be found in Hanina et al. (2007). These authors studied a dynamic
shear localization failure mechanism called “adiabatic shear banding” and
its relationship to the hydrostatic pressure. One main outcome of this study
was that, while as expected, the plastic flow of the investigated metal is not
influenced by the hydrostatic pressure component, the failure strain at which
adiabatic shear developed was definitely increasing with the level of applied
confinement. The relevance of this observation to impact or penetration
situations is obvious and it can be noted that this is the first and only
reported observation, so far, of this failure-pressure dependence. Following
this result, it became of interest to characterize the response of a brittle
polymer (PMMA), tested under confinement at high strain-rates. In this
context, one must mention the results of Chen and Ravichandran (1997).
These authors studied a glassy ceramic (MACOR) under confinement at
high strain rate and discovered a failure-mode transition, related to the level
of applied confinement, in which the material pulverizes in specific directions
instead of shattering as expected. While such transition cannot strictly be
qualified of a brittle-ductile one, it nevertheless shows that confinement has
implications on the level of absorbable energy by brittle materials.

At this point, the conclusion of this paragraph is that a technique, that
is quite mature, is available for the routine characterization of the pressure
sensitivity of materials and associated failure mechanisms under dynamic
loading. However, the range of confining pressures remains limited since
jacket materials, all of which metallic, have only a limited spectrum of
yield strengths, which once attained do not allow for further increase of
the pressure. In that respect, it is felt that the present technique can be
considered as a useful extension of the thick elastic jacket confinement which
puts virtually no limitations on the confining pressure, albeit variable during
the test.

2.2 The Shear Compression Disk (SCD)

The shear compression disk (SCD) was designed to allow for investi-
gations of the influence of confining pressure and stress triaxiality on the
mechanical response of various materials (Dorogoy et al., 2011; Karp et al.,
2013). The specimen and experimental setup are shown in Fig. 8. The
basic idea is quite simple and consists of confining a disk-like specimen by
means of a thick steel die in which the conical geometry of the disk and the



Dynamic Testing of Materials: Selected Topics 71

die create a state of confinement that is directly proportional to the depth
of insertion of the disk. The latter has a pair of circular grooves of slightly
different diameters on its upper and lower face respectively. Therefore, the
first step of a test (preset) consists of inserting the disk to a predetermined
depth in its conical guide to create a predefined state of hydrostatic stress
(and triaxiality). This is usually carried out using an LVDT that allows for
a precise measurement of the insertion depth. At this stage, the disk is held
in place by the strong friction that develops with the die’s walls. The setup
is now ready for the second stage, namely quasi-static or impact loading
of the specimen. It is important to note at that stage that the specimen’s
geometry, overall setup and approach allow both quasi-static and dynamic
transient testing in a seamless manner, thus making this specimen quite
attractive for systematic investigations of combined high strain-rates and
confining pressures for example.

Fig. 8. The Shear Compression Disk. The specimen consists of a disk
into which a pair of grooves are machined on each opposite surface at a
given angle (b). Figure (a) describes the initial pre-load step to achieve

confinement through insertion to depth D into a hard steel die. Figure (b)
describes the actual experimental step for which pressure is applied only
to the central part of the disk. Figure (c) shows details of the specimen,

spacer and confining steel die.

However, just like with other equivalent specimens, the reduction of the
measured loads and displacements into equivalent stress-strain curves re-
quires numerical modeling of the experiment, much like is done for another
specimen, the Shear Compression Specimen (Dorogoy et al., 2011; Rittel et
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al., 2002). As mentioned earlier, the hydrostatic pressure (or stress triaxial-
ity) must also be determined by preliminary numerical simulations. A very
attractive feature of the SCD, is the observation that the strain distribution
is rather uniform in the gauge section which is a sort of prerequisite for a
valid test. But the main advantage of the SCD lies in the fact that the
confining pressure (or stress triaxiality) is both homogeneous in the gauge
section but most of all is nearly constant. In that respect, the SCD can
be compared to other experimental techniques in which confinement is ap-
plied by means of an elastic jacket for instance, which causes a continuously
variable confining pressure as discussed in a previous section. Fig. 9 shows
calculations of the triaxiality level using a finite element model of the spec-
imen. Note that the angle b is of 20, which can be varied as a function of
the desired level of triaxiality.

Fig. 9. Calculated levels of triaxiality for two different heights of initial
insertion D. The triaxiality is calculated as a function of the prescribed
experimental displacement following the pre-insertion phase. Note that
the level of triaxiality is reasonably constant throughout the test, and its

average value is shown by the dashed lines.

As of today, the specimen and the overall approach have been devised
and validated, thus opening new perspectives in the field, noting that while
the stress triaxiality has been markedly improved over the traditional value
of 1/3 (uniaxial tests), it does not exceed values of 1 in the current tests.
Therefore, while one can reasonably expect to observe trends in the depen-
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dence of the flow and failure properties, the quest for significantly higher
triaxialities such as those encountered in penetration problems is still open.

3 Thermomechanical couplings

Thermomechanical coupling expresses the fact that a coupling exists be-
tween the mechanical energy invested in deforming a structure and thermal
energy fluctuations during the process. In other words, the subject addresses
the conversion of mechanical energy into heat. The reader is referred to the
classical textbook of Boley and Wiener concerning theoretical aspects of the
subject (Boley and Weiner, 1960).

The starting point is therefore the coupled heat equation which writes
as:

k∇2T − α (3λ+ 2μ) T0ε̇
kk
e + βdiffσij ε̇

p
ij = ρCpṪ . (3)

Where k is the heat conductance, α is the linear thermal expansion
coefficient, m and l are Lamé coefficients, T0 is a reference temperature,
and Cp is the heat capacity. The strain tensor components εij are divided
into elastic and inelastic (plastic). The coefficient β, often referred to as
the Taylor-Quinney (T-Q) coefficient (Taylor and Quinney, 1934) is the
central part if this paragraph, and it expresses the part of the mechanical
power that acts as a thermal source. Two heat sources are noticeable: The
first one relates to elastic volume changes and its contribution is usually
minor in terms of resulting thermal evolutions. The second, on the other
hand, consists of the fraction of dissipated plastic power that acts as a heat
source, and the latter is quite significant. If adiabatic conditions prevail
, the differential Taylor-Quinney coefficient becomes a simple ratio of the
thermal to mechanical powers. Alternatively, one may evaluate the ratio
of the thermal to mechanical energies as in Taylor and Quinney’s paper.
In this case, one will consider an integral factor, given by (with proper
integration limits):

βint =
ρCpΔT∫
σij ε̇

p
ij

. (4)

The meaning and distinction between the differential and integral factors
are discussed in Rittel (1999). From thereon, we will focus our attention
integral T-Q factor, with emphasis on transient thermal measurements. We
will not elaborate here on the many theoretical aspects of the thermome-
chanical energy storage and its important complement, the so-called stored
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energy of cold work (Bever et al., 1973), except for mentioning that those
factors are intimately related to evolutions of the material’s microstructure
(e.g. dislocations density and arrangement, twinning, in crystalline solids).

Fig. 10. Infrared detector setup (Dynamic Fracture Laboratory,
Technion). The detector (Fermionics, Ca) consists of 8 liquid nitrogen
cooled in-line pixels (HgCdTe), encased in a Dewar with a KCl window
facing the specimen in the Split Hopkinson bar. The objective (double

Schwartzchild) has a magnification ratio of 1:1, and each pixel is 35mm2.
The detected signals are amplified by an 8 channel amplifier.

Looking at Equation (4), it appears that in order to measure βint, one
must simultaneously measure the evolution of the stress, strain and temper-
ature as well. The reader is already acquainted with the Kolsky apparatus
and its many variants as one of the most basic and reliable tools to mea-
sure dynamic stress-strain curves of solids, so that the problem amounts
to devising a robust transient thermal measurement. While fine thermo-
couples have been successfully used with polymeric materials (Bendersky,
1953; Bloomquist and Sheffield, 1980; Rabin and Rittel, 1999; Regev and
Rittel, 2008; Rittel, 1998), this technique is not suitable for metallic materi-
als. One would naturally consider thermal cameras that provide a full-field
thermal map of the object’s surface. However, such cameras are too slow for
transient measurements which are carried out at typical frequencies of the
order of the MHz. A viable alternative consists of infrared thermal detec-
tors, whether comprising a single detector (pixel) or an array of detectors
(usually 8 in line). Such detectors have been utilized a few decades ago,
with a relatively coarse pixel size (of the order of the mm), see e.g. (Brock-
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enbrough et al., 1988; Duffy and Chi, 1992; Hartley et al., 1985; Hartley et
al., 1987; Marchand and Duffy, 1988). The interested reader will find in the
above-listed papers a description of the detector and the associated optics
that serve to map a point on the specimen’s surface onto the detector. A
typical setup, located in the Dynamic Fracture Laboratory (Technion) is
shown in Fig. 10.

The detector itself provides a voltage reading that must be converted
into a temperature. One can proceed from first principles, and given the
emissivity of the investigated surface, convert the emitted radiation into a
voltage. One should note here that the emissivity itself is not a constant,
as it reflects the surface’s condition. Consequently, while the specimen
deforms, its surface condition may change due to roughening (e.g. “orange-
peel”) or even some light oxidation. Previous research has shown that for
moderate strains (of the order of 0.2), surface alterations are not dramatic
so that the emissivity is not altered (Mason et al., 1994), although this point
deserves additional consideration. An alternative to first principle calibra-
tion consists of probing a hot specimen whose temperature is monitored,
sampling its thermal signal and correlating the two. While being somewhat
simplistic, this method is routinely used in high strain rate thermomechan-
ical experiments (Belenky et al., 2010; Regev and Rittel, 2008; Rittel et
al., 2007; Rittel et al., 2006; Rittel et al., 2009). Here the key experimen-
tal point is that calibrations must be routinely performed and consistence
must be ascertained. In other words, calibrations must be performed sev-
eral times before the actual test, and also after the test to make sure that
the setup has not changed. Extreme care must be paid to calibrate the
IR system in experimental conditions that closely mimic the actual exper-
iment, including the experimentalist’s location, as a source of IR radiation
for him/herself! This preparation stage may necessitate several ad-hoc ad-
justments. As an example, let us mention recent experiments carried out
on pure copper. When the calibration specimen is preheated in the oven,
then placed in front of the detector and allowed to cool, the surface of the
specimen covers with a very thin layer of oxide which affects the surface
emissivity. This is unavoidable. Consequently, before performing actual
tests with copper specimens, those were preheated in the oven for a very
short time and allowed to cool down in an attempt to create an initial
surface condition that is similar to that of the calibration specimen. The
same concern could definitely apply to machining marks of the specimen. A
polished and an as-machined specimen do not have the same surface emis-
sivity and this should be kept in mind. A typical example of calibration
curves to convert the measured infrared signal into the specimen’s surface
temperature is shown in Fig. 11. In this example, repeated experiments
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were carried out with polycrystalline tantalum specimens that were used
either in the as-machined form or after being pre-strained quasi-statically.
Here, one can note that as long as the temperature does not exceed some
80C, the difference in signal intensity as a result of the surface texture of
the specimen is not very pronounced. Since in most experiments, the mea-
sured temperature does not significantly exceed the above-mentioned limit,
an average value that is determined from the 2 curves shown in the fig-
ure is reasonably reliable. Note that for each specimen condition, several
experiments are carried out to ensure repeatability of the results.

Fig. 11. Typical calibration curves obtained for polycrystalline tantalum
specimens. The specimens were tested in the as-machined and deformed
condition. Note that for temperatures of up to 80C, the curves are rather

similar, so that surface texture is not very influential at that stage.

Another interesting point that is seldom addressed is that of the quality
of focusing of the optics on the specimen’s surface. Focusing is carried out
with visible light, and for cylindrical specimens, accurate focusing may be a
real challenge. The question which arises here is whether the quality of the
focus affects the measurement, and if yes to which extent. This issue was
discussed in Regev and Rittel (2008), who pointed out and verified exper-
imentally that IR monitoring is not concerned with obtaining an accurate
and sharp image of the investigated object, but rather collecting the IR
emission from its surface. In other words, collecting the IR-energy is not
related to the quality of the focus, which translates practically to the fact
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that the measurement is not very sensitive to the quality of the focusing,
which is of tremendous help to the practitioner. Another practical point
to be cared about is that of the field of view. The latter is related the op-
tical setup, aperture and distance between the specimen and the detector,
specimen dimensions, all by simple geometrical considerations. However,
it happens quite frequently that for specimens of small thickness (or after
a severe deformation) the Hopkinson bars themselves appear in the field
of view of the detector, which may in turn cause an apparent reduction in
the level of the thermal signal that could be misinterpreted as a tempera-
ture drop, a phenomenon that is not physical in terms of thermomechanical
coupling. Indeed, while temperature will drop as a result of heat transfer,
this will occur after much longer time intervals than those that characterize
Hopkinson bar experiments.

Another important consideration is related to the specimen’s surface
temperature. Here, one could wonder whether the latter is a true represen-
tation of the specimen’s temperature or simply a local measurement when
temperature gradients are present in the specimen. Rabin and Rittel (2000)
addressed this issue and provided non-dimensional graphic solutions to the
transient heat equation that illustrate the extent of thermal gradients in a
dynamically loaded specimen, thereby providing guidelines for experimental
design, including determination of the specimen’s dimensions. For metallic
specimens of a few millimeter diameter, as those typical of a Hopkinson bar
test, those gradients are negligible, meaning the under adiabatic conditions,
the surface temperature is representative of the bulk temperature of the
specimen. However, care must be exercised when other types of materials
are considered.

Next we will briefly review some recent results obtained with the above-
described measurement technique, with a discussion of their novelty and
relevance.

A first interesting result concerns the magnitude of the temperature rise
during impact and plastic flow, as well as the rate at which the tempera-
ture buildup occurs. If for instance, one assumes a constant value of the
integral T-Q coefficient, one can expect a significant temperature rise to
develop in the specimen. This practice is almost universal in the many
analytical/numerical works dedicated to the development of dynamic shear
instabilities, i.e. adiabatic shear bands, for which thermal softening is a
dominant factor in the localization process (Zener and Hollomon, 1944).
Fig. 12 shows a simultaneous record of the stress-strain-temperature in a
Ti6Al4V specimen deformed at high strain rate. An array of 3 pixels was
used in this experiment. Those results show clearly that the temperature
does not increase linearly with the strain (the material has little strain-
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hardening). More striking is the fact that the maximal temperature rise
is overall quite modest, of the order of a few tens of degrees. Such an ex-
tent cannot be thought of causing a significant thermal softening in this
material. A more careful look at the thermal evolution also shows that the
significant temperature rise occurs close to final failure, whereas during the
homogeneous deformation phase, this thermal excursion is almost insignifi-
cant. Those observations can be wrapped up in the observation that instead
of being a constant (e.g. 0.9), the βint factor is in fact varying the with the
amount of plastic strain, a fact that was already noted by Hodowany et al.
(2000). It should be noted here that the trends shown for Ti6Al4V were
also observed for other metallic alloys. From a practical point of view, such
results can help in fine-tuning numerical models of dynamic events, which
otherwise may predict temperatures that are significantly higher than those
observed.

Fig. 12. Stress-strain-temperature measurement of a Ti6Al-4V specimen
subjected to high strain rate impact (Rittel and Wang, 2008). 3 different
channels are used for the temperature measurement. The dashed line

indicates the calculated temperature rise that should be measured in the
case of a full thermomechanical conversion. Note that until the stress
starts dropping, the overall temperature rise is quite modest. Similarly,
the measured and calculated temperature rise are quite different, which
indicates that for this material, assuming βint=1 is quite inaccurate.
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Another interesting issue is related to the fact that it is universally re-
ported that βint cannot exceed a value of 1, according to the first law of
thermodynamics. This is to be taken as a first principle. However, one may
take a second look at equation (4) in which the thermal energy is divided by
the mechanical one. The thermal energy term is implicitly considered to be
solely generated by mechanical work. However, whatever may be its origins,
the T-Q integral coefficient remains defined by eqn. (4). Extraneous heat
sources may exist in the system that are not purely mechanical. Consider
for example phase transformations, in which the enthalpy of transforma-
tion (DH, the latent heat) may be released in the system for an exothermal
transformation. In this case, one should rewrite the integral T-Q coefficient
as:

βint =
ρCpΔT +ΔH∫

σij ε̇
p
ij

. (5)

The latent heat may be significant, to an extent that the T-Q factor
calculated using eqn. (4) may actually exceed the limiting value of 1. Rittel
et al. (2006) investigated the mechanical response of pure iron subjected to
high rate shear deformation. Iron is long known to undergo a phase trans-
formation from α BCC to ε HCP phase under shock pressure (Barker and
Hollenbach, 1974). However, it has been shown numerically that the trans-
formation pressure (13GPa) can considerably be lowered in the presence
of shear strains (Lew et al., 2006). The phase transformation is reversible
(with some hysteresis) in this material, so that it cannot be probed after
the test, but must be ascertained in real time, which is a highly challenging
problem (dynamic tests must be conducted in a synchrotron environment).

To shed additional light on this phenomenon, Rittel et al. (2006) con-
ducted their dynamic tests together with a simultaneous determination of
the thermal evolution. A characteristic result is shown in Fig. 13. This
result, which was obtained several times at the higher strain rates, clearly
shows that the integral T-Q coefficient exceeds 1 over a given range of
strains. This observation was suggested to be the result of the above-
mentioned exothermal phase transformation.

From the modeling point of view, phase transformations, that are well
known to occur in 304 series stainless steel, were introduced into a fully
coupled thermomechanical model of this material (Zaera et al., 2013). Using
latent heat values taken from the literature, those authors reproduced this
“anomaly” in the integral T-Q coefficient, as determined by eqn. (5) as
shown in Fig. 13. Note that similar observations were also reported by
Jovic et al. for austenitic steel (2006). As a final remark to this subject,
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the scientist is left to decide which definition to adopt concerning the T-Q
coefficient, namely the more global (eqn. (4)) or the decoupled one (eqn.
(5)). However, it seems at present that the accurate decoupling of the
thermal contribution of the plastic work and that of a phase transformation
may be delicate from an experimental point of view, as one cannot be sure
that the same enthalpy is released for a given phase transformation induced
by shock or by thermal means only.

Fig. 13. Measurement of βint in pure Fe at lower and higher strain-rates.
Note that βint exceeds 1, which is attributed to the latent heat released

during the phase transition.

To conclude this chapter, let us look again at Taylor and Quinney’s
results on copper (1934) which led to the classical value of 0.9 for the T-Q
factor. In a recent work, Rittel et al. (2012) set to investigate this factor
as a function of the strain-rate for pure single copper crystals and also for
polycrystalline OFHC. While the experimental methods were different, the
measured quantities were the same and the goal of the experiment was
identical, with one addition, namely the systematic investigation of single
vs. polycrystalline material. Fig. 14 shows the dependence of the T-Q
integral factor on the strain-rate for the two types of investigated material.
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This figure reveals a linear dependence of the βint on the strain rate for
both materials. This dependence cannot be generalized to other materials in
a straightforward manner, but it should nevertheless be further investigated
as no data is available on the quantitative dependence in question, nor on its
nature. Yet, this kind of information is required to improve the predictive
capability of numerical models.

Another interesting observation is that irrespective of the strain-rate, a
value of 0.9 is not reached and the measured values are significantly lower.
The reasons for this result are not clear at present and cannot be further
elaborated upon.

Fig. 14. Measurement of βint as a function of the strain-rate for pure
single and polycrystalline copper.

Finally, one can note that, while the two βint lines are quite parallel,
that of the single crystal is consistently superior to that of the polycrystal.
This observation shows that the single crystalline copper stores less energy
in its microstructure than its polycrystalline counterpart. Consequently,
specimens of both types deformed in similar conditions were subjected to
a transmission electron microscopy characterization in order to pinpoint
differences in their dislocation substructure (and perhaps the presence of
twins) that could be responsible for the different levels of energy storage.
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The microstructural characterization showed absolutely no difference in the
microstructures of the deformed single and polycrystalline materials, except
of course for the presence of grain boundaries in the polycrystalline mate-
rial. It was subsequently proposed that the stored energy in a polycrystal is
shared between the grain boundaries and the bulk of the grains. Given that
the baseline storage is provided by the results of the single crystals, one can
suggest that the difference in energy levels is actually the grain boundary
contribution to the overall energy storage. Since this is the only reported
result of that kind which concerns only one material, one cannot generalize
this observation, which could serve as a benchmark for crystal plasticity
simulations. It is nevertheless an interesting observation that could be ex-
tended to grain-size considerations (large vs. nanograined materials), int
order to maximize or minimize the amount of stored energy of cold work.

4 Concluding remarks

In this chapter, we have reviewed and discussed three selected topics that
were presented in the course. Those topics and associated techniques were
selected to address issues that complement the other topics mentioned dur-
ing the course, such as the review of the Hopkinson bar, numerical ap-
proaches and constitutive models.

The first subject, dynamic fracture, has developed rapidly in the last
decade (Cox et al., 2005), and has reached a state of experimental matu-
rity (Jiang and Vecchio, 2009). What is missing today is a comprehensive
database for various materials. Indeed, there are still very few reliable ex-
periments carried out on various materials, so that a reliable database can
be established and trends elucidated. We have shown here a very recent
extension of the one-point impact technique to dynamic tensile (flexural)
strength of brittle materials. This technique opens new directions to char-
acterize a basic mechanical property of which little is really known. The
technique is simple and allows for testing of a large sample size. One can
thus hope for the future investigation of the dynamic failure statistical rules
that will, among other things, establish whether weakest link assumptions
really describe the dynamic strength of brittle solids, as there are second
thoughts about that in the scientific community.

Pressure sensitivity is a central point of the mechanical properties of
materials. Much work has been done, starting with Bridgman (1945), on
the influence of the hydrostatic pressure on the static properties of materials.
By contrast, much less is known about the dynamic properties, and we have
described a couple of techniques which cover both quasi-static and dynamic
testing in a seamless manner. The techniques have been discussed together
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with their limitations, including the fact that the level of triaxiality that
can be reached in those experiments is still modest. Future work will have
to investigate much higher triaxialities, in the dynamic regime, but the
techniques still have to be developed.

Last but not least, we discussed the issue of thermomechanical couplings
in solids. This subject has a tremendous importance for the establishment of
reliable constitutive models and the assessment of the dynamic failure prop-
erties of materials, mostly when shear localization can develop. It has been
shown that within certain assumptions, non-contact radiometric techniques
can provide a valuable insight into the nature of the coupling in question.
One of the main (recent) results is the fact that the Taylor-Quinney factor is
not a constant, as it depends on both the strain and strain-rate. Moreover,
the traditional value of 0.9 can be sometimes over-estimate the strength
of the coupling, leading to much larger temperatures than those actually
developing in the solids. A first step towards understanding the physics
of energy storage in the dynamic regime was the identification of the role
played by grain boundaries. Yet, this result is still the only one of its kind
and much more work is needed to investigate this issue which will in turn
relate to the grain size and associated mechanical properties. However, at
this stage one may conclude that this technique is mature and should be
employed without hesitation in thermomechanical high-rate studies.
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Abstract Abstract. In this chapter a particular attention has been
directed on the dynamic behavior of materials and structures sub-
jected to dynamic loading. Based on experimental observations,
it is clear that the homogeneous material behavior of metals has
several non linearities related for example to the strain rate and
temperature sensitivity. Therefore, the material description and
more precisely the constitutive relation used during numerical sim-
ulations for example must include all macroscopic observations. It
has to be noticed that constitutive relations described in this chap-
ter are defined in a macroscopic scale. Considering some examples,
it is clear that the constitutive relation that was used is the key
point to simulate a global problem allowing to avoid as frequently
used some numerical tricks to obtain an agreement between exper-
iments and numerical predictions. Following the concept described
in this part, the reader will be available to propose new models to
fit precisely their own materials for specific applications.

Introduction It is frequently observed that the structure is loaded dy-
namically by unique loading during special events as crashes in case of
vehicles, impacts or perforations in case of military structures and blast in
case of public and military structures. These kinds of loadings create in
the structures large strains ε and strain rates ε̇. It generates also the high
increase of the temperature T . Many experiments show that behavior of
materials is dependent on:

1. Strain sensitivity, ε

2. Strain rate sensitivity, ε̇

3. Temperature sensitivity, T

T. odygowski, A. Rusinek (Eds.), Constitutive Relations under Impact Loadings, CISM International  
Centre for Mechanical Sciences, DOI 10.1007/978-3-7091-1768-2_3, © CISM, Udine 2014 



88 A. Rusinek and T. Jankowiak

In addition the loading process can be complex following several loading
paths. For this reason, the material behavior σ (ε, ε̇, T ) used to design a
structure must be studied in a precise way to include all above effects.

However sometimes some additional effects must be considered to un-
derstand the macroscopic description of the material as for example the
process of phase transformation, the pre-plastic deformation or the indus-
trial process induced to the considered material. It has to be noticed that
the kinetic of phase transformation is also depending on temperature, strain
level, strain rate and hydrostatic pressure. Based on it, it is observed that
the analytical description of the material is relatively complex and need a
precise experimental study before modeling. As it is discussed later, exper-
iments have to be done in a rigorous way to avoid artificial effects. Using
the following case corresponding to a vehicle, Fig. 1-a. It is observed that
several materials can be used and the strain rate applied will vary from
quasi-static to dynamic loading ε̇ ≈ 103 s−1 . Moreover, on the impact side
during a crash test large deformation will be observed, Fig. 1-b.

Fig. 1. Local observations during a crash test; a- Strain rate along the
structure (Newletter Arcelor Auto, 2003); b- Plastic strain level induced to

the crash box during buckling (Bathe et al., 1999)

In this case, the local temperature is relatively high and adiabatic con-
dition can be assumed. However along the structure the strain rate is not
constant and fare from the impact point, the strain rate is going to quasi-
static loading, ε̇ → 10−3 s−1. In this case, as the process is slow the
deformation is assumed as isothermal. Now regarding experiments for the
range of strain rates considered previously, 10−3 < ε̇ < 103 s−1, it is ob-
served that the behavior is non linear in term of strain rate sensitivity, Fig.
2. In general for metals, the strain rate transition between isothermal and
adiabatic condition is equal to ε̇ ≈ 10 s−1(Rusinek and Klepaczko, 2001,
Berbenni et al., 2004).
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Fig. 2. Strain rate sensitivity definition and strain rate linked to loading
process

For this reason to define properly the thermovsicoplastic behavior of ma-
terials, it is essential to include in the analytical description the non linear
strain rate sensitivity. This observation according to the strain rate sen-
sitivity is the same concerning the temperature sensitivity. Generally, the
coupling between temperature and strain rate is defined using an Arrhenius
equation. Using these basics results, it is clear that before simulating a com-
plete process, it is necessary to take into account all materials constituting
the structure and all phenomenon observed during experiments.

Constitutive relation description
Several approaches can be used to define the thermoviscoplastic behavior

of materials, the first one is based on physical aspects and the second one
on a macroscopic description trying to fit experimental measurements. It
has to be noticed that the physical description is inducing an increase of the
constants. A mix of these two approaches can be developed, as it will be
discussed in this chapter. In a general way, the constitutive relations take
into account microstructure description including for example the density
of dislocations, grains size, density of twinning and others.

Therefore, before developing analytical description, it is necessary to
know the needs and the microstructure description of the materials used
to design the structure for example. The second parameter related to the
microstructure is a key point since it will be linked to the analytical formu-
lation of the constitutive relation describing the hardening during plastic



90 A. Rusinek and T. Jankowiak

deformation. In a schematic description to describe the strain rate sensitiv-
ity of the materials, for a FCC microstructure the material will be defined
based on a multiplicative approach and for a BCC microstructure with an
additive formulation. Thus, the material will behave as follow for a strain
rate increase, Fig. 3.

Fig. 3. Strain rate effect on the material behavior depending on the
microstructure

It is frequently observed that the material behavior is changing with
strain level, temperature and strain rate. Therefore, before choosing a con-
stitutive relation σ (ε, ε̇, T )or develoing new one, all the ranges of these
parameters must be defined in term of :

1. Strain rate level, ε̇
2. Strain level, ε
3. Temperature range, T

The two first ones stabilize the material behavior inducing a delay to
trig instability and the last one is trigging quickly the loose of homogeneity
due to thermal softening. Therefore if a material is used under dynamic
loading a competition exists between hardening n, strain rate sensitivity
m and temperature sensitivity ν. In a simple way taking into account all
parameters described previously, the material behavior can be described
using, Eq. 1. (Hollomon, 1945).

σ (ε, ε̇, T ) = Kεnε̇mT−ν (1)

Where K is a constant of the material.
In the previous simple approach, all parameters characterizing the ther-

moviscoplastic material behavior are assumed as constants. They are de-
fined as follows, Eq. 2.
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m =
∂ log σ

∂ log ε̇

∣∣∣∣
ε,T

;n =
∂ log σ

∂ log ε

∣∣∣∣
ε̇,T

; ν =
∂ log σ

∂ log T

∣∣∣∣
ε,ε̇

(2)

However based on experiments, it is observed that the hardening param-
eter due to thermal softening is depending on strain rate ε̇ and temperature
T , Fig. 4. Moreover, the strain rate sensitivity m is also depending on the
temperature as reported, Fig. 5. It is observed an increase of the strain
rate sensitivity at low temperatures. For these reasons, it is clear that the
material behavior cannot be defined correctly for a large range of strain,
strain rate and temperature if the parameters described previously, Eq. 2.,
are assumed as constants.

Fig. 4. Effect of the initial temperature on the strain rate sensitivity and
thermal softening, a- Initial temperature T=300 K; b- Initial temperature

T=213 K

To have a better definition, the strain rate sensitivity m must depend
on the temperature T . Experimental results concerning the strain rate
sensitivity as a function of the initial temperature are reported, Fig. 5. It
is observed that a constant value frequently assumed equal to m = 0.02 for
metals is correct at room or at high temperature. It is not the case when
the material is subjected at high strain rates for low temperatures. Using
these experiments, it is clear that the strain rate sensitivity must be defined
as a function of the temperature m (T ). In conclusion to define precisely
material behavior under dynamic loading a coupling between the strain rate
ε̇ and the temperature T is necessary.
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Fig. 5. Coupling between strain rate sensitivity and temperature, results
defined for mild steel (Rusinek et al., 2007)

This phenomenon observed previously coupling strain rate ε̇and temper-
ature T is called the reciprocity. Thus, the definition of a material at room
temperature and high strain rate is equivalent to the material behavior at
low temperature and low strain rate in term of stress level σ if the material
is without phase transformation which will induce an extra hardening in-
crease (Rodriguez-Martinez et al., 2009). A schematic description in term
of reciprocity is reported, Fig. 6.

Fig. 6. Reciprocity between strain rate and temperature, definition of the
transition strain rate between isothermal and adiabatic condition

Using the previous descriptions, Fig. 6., two ranges of strain rates sen-
sitivity are observed. The first one is more or less constant or increasing
slowly, m → 0. The second one is characterized by a quick increase of the
stress level with the strain rate. The strain rate characterizing, the change is
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defined as the strain rate transition ε̇0between isothermal and adiabatic con-
ditions. Therefore, under dynamic loading the constitutive relation must be
coupled with the heat equation assuming no conductivity (k = 0) to define
the actual temperature T during plastic deformation, Eq. 3.

T = T0 +
β

ρCp

∫ εfailure

εe

σ dε (3)

Where T0 is the initial temperature, β is the Quinney-Taylor coefficient
and Cp is the specific heat for a constant pressure. The Quinney-Taylor co-
efficient is generally ssumed equal to β = 0.9for metals at large deformation.
However for small strain level the value is increasing as it was reported in
(Rusinek and Klepaczko, 2009) to reach a plateau, a constant value. This
effect, was also observed for different materials [Macdougall, 2000, Rittel,
2000., Arruda et al., 1995., Nasraoui et al., 2012].

As first conclusion and considering all previous experimental results, it
is clear that the hardening n of the material is dependent on plastic strain
ε, strain rate ε̇ and temperature T . If the material is tested assuming a
constant strain rate, the parameter n related to the hardening material can
be defined as follow, Eq. 4. It is observed due to the negative strain rate
sensitivity of materials that the hardening decreases with plastic deforma-
tion.

nadia = niso − ν

ρCp
σ (4)

Where niso is the hardening parameter under isothermal conditions
Assuming a simple approach, Eq. 1., to define the hardening of materials

following a parabolic increase with plastic strain ε, the values used are
generally close to, Tab. 1., Eq. 2.

n(-) m(-) ν(-)
0.2 0.02 -0.2

Tab. 1. Usual values used to define metals behavior based on Eq. 2

In addition to materials behavior, several fundamental works have been
published mainly concerning instability to demonstrate the key point of the
previous parameter (n,m, ν) as for example in (Fressengeas and Molinari,
1987). Thus as conclusion of this first part, it is demonstrated that several
tests covering a large field of strain ε, strain rate ε̇ and temperature T are
necessary to estimate precisely the material behavior before modeling or
when it is used for an analytical work. Without comparison with precise
experiments, no analytical or numerical validation can be done.
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Description of constitutive relations, from material science to
phenomenological description

It is frequently reported in the international literature that different
constitutive relations are used to define the material behavior at high strain
rates and for a large field of temperatures. Some approaches as it was dis-
cussed previously takes into account some microstructures considerations,
Fig. 3., and some of them, try to mimic experimental observations. Con-
sidering, the first approach, it allows to fix the bases of the physic and to
have a better understanding of the mechanisms taking place during plas-
tic deformation ε. Thus, in a general way, the thermoviscoplastic material
behavior can be defined using this kind of constitutive relation, Eq. 5.

F (σ, ε̇, p, T, Sj) = 0 (5)

In this case of description, the microstructure is linked to some internal
variables Sj related to the process of plastic deformation ε. The consequence
is that the definition of the constants of the model are linked to some phys-
ical measurements. Generally, the microstructure evolution is defined using
the density of total dislocations ρ. Based on the Taylor relation (1934), the
description of the hardening law is defined by Eq. 6.

σ = αμb
√
ρ (6)

Where α is an interaction term, μ is the shear modulus and b is the
Burger’s vector.

Using the description of Gilman (1965) the density of dislocation is
changing with plastic deformation ε using the following description, Eq.
7.

dρ = M dε (7)

Where M is the coefficient of multiplication of dislocations.
Assuming that just a part of the total density of dislocation ρ can move

during plastic deformation, the microstructure change can be described us-
ing the following relation, Eq. 8.

ρm = f0 (ρ0 +Mε) exp (−AMε) (8)

Where A is corresponding to the process of dislocation annihilation
(same Burger’s vector), ρ0 is the initial density of dislocation and f0 is
the initial fraction density of mobile dislocation in the material

Thus, the density of mobile dislocation ρm reach a maximum follow by
an decrease since the free path of dislocation Λ for large plastic deforma-
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tion is close to zero. Therefore, no dislocation can move for large plastic
deformation.

Fig. 7. Evolution of the density of mobile dislocation with plastic
deformation, definition of the process of saturation for large plastic

deformation

In general based on the previous description it is clear that the mi-
crostructure evolution of the material can be defined knowing two quanti-
ties, the total density of dislocation ρ and the density of mobile dislocation
ρm. These two quantities are linked as follow, Eq. 9.

ρ (ε) = ρi(ε) + ρm(ε) (9)

Where ρi is the density of immobile dislocation.
To have a complete description, the kinetic of the microstructure change

is necessary, it means the velocity of dislocations. As Proposed by Conrad
(1964,1970), the following relation can be used, Eq. 10.

V = V0 exp

[
−ΔG (τ∗, T )

kT

]
(10)

Where ΔG is the free energy depending on the Peierls-Nabarro stress τ∗

(Hartley and Duffy, 1984, Klepaczko, 1975), k is the Boltzman’s constant
and V0 is called the pre-exponential term.

The free energy ΔG is defined based on the description of Ono (1968)
or Kock et al. (1975), Eq.11.

ΔG (τ∗, T ) = G (T )

[
1−
(

τ∗

τ∗m (T )

)p]q
(11)
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Where p and q are the obstacle shape that dislocations have to pass
(short-range barrier), τ∗m is the maximum stress level of the Peierls-Nabarro
quantity (Klepaczko, 1975).

The free energy ΔG can be defined using the volume thermally activated
which is also proportional to the strain rate sensitivity m. Concerning the
strain rate γ̇ induced, when a density of mobile dislocation is passing an
obstacle, it is defined by Eq. 12.

γ̇ = γ̇0 exp

[
−ΔG (τ∗, T )

kT

]
(12)

Where γ̇0 is called the pre-exponential term linked to the average velocity
of the mobile dislocations.

Using the previous equations, Eq. 11-12., the effective stress τ∗ which
defines the coupling between the strain rate and the temperature can be
defined, Eq. 13. This stress is related to the strain rate sensitivity of the
material during dynamic loading.

τ∗ = τ∗p (T ) ·
{
1−
[

kT

G (T )
ln

(
γ̇0
γ̇

)]1/q}1/p

(13)

Finally, the macroscopic stress level σ taking into account the microstruc-
ture changes is a contribution of two quantities, the internal stress σμ and
the effective stress σ∗. The first one is defining the hardening due to the
resistance of the dislocation motion, Eq. 6 and the second one the temper-
ature and strain rate sensitivity, Eq. 13.

τ = τμ + τ∗ (14)

A description is reported on the following picture, Fig. 8. At low strain
rate, the effective stress is close to zero, Fig. 8-b. In this specific case, the
material behavior is defined using Eq. 6. When the strain rate increases,
the stress level is larger, keeping or not the same hardening, Fig. 8-a. This
observation is due to the positive strain rate sensitivity of the material.
Moreover, when the strain rate increases, a non linear behavior is observed
in term of strain rate sensitivity. This effect is defined by Eq. 13 and induce
a stress increase, Fig. 8-b. In fact, this contribution is more important close
to the strain rate transition or for a strain rate larger.
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Fig. 8 a- Effect of the strain rate on the macroscopic stress level; b- Effect
of the strain rate on the effective strain to define the non linear behavior

This description is mainly well defined for BCC microstructure as it
was discussed previously with an additive decomposition of the macroscopic
stress σ. It is observed based on the previous description that this kind
of model can be useful to understand in a better way the changes of the
microstructure including the strain level, the strain rate and temperature.
However for computing, this kind of approach can be heavy since for each
step of plastic deformation several differential equations must be solved. In
this case the time computing is increased as for example with Eq. 15.

dρ
dγ = f1 (γ̇, T, ρ, ρm)
dρm

dγ = f2 (γ̇, T, ρ, ρm)
(15)

Therefore, to solve real problem as for example a crash test, other con-
stitutive relations are frequently used as it is discussed in the next part
of this chapter. The main goal, is to reduce the time computing and the
cost in term of experiments. In the second case, the number of constants is
drastically reduced.

Thermoviscoplastic modeling, phenomenological approach
As discussed previously and as reported, it is possible to take into ac-

count the microstructure changes during dynamic or quasi-static loading. In
this case, the changes are defined using some internal variables as the density
of mobile dislocations and the total density ρ. However as it was concluded,
the main problem is related to the time computing. For this reason new con-
stitutive relations are frequently developed based on the previous physical
considerations. This kind of approache is called semi-phenomenological. As
before, the equivalent stress σ is defined as a summation of two quantities,
the internal stress σμ and the effective stress σ∗, Eq. 16.
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σ = σμ + σ∗ (16)

The first component is describing the hardening of the material during
plastic deformation and the second one the strain rate sensitivity. Generally
σμ can be defined with a power law, Eq. 17.

σμ = Kεn (17)

In this case no dependencies are defined with the strain rate and the
temperature. This model can be used to describe for example the mate-
rial behavior of metals under quasi-static loading corresponding to a strain
rate varying from 10−4 ≤ ε̇ ≤ 10−3 s−1. However for dynamic loading this
equation cannot be used to define properly experimental observations since
the thermal softening inducing a hardening decrease is not included as the
strain rate sensitivity. Indeed, Eq. 17., the hardening coefficient n is con-
stant. As a first conclusion, it is observed that to define properly dynamic
process the hardening coefficient n must be depending on the strain rate ε̇.
Moreover, the yield stress is also changing with the strain rate, Fig. 4. It
is frequently reported in the literature that an increase of the strain rate
induce an increase of the yield stress and vice versa. As previously the co-
efficient K must depend on the strain rate ε̇. These comments concerning
the strain rate are equivalent with the temperature since we have the phe-
nomena of reciprocity discussed previously, Fig. 6. Therefore for dynamic
loading, Eq. 17., must be defined as follow, Eq. 18.

σμ = K (ε̇, T ) εn(ε̇,T ) (18)

Concerning, the effective stress the rule will be to define the strain rate
sensitivity at high strain rate. As reported previously at low strain rate,
this component is not acting σ∗ = 0, Fig. 8-b. In a general way and for
metals, the existence of σ∗ starts for a strain rate equal to ε̇ ≈ 10 s−1. The
previous strain rate defined the transition between isothermal and adiabatic
conditions. As the effective stress σ∗ is related to the strain rate, it must
depend on the temperature. Thus, based on experimental observations, the
equivalent stress must be defined as, Eq. 19.

σ = K (ε̇, T ) εn(ε̇,T ) + σ∗ (ε̇, T ) (19)

Based on these considerations, several approaches can be proposed. It is
mainly depending on the application that the user want to simulate or com-
pute. The most popular constitutive relation used in FE code is the model
proposed by Johnson-Cook (1983,1985). The description is the following,
Eq. 20.
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σ (ε̄p, ˙̄εp, T ) = [A+B (ε̄p)
n
]

[
1 + C ln

(
˙̄εp

ε̇0

)] [
1− (T ∗)m

∗]
(20)

Where A is the yield stress, B and n are constants related to the hard-
ening, C is the strain rate sensitivity, ε̇0 is the reference strain rate and m∗

is the temperature sensitivity.
This model is well established for quasi-static loading or dynamic load-

ing but it does not allow to define the complete field of strain rates between
quasi-static and dynamic loading. The reason is mainly related to the for-
mulation since the strain rate sensitivity is linear, Eq. 20. Therefore, the
results are in disagreement with experimental observations, Fig. 2. In fact,
the model can be used considering several ranges or domains. However, this
model is popular since the number of constants is reduced and equal to five.
The number of constants and the number of tests necessary to define the
constants of a model is crucial for a final choose.

Considering phenomenological approach, a description was proposed in
(Rodriguez-Martinez et al., 2009) to define all cases of hardening observed
experimentally. The model is based on a hardening function H. However,
the construction of the model is corresponding to Eq. 16 with respectively:

σμ (ξ) = σqs
y +

E (T )

E0

∫ ε̄p

εe

H (ξ) dξ (21)

σ∗ ( ˙̄εp, T ) =
E (T )

E0

{
σ∗
0

[
1−D1

(
T

Tm

)
log

(
ε̇max

˙̄εp

)]m∗}
(22)

Where σqs
y is the yield stress under quasi-static loading, E(T )/E0 is the

Young’s modulus ratio, Eq. 23., σ∗
0 is the equivalent stress at T = 0 K, D1

is a constant of the material to define no strain rate sensitivity at low strain
rate, m∗ is the strain rate sensitivity, ε̇max is the upper limit of the model
and Tm is the melting temperature.

The Young’s modulus depending on temperature is defined as follow,
Eq. 23. The description was proposed by (Klepaczko, 1975). A similar
work was done by (Schreiber et al., 1973, Varshni,, 1970).

E (T )

E0
=

{
1− T

Tm
exp

[
θ∗
(
1− Tm

T

)]}
with T > 0 (23)

The dependency of the Young’s modulus with temperature is also an
important parameter for dynamic loading where temperature increase is
relatively large. The fact of taking into account this coupling allows to
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describe precisely the process of elastic wave propagation inducing a de-
crease of the elastic speed wave C0 when the local temperature is increasing,
C0 =

√
E/ρ. Several works were published in this field mainly to analyze

the Critical Impact Velocity as reported in (Rusinek et al., 2005, Hu and
Daehn, 1996).

Coming back to the material behavior definition, the hardening function
H related to the internal stress σμ is defined using two ways, Eqs. 24.

∂σμ

∂ε̄p = H (ε̄p) = Hε
0 exp

[
−
(

ε̄p

ε0

)pε
]

∂ε̄p

∂σμ
= [H (σμ)]

−1
=
{
H

σμ

0 exp
[
−
(

σμ

σstatic
y

)pσμ
]}−1 (24)

Using Eqs. 24, it is observed that all hardening shape can be defined
including perfectly plastic behavior or linear hardening observed for example
for FeMn (Allain et al., 2008). In addition to the flexibility of this analytical
description to define all behaviors observed during experiments, it has to
be noticed that the number of constants is reduced and equal to six.

Fig. 9. Description of the hardening using Eq. 21-23 for two kinds of
description, Eq. 24

Some cases are reported in (Rodriguez-Martinez et al., 2009) with all
constants considered. As previously discussed, all equations Eq. 21-24 are
coupled with Eq. 3. to define the thermal softening observed at high strain
rate.

Even if this kind of approaches are frequently used, it exists some al-
ternatives where the macroscopic behavior is defined taking into account
micrsotructure considerations. In the next part of this chapter, a solution
between physical approach and phenomenological description is discussed.

Thermoviscoplastic modeling, semi-physical approach
In the goal to describe dynamic behavior of material under dynamic

loading mainly for numerical simulations, an alternative solution is to use
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semi-physical description. In this case, the computing time is reduced in
comparison with previous physical description based on microstructure def-
inition. For this main reason, several researchers were developing this kind
of constitutive relations including strain rate and temperature sensitivities.
One advantage is also the number of constants that is reduced and using
a systematic identification of the constants (Klepaczko et al., 2009) the
procedure is relatively easy in comparison with physical description where
frequently constants are assumed and not measured systematically.

Several descriptions are based on the concept of thermal activation in-
cluding in a hidden way the microstructure of the materials. Therefore it
is frequent to have several formulations depending on the microstructure
of the material. As for example, we can report the model proposed by
Zerilli-Amstrong (1987), Eqs. 25-26.

σ (ε̄p, ˙̄εp, T ) = ΔσG+B0 exp [(−β0 + β1 ln ˙̄εp)T ]+K0 (ε̄
p)

n
+kεd

−1/2 (25)

σ (ε̄p, ˙̄εp, T ) = ΔσG +B1 (ε̄
p)

1/2
exp [(−β0 + β1 ln ˙̄εp)T ] + kεd

−1/2 (26)

Where βi, K0, Bi, kε are the constants of the material and d is the
average grains size of the microstructure.

In this previous description, the main parameter related to the mi-
crostructure is the grains size d and using two formulas it is possible to
dissociate a BCC or FCC material. The last contribution of Eqs. 25-26.
is the Hall-Petch effect. Based on Hall-petch considerations, it is possible
to describe the work of Khan et al. (2006) where to model the viscoplastic
response of a material including a bilinear Hall-Petch relation, the macro-
scopic relation is defined as, Eq. 27.

σ (ε̄p, ˙̄εp, T ) =

[
σ0 +

k√
d
+B

(
1− ln ˙̄εp

lnDp
0

)n1

(ε̄p)
n0

](
˙̄εp

ε̇∗

)C (
Tm − T

Tm − Tr

)m

(27)
Where Tr is the reference temperature, Dp

0 is a upper limit defined by
the user, ε̇∗ is the reference strain rate, σ0 is the friction stress needed to
move individual dislocations and B,n1, n0, C,m are the constants of the
materials.

Using the modified constitutive relation initially proposed in (Khan et
al., 2004), material with nanostructure can be defined. The difference be-
tween Eq. 27. and the original description is based on the first term where
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σ0 + k d1/2 = A where A is a constant of the material. A comparisons be-
tween this description and experiments are reported in (Khan et al., 2006).

One advantage is also the number of constants which is equal to seven
since the parameter d is measured. Of course, several constitutive relations
were proposed later. Several of them, are described in this part of the text.
Thus, an alternative way to take into account the microstructure changes
is to introduce an internal variable δ as in (Molinari and Ravichandran,
2005, Durrenberger et al, 2008) related to the density of dislocation ρ, size
of dislocation or others. In addition the average grain size d of the structure
is considered. The explicit form of the constitutive relation is the following,
Eq. 28.

σ (ε̄p, ˙̄εp, T ) = σ0(d)

(
1

δ

)
+ σref

(
T0

T

)ν∗ 〈
a− b ln

(
ε̇0
˙̄εp

)〉1/m

(28)

Where σ0 (d)characterizes the initial value of the resistance stress de-
pending on the grain diameterd, σref is a reference stress, a, b are the con-
stants of the material, mis the strain rate sensitivity and ν∗ is the temper-
ature sensitivity

The internal variable δ is defined using a function of refinement δr and
one for the process of saturation δS of the stress for large deformation. A
complete description of this model is reported in (Molinari and Ravichan-
dran, 2005) where the model was used to describe OFHC copper behavior
at low and high strain rates. The parameter δ is defined as follow assuming
a constant strain rate, Eq. 29. This description is similar to the one use to
define the evolution of dislocation density (Mecking and Kocks, 1981).

δ =
δS

1− (1− δS) exp (−δr ε̄p) (29)

with

δr = δr0

[
1 + αr

(
˙̄εp

ε̇r0

)ξr (
T
T0

)−νr
]

δs = δs0

[
1− αs

(
˙̄εp

ε̇s0

)ξs (
T
T0

)−νs
] (30)

Where δr0, δs0, αr, αs, ε̇r0, ε̇s0, νS , νR are the constants of the material
allowing to define the microstructure change, ξi is the strain rate sensitivity
and νi is the temperature sensitivity.

It is interesting to observe that the reciprocity between the strain rate
and the temperature is also defined using the Arrhenius equation. Moreover
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as the microstructure change can be considered, the model may be used
to take into a process of pre-plastic deformation as in (Durrenberger et
al., 2008). The previous model, Eqs. 28-30., was used with success to
model different kind of materials used in automotive industry as TRIP steel,
DP steel and FeMn. Comparisons using the original description proposed
by (Molinari and Ravichandran, 2005) for OFHC copper are reported in
(Durrenberger et al., 2008).

Recently a model was proposed by (Voyiadjis and Almasri, 2008). The
description is based on the theory of dislocations and the process of acti-
vation energy depending on temperature, strain rate and stress. All mi-
crostructure dependencies are included in the constants B1 and B2.

σ (ε̄p, ˙̄εp, T ) = [B (ε̄p)
n
]
[
1 +B1T ( ˙̄εp)

1/m −B2Te
A(1−T/Tt)

]
+ Ya (31)

Where Tt is the transition temperature beyond which the thermal acti-
vation energy maintains as constant, Band n are the hardening parameters
and Ya can be assumed as the yield stress.

A similar approach was used by (Voyiadjis and Abed, 2006) to take into
account the FCC or BCC nature of the material considered. Comparisons
between experiments and analytical descriptions are reported in (Voyiadjis
and Abed, 2006) for different kinds of materials.

Considering the grain size as internal parameter, the following model can
be considered, Eqs. 32-33. As previously, the material behavior definition
is defined using a hardening function θ (ε̄p, ˙̄εp, T ). The constitutive relation
is based on Eq. 16., using respectively for σμ and σ∗.

σμ (ε̄
p, ˙̄εp, T ) = σy +

E (T )

E0

∫ ε̄ps

0

θ (ε̄p, ˙̄εp, T ) dε̄p (32)

σ∗ ( ˙̄εp, T ) =
E(T )

E0

[
σ∗ (logZ)

1/β
]

(33)

Where Z is the Zener-Hollomon parameter (1944), σy is the yield stress
and β is a constant.

The parameter Z allows to define the reciprocity between the strain
rate and the temperature, Eq. 34., or a parameter where the temperature
compensate the strain rate. The Zener-Hollomon is including the grain size
of the metal (Li et al., 2009) and can be used to detect if the mechanism of
plastic deformation is done by twinning (Li et al., 2009).

Z =
˙̄εp

ε̇0
exp

(
T0

T

)
(34)
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Thus as before, using a hardening function, it is possible to observe all
kinds of hardening from stage II to IV (Durenberger et al., 2007). Two
descriptions can be used depending if the process of saturation has to be
included in the description behavior, Eqs. 35-36.

θ (ε̄p, ˙̄εp, T ) = θ0

[
1− B

θ0
ε̄p (logZ)

m

]
(35)

θ (ε̄p, ˙̄εp, T ) = θ0 exp

[
− (logZ)

m

(
ε̄p

εp0

)2
]

(36)

In the second case, a numerical method is necessary to define the material
behavior in comparison with Eq. 35. where an analytical description can
be defined. In comparison with the first formulation, the second approach
is not linear and allows to consider all hardening stage (Durenberger et al.,
2007).

Considering some of the descriptions and discussion about constitutive
relation, it is observed that the number of it, is relatively large. For this
reason, it is not easy to define the best one or the more appropriate to model
the plastic flow of a material. For this reason, a solution is to develop a gen-
eral description relatively flexible and to add some contributions depending
on the material studied. In this goal, the following description was proposed
in 2001 by (Rusinek and Klepaczko). The model is decoupled including a
hardening description and the component of strain rate sensitivity with the
reciprocity between strain rate ˙̄εpand temperature T . It is observed that
the Young’s modulus dependency with temperature is considered, Eq. 37.

σ (ε̄p, ˙̄εp, T ) =
E (T )

E0

⎡
⎣ B ( ˙̄εp, T ) (ε0 + ε̄p)

n( ˙̄εp,T)

+ σ∗
0

[
1−D1

(
T
Tm

)
log
(
ε̇max

˙̄εp

)]1/m
⎤
⎦
(37)

Where Bis the tangent modulus, ε0 is the strain level considering the
yield stress, nis the hardening parameter, σ∗

0 is the effective stress at T =
0 K, ε̇max is the upper limit of the model fixed by the user and m is the
strain rate sensitivity parameter.

As reported previously the hardening coefficient n is a function of the
strain rate ˙̄εp and temperature T to define the process of thermal softening
as the modulus of plasticity Bcorresponding to the yield stress change. The
explicit descriptions are the following, Eqs. 38-39.

B ( ˙̄εp, T ) = B0

[(
T

Tm

)
log

(
ε̇max

˙̄εp

)]
(38)
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n ( ˙̄εp, T ) = n0

[
1−D2

(
T

Tm

)
log

(
˙̄εp

ε̇min

)]
(39)

Where B0 is a constant of the material, Tm is the melting temperature,
n0 is the hardening parameter at T = 0 K, D2 is a constant of the material
and ε̇min is the lower limit in term of strain rate imposed by the user.

Comparing to other description it is observed that the yield stress and
the hardening coefficient are not constant but depends on the strain rate and
temperature. Therefore, the process of thermal softening observed for metal
at εthermal ≥ 0.1 will be described. As it will be discussed in the next part of
this chapter considering different examples, it will be demonstrated that this
hardening coefficient is the key to define without artifact, instabilities under
dynamic loading. The model described, Eq. 37-39, was used to defined more
than thirty materials including FCC, BCC and HC structures. The number
of constants is relatively reduced and equal to eight. The main advantage
of this model is that the set of constants for a material is unique and not
depending on the user. The definition of the constants is not global but it
is done step by step assuming physical assumption. A complete description
to define the constants is reported in (Rusinek and Klepaczko, 2001).

The model discussed previously called RK, is later modified depending
on the material considered and mainly to the observations done during
experimental characterizations. In this model, it will be possible to include

1. Negative strain rate sensitivity

2. Phase transformation

3. Viscous drag effect at very high strain rate

Constitutive relation for high strain rate including phase trans-
formation

Using the concept developed in the introduction considering that each
physical contributions can be observed and modeled independently, no lim-
its exist in term of constitutive relation development. Considering phase
transformation, the following description can be used to develop a phe-
nomenological description, Fig. 11.
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Fig. 11. Description of phase transformation effect on the macroscopic
behavior of material

Indeed, the stress σ is decomposed as previously adding a new compo-
nent σT related to the process of phase transformation. Consequently, the
behavior is defined as follow, Eq. 40.

σ ( ˙̄εp, T ) = σμ (ε̄
p, ˙̄εp, T ) + σ∗ ( ˙̄εp, T ) + σT ( ˙̄εp, T ) (40)

As the kinetic of phase transformation is related to the temperature and
strain rate, the phase transformation component σT is defined as a function
of these two contributions. The explicit form is the following, Eq. 41.

σ ( ˙̄εp, T ) = σμ (ε̄
p, ˙̄εp, T ) + σ∗ ( ˙̄εp, T ) + σT (ε̄p, ˙̄εp, T ) (41)

With

σT (ε̄p, ˙̄εp, T ) = σα
0 ∗ f (ε̄p, ˙̄εp) ∗ g (T ) (42)

Where σα
0 is the a fitting parameter depending on the material.

The process of phase transformation is governed by Eqs. 43. The phase
transformation is depending on the plastic strain level and the strain rate,
Eq. 43., as the temperature associated, Eq. 42

f (ε̄p, ˙̄εp) = [1− exp (−h ( ˙̄εp) ∗ ε̄p)]ξ
h ( ˙̄εp) = λ0 exp (−λ ˙̄εp)

(43)

Where ξ is a material parameter and λ0, λ are two shape fitting param-
eter.
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Taking into account the temperature effect on the process of phase trans-
formation, several solution can be used as reported in (Papatriantafillou et
al., 2006). The first one is for example the following, Eq. 44.

g (T ) = 1−Θη if T ≤MS → g1 (T ) = 1
Θ = T−MS

MD−MS
if T ≤MD → g1 (T ) = 0

(44)

WhereMS is the martensite-start temperature, is the temperature where
no phase transformation is possible and η is the temperature sensitivity of
the phase transformation.

The second one based on the work of (Koistinen and Marburger, 1959)
is as follow, Eq. 45.

g (T ) = exp

[
−
(

T

MD − T0

)α]
(45)

Where T is the current temperature, T0 and α are material constants.
A complete parametric study about all coefficients is reported in (Rodriguez-

Martinez et al., 2009)]. It is also possible to find some comparisons between
experiments and modeling. A comparison is reported, Fig. 12., for an
austenitic steel 301 Ln2B.

Fig. 12. Comparison between experiments and modeling for an austenitic
steel with phase transformation

It is observed that using a phenomenological description, it is possible
to model in an efficient way physical observations as phase transformation.
Of course more complicated approaches can be used taking into account all
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the process of phase transformation. Some recent works can be considered
as [Zaera et al., 2012, Han et al., 2004, Iwamoto and Tsuta, 2002, Kubler
et al., 2011].

Viscous drag
In this part a constitutive relation is proposed to define the behavior

of materials at high strain rates showing a viscous drag effect inducing a
large strain rate sensitivity. For example, OFHC cooper is used since it
was studied in several papers as for example (Nemat-Nasser and Li., 1998,
Follansbee, 1985, Bhattacharyya et al., 2005).

σ ( ˙̄εp, T ) =
E (T )

E0
[σμ + σ∗ (ε̄p, ˙̄εp, T )] + σV S ( ˙̄εp) (46)

Where σμ is the yield stress of the material considered.
The viscous drag component is independent on temperature as discussed

in (Kapoor and Nemat-Nasser, 1999, Guo and Nemat-Nasser, 2006). The
main dependency is with strain rate. In addition the internal stress is as-
sumed as constant as reported in (Voyiadjis and Almasri, 2008). The effec-
tive stress is defined based on the description, Eq. 37. The difference is due
to the component σ∗

0 which is not assumed as constant, Eq. 47.

σ∗ ( ˙̄εp, T ) = B ( ˙̄εp, T ) · (ε̄p)n( ˙̄εp,T)
〈
1− ξ1

(
T

Tm

)
log

(
ε̇max

˙̄εp

)〉1/ξ2

(47)

Where ξ1 and ξ2 are material constants describing temperature and
strain rate sensitivity of material.

The definition of B ( ˙̄εp, T ) and n ( ˙̄εp, T ) to include the strain rate sen-
sitivity and the thermal softening are defined, Eq. 38-39. A systematic
procedure to define the constants is reported in (Rusinek et al., 2010). In
addition several comparisons are reported between Eq. 46-47 and the model
proposed by (Nemat-Nasser and Li, 1998) and (Voyiadjis and Almasri, 2008)
for OFHC Copper.

Experimental description
The crucial point for correct description of the materials for a wide range

of strain rates and temperatures is to define properly the constants. For it,
an optimization methods can be used as the least square method. The
process of identification is coupled with experiments. Therefore, depending
on the working field several tests must be performed. Concerning the quasi-
static behavior for a range of 10−3 ≤ ε̇ ≤ 10−1 s−1, the tests are performed
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using a tensile screw machine. In dynamic, several methods can be used.
The first one is to perform the tests with hydraulic machine but in this case
the range of strain rates is varying from 10−3 ≤ ε̇ ≤ 500 s−1. The problem
with this technique even if the velocity of the jack is high is the eigen
frequency of the cell of force close to 1 kHz. Therefore, the behavior measure
at high strain rate is not really related to the material but a combination
between the material, the set-up to fix the specimen and the structure of
the machine. On the following picture, Fig. 13., an example is reported to
define the material behavior of a sheet steel at high strain rate. Even if this
problem is well known, this kind of results are reported in the literature and
an average function is used to define the material behavior.

Fig. 13. Example of experimental measurements obtained at high strain
rate using a fast hydraulic machine (Penzes, 1998)

To avoid the problem of high oscillations disturbing the measurement
of the intrinsic behavior of materials, the Split Hopkinson Pressure Bars
(SHPB) technique can be used. The set-up was initially proposed by Hop-
kinson (1914). The mechanical behavior of the material is defined knowing
the force and the displacement imposed to the specimen. The previous
quantities are obtained thank to the elastic waves as described for example
in (Jankowiak et al., 2011). It consists to sandwich between two long elastic
bars a short specimen and it is reported schematically Fig. 14., to measure
the incident εi, reflected εrand transmitted εt waves.
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Fig. 14. Schematic description of the Hopkinson Pressure Bar set-up

Fig. 15. a-Elastic waves traveling along SHPB; b- Elastic waves after
initiation to zero for elastic waves analyze

Thanks to the elastic waves, the forces and the displacements imposed
to the specimen can be defined, Eq. 48-49.

Finput(t) = A0E [εi(t) + εr(t)]
Foutput(t) = A0Eεt(t)

(48)

Where A0 is the area section of the Hopkinson bar, E is the Yong mod-
ulus of the bar.

Uinput(t) = C0 [εi(t) + εr(t)]
Uoutput(t) = C0εt(t)

(49)

Where C0 is the elastic wave speed proportional to the Young modulus
and the density of the bar material.

Assuming an equilibrium of the specimen (
∑

i=1,2 Fi = 0) during the
loading time, the stress σ, strain ε and strain rate ε̇ can be defined, Eq. 50

σ(t) = E
(

A0

AS

)
εt(t)

ε(t) = − 2C0

L0

∫ tmax

0
εr(ζ)dζ

ε̇(t) = − 2C0

L0
εr(ζ)

(50)

Where L0 is the initial length of the specimen.
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All these quantities are defined as nominal. Before using results for
modeling all values must be changed for true.

However several recommendations can be found in the international lit-
erature explaining how the tests must be analyzed to avoid all artifact su-
perposition. As discussed previously, the stress-strain curve is also showing
a oscillating behavior. This effect is related to the Pochammer-Chree phe-
nomena discussed in details in (Jankowiak et al., 2011). The dispersion
is connected with different wave propagation velocity which has different
frequencies. These oscillations are related to a geometric parameter, the
bar diameter. The problem was studied in details by Skalak (1957). The
problem is defined by Eq. 51-53.

εz (z, t) =
∂Uz(z, t)

∂z
=

V0

C0

[
1

6
+

∫ α′

0

(Ai) (α) dα+
1

6
+

∫ α′

0

(Ai) (α) dα

]

(51)
Where is the Airy’s function defined by Eq. 52.

(Ai) (α) =
1

π

∫ ∞

0

cos

(
αη +

1

3
η3
)
dη (52)

Where the upper limits of the integrals are defined as follows, Eq. 53.

α′ =
z − C0t

3
√
3φbt

and α′′ =
−z − C0t

3
√
3φbt

(53)

Where z is the distance from the impact side and φb is the Hopkinson
bar diameter.

Solving previous equations, the results are reported in the following pic-
ture, Fig. 16., for different diameter φb.
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Fig. 16. Effect of the bar diameter on the dispersion effect, Eq. 51-53

The problem in term of oscillation is not a real problem for ductile ma-
terial since quickly the stress will oscillate around an average value, Fig. 16.
Moreover the slope corresponding to the Young modulus can be corrected
knowing the theoretical value. The problem is more complicated when the
material study is behaving as brittle. In this case, it is not so easy to define
the maximum stress level of the failure stress level. Another problem related
to SHPB is the friction effect. In fact it is not possible to obtain a condition
where the friction coefficient is equal to μ = 0. For this reason, an over-
stress state is observed. Using experimental measurements, the stress level
is including the material behavior and an additional component related to
the friction, Eq. 54. Therefore before defining the constants of the material
based on a constitutive relation, the friction effect must be corrected.

σ = σmaterial + σfriction (54)

Recently based on the work of Klepaczko-Malinowski (1977) a propo-
sition has been done to correct friction effect on the flow curve σ. In a
general way, it is inducing a decrease of the stress level. The correction is
showing a linear behavior follows by a plateau. As discussed in (Klepaczko
and Malinowski, 1977) the overstress value is depending on the geometry of
the specimen used during the SHPB tests defined by φ0 and L0, Eq. 55.
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σmaterial = σmeasured

[
1− μ

3

(
φ0

L0

)]
(55)

Where φ0 is the diameter of the specimen.
A complete analyze of the previous effects is reported in (Jankowiak et

al., 2011). In addition the problem of punching is also considered as the
shape of the contact zone between the projectile and the incident bar. A
complete description of the punching effect is studied in (Jankowiak et al,
2011).

On the following curve is reported the dynamic behavior of OFHC copper
under dynamic loading taking into account friction or not, Fig. 17. It is
observed as discussed previously and considering Eq. 55., that friction effect
induces an overstress state.

Fig. 17. Dynamic behavior of OFHC copper including or not friction
correction (Jankowiak et al., 2011)

Therefore if the constants of the constitutive relation are defined without
correction, the friction effect will be included in the model.

Considering the previous experimental descriptions, it is observed that
the strain rate in an average way is varying from 10−4 ≤ ε̇ ≤ 5·103 s−1. This
range is enough for dynamic loading as impact or crash. In the case of high
strain rate observed during perforation problem of explosion, the maximum
strain rate is higher than 5 · 103 s−1. Therefore, to analyze the mechanical
behavior of material at 104-105 s−1 and the mechanism associated, it is
necessary to use other techniques, Fig. 18.
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Fig. 18. Description of the rage of strain rates depending on the set-up
used

Thus, an alternative technique to reach high strain rate up to 104-105 s−1

is to used Taylor’s test (1948). It consists launching a cylindrical specimen
against a rigid wall to avoid deformation of it. When the projectile impacts
the rigid wall, the specimen deforms. The mushroom shape of the specimen
allows defining the stress level imposed to the specimen, the strain rate and
the strain level. Therefore, the analyze is post mortem, Fig. 19.

Fig. 19. Schematic description of the Taylor’s specimen after impact test,
description of the mushroom shape and description of the geometric

quantities
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Several papers were published on Taylor’s test proposing a technique to
estimate thanks to the final length of the specimen L1 and the diameter φ1.
However as it is reported in (Taylor, 1948) the formulas proposed do not
allow to define properly the average stress level. Using this test, the stress,
the strain and the strain rate are defined as follow, Eq. 56-58.

σy =
1

2
ρV 2 (L−X) (L− L1)

ln
(
L
X

) (56)

ε = ln

(
L1 −X

L−X

)
(57)

ε̇ = −
(

V

2 (L− L1)

)
ln

(
L1 −X

L−X

)
(58)

Where L is the initial length of the specimen, X is the final elastic length
after impact, L1 is the final length of the specimen after impact, V is the
impact velocity and ρ is the density of the material tested.

To validate if the relations fit properly the material behavior description
based on this experiment, some tests have been performed using brass. This
material was used since it is not strain rate sensitive. In this specific case,
it is possible to rebuilt completely the hardening curve σ − ε. Based on
this analyze, it was observed that the analytical description does not allow
to define properly the material behavior. In the original description, Eq.
56-58, no hardening is included as strain rate sensitivity. For this reason,
the test as to be linked to a precise description as reported in (Jones et al.,
1998). The correct approximation of the flow stress is defined using Eq. 59.

σ(ε) = (1 + ε)

{
σ0 +

[1− β(ε)]
2

ε
ρV 2

}
(59)

β(ε) = 1 +m · ε (60)

σ0 =
σ

1 + ε
(61)

Where m is defined by the slope of the curve L1/X − L1/Lf , ρ is the
density of the material and V is the impact velocity.

In the previous description it is observed that the hardening effect is
included thanks to β(ε). A comparison is reported on the following picture
using the original approximation, Eqs. 56-58. and Eq. 59-61. In addition
the formulation of (Wilkins and Guinan, 1973) is also reported, Eq. 62.
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σ(ε) = − ρV 2
/
2

ln
(

L1/L−0.12
0.88

) (62)

It is observed based on this analyze that using Eqs. 59-61, the dynamic
behavior of materials at low and high strain rate can be defined allowing to
model more precisely the behavior of materials.

Fig. 20. Comparison between analytical descriptions based on Taylor’s test
(Julien et al., 2013)

In addition, with the Taylor’s test it is not only possible to define the
material behavior (homogenous flow stress) but also the process of dynamic
fracture depending on the initial impact velocity V0, Fig. 21.

Fig. 21. Description of the process of failure depending on the initial
impact velocity for brass (Julien et al., 2013)

In conclusion coupling screw machine, hydraulic machine, SHPB tech-
nique and Taylor’s test the rage of strain rates is varying from 0.001 s−1 to
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104 s−1. In all cases discussed previously the tests are performed at room
temperature. To reach low and high temperature the tests can be easily
done using screw machine and hydraulic machine. It has to be noticed that
the temperature effect is included in the material behavior by thermal soft-
ening effect. It takes place for metals when the strain level is higher than
0.1. Therefore explicitly performing tests at high strain rates allow to define
the strain rate sensitivity and temperature effect.

Algorithm for constitutive implementation in FE codes
The final step when the constitutive relation is defined and when the

constants are defined based on experiments, it is frequently necessary to
implement them in FE codes. For it several approach can be used. The
famous one, is the theory proposed by (Perzyna, 1963). In this case, the
strain rate must be defined explicitly, Eq. 63.

˙̄εp =
1

η
〈Φ [σ̄ − σY (ε̄p, T, ....)]〉 (63)

Where η is the viscosity parameter assumed as constant.
The main problem with this description if the overstress state induced.

Due to this effect during unloading the plastic deformation increase. More-
over, it is necessary to define explicitly the strain rate. It is relatively easy
with the Johnson-Cook model or with a power law but more complicated
with other models as Eq. 37-39. To avoid this problem, several authors have
proposed some descriptions as (Zaera and Fernandez-Saez, 2006, Wang et
al., 1997, Winnicki et al., 2001). In a general way a consistent approach is
formulated and for each step of plastic deformation, the following equation
is solved, Eq. 64.

fn+1 = f
(
σ̄n+1, ε̄

p
n+1, ˙̄ε

p
n+1, Tn+1

)
= 0 (64)

It has to be noticed that the strain rate is included as the hardening and
temperature sensitivity. To solve the problem a return mapping algorithm
is used (Zaera and Fernandez-Saez, 2006). In some cases and assuming
some equalities, the model proposed by (Perzyna, 1963) is equivalent to
the consistency approach as discussed in (Heeres et al., 2002). A complete
description of Eq. 64. coupled to RK model, Eqs. 37-39. is reported
and described in details in (Zaera and Saez, 2006, Rusinek et al., 2007).
A comparison is reported in this chapter studying an industrial process as
High Speed Machining. The complete analyze is published in (Lodygowski
et al., 2012).
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Instabilities under dynamic loading

Crash test of structure, strain rate sensitivity effect
When a constitutive relation is used to simulate some processes it is

mainly to define the behavior of complex structures. In general, the struc-
ture is defined using different materials. Therefore to obtain correct agree-
ment between the structure behavior and numerical simulations, the mate-
rials must be described in a precise way. The description is mainly due to
the analytical model and the constants identified from experiments. Thus,
we have a strong coupling between material, experiments performed and
the method used to define the constants of the constitutive relation. If one
of these steps is not well done, the simulations will be in disagreement with
experimental observations. Moreover, it will be complicated to catch insta-
bilities and as final stage the dynamic failure if initially the homogeneous
behavior is not well defined. In several cases reported in the literature it is
observed that a bad description of the behavior does not allow quantifying
local observations. It just allows to mimic the trends in term of force, dis-
placement for example. Coming back to the problem of crash test discussed
in introduction of this chapter the constitutive relation used to simulate the
process is the key point. As reported in (Rusinek et al., 2008) it is demon-
strated that during a crash test a strong competition is existing between the
collapse by plasticity and elastic wave propagation, Fig. 22. Therefore, if
the non linear strain rate sensitivity is not included in the material descrip-
tion the collapse is due to the process of elastic wave propagation inducing
on the embedded side an increase of the stress level. In this precise case the
collapse is on the opposite side of the crash-box. Now if the strain rate is
correctly defined and assuming that the stress level is bigger than two times
the stress level induced by elastic wave propagation, the collapse site will
be on the impact site.
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Fig. 22. Schematic description of the process of elastic wave propagation
depending on the boundary conditions

Based on this precise example corresponding to design structures, it is
precisely reported that the constitutive relation is governing the process of
collapse. If the constitutive relation is not well defined, numerical artifacts
are necessary as for example a mesh defect. It has to be noticed that
frequently this option of mesh defect is used during numerical simulations
to fit or to have agreement between numerical predictions and experiments.
On the following picture, Fig. 23., is reported the strain rate sensitivity of
material for different value of C, Eq. 20.

Fig. 23. Effect of C parameter based on the model of Johnson-Cook, Eq.
20
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It is observed for C = 0.3a large value of the dynamic stress level cor-
responding to ε̇ = 103 s−1. Therefore, the stress value is larger than the
intensity due to the wave reflexion on the opposite side of impact. For this
reason the collapse of the crash-box is on the impact zone. On the con-
trary, if the strain rate is low as for steel close to C = 0.022, the collapse
is located on the embedded side since the stress level induced by reflexion
is bigger than the stress level induced at ε̇ = 103 s−1. These two examples
are reported on the following pictures, Fig. 24.

Fig. 24. Constitutive relation effect on the collapse description and effect
of the strain rate sensitivity definition; a- C=0.022;b- C=0.3

Thus, if a linear strain rate sensitivity is used as in the case of Johnson-
Cook model, it is clear that the strain rate sensitivity definition is crucial. To
avoid the problem discussed previously is to use two set of constants to define
the non linearity, Fig. 2. Another solution is to use a constitutive relation
including the non linear behavior in term of strain rate and temperature
sensitivity as for example (Rusinek and Klepaczko, 2001).

Ring extension, strain rate and thermal softening effect
As second example, dynamic instability taking place under ring expan-

sion is discussed. This problem was frequently studied using an experimen-
tal, analytical or numerical way. It consists in including a fast radial velocity
to a specific specimen, a ring to induce dynamic tension. Depending on the
radial velocity V0 imposed to the internal part of the ring, the failure mode
is caused by an unique necking as under quasi-static loading but increas-
ing the radial velocity a process of fragmentation talks place increasing the
number of fragments with the velocity. A complete description is reported
in (Rusinek and Zaera, 2007).
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In this example considering ring expansion under dynamic loading, the
constitutive relation effect is demonstrated. Therefore several models were
used to predict instabilities with radial velocity imposed to the ring. This
test is also used to define the material behavior of material at high strain
rate and large deformation (Rusinek and Zaera, 2007). The radial velocity
experimentally can be applied using a magnetic field or an explosive. In the
first case, the radial velocity V0 can be assumed as constant, Fig. 25. In
this work a mild steel ring is considered. The area of the ring is assumed
equal to 1x1 mm2. The equivalent strain rate applied to the specimen is
defined as follow, Eq. 65.

ε̇ =
V0

R0
(65)

Where R0 is the initial radius of the ring
The mesh used to analyze the process is without defect assuming an

homogeneous section of it. The mild steel is described using different con-
stitutive relation.

Fig. 25. Geometry description and boundary condition definition

The first model used is the Johnson-Cook model. However, two specific
cases are described. The first one is assuming a thermoviscoplastic behavior
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Eq. 20. and the second one considering no strain rate sensitivity, C = 0. For
comparison, RK model was used Eqs. 37-39 and an analytical description
proposed by (Mercier and Molinari, 2003). In the last case, the constitutive
relation used to describe the viscoplastic of the mild steel is defined as, Eq.
66.

σ (ε̄p, ˙̄εp) = K · (ε̄p)n · ( ˙̄εp)m (66)

Where n is the hardening coefficient, m is the strain rate sensitivity and
K is a constant of the material

It has to be noticed that the temperature sensitivity is not included in
the analytical description. Therefore, three cases are considered

1. Thermoviscoplastic (ε̄p, ˙̄εp,T )

2. Viscoplastic (ε̄p, ˙̄εp)

3. Thermoplastic (ε̄p,T )

All constitutive relations were linked to a failure criterion to define frag-
mentation as in (Pandolfi et al., 1999). The criterion was defined thanks
to a critical failure strain level ε̄pfailure. It is observed when the velocity is
increased, the number of fragments N along the ring is larger. However,
for low applied velocity close to quasi-static loading, the number of necks is
equal to N = 1. For comparison, it is comparable with a tensile test at low
strain rate since no fragmentation takes place. In general the process takes
place for an applied velocity larger than V0 > 10m/s. Considering, the pre-
vious constitutive relations, the following results have been obtained, Fig.
27. It is observed that each models are predicting an increase of N with
V0. However for large values of V0, a process of saturation is observed when
V0 > 100 m/s assuming the Johnson-cook model or the power law. Consid-
ering a complete description Eq. 37-39, the number of fragments continue
to increase with the speed. The numerical predictions are in agreement with
experiments obtained for steel (Diep et al., 2004).
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Fig. 27. Evolution of the number of fragments with the radial applied
velocity depending on the constitutive relation used, comparison with

experiments (Diep et et., 2004)

The reason and to explain the differences between constitutive relation is
the following. For all cases considered, the hardening coefficient is assumed
as constant; Only the model Eqs. 37-39 is considering a hardening coefficient
depending on strain rate and temperature. As reported in several papers,
to trig instability a completion exists between the strain rate sensitivity, the
temperature sensitivity and the hardening. Some experiments reported in
(Altinova et al., 1996) demonstrate that lower hardening is inducing more
fragments. A parametric study changing in Eq. 39., is reported, Fig. 28.
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Fig. 28. Hardening effect on the number of fragments with applied velocity

Based on the previous experiments, a local analyze is done using numer-
ical simulations. Thus plotting the local temperature T along the ring with
V0, it was observed for a radial speed equal to V0 > 100 m/san increase of
the temperature.

Fig. 29. Effect of strain rate and temperature on hardening definition, Eq.
39

This transition is corresponding to the rate increase of N , Fig. 27. Thus,
the reason is defined. For smaller applied velocity, the temperature is more
or less constant and the hardening parameter stay more or less the same. For
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high applied velocity as the temperature increases the value of n decrease
during the loading process, Fig. 29. For this reason the number of fragment
N is larger in agreement with experiment, Fig. 27.

Based on this example it is observed that the coupling strain rate, tem-
perature sensitivity is an important parameter and mainly the definition of
the hardening coefficient. Indeed if the hardening n was kept as constant,
the process of fragmentation would not be defined correctly at high applied
velocity. It is clear that this parameter is a key point to study instability and
as it was demonstrated by experiment this coefficient cannot be assumed as
constant for dynamic loading. Using numerical results it is observed that all
necks will not induce a complete failure. Therefore, the process of complete
failure and arrested neck can be defined in agreement with experiments of
(Grady and Benson, 1983).

Fig. 30. Description of a numerical fragment comparing with experiments
(Grady and Benson, 1983)

In the next part a discussion is reported concerning an industrial pro-
cess, the High Speed Machining frequently called HSM. This problem was
studied by several authors using experiments (Moufki et al., 2004), analyti-
cal modeling (Moufki et al., 1998) or numerical simulations (Molinari et al.,
2011).

High speed machining, strain rate and temperature sensitivity
The main purpose of the High Speed Machining (HSM) modeling and

computing is to estimate properly the cutting forces depending on other
parameters involved during machining as reported by Molinari and others
(2002). The configuration considered is shown in Fig. 31 together with
the cutting tool geometry, see Fig. 31-b. The model is three dimensional
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and it consists only one layer of finite elements out of plane thickness as
presented by odygowski and others (2012). The material used during the
cutting process is modeled using the JC and the RK model to describe it
thermoviscoplastic behavior. The main part at the beginning before sim-
ulation is to identify the material parameters as discussed in introduction.
The constants related to this problem are in odygowski and others (2012).

Fig. 31. a) Configuration of the High Speed Machining; b) Geometry of
the rigid tool

Both discussed material models, Eq. 20 and Eqs. 37-39 have been used
with Abaqus/Explicit finite element code to demonstrate how the constitu-
tive relation σ (ε, ε̇, T ) can change the numerical predictions. Many aspects
have been analyzed by odygowski and others (2012) for example: the yield
stress effect, the strain hardening effect, the strain rate hardening, the tem-
perature sensitivity and friction effect. In term of numerical aspects, it was
discussed the finite element size and the type of elements effect. In this
chapter only one aspect is discussed, the cutting depth considering the JC
and the RK model. Two depths are assumed, 50 μm and 100 μm. The
results in term of ship shape, strain distribution and forces are presented,
Fig. 31. Concerning the forces, a difference depending on the constitutive
relation applied is observed. The average force difference between JC and
RK for the two depths of cut considered is close to 12%. The main rea-
son to explain the force difference is the strain rate sensitivity definition.
Using RK model for an imposed local strain rate, the stress level is larger
in contrary with the JC model where the strain rate sensitivity is linear.
Therefore, using a non linear strain rate sensitivity and due to the stress
increase with strain rate, the cutting force is higher, Fig. 31-c.
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Fig. 32. The maps of equivalent strains for JC model and for different
depth of cut: 50 μm, b) 100 μm, c) cutting force comparison depending on

the constitutive relation used for FE simulations

Using of these constitutive relations (JC or RK) in numerical simulations
depends significantly on the possibility of proper identification of material
parameters. It is a reason that in engineering application very often the
simple material models with smaller number of parameters are used.

Conclusions
The different problems connected with the dynamic behavior of struc-

ture and its dynamic failure were presented in the chapter. We focused on
the metal applications but of course extension of the topic to other materials
is possible. The most important and favor aspect of the book was presen-
tation that the material properties are dependent on strain (deformations),
strain rates (velocity of deformations) and on increasing of the temperature
during dynamic events. It is crucial if we want to predict the real behavior
of the structures. We presented some constitutive relations which can be
used for simulation of the dynamic structure behavior. We followed with
readers from material science into the phenomenological description. At
the beginning the models based on the density of dislocation are presented
and all the evolutionary rules are presented in general. The other possi-
bility is phenomenological approach because of using simplicity these kinds
of material models in full scale simulations. The following models among
other things were discussed: Power law, Johnson-Cook, Zerilli-Armstrong,
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Hall-Petch and others. The effects as phase transformation or as viscous
drag were also defined with extension of the Rusinek-Klepaczko model. The
models have of course many numbers of parameters. The important is its
identification based on same quasi-static and dynamic tests. The different
tests are accepted to different range of strain rates. We focused on the split
Hopkinson pressure bars technique and Taylor test which near quasi-static
test can cover full range of strain rates. We especially presented the effect
of friction during the compression test and also the rising time was dis-
cussed. In the Taylor test mainly the different formulation for description
of the strains, strain rates, and stresses were discussed. We present which
formulations of stresses give the best accuracy. Coupling the experiments
and constitutive models together with identification of material’s parame-
ters leads to possibility of the simulation of the read processes. Only one
additional step is necessary - to implement the constitutive material model
into finite elements code and later using of some numerical method to cal-
culations for example by finite element method, finite difference method
or for example by smoothed particles hydrodynamics. Of course in com-
puter cods same material models are ready to use and pre-implemented
other needs user implementation. We presented some industrial application
which can finally limit the number of real experimental test and may limit
the costs. First was simulation of the dynamic behavior of the crash box
responsible for the safety of the all cars. The second application concerned
the expansion of the ring. Based on this example the process of dynamic
failure is discussed together with material fragmentation. The last example
applies to the machining process as high speed machining or orthogonal
cutting. We presented the influence of the material model on the results
(cutting force and chip shape) dependent on the deep of cutting.

Finally the chapter presented in details some important aspects for metal
applications, dynamic analyses and we hope it is the important point for
somebody (engineer or scientist) who wants to start the adventure in ma-
terial science engineering.
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Abstract

1 Introduction

The high cost of the energy needed to propel aircraft and ground vehicles has
meant that reducing the weight in these systems is vital in order to reduce
operational costs. This factor has a significant influence on the design of
structures in the aeronautical industry and more recently in others such as
high-speed rail networks and road haulage. This is a particularly sensitive
issue for the civil aviation industry, given that the cost of fuel is one of the
main expenses incurred by passenger airlines. Bearing in mind that fuel
represents up to 40% of the total weight of an aircraft, a reduction of its
weight results in a concurrent reduction in the amount of fuel needed as
well as a significant reduction of the gross weight taken into account.

Due to their excellent specific mechanical properties, carbon fiber com-
posites (CFRPs) are being used more and more as primary structures in
components for wings and fuselage panels (Varas et al., 2012). The Boe-
ing 787 and the Airbus A350 are typical examples of this, in which the
composite materials can amount to up to 50% of the total weight. When
designing aeronautical structures, it is particularly important to bear in
mind the kinds of loads they will be subjected to during their service life in
order to optimise structural response with minimum weight. Thus, one of
the critical aspects to consider when using CFRPs is their vulnerability to
out-of-plane impulsive loading, as a result of the reduced thickness of the
laminate configurations and the brittle behaviour of the carbon fibers. If
impulsive loading is due to high-speed impacts, the study of this problem
takes on particular importance in the aeronautical field (Mines et al., 2007;
Johnson et al., 2009), where situations in which aircraft are subjected to
loads of this kind are not uncommon. During takeoff and landing, certain
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structural components of the aircraft can be hit by stones, tyre fragments, or
any other kind of solid found on the runway; similarly, the fuselage, wings,
stabilisers, radomes and nacelles can be hit during flight by birds, hail, ice,
or even small fragments of material from the turbines. Of all the different
kinds of impact, those involving hail and birds are the most serious due to
their high probability of occurrence as well as their potential consequences
(Pérnas-Sánchez et al., 2012). Furthermore, if the impact of the object is
felt on wing structures, where the fuel deposit is found on many aircraft,
this can lead to the phenomenon known as Hydrodynamic Ram, which is
extremely important because of its effect on the vulnerability of aircraft
(Artero-Guerrero et al., 2013). Vulnerability to impacts has thus become a
relevant issue both from a regulatory perspective, as well as from the point
of view of research into aeronautical safety. The regulatory certification
requirements for European Aircraft (Joint Aviation Requirements, JAR)
and for the American Federal Aviation Regulations (FAR) include specific
requirements for preventing severe failures caused by impact and for guar-
anteeing a certain level of functioning in the event of an incident, so that
aircraft can continue to fly until landing safely (Grimaldi et al., 2013). Sim-
ilarly, from the current EU Framework Programme for Research (FP7), as
well as the new European funding framework for scientific projects, Horizon-
2020 (from 2014 to 2020), the promotion of research into aeronautical safety
is considered a priority. As a result of this, and bearing in mind its partic-
ular importance, this chapter will analyse the most relevant aspects related
to behaviour resulting from impact of CFRP structures, the Hydrodynamic
Ram phenomenon, bird impact, ice impact and tyre impact.

The analysis of the behaviour of carbon fiber composites subjected to
impact began in the 1980s (Caprino et al., 1984; Cantwell and Morton,
1989) in studies that demonstrate that the response of CFRP panels varies
notably depending on the impact velocity. Behaviour at low speeds has
been widely studied (Cantwell and Morton, 1989; de Moura and Marques,
2002; Caprino et al., 2003), mainly through impact experiments conducted
on drop weight towers or pendulums. By contrast, the number of studies on
the behaviour of CFRP panels subjected to high-speed impact (hundreds
of meters per second, typically carried out through a single-stage gas gun)
is relatively low and, given its relevance in relation to the vulnerability of
aircraft, will be developed further in the following section. The research
discussed here demonstrates the influence of the type of configuration (tape
or woven), the temperature, the impact velocity, and the obliquity of the
projectile (López-Puente et al., 2003; del Rı́o et al., 2005; López-Puente
et al., 2008).

The phenomenon of Hydrodynamic Ram (HRAM) must be taken into
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account, particularly in aircraft designed to reduce weight and whose fuel
tanks tend to be integrated in the structure of the airplane. These tanks
take up a large part of the wings, which are, in turn, the surface area most at
risk of being involved in an impact. Thus, an object that impacts and pen-
etrates the inner part of a fluid tank will transfer part of its kinetic energy
to the fluid and, as a result of this, to the walls of the tank in such a way
that the interaction between the fluid and the structure may cause serious
structural damage that could lead to a catastrophic failure of the tank and
the adjoining components. Over recent years, studies into the phenomenon
of HRAM have increased (Townsend et al., 2003; Poehlmann-Martins et al.,
2005; Disimile et al., 2009; Varas et al., 2009a) and the analysis of this com-
plex problem through appropriate modelling has proved particularly inter-
esting. Given its particular relevance in terms of attempting to describe the
process, this chapter discusses the analysis of the numerical model proposed
by Varas et al. (2009b, 2012), whose predictions help to advance knowledge
in the phenomenon of HRAM.

Bird strike accounts for around 90% of all incidents related to structural
damage due to impact on aircraft (Meguid et al., 2008). Because of this,
the aviation authorities demand that all aeronautical components facing
the direction of flight (radomes, wing leading edges, fuselage, tail wing, en-
gines and window frames) have a certain resistance to bird impact which
can be demonstrated through certification. This kind of certification test-
ing, carried out with real birds in flight conditions, is extremely expensive
and also increases the time taken to develop aircraft components. Thus,
many aeronautic companies use artificial birds or substitute material in
pre-certification experimental tests (Budgey, 2000). As another alternative,
numerical methods have also been developed since the 80s in order to opti-
mise the design of structures against bird impact and to guarantee that the
first prototypes used in certification tests enable satisfactory results to be
obtained (Heimbs, 2011a). The complexity of this problem will be analysed
in detail below.

The threat of ice impact has become a subject of regulation for the
aeronautical authorities (JAR-E 970), especially in aircraft with open-rotor
engines belonging to the new generation of aircraft used for medium-range
routes (Pérnas-Sánchez et al., 2012). In the last decade, interest in research
into this problem has been demonstrated by the publication of different
studies related to ice impact on carbon fiber panels (Kim et al., 2003; John-
son et al., 2006; Park and Kim, 2010) and on thin sheets of aluminium
(Chuzel, 2009; Combescure et al., 2011). The studies confirm the influence
of strain rate sensitivity of the ice in the process as well as the need to de-
velop numerical models in order to approach the problem more exhaustively.
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To that end, the authors present in this chapter the constitutive model of
Pérnas-Sánchez et al. (2012) which is valid for high strain rates.

Studies on the impact of tyre fragments and their influence on the design
of aeronautic structures took on particular importance after the repercus-
sions of the accident involving the supersonic Concorde plane in Paris in the
year 2000. With this kind of impact, which occurs at the operational speeds
used for takeoff and landing (in the range of 102 m/s), the kinetic energy
transferred to the structure impacted strongly depends on the behaviour
of the projectile during impact, given the significant deformations that this
can undergo (Mines et al., 2007; Karagiozova and Mines, 2007). As a result
of this, research into this phenomenon conducted over the last decade and
discussed in this chapter, has focused on the experimental characterisation
of the type of rubber used in tyres (Mines et al., 2007; Guégan et al., 2010;
Neves et al., 2010) as well as the proposal and validation of constitutive
models of rubber and reinforcements (Peyraut, 2004; Mines et al., 2007) to
enable adequate predictions about their behaviour to be obtained.

Throughout the chapter, the reader will be able to compare the comple-
mentary experimental and modelling approaches with those used in recent
advances in relation to the kinds of problems considered. The physical
phenomena associated with impact damage and its potential progression to
the point of causing a failure is extremely complex (non-linear constitutive
equations, large deformations, shock waves, inertial effects, fluid-structure
interaction) and therefore appropriate modelling is necessary as a comple-
mentary tool of analysis. At the same time, and to ensure that the model
is accurate, it is essential that quantitative experimental results are used
which will also provide the information needed to understand the impact
event.

2 Impact on CFRPs

With recent developments in the civil aviation industry, about 50% weight
of the structure in modern aircraft designs, such as the Boeing 787 and
Airbus A350, consists of laminated composite materials, but there is still
sufficient margin to increase this percentage and further decrease the weight
of the aircraft. The composite materials most used in the aviation industry
are carbon fiber/epoxy matrix laminates, which possess desirable mechan-
ical properties. With a density of 1500 kg/m3, their tensile strength, for
example, is higher than that of most metal alloys. However, although they
exhibit excellent mechanical properties in the plane of the laminate, these
materials have low impact resistance when the impact is perpendicular to
the plane of the material. Such stresses may cause delamination that would
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increase substantially if the laminate is subjected to compression or shear
in-plane loads. Such delamination causes a significant decrease in the stiff-
ness and strength of the material, and could lead to catastrophic failure of
the structure.

Impacts on composite laminates are usually classified on a scale ranging
from low to high velocity. Low velocity impact corresponds to masses of
an order of magnitude of kilograms and velocities up to tens of meters per
seconds. An example of this kind of event is a dropped tool during mainte-
nance operations. High velocity impacts occur at velocities of hundreds of
meters per second. An example of this type of impact is uncontained en-
gine rotor failure. In the following sections, these phenomena are described,
giving more attention to the latter group since high velocity impacts are,
in general, more detrimental to the structural integrity. We give a short
review of the behavior of carbon fiber composite laminates under impact
from two points of view, experimental and numerical.

2.1 Experimental results

Experimental tests of low velocity impacts on composite laminates are
usually carried out using a drop weight tower; high velocity impacts are
performed using a single stage gas gun. As noted above, composite lami-
nates exhibit internal failure after impact in the through-thickness direction
(under both low and high velocity impact). The amount of damage is usu-
ally measured using non-destructive techniques; these include ultrasound
(C-scan, B-scan), X-rays, or thermography. These methods enable the area
of the internal damage to be precisely quantified as a representative vari-
able. Another quantitative parameter evaluated by many authors is residual
strength, measured by subjecting impacted specimens to various types of
loads such as uniaxial tension or compression, bending, or fatigue.

Impacts on CFRPs at low velocities

The first studies of low velocity impact on carbon fiber composite lam-
inates appeared in the 1980s. Caprino et al. (1984) studied the response
of various composite laminates, including carbon/polyester. They showed
that the governing parameter is the total energy applied during the impact,
rather than the speed or mass of the impact body. Cantwell et al. (1986)
analyzed the extension of the damaged area caused by low velocity impacts
in carbon/epoxy laminates, and impacted specimens were tested under ten-
sion to quantify the residual strength. Some years later, the same authors
published two relevant studies in which comparisons between low and high
velocity impacts were made (Cantwell and Morton, 1989, 1990). They con-
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cluded that the damage and energy absorbed by low velocity impact was
determined by the size and shape of the target, whereas in high velocity
impacts the damage has a localized shape, and is not governed by the speci-
men size. Another interesting conclusion was that high velocity impacts are
in general more detrimental to the integrity of a composite structure than
low velocity impact loading for the same energy range.

One of the main characteristics of low velocity impacts is the general lack
of penetration by the impactor. The subsequent decade (1990s) saw several
studies which determined the failure mechanism under low impact condi-
tions, and established its relative importance. Wang and Vukhanh (1994)
analyzed how mechanical properties affect the extension of the damaged
area of transverse cracks and delamination. According to their observa-
tions, delamination results from a mode-II unstable fracture. Pavier and
Clarke (1995) analyzed the complex damage patterns of matrix cracks and
delamination that appear under low velocity impacts and how their distri-
bution affects residual strength. The effect of the architecture under this
loading condition was studied by Kim et al. (1996); they concluded that
one of the major advantages offered by woven-fabric composites over non-
woven composites made from unidirectional tapes is a greater resistance to
interlaminar fracture.

In subsequent years, an increasing number of scientific articles on low
velocity impact on composite laminates were published. Sala (1997) ana-
lyzed how the type of matrix (in a carbon reinforced composite laminate)
affects the extension of the damaged area in this kind of impact. Siow and
Shim (1998), and later de Moura and Marques (2002) studied damage and
residual strength of laminates with different ply sequences; uni-directional,
cross-ply and quasi-isotropic. Wang and Vukhanh (1998) analyzed what
material parameters control the extension of the damaged area during low
velocity impacts, in particular residual stresses during manufacturing and
the effect of adjacent plies. Caprino et al. (1999) performed low-velocity
impact tests on carbon/epoxy woven laminates of different thickness. The
contact force was measured by placing a strain gauge in the impactor. This
technique enabled a better understanding of the impact process, and the
authors concluded that delamination was produced mainly by shear inter-
laminar stresses. Zhou et al. (2001) studied the effect of four geometric
factors on the behavior of carbon/epoxy laminates under low velocity im-
pacts: impactor size and shape, laminate size, and boundary conditions.

Indentation and perforation could also occur with low velocity impact if
the energy is high enough; this phenomenon has been studied by Caprino
et al. (2003). Structures made with composite laminates are often sub-
jected to uniaxial or biaxial stress prior to impact; this subject has been
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investigated by Whittingham et al. (2004), who demonstrated that energy
absorbed during impact is independent of pre-stress level at low impact
energies, but significant as impact energy increases. Hybrid composites,
including various reinforcements (e.g., glass and carbon fibers), are also of
great importance for aeronautic structures; the effect of hybridization has
been analyzed by Hosur et al. (2005), Sayer et al. (2010b), Sayer et al.
(2010a) and Badie et al. (2011).

Since carbon/epoxy composite laminates are widely used in aeronautic
and aerospace industries, it is necessary to know what their behavior is un-
der impact at low temperatures. This has been examined by del Ŕıo et al.
(2005). Carbon/epoxy laminates with different stacking sequences and ar-
chitectures (unidirectional, cross-ply, quasi-isotropic and woven laminates)
were impacted using a drop weight tower at temperatures ranging from 20◦

to −150◦C. After the impact tests, the extension of the damaged area was
measured by C-scan ultrasonic inspection, and the failure mechanisms were
studied by optical microscopy. Figures 1 and 2 shows the C-scan images
of cross-ply and quasi-isotropic laminates respectively at the different tem-
peratures. It is evident that the lower the temperature, the greater the
extension of the damaged area in laminates with tape architecture. Due to
the different orientations of plies, low temperatures produce residual ther-
mal interlaminar stresses because the thermal expansion coefficient is much
smaller in the direction of the fibers than in the transverse direction. These
stresses are high enough to contribute substantially to the failure mechanism
upon the impact process, and hence lead to greater areas of delamination.

Figure 1. C-scan image showing damage extension in cross-ply laminate
impacted at 4 J. 20◦ (left), −60◦ (center) and −150◦ C (right) (del Ŕıo
et al., 2005).

Figure 3 shows C-scan images for a woven laminate impacted at 4 J at
three different temperatures. In this case the differences in the size of the
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Figure 2. C-scan image showing damage extension in quasi-isotropic lam-
inate impacted at 4 J. 20◦ (left), −60◦ (center) and −150◦ C (right) (del
Ŕıo et al., 2005).

damaged area are smaller because the orientation of the fibers is parallel in
every ply, and consequently thermal variation did not induce interlaminar
stresses.

Figure 3. C-scan image showing damage extension in the woven laminate
impacted at 4 J. 20◦ (left), −60◦ (center) and −150◦ C (right) (del Ŕıo
et al., 2005).

Impacts on CFRPs at high velocities
The behavior of carbon fiber reinforced composites under high veloc-

ity impacts were first examined by military researchers around 1970. They
studied the superior strength properties of these materials compared to met-
als, and investigated their behavior under these loading conditions. The
Advisory Group for Aerospace Research and Development (AGARD) con-
ducted preliminary analyses, describing the results of impacts with cube-
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shaped projectiles at speeds of up to 500 m/s. In particular, they analyzed
the extent and types of damage that occur in laminates and the degradation
of material properties.

In the late 1980s some scientific articles were published on high velocity
impacts on composite laminates. Cantwell (Cantwell, 1988a,b) published
two papers in which ultrasound was used to examine the damage in car-
bon/epoxy laminates under a wide range of impact velocities from 10 to 500
m/s. The influence of specimen thickness was analyzed. In these articles
Cantwell highlighted the fact that the damage under high velocity impact
is extremely localized around the impact point and hence the specimen size
has a negligible effect. Sun and Potti (1996) performed several ballistic
tests with different laminate thicknesses to measure energy absorbed dur-
ing impact and ballistic limit (minimum impact velocity to perforate the
laminate). The results were used to develop an analytical model to predict
residual velocity in the event of perforation. Larsson (1997) analyzed the
influence of stitching on the behavior of carbon/epoxy tape laminates un-
der high velocity impact. He concluded that stitching provides up to 50%
greater damage tolerance. Fujii et al. (2002) conducted tests on CFRP lam-
inates at high speed (500 to 1230 m/s) using a projectile of mass 0.2 g. The
study concluded that damage to the laminate decreases with increasing im-
pact velocity. Tanabe et al. (2003) investigated the effect of the interfacial
strength of carbon/epoxy laminates on their behavior under high velocity
impact. Interfacial treatments were found to be effective for absorbing the
kinetic energy of a projectile in a certain range of impact velocities; however,
the range varies depending on both thickness and velocity.

As in low velocity impact, studying the behavior of carbon/epoxy lam-
inates under high velocity impact at low temperatures is also important.
López-Puente et al. (2002) analyzed the effect of impact velocity and low
temperature (between 25◦ and −150◦C) on the extension of the damage
(measured by C-scan) produced by high velocity impacts on quasi-isotropic
and woven carbon/epoxy laminates. Figure 4 shows the C-scan damage
contours for woven laminates at different impact velocities and tempera-
tures. Figure 5 shows the results under the same range of variables for
quasi-isotropic laminates. Comparing Figures 4 and 5, it is easy to see that
the woven laminates exhibit a smaller damage area than the quasi-isotropic
laminates. Delamination occurs mainly between plies with different fiber
orientation and hence different bending stiffness. To analyze the influence
of the impact velocity it is necessary to distinguish between cases below
and above the ballistic limit. When the impact velocity is not enough for
the impactor to perforate the laminate, the size of the damaged area in-
creases with impact velocity. For velocities above the ballistic limit, the
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effect is the opposite; the damaged area decreases as the impact velocity in-
creases. At higher velocities the response in the laminate is more localized
because impact induces shear plugging with no global bending. Regarding
the effect of temperature, it is clear that for quasi-isotropic laminates lower
temperature causes a larger damaged area under the same impact velocity.
For woven laminates, temperature does not significantly affect the size of
the damaged area because all plies have the same orientation and hence no
thermal-residual stresses are induced. This behavior is the same as that
found in low velocity impacts.
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Figure 4. C-scan damage contours in woven laminates as a function of
impact velocity and temperature. External appearance of the damage with
perforation (López-Puente et al., 2002).
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Figure 5. C-scan damage contours in quasi-isotropic laminates as a func-
tion of impact velocity and temperature. External appearance of the dam-
age with perforation (López-Puente et al., 2002).
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High velocity impacts on in-service structural composite components can
occur at any angle, and hence it is important to study the effect of obliq-
uity. López-Puente et al. (2008) analyzed the influence of impact velocity
and obliquity on woven carbon/epoxy laminates. In this study, high velocity
impact tests were carried out at a wide range of velocities (from 70 to 500
m/s) and comparing two impact angles (0◦ and 45◦). After impact, speci-
mens were inspected using C-scan. Results for impacts below the ballistic
limit are summarized in Figure 6. At this range of velocities, the kinetic
energy of the projectile is completely absorbed by the laminate through
failure. The damaged area is proportional to the energy of the projectile,
i.e. to the square of the impact velocity of the projectile. The extent of the
damage is greater for normal impacts than oblique impacts; the component
of the projectile velocity parallel to the laminate induces almost no dam-
age. Above the ballistic limit, the size of the damaged area decreases with
velocity for both normal and oblique impacts (Figure 7). At high velocities,
the main mechanism to absorb the impact energy is transfer of momentum
from the projectile to the ejected plug, and little delamination is observed.
As the impact velocity decreases, penetration takes more time, and local
bending (and hence delamination) starts to play a role. In this range of
velocity, the damaged area is slightly larger for oblique impacts than for
normal impacts because the former produces an elliptical hole, while the
latter produces a circular hole.

2.2 Modeling of impacts on CFRPs

In recent decades simulation tools have become a key factor in the devel-
opment of composite structures. Models using various materials have been
proposed for this purpose. Because of the brittleness of the carbon fibers,
those models do not take into account plastic strains, and elastic behavior
until failure is usually considered.

The first models used only one scalar variable that defined the status of
the material (intact or completely failed) as a function of current stress and
strength properties. Some examples include the Tsai-Hill (Azzi and Tsai,
1965) and the Tsai-Wu (Tsai and Wu, 1971) criteria. In the subsequent
decade, Chang and Chang (1987) proposed a more elaborate criterion, in
which three different failure mechanism were distinguished; fiber failure,
matrix failure under tension and matrix failure under compression. All
three are in-plane failure mechanisms and hence only valid for 2-D approxi-
mations. Delamination is an important failure mechanism that can only be
accounted for using a 3-D approximation. Hou et al. (1997) developed a 3-D
material model for composite laminates. Based on the Chang and Chang
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Figure 6. Damaged area vs impact velocity for woven CFRPs below the balistic
limit (López-Puente et al., 2008).
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Figure 7. Damaged area vs impact velocity for woven CFRPs above the balistic
limit (López-Puente et al., 2008).
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(1987) model, they added a delamination criterion developed by Brew and
Lagace (1988).

The above models were developed for tape laminates. The first model
based on stresses for woven laminates was developed by López-Puente et al.
(2003). In a more recent article (López-Puente et al., 2008), these authors
presented a validation of this model for a wide range of velocities and under
two different impact angles, comparing residual velocity and damaged area.
Figure 8 shows the correlation between experimental tests and numerical
results for residual velocity. At speeds close to the ballistic limit, small
differences could be observed, but consistently lower than 5%.
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Figure 8. Residual velocity for different normal impact velocities. Experimental
and numerical results for CFRP woven laminates (López-Puente et al., 2008).

Figures 9 and 10 show damaged area versus impact velocity for impacts
at 0◦ and at 45◦. For impact velocities below the ballistic limit, damage
increased with impact velocity, as observed experimentally. Since the com-
ponent of velocity normal to the laminate decreases as obliquity increases,
and these types of materials are particularly sensitive to out-of-plane im-
pacts, a reduction of the extent of damage is also observed as the impact
angle increases. At high velocities, when penetration takes place, higher
impact angles are associated with a larger damaged area due to the longer
trajectory of the projectile through the laminate. In all cases the damaged
surface decreases as impact velocity increases.
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Figure 9. Damaged area vs impact velocity for different impact angles. Exper-
imental and numerical results for CFRP woven laminates (López-Puente et al.,
2008).

3 Hydrodynamic RAM in fuel tanks

Hydrodynamic ram (HRAM) is a phenomenon that occurs when a high-
energy object penetrates a fluid-filled container. The projectile transfers
its momentum and kinetic energy through the fluid to the surrounding
structure, increasing the risk of catastrophic failure and extensive struc-
tural damage. Vulnerability to high-velocity impact loads is a critical issue
for the design of aircraft structures. Of all the vulnerable components of an
aircraft exposed to the threat of impact, the component with largest area
is the wing. HRAM effects caused by impact on a fuel tank in the wings
are therefore among the most important factors in the vulnerability of an
aircraft. The significance of this phenomenon was amply demonstrated in
the Vietnam War, in which many low-flying aircraft were downed by small
arms and automatic fire. More recently, in Desert Storm, 75% of all aircraft
losses were related to the fuel system (Addessio et al., 1997). Although vul-
nerability of aircraft to the HRAM phenomenon has usually been related to
military aircraft, commercial airplanes are not immune from this risk. In
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Figure 10. Damage area vs impact velocity for different impact angles. Exper-
imental and numerical results for CFRP woven laminates (López-Puente et al.,
2008).

1990, the Federal Aviation Administration (FAA) established the Aircraft
Catastrophic Failure Prevention Research Program. One of the research ar-
eas of the program was the analysis of the effects of penetration of aircraft
fuel tanks by uncontained turbine engine fragments (Santini et al., 1998).
An example of the importance of this phenomenon is the Air France Con-
corde crash in 2000. The final investigation report revealed that HRAM had
played a significant role in the failure of the aircraft. HRAM is especially
dangerous for aircraft designed according to extreme lightweight principles.
These aircraft commonly use wet wings (integral fuel tanks) and their struc-
tural strength cannot be improved by strengthening the airframe, since this
would counteract the requirements of a lightweight design.

In recent years, interest in the study of HRAM has increased (Townsend
et al., 2003; Poehlmann-Martins et al., 2005; Disimile et al., 2009; Varas
et al., 2009a,b, 2011); however, modeling the HRAM phenomenon contin-
ues to be a challenge. The following section introduces the basic concepts
of the HRAM phenomenon and its importance for the aircraft industry. In
addition, before describing how the HRAM phenomenon can be simulated
by means of a specific model with two different approaches, some experi-
mental results are shown which give an idea of the difficulty of simulating
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such a complex problem. Finally, we show how the results obtained in the
numerical model can help to understand the HRAM phenomenon.

3.1 Experimental analysis

A hydrodynamic ram event consists of four principal stages: shock, drag,
cavitation and exit (Figure 11). Each stage contributes to structural dam-
age through a different mechanism and to a different extent. When the
projectile penetrates the wall of the fluid-filled structure, the energy of the
impact is transferred to the fluid and generates a high pressure hemispher-
ical shock wave. This leads to damage primarily in the vicinity of the
impact location. During the drag phase, the projectile travels through the
fluid, and its kinetic energy is partially transformed into fluid motion as
the projectile is slowed by viscous drag. Displacement of the fluid from the
projectile path generates a radial pressure field. In contrast to the pressure
field developed during the shock phase, the fluid is accelerated gradually
rather than suddenly. This causes less intense peak pressures, but they are
of greater temporal extent. Displacement of fluid during the drag stage
forms a cavity behind the projectile. The subsequent expansion and col-
lapse (oscillations) of the cavity are known as the cavitation stage. These
oscillations of the cavity can cause significant pressure pulses. The final
stage of the hydrodynamic ram event occurs when the projectile exits the
container. In contrast to the perforation of the front wall, the projectile
exits through a pre-stressed wall. The pre-stress is caused by the initial
shock stage and subsequent loading by the fluid.
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Figure 11. The phases of hydrodynamic ram.

In order to achieve a better understanding of the HRAM problem and
associated fluid-structure interaction, several groups in the US Defence De-
partment mounted a considerable research effort in the 1970s. The Naval
Weapons Center (NWC, China Lake, California), conducted an interesting
hydrodynamic ram project, in which a series of ballistic tests were performed
to obtain fluid pressure measurements at several locations for a variety of
projectiles (Lundstrom and Stull, 1973). At the same time, the Naval Post-
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graduate School (NPS) conducted an analytical and experimental hydrody-
namic ram program in conjunction with the NWC project. Fluid pressures
and entry-wall strains were measured for various projectile sizes and en-
ergy levels. The tests and their results are reported in different documents
(Bates Jr, 1973; Holm, 1973; Soper, 1973; Fuhs and Ball, 1974; Mueller,
1974; Kappel, 1974; Holm, 1974; Page, 1975; Patterson, 1975). The Uni-
versity of Dayton Research Institute also performed several impact studies
on fuel tanks during the 1970s. Bless et al. (1977) conducted experiments
using spherical projectiles with diameters of 11.1 and 14.3 mm at impact
velocities ranging from 1.5 to 2.4 km/s, and obtained data on entrance and
side panel displacement, fluid pressure and the projectile trajectory. Lund-
strom and Anderson (1989) conducted an experiment in which 23 and 30
mm high-explosive incendiary (HEI) rounds were shot into an open rectan-
gular thick steel tank filled with water. Fluid pressure data from several
points were reported. Sparks et al. (2005) carried out an experiment to
examine the HRAM loads generated by a 12.7 mm projectile entering a
water-filled container. The container was similar to that used in previous
studies. Data pressure at different points was obtained and the trajectory
of the projectile recorded with two high-speed digital cameras. All these
tests employed open containers with a steel structure, and their behavior
could be completely different from that of a closed container, as in the case
of a fuel tank. Varas et al. (2009a) performed experiments on closed water-
filled aluminum square tubes. These containers were subjected to impact
by steel spherical projectiles (12.5 mm diameter) at impact velocities in
the ballistic range. In addition, the aluminum tanks were filled at different
volumes to study the way in which an air layer inside the tank influences
the behavior under impact. The test boxes were instrumented with strain
gauges and two pressure transducers at different fluid depths. The process
of cavity formation was recorded with a high-speed camera. A diagram of
the experimental device used for impact tests is shown in Figure 12. The
test containers consisted of 6063-T5 square aluminum tubes (Figure 13).
The tubes were closed with two PMMA windows, fixed to the tubes with
four steel bars; these transparent panels allowed the impact process to be
recorded. The contact points between the PMMA windows and tubes were
sealed with silicone to avoid fluid leakage.

Figure 14 shows the sequence of an impact in a partially filled tank as
recorded by the high speed camera. The projectile penetrates the fluid from
left to right, creating a cavity behind it as it travels through the fluid. Since
penetration of the projectile into the fluid is subsonic, spherical wave fronts
propagating in the direction of the projectile as well as their rarefactions
with the free surface can be seen in the photos. In partially filled containers,
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Figure 12. Diagram of the experimental device used for impact tests (Varas
et al., 2009a).

the cavity raises the free surface of the fluid and a layer of fluid accelerates
upwards. This layer will impact the upper wall of the tank at a high velocity.

The time history of the HRAM pressure wave inside the fluid was mea-
sured by means of two pressure gauges at different locations, near (PTn)
and far (PTf) from the impact point. Figure 15 shows the typical curves
found for pressure measurements at PTn and PTf at different velocities and
fill volume percentages. As shown by these curves, the pressure time history
changes as a function of the location of the pressure gauge and the veloc-
ity of the projectile. The pressure level is highly sensitive to the projectile
velocity, the peak pressure at 900 m/s being nearly double the pressure
reached at 600 m/s. Consequently, velocity will strongly affect the level of
permanent deformation of the tube. Since the energy of the spherical pres-
sure wave decreases with distance from the source, the position of the sensor
also influences the pressure it records. The main difference observed as a
function of filling percentage is the duration of the pressure pulse, which
decreases as the fluid level falls. This is due to the effect of the rarefaction
wave formed at the free surface, as explained in Varas et al. (2009a).

Varas et al. (2009a) also observed that strains farther away from the
impact area are more influenced by filling percentage than by velocity. That
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Figure 13. Closed test box (Varas et al., 2009a).

Figure 14. Sequence of projectile penetration into 75% full tube. V = 600 m/s.
Images taken at 18 μs, 73.4 μs, 128.8 μs, 267.3 μ s, 461.2 μs, 599.7 μs. t = 0
corresponds to initial contact.

is, higher strains were found in a completely filled tank than in a partially
filled tank, even though the latter was impacted at a higher velocity than
the former. At points close to the trajectory of the projectile, this was not
the case. Strains at these points are influenced more by velocity than by
filling percentage. Therefore it can be concluded that the effect of velocity
on the tubes is to generate a localized bulge, while the filling level produces
a distribution of the deformation on the tubes. Figure 16 shows the effects
of filling percentage schematically.

Although most studies of HRAM are conducted in metallic tanks, some
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Figure 15. Pressure time history in a 100% filled tube impacted at 900 and 600
m/s (Varas et al., 2009a).

Figure 16. Left: region affected by the variation in impact velocity. Right:
region affected by the variation in filling percentage (Varas et al., 2009a).

experimental studies using composite containers can be found. One of the
first published studies using composite fuel tanks was from the Advisory
Group for Aerospace Research and Development. Impact tests were con-
ducted in 1988 to study the influence of projectile shape, fluids, and impact
angles on aluminum and carbon epoxy tanks (Avery, 1981). Recently, Varas
et al. (2011) studied high velocity impacts in CFRP tanks, which clearly re-
vealed the importance of the fluid layer generated by the cavity in partially
filled CFRP tanks.

3.2 Modeling HRAM

HRAM events have been simulated in various ways for over 30 years. The
first methods were based on the use of the Piston Theory (Ball, 1974, 1972)
and the Variable Image Method (Lundstrom, 1977) for the fluid-structure
interaction. In general, none of these methodologies provided a realistic
coupling between the fluid and the structure. Other codes such as HRSR
(Hydraulic Ram Structural Response), ERAM and EHRSR were developed
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(Herlin and Avery, 1981; Freitas et al., 1996), but all of them showed lim-
itations and lacked accuracy for predicting the consequences of an HRAM
event, since none of them fully coupled the mechanisms of the fluid-structure
interaction, nor did they allow for a complex engineered structure.

One of the first documented examples of an HRAM simulation using
the full set of continuum equations (i.e., conservation of mass, momentum,
energy and material description) was developed by Kimsey (1980). Kimsey
applied a Lagrangian finite-element method to simulate the penetration of
a steel rod into a cylindrical tank. Distortions were a problem in Kimsey’s
simulation; nevertheless, qualitatively good results were obtained. The com-
plicated physics and mechanics of HRAM phenomena were not satisfactory
solved until higher-order numerical algorithms were incorporated into the
codes in the late 1980s.

Coupled Euler-Lagrange methods have been under development since the
early-to-mid 1990s, combining the desirable characteristics of Lagrangian
and Eulerian formulations. These methods are used in various industries
for a wide variety of analyses involving fluids interacting with structures
or when high distortions may appear (Santini et al., 1998; Seddon et al.,
2004; Anghileri et al., 2005d; Jarzab et al., 1988; Souli et al., 2002; Fasanella
et al., 2006; Børvik et al., 2009; Lu and Wang, 2006; Kim and Shin, 2008),
including airbag and tire-water dynamics in the automobile field (Marklund
and Nilsson, 2002; Koishi et al., 2006), the impact of bird strikes on aircraft
(Hanssen et al., 2006; Jenq et al., 2007), and the effects of sloshing on
ships (Zhang and Suzuki, 2007). The Arbitrary Lagrangian Eulerian (ALE)
technique is widely used in problems of this kind.

Another technique developed for calculating fluid flow and large defor-
mation in structures is Smoothed Particle Hydrodynamics (SPH) (Lucy,
1977; Gingold and Monaghan, 1977). In the SPH method, the conservation
equations are applied to discrete particles in the computational domain.
The particles are not associated with a traditional grid system; therefore,
they are not fixed by connectivity constraints as is the case in finite ele-
ments. This enables them to freely move and deform in any manner, making
SPH particularly suitable for simulating processes in which large deforma-
tions appear. The SPH technique combined with a Lagrangian method
provides an alternative to the ALE approach in which small distortions are
computed using the Lagrangian method while large distortions are handled
with the SPH technique. Examples of the use of this approach to simulate
fluid-structure interaction or HRAM problems can be found in the literature
(Anghileri et al., 2005d; Sparks et al., 2005; Vignjevic et al., 2002; Pentecôte
and Kohlgrueber, 2004). Although the application of SPH to fluid-structure
problems is relatively recent, this method has been applied for some time to



Analysis of High-speed Impact Problems 159

problems in which large deformations occur, such as hyper-velocity impacts
(Chen et al., 1997; Chen and Medina, 1998; Medina and Chen, 2000; Knight
et al., 2000; Shintate and Sekine, 2004).

The capability to develop an accurate numerical model is of great impor-
tance since analytical solutions can provide only a limited understanding of
the nature of the behavior. However, the modeling of coupled fluid-structure
interaction problems such as HRAM has proven to be a complicated task
and is still quite challenging. Recently Varas et al. (2009b) performed,
through the development and validation of different numerical models, a
thorough analysis of the suitability and predictive capabilities of the above
techniques (ALE and SPH) to HRAM problems, that will be summarized
next.

Comparison of ALE and SPH techniques for the HRAM prob-
lem

Varas et al. (2009b) simulated the impact of a spherical projectile into
an aluminum container filled with fluid using several modeling techniques
(ALE and SPH), and comparing their ability to represent this complex
phenomenon. Some aspects of the methodology that Varas et al. (2009b)
followed to develop the numerical models are described below. The com-
mercial finite element code LS-DYNA v.971 (LSTC, 2007) was used in the
development of the models.

Structural FE model. the models consider only a quarter of the whole tank
because there are two planes of symmetry (Figure 17, left). Any reduction
in the size of the model is very desirable since the nature of this simulation
demands a high mesh density. The container is divided into three parts; the
walls impacted by the projectile (entry and exit walls), the lateral wall, and
the PMMA window that encloses the whole tube.

Figure 17. Left: box model geometry used for the analysis. Right: detail of the
entry wall mesh (Varas et al., 2009b).
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The impacted walls and the PMMA window are discretized using eight-
node solid hexahedron Lagrangian elements with reduced integration. There
is a refined mesh around the impact zone and a mesh that grows progres-
sively coarser as the distance to the hit point increases, as can be observed
in Figure 17, right. Four-noded Belytschko-Tsay shell elements were used
to discretize the lateral wall in order to reduce the number of elements.

The Johnson-Cook hardening relation (Johnson and Cook, 1983), which
takes into account the equivalent plastic strain, equivalent plastic strain rate
and temperature effects, was selected to model the aluminum of the box.
An elastic material model was used for the PMMA window (Vesenjak et al.,
2005).

Fluid FE approaches. The deformations that the fluid inside the tank will
undergo are too large to consider a pure Lagrangian description as an ap-
propriate option. For this reason a multi-material ALE formulation or,
alternatively, a mesh-free approach (SPH) were chosen for the treatment of
the fluid.

• ALE approach. The fluid inside the box is discretized by means of
eight-node solid hexahedron elements. In this case, the air surrounding
the box should be considered, being modeled using the same elements
as the water. Modeling this air region is essential to allow the water
to flow into it, deforming the walls of the structure (Figure 18). It is
important to take into account that element size can affect modeling
of the fluid/solid contact. Refined meshes can lead to instability and
leakage problems at the fluid/solid interfaces. Those problems can be
avoided by choosing the same element sizes as the Lagrangian mesh
at the interfaces.

Figure 18. Mesh of the fluids in the ALE approach (Varas et al., 2009b).
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The water was modeled using the equation for viscous fluids

σij = 2υdε̇
′
ij − PI (1)

in which υd is the dynamic viscosity, ε̇′ij the deviatoric strain rate
tensor, and I the identity tensor. The pressure P is calculated as
a function of the compression and of the internal energy per unit
volume, using the Mie-Gruneisen equation of state based on a cubic
shock velocity-particle velocity. The air was modeled using the same
constitutive equation (1), with the properties of the air, and a linear
polynomial equation of state (LSTC, 2007) that models the air as an
ideal gas.

The fluid-structure interaction is achieved by means of a penalty-
based ALE-Lagrangian coupling algorithm implemented within LS-
DYNA. This allows the fluid material to flow around the structure
but prevents its penetration into the structure mesh, with penalty
forces being applied to the fluid and the structure.

• SPH approach. The SPH method requires a large number of uniformly
distributed particles to provide reasonably accurate results (Figure
19). In the SPH method, it is not necessary to model the surrounding
air since the particles can flow freely in any direction, deforming the
walls of the structure. The constitutive law and the equation of state
used to model the water are the same as in the ALE approach.

Figure 19. Left: mesh of the water in the SPH approach. Right: detail of the
SPH mesh (Varas et al., 2009b).

Here, the fluid-structure coupling algorithm is different from that
applied in the ALE approach. In all the contact algorithms, the
SPH particles are considered to be nodes. As other authors suggest
(Schwer, 2004), the contact interface should be chosen with special
care in order to model the interaction of several SPH particles with
each face of the elements of the Lagrange contacting body. This fact,
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along with the need for a homogeneous mesh to obtain accurate re-
sults, means that a higher number of particles are used to discretize
the water domain than in the ALE approach. The interaction of the
SPH particles and the walls of the structure is modeled by means of a
constraint interface that ties the SPH particles to the solid elements of
the surrounding structure. This has been proven to be the best way
to transmit the fluid movement to the structure and avoid contact
instability.

Varas et al. (2009b) observed that the pressure level and the beginning of
the pressure pulse predicted by both numerical models correlated quite well
with the experimental results, as shown in Figure 20. The evolution of the
cavity predicted by the various approaches matches well with images from
the experiments, as can be seen in Figure 21. This is of great importance
since the cavity is the main cause of the deformation of the walls. The
way in which the walls are deformed is interesting because of its influence
on the behavior of contiguous cells that can be part of a whole fuel tank
system. The deformation at points all along the entry and exit walls of the
tanks was therefore also compared experimentally and numerically. It was
observed that the shape and maximum deformation of the walls near the
impact point were well predicted by the simulations, but the deformation
at points farther away from the impact point were over-estimated in the
simulations (see Figure 22).

In the light of the results of the validation, Varas et al. (2009b) con-
cluded that both approaches, ALE and SPH, were capable of reproducing
cavity evolution, pressure and wall deformation of the hydrodynamic ram
phenomenon. Finally, it is worth noting some considerations about the
CPU time required for the approaches used. The finer meshing of the SPH
approach, necessary for effective simulation, requires very long CPU times;
however the results are not more accurate than the ALE results. Thus it
seems that the ALE approach is more suitable for simulating a problem of
this kind where a large physical domain needs to be modeled.

Numerical analysis of the HRAM phenomenon
The broad range of quantitative results provided by the numerical codes

can be analyzed to obtain better knowledge about the fluid/structure inter-
action phenomenon that takes place during HRAM events. In this kind of
problem, the numerical analysis enables identification of the beginning and
end of each stage of the HRAM and their influence on the permanent dis-



Analysis of High-speed Impact Problems 163

Figure 20. Pressure time history of a pressure gauge close to impact point (PTn)
in a 100% filled tube impacted at 900 m/s. (Varas et al., 2009b)

placement of the structure, resulting in a complete and detailed view of the
HRAM phenomenon. In the work of Varas et al. (2012), the link between
projectile advance and deformation of the tank is established by means of
a study of the interactions between these two solids and the fluid inside the
tank, paying attention to the transfer of energy and momentum between
projectile, fluid and tank walls. Some of the results are presented here.

Figures 23 and 24 depict the kinetic and internal energies of the various
components of the problem; projectile, water, and the walls of the tank. A
first stage can be seen that consists of the passage of the projectile through
the tube. In this stage, the kinetic energy of the projectile is transferred
to the fluid and, through it, to the tank walls. Once the projectile exits
the tank, the work done over the tank-fluid group ends and there is now a
transfer between the different energy terms of the structure and fluid.

When the projectile exits the tank, most of the energy has been trans-
ferred to the fluid. This is mainly due to the kinetic energy that the pro-
jectile has communicated to the water, rather than to the increase in water
pressure. After the exit of the projectile, however, the kinetic energy in the
fluid decreases but the internal energy due to pressure keeps a constant and
higher value for a much longer time than that taken by the projectile to
pass through the tank. The kinetic energy in the water begins to decrease
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Figure 21. Cavity evolution at times 0.028, 0.084 and 0.140 ms obtained exper-
imentally (top), ALE simulation (centre) and SPH simulation (bottom) (Varas
et al., 2009b).

Figure 22. Deformation of the entry wall of a completely filled tank impacted
at 600 m/s (Varas et al., 2009b).

before the projectile’s exit, which means that the fluid has already started
to transmit part of its energy to the surrounding walls.

When the internal and kinetic components of energy in the various walls
were analyzed in detail, Varas et al. (2012) observed that the walls had a
greater kinetic energy value than the internal energy during the stage of
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Figure 23. Time history of energy in projectile and fluid. Fully filled tank and
V=900 m/s (Varas et al., 2012).

projectile penetration into the tank (Figure 24). This fact confirmed the
essentially dynamic nature of the first stage of HRAM, with the prevalence
of inertial forces, as compared to a behavior characterized by a more uniform
pressure value in the fluid and slower wall deformation once the projectile
has exited the tank.

For a better understanding of the behavior of the tank walls, Varas et al.
(2012) also studied the pressure contours generated in the fluid during the
progress of the projectile (Figure 25). The pressure contours clearly show
the existence of two zones of overpressure. The first advances at the speed
of sound in the fluid and is bounded between a spherical front centered
on the impact point and a rarefaction front that is created as a result of
the interaction with boundary conditions on the entry wall. The second
zone advances in front of the projectile, at the same speed, and its value
and extension decrease as the projectile decelerates. The first wave front,
due to its larger extension, affects both the exit and the lateral wall. The
second wave front, with a smaller area, mainly affects the exit wall when
the projectile approaches it, and to a smaller extent the lateral walls. These
two overpressure fronts explain the evolution in kinetic energy of the tank
walls. It can be seen, for example, that the times at which the first wave
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Figure 24. Detail of time history of energy in aluminum walls. Fully filled tank
and V=900 m/s (Varas et al., 2012).

front reaches the lateral and the exit wall match the times at which the
kinetic energy of these walls begins to rise. When the exit wall is no longer
affected by the first overpressure front, a plateau is observed in the kinetic
energy of the exit wall. When the second overpressure front begins to act
on the exit wall, the kinetic energy rises much more than before. Thus
the second overpressure front seems to have more influence on exit wall
deformation than the initial wave. The maximum kinetic energy value in
the exit wall occurs at the instant at which the projectile makes contact with
it. At that moment it begins to decrease as the kinetic energy progressively
turns into internal energy. It is worth noting that the gap between the
two overpressure fronts becomes more noticeable at lower impact velocities
because the first front always moves at the same speed, while the second
one travels at the velocity of the projectile. The lateral walls are affected by
both overpressure fronts because of their proximity to the area of influence
of the second front. On fuel tanks whose lateral walls are further away
from the projectile trajectory, the second overpressure front should have no
influence on lateral wall deformation.
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Figure 25. Pressure contours in the fluid at 0.05, 0.10, 0.11, 0.12, 0.14 y 0.20
ms. Fully filled tank and V=900 m/s (Varas et al., 2012).

After the exit of the projectile, the deformation of the walls continues
due to the overpressure caused by the formation of the cavity. This over-
pressure is less intense than that generated by the two previously mentioned
fronts (as can be seen from the pressure values obtained both numerically
and experimentally in the previous works of Varas et al. (2009a,b)), but of
greater temporal extent due to the fact that this overpressure is not related
to either the propagation of the sound waves propagation or to the forward
movement of the projectile. Therefore its effect on the deformation of the
tank walls is important.

In addition to the pressure contours, Varas et al. (2012) analyzed the
momentum time history, both in the fluid and in the structure, to obtain
information for a better understanding of the HRAM phenomenon. The
momentum of the different parts of the problem was clearly related to the
two overpressure fronts. It was also shown that the stages of increasing
momentum in the exit wall matched the stages of decreasing momentum in
the fluid, confirming the transfer of momentum between the water and the
tank walls.

As a conclusion of the above discussion, we note that the availability of an
accurate validated numerical tool not only enables the HRAM phenomenon
to be understood, but is also helpful for the design of future structures that
can attenuate HRAM effects.
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4 Bird strike

Collisions between an aircraft and one or more birds are known as bird
strike. One of the first records of this phenomenon was reported by the
Wright brothers in 1905 (MacKinnon, 2004), but the first fatal aircraft
accident resulting from a bird strike was in 1912 (Lewis, 1995). As of 2004,
bird strikes had caused the loss of 90 civilian aircraft and cost 242 lives
worldwide (Stoll and Brockman, 1997). Some studies (ICAO, 2001) estimate
more than 30000 bird strikes a year on civil aircraft, but the majority cause
little or no damage.

In recent decades, bird populations have been increasing due to greater
environmental awareness efforts and the birds’ ability to accommodate to
human environments. By some estimates, the population of Canada geese in
the USA has quadrupled since 1987, and snow goose, seagull and cormorant
populations have also increased (Eschenfedler, 2001). In the UK, flocks of
Canada geese and greylag may number up to 1000 individuals.

The probability of finding a large flock of birds at high altitudes where
aircraft speeds are higher enhances the risk of impact. As well, the majority
of airports are positioned away from populated areas and closer to natural
habitats of wild birds. These factors, combined with the increasing use of
aircraft, have led to a rise in the number of recorded bird strikes during
commercial flights, in particular during take-offs and landings, especially
in recent years. Despite efforts to reduce the problem, the worldwide cost
of bird strikes exceeds $USD 3 billion per year. An important part of
these costs are associated with cancelling flights and making alternate travel
arrangements for affected passengers (Short et al., 2000).

4.1 Experimental analysis of bird strike

Because of the importance of this problem, before aircrafts are put into
operational use they must show certain elements of structural integrity fol-
lowing a bird strike. For certification, the aviation authorities specify that
components should be struck by a standardised bird fired by a pneumatic
launcher at operational velocity. For instance, turbofan blades must be able
to withstand impacts from various sizes and numbers of birds (depending
on the size of the engine) without immediate catastrophic failure; Boeing
777 engines are required to produce at least 75% of full rated thrust after
simultaneously taking in four 1.125 kg birds (Lewis, 1995). Other aircraft
parts (windshields, radome, fuselage and the leading edges of the wings and
empennage) and helicopter parts (fuselage, windshield and rotor blades) are
also vulnerable to damage from bird strikes, and therefore must be designed
to be bird-proof.
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For final certification, testing the use of real birds is mandatory. In-
dividuals of the same mass, even of the same species, may present some
differences in mass-density that may cause different effects upon impact.
However the authorities only define the mass, not the species to be used for
testing. It is also difficult to ensure that the target point is struck properly
because the irregular shape of real birds means that results are not uniform.
Eliminating the need to use animals for testing would therefore be useful.
To deal with these problems, many companies use bird substitutes for pre-
certification impact tests (Budgey, 2000) but there is no standardisation in
the design of artificial birds. The design of bird substitutes attempts to
reproduce the pressure loading obtained in a real bird impact, rather than
reproducing the biometric parameters of real birds. Meat, foam, rubber,
silicone, neoprene, wax, emulsion, and gelatin have been used as materials
(Wilbeck, 1978; Nizampatnam, 2007; Baughn and Graham, 1988). Dynamic
loading produced with gelatine provides the best agreement with the impact
of a real bird. Gelatine is therefore the material most used in experimental
research projects. Moreover, analysis techniques must be validated before
they can be used in the design process.

4.2 Modeling the bird strike

The design/manufacture/test cycle for a bird-impact–proof aircraft com-
ponent may be a long, expensive process (Nizampatnam, 2007). To reduce
the number of sample tests, a reliable design tool to predict the structural
behaviour of components under bird strike impact is necessary. Numerical
simulations enable the use of various design approaches to minimise weight
according to bird strike design requirements.

The design of bird-proof aircraft components requires the use of complex
numerical tools that should be capable of dealing with the highly non-linear
characteristics of the problem. However, a simplified description of the
process by means of a theoretical model provides useful insight into the
stages of the impact event. Wilbeck (1978) developed a theoretical model
for the sequential stages that occur during an impact.

Theoretical model of Wilbeck (1978)

Wilbeck described the impact process by means of the following sequence
of consecutive events (Figure 26).

Shock regime. During the first moments of the impact of a projectile against
a rigid target, a compressive shock wave is generated at the contact surface
and transmitted through the projectile as each succeeding layer of particles
comes to rest (Figure 26a). This happens so quickly that the particles
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Figure 26. Schematic description of an impact process according to Wilbeck
(1978).

do not have time to receive information from the lateral free surface, and
deformation occurs under plane strain conditions. The pressure in this
region is very high and can be considered to be constant. This process is
adiabatic and the shock pressure pulse is well described by the characteristic
Hugoniot relationship

PH = ρ0V0Vshock (2)

where ρ0 is the initial density of the projectile, V0 is the impact velocity
of the soft body, and Vshock is the velocity of shock wave propagation in
the material. The model uses an empirical linear relationship between the
shock wave velocity and the impact velocity, valid in the range of pressure
where there is no phase transition

Vshock = c0 + kV0 (3)

where c0 is the speed of sound in the uncompressed material and k is an
experimental constant. Therefore, at low impact velocity the shock wave
velocity tends toward the speed of sound in the material. However, at high
impact velocities the shock wave velocity is higher than c0, so the increase
of Hugoniot pressure with impact velocity is non-linear. For water, Eq. (3)
accurately fits results up to Mach=1.2 if k = 2 and c0 = 1482.9 m/s, values
obtained by Rice et al. (1958) at a temperature of 20 ◦C and a pressure of
1 atmosphere.
Release regime. As the shock wave propagates, the particles close to the
side of the projectile’s edge are subjected to a high pressure gradient due
to shock stresses at the axis and the stress-free condition at the lateral
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surface. Thus the material particles are accelerated radially outward. From
the lateral free surface, release waves propagate to the axis of the projectile,
relieving the radial pressures (Figure 26b).

The time tB needed for the release wave to reach the central point of
the contact surface, point B in Figure 26b, determines the duration of the
shock pressure pulse acting on the target. It can be calculated by tB = a/Cr,
where a is the radius of the projectile and Cr is the speed of sound in the
shocked material, obtained from the slope of the pressure-density curve at
the Hugoniot state

Cr =

√
dP

dρ
(4)

In a shocked material, the slope of the pressure–density curve increases
with density, and the release waves propagate faster than the shock wave.
This makes it likely for tB to be small (less than 1 μs for a typical bird
projectile geometry), causing pressure applied on the target to decay rapidly
(Iannucci, 1992, 1998). This effect can be seen in Figure 27, representative
of a typical time–pressure curve for a soft body impacting on a rigid plate.

time

P

t
B
~a/C

r

steady-flow pressure

Hugoniot pressure

Figure 27. Typical time-pressure curve for a normal soft-body impact on a rigid
plate.
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Steady flow regime. This phase starts after several reflections of the release
waves, contributing to a decrease of the shock pressure on the projectile.
During this regime (Figure 27c), the pressure and velocity in the projectile
can be considered constant and the particles flow along streamlines.

The existence of this regime depends on the length/diameter ratio (L/D)
of the impactor. For a projectile with a ratio greater than a critical value,
the steady flow condition should exist for some time. Typically, a ratio
L/D > 2 is need for this regime to be clearly detected. For a very low L/D
ratio the impact event could finish before the steady flow regime appears.

In the case of a cylindrical projectile impacting normally on a rigid plate,
the point at the centre of the contact surface is the stagnation point with
zero velocity. During this stage, the flow of the projectile can be assumed
incompressible and the stagnation pressure Pstg can be obtained from the
Bernouilli equation by

Pstg =
1

2
ρ0V

2
0 (5)

To determine the radial pressure at any point of the contact surface,
Wilbeck (1978) considered the exponential radial distribution obtained by
Banks and Chandrasekhara (1963) in a water jet

P (r) = Pstgexp

[
−1

2

( r
a

)2]
(6)

a being the radius of the projectile.

The simplified description of the sequence of regimes that appear during
the impact process developed by Wilbeck (1978) enables the characteristic
time–pressure curve due to perpendicular soft-body impact on a rigid plate
to be determined, justifying the initial short peak in pressure and the long-
lasting steady state.

Bird constitutive equations
Birds are mostly composed of water, and at the range of impact veloc-

ities at which real bird strikes take place, they behave like a fluid. Thus
equations of state (EOS) are commonly used to define the pressure–volume
relationship in a soft body since they provide reasonable accuracy.

From the the continuity equation, the Hugoniot linear relationships for
density and pressure, and the linear relation for Vshock given by Eq. (3),
the following EOS can be derived (Wilbeck, 1978)

P = ρ0c
2
0

ρ(ρ− ρ0)

((1− k)ρ+ kρ0)2
(7)
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Figure 28. Radial pressure distribution during the steady flow regime for dif-

ferent impact velocities.

Using μ = ρ/ρ0 − 1, it can be rewritten as

P = ρ0c
2
0

μ(1 + μ)

((1− k)μ− 1)2
(8)

For low values of μ, this expression may be expanded in a polynomial
form (implemented in some commercial numerical codes) as

P = β1μ+ β2μ
2 + β3μ

3 +O(4) (9)

where β1 = ρ0c
2
0, β2 = (2k − 1)β1, β3 = (k − 1)(3k − 1)β1.

Some authors (Murnaghan, 1944; Cogolev et al., 1963) established em-
pirical EOSs that are easier to handle for theoretical models, which can be
expressed in the form

P = D

[(
ρ

ρ0

)B

− 1

]
(10)

Ruoff (1967) deduced the values of the parameters B and D for this
expression to deal with the linear Hugoniot relationships, resulting in B =
4k − 1 = 7 and D = ρ0c

2
0/B = 321 MPa for water.
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The differences between the above EOSs (Eqs. 8–10) can be observed in
Figure 29. Note that in range of pressures reached in a bird strike (below
200 m/s), the differences between them are negligible; therefore any of them
is equally valid for simulation purposes.
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Figure 29. Shock pressure estimation by different EOS.

To consider the effects of the anatomical cavities in the birds’ structure,
the equation of state must include the void content (porosity). The presence
of porosity in a soft body has a great effect on both the shock velocity
and the compressibility of a material during impact. Wilbeck (1978) used
the theory of Torvik (1970) to predict pressure–density relationships in a
homogeneous mixture of water and air. The hypotheses assumed by the
model are: i) a porous material that is macroscopically homogeneous and
isotropic, ii) the density of each constituent is the same as for a homogeneous
sample of the given constituent at the same pressure, and iii) the shock
pressure is the same in each component.

Figure 30 shows the Hugoniot pressure as a function of the impact ve-
locity for different values of initial porosity. It can be seen that porosity
induces a sharp decrease in the pressure, and it therefore has to be consid-
ered during the shock stage. However, porosity barely changes the pressure
during the steady flow stage, as can be seen in Figure 31.
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Figure 30. Hugoniot shock pressure versus impact velocity for water with dif-
ferent values of the porosity. z: air volume fraction.
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Figure 31. Steady flow pressure versus impact velocity for water with porosity.
z: air volume fraction.
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Numerical techniques
The bird strike problem is highly nonlinear and the numerical codes used

to simulate it must be able to deal with large deformations, contact, and
non-linear behaviour of materials. Additionally, they typically offer a vari-
ety of discretisation schemes, such as Lagrangian with remeshing, Eulerian,
Arbitrary Lagrangian–Eulerian (ALE) and smoothed particle hydrodynam-
ics (SPH). Numerical analyses of bird strike simulation available in the
literature were done with codes using explicit time-integration schemes.

The features of the numerical schemes relating to the simulation of the
bird strike problem will now be summarised (Figure 32a).

Lagrangian modeling with remeshing. The Lagrangian impactor model shows
good agreement with experimental results in the absence of large distortions.
However, in the case of problems with large deformation, the distortion of a
Lagrangian mesh may lead to inaccurate results in the impact pressure curve
(due to severe hourglassing), negative volume elements, and large compu-
tational time (Georgiadis et al., 2008; Castelletti and Anghileri, 2003).

To deal with mesh distortion in a a bird strike problem, adaptive remesh-
ing can be used where needed, but the new mesh generation increases numer-
ical errors and computational cost (Nizampatnam, 2007). Another option to
prevent numerical problems is element deletion (Stoll and Brockman, 1997),
but it can cause additional inaccuracy due to momentum and energy loss,
and artificial oscillation in the contact forces, leading to a worse correlation
with experimental results (Lavoie et al., 2007; Airoldi and Cacchione, 2006).
Georgiadis et al. (2008) concluded that the use of Lagrangian modeling for
a soft-body strike may be not the most recommendable technique .

Eulerian modeling. Due to the hydrodynamic behavior of the soft body dur-
ing impact, some authors have used the Eulerian modeling technique, which
is mainly applied in fluid mechanics problems and flow processes (Huertas,
2006; Nizampatnam, 2007). Here, the mesh is fixed in space and the mate-
rial flows through it (Figure 32b). Boundaries are not clearly defined and
element size needs to be small for accurate results. The entire domain where
material may be present at any moment must be mapped, causing a very
high computational cost compared with the Lagrangian model (Nizampat-
nam, 2007). However, there may be no stability problems due to the mesh
deformation.

ALE formulation. This approach (Figure 32c) has a high computational
cost compared to other methods and, according to Castelletti and Anghileri
(2003) and to Anghileri et al. (2005c), the results obtained for bird strike
modeling are not satisfactory due to the large deformation of the moving
mesh.
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SPH method. The SPH method has been used in bird strike simulation for
the bird model (Lacome, 2004; Zammit et al., 2010; Anghileri et al., 2005b;
Liu et al., 2008; Georgiadis et al., 2008; Wu et al., 2009; Salehi et al., 2010)
(Figure 32d). According to these authors, this method as used for bird
strike problems has a lower computational cost than Lagrangian soft-body
impactors, has high stability, and gives good correlations with experimental
results.

Figure 32. Meshes for soft-body impact on a rigid plate (based on Heimbs
(2011b)).

All these approaches have pros and cons, and the choice often depends
on the particular problem to be analysed, the numerical code, geometry and
mass of the impactor, impact velocity, as well as other factors.

Impactor geometry

The development of numerical techniques and constitutive models has
enabled the bird strike problem to be analysed in greater depth. Since
artificial bird shape is not standardised, the influence of the impactor ge-
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ometry is an important issue to analyse, and this has been done by several
authors (McCallum and Constantinou, 2005; Airoldi and Cacchione, 2006;
Zhu and Tong, 2008). Typically, bird substitutes have a simplified geometry,
the torso of the bird being represented by a right cylinder, a cylinder with
hemispherical ends, an ellipsoid, or a sphere (Figure 33). Nizampatnam
(2007) studied the shock and steady-flow pressure with these four shapes,
and the best correlation with experimental data is obtained by a cylinder
with hemispherical ends. The geometry mainly influences the shock pres-
sure. This is highest for the right cylinder due to its largest initial contact
area, with a shock peak around 43% higher than for the cylinder with hemi-
spherical ends, which in turn is about 30% higher than for the ellipsoidal
impactor (Meguid et al., 2008). They also found that a change in the length
to diameter ratio of the impactor has little influence on the normalized im-
pact pressure and impulse. Changing the impactor mass from 4 to 8 lb also
slightly increases the pressure peak. These conclusions are drawn from the
theoretical approximation of the problem by Wilbeck (1978).

Figure 33. Different impactor geometries.

Some authors question whether the birds typically used in the certifi-
cation tests are representative of a real bird strike during flight (Budgey,
2000). Therefore, more realistic shapes for the artificial bird, including neck,
torso and wings (McCallum and Constantinou, 2005), and even bones and
lungs (Nizampatnam, 2007), or considering different densities and equations
of state in the model (Nizampatnam, 2007) have been proposed. Comparing
the typical pressure–time curve obtained from a cylindrical impactor with
hemispherical ends, some peaks appear to be attributable to the impact of
the head and torso. McCallum and Constantinou (2005) concluded that the
initial neck impact pre-stresses the target panel before the torso impacts,
which may affect the level of damage predicted for the structure. Neverthe-
less, there are no available experimental results for a real bird strike with
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forward-facing head and extended wings for comparison with numerical pre-
dictions.

5 Ice Impact

Aircraft structures may be subjected to a variety of ice impact hazards.
The radome, landing lights, canopy, engine intake, and leading edges of
the wing and tail empennage are all vulnerable to high-velocity ice impact
during takeoff, flight, and landing. In addition, ice flung from the edge of a
propeller blade may impact the nacelle of the twin engine or the fuselage.
In particular, the open-rotor engines being considered by the main aircraft
manufacturers for their next generation of jet airliners for medium-range
routes will be positioned on the empennage. Thus, the effect of impact on
composite panels by ice slabs from propeller blades will have to be evaluated.
For spacecraft, ice presented one of the most serious debris impact threats to
thermal protection systems on the Space Shuttle Orbiter. Ice that forms on
the fuel lines of the external tank, if dislodged during flight, can impact the
tiles or the reinforced carbon-carbon wing leading edge of the spacecraft
(Fasanella and Boitnott, 2006). All these structural elements must have
tolerance to damage caused by ice impact, and their design should consider
ice impact as a potential threat. However, commercial simulation codes do
not have suitable constitutive equations to model mechanical behavior of ice,
since it is not a structural material. Likewise, less attention has been paid
to the experimental study of ice under impact conditions. Consequently,
the mechanical behavior of ice must be studied through experimental tests,
and numerical tool models suitable for simulating ice at high strain rates
must be developed (Anghileri et al., 2005a).

The following section presents a review of experimental and modeling de-
velopments for the behavior of ice at high strain rates, with special attention
to aircraft applications.

5.1 Experimental tests and mechanical behavior of ice at high
strain rates

Most studies of the mechanical behavior of ice are of ice Ih, the most
common on earth. This kind of ice is formed when liquid water is cooled
below 0◦ C at ambient pressure. It can also be deposited directly from
vapor with no intervening liquid phase, such as the accretion of glaze or
rime ice on the airfoil of airplanes. Ice Ih possesses the hexagonal crystal
structure seen in the shape of snowflakes. The other crystal forms of ice are
thermodynamically stable only at high pressures.
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The mechanical behavior of ice has been widely studied for arctic ship
transportation, oil and gas facilities, and for cold ocean and glacier research.
Deformation of ice in these fields occurs at low strain rates in the range 10−7

to 10−1 s−1. Creep and quasi-static experimental tests have been under-
taken to gain knowledge about its behavior (Haynes, 1978; Cole, 1988; Gold,
1988; Schulson, 1990, 2001; Petrovic, 2003). These tests show the notice-
able influence of the conditions of ice formation (leading to single crystal,
columnar or granular polycrystal structures) on its mechanical properties.
The presence of inclusions or air bubbles, which act as stress concentrators,
also influences the mechanical properties of ice. Some researchers therefore
obtained standard material properties from ice-manufacturing companies,
in order to minimize dispersion in the experimental values. Young’s modu-
lus has been reported to be in the range of 9.7 to 11.2 GPa and Poisson’s
ratio varies from 0.29 to 0.32. Tensile strength varies between 0.7 and 3.1
MPa and depends on the specimen volume, following a Weibull statistical
distribution. Compressive strength ranges between 5 and 25 MPa. Some
properties (such as compressive strength) are strongly affected by temper-
ature as well, so experimental results are commonly provided for a given
set of pre-defined temperatures (e.g. −10, −20, −30, −40◦C). In tension,
ice shows brittle behavior due to crack nucleation and cleavage. On the
other side, compression increases ductility and strength, like in other brittle
materials, the mechanism usually hypothesized being intergranular friction.
However, a change to brittle compressive failure appears at strain rates
higher than 10−2 s−1, although this value may change depending on the
temperature and the microstructure.

When it impacts aircraft, the strain rate in the ice exceeds 101 s−1, easily
reaching values on the order of 103 s−1. Therefore specific tests have been
used to analyze its behavior under these conditions. Various devices have
been used to study the compressive behavior of ice at high strain rates.
The high-speed universal testing machine (ε ∼ 101 s−1) and split Hopkinson
pressure bar (ε ∼ 103 s−1) both aim to determine the compressive strength,
and the drop weight tower (ε ∼ 102 s−1) and impact on rigid target (ε ∼
103 s−1) are used to analyze the impact behavior of the threat, evaluate
contact forces and validate simulation tools.

Various authors have performed dynamic tests with the high-speed uni-
versal testing machine. Following his results obtained in quasi-static condi-
tions (Jones, 1982), Jones (1997) extended compression tests to the range
10 s−1, which showed a continuous increase of strength with strain rate.
This author found a characteristic brittle failure initiated by longitudinal
vertical cleavage cracks and followed by the explosion of the specimen.

The split Hopkinson pressure bar was used by Dutta et al. (2003), Kim
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Figure 34. Strain rate sensitivity of compressive strength of ice (Jones, 1982,
1997; Shazly et al., 2009; Kim and Keune, 2007).

and Keune (2007) and Shazly et al. (2009). The results suggest that the
response at high strain rates appears to be independent of microstructure.
As in quasi-static conditions, strength increases as temperature decreases.
The peak strength of ice increases monotonically with strain rate, and the
relationship seems to be well approximated by a power law (Figure 34).
An important observation found in these results is that the samples do not
lose their load-carrying capacity catastrophically even after peak stress is
reached during dynamic compression. This residual (tail) strength of the
damaged/fragmented ice is sizable, and in some cases is larger than the
quasi-static compression strength reported for ice (Shazly et al., 2009).

The results obtained by Fasanella and Boitnott (2006) using the drop
weight tower were consistent with previously determined trends: contact
force increased with increasing strain rate and the effect of internal crys-
talline structure was smaller at high impact velocities. High-velocity impact
tests on a rigid plate showed the same trends (Kim et al., 2003; Pereira et al.,
2006; Johnson et al., 2006; Chuzel, 2009; Combescure et al., 2011). These
authors launched cylindrical or spherical ice projectiles at ballistic veloci-
ties onto a rigid target supported by a dynamic load cell to measure the
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contact force during impact events, and observed no discernible differences
in force as a result of differences in the crystalline structure. The maximum
load increased with increasing velocity as a result of the velocity-dependent
Hugoniot peak stress, also observed in other soft body impacts such as those
produced by birds (Johnson et al., 2006). A cleavage fracture mode associ-
ated with a small number of large fragments is observed at the earlier stage
of impact, followed by comminution of the ice. Some of these results were
later used by these and other authors to validate numerical models. To
this end, Guégan et al. (2011) studied the kinematics of ice fragmentation,
such as particle cloud velocity, launching spherical ice specimens against a
transparent rigid plate.

In addition to the development and execution of tests intended to ana-
lyze the mechanical behavior of ice at high strain rates, the impact of ice
against panels made of aeronautical materials is used to analyze the coupled
response of threat and target. The increased use of lightweight materials in
the aircraft industry has led to an increased probability of these materials
being exposed to ice impacts. Composites are particularly susceptible to
damage when subjected to out-of-plane dynamic loads. In addition, alu-
minum sheets are used as skins for structural elements and their thinness
makes them liable to denting or even to perforation when exposed to hail
threats. Various authors have studied the effect of single or multiple ice
impacts on CFRP and GFRP laminates (Kim et al., 2003; Johnson et al.,
2006; Juntikka and Olsson, 2009; Park and Kim, 2010; Appleby-Thomas
et al., 2011). The main findings corroborate the sequence of damage ob-
served in other types of dynamic tests on ice; cleavage cracks split the ice
specimen into several large fragments, followed by a crushing process which
converts the ice into a set of small particles that then behave like a fluid.

Chuzel and co-workers (Chuzel, 2009; Chuzel et al., 2010; Combescure
et al., 2011) carried out normal impact tests on aeronautical aluminum
sheets, using ice impactors with different nose shapes –flat and conical–
and launching them at different incidence angles. The largest permanent
deformation of the sheet was found for flat specimens and at normal impact,
a result that could be predicted by the theory developed by Wilbeck (1978)
for the impact of low strength projectiles. This work explains how the shock
pressure generated upon impact decreases as the angle between contacting
surfaces increases. A thorough comparison of the performance of various
ice protection plate materials –2024-T3 aluminium sheets, aramid reinforced
thermoplastic resin and fiber metal laminates–, under single and multiple
impacts, may be found in Tambunan and Vlot (1995).
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5.2 Modeling ice impact

Literature describing models for the simulation of ice impact is also
scarce. Regarding constitutive equations for ice at high strain rates, some
authors have used a Huber-Mises plasticity model, commonly available in
finite element commercial codes, to describe the mechanical behavior of ice.
In these studies, the plastic flow model is used in combination with a failure
criterion. Kim and Kedward (1999) and Kim and Keune (2000) considered
a critical value for the plastic strain and a critical value for the hydrostatic
stress, both triggering the onset of failure, after which the material behaves
like a fluid carrying only hydrostatic pressures. This material model was
used to determine the forces reached during the impact of an ice sphere at
high velocity hitting a rigid target or a CFRP panel. Despite the simplic-
ity of the constitutive equation, appropriate for metals but not for brittle
and pressure-dependent materials such as ice, the model was able to cap-
ture the trends related to peak force and failure threshold energy in the
composite laminates. Later, Park and Kim (2010) used the same model to
simulate and analyze transverse ice impact onto single-lap adhesive joints
in CFRP composite panels. In addition, Anghileri et al. (2005a) used the
Huber-Mises model to simulate high-speed ice impact onto metal sheets and
to investigate the influence of the numerical scheme –Lagrangian FE, ALE
and SPH were considered– on the reliability of the simulation. Park and
Kim (2010) used a Huber-Mises elastoplastic model with a hydrostatic fail-
ure criterion, setting the deviatoric stress of the failed material to zero and
keeping hydrostatic stress at the cutoff pressure.

The first constitutive equation specifically developed for ice at high strain
rates was that of Carney et al. (2006). The hypotheses of the model rely
on the experimental findings of several authors cited above (Schulson, 2001;
Petrovic, 2003; Dutta et al., 2003; Shazly et al., 2006; Pereira et al., 2006;
Fasanella and Boitnott, 2006). Strength is assumed to exhibit a logarithmic
strain rate sensitivity and pressure dependence. Various failure modes are
considered; the critical value of the plastic strain, pressure cut-off in com-
pression, and pressure cut-off in tension. The model was validated with the
test results of Pereira et al. (2006) and good agreement was found between
the experimental and numerical results although somewhat high values of
compressive and tensile strengths should be used.

Chuzel and colleagues (Chuzel, 2009; Chuzel et al., 2010) used a con-
stitutive equation based on the damage model of Mazars (Mazars, 1984),
and included viscous effects. Since the original model of Mazars results
in an undesired increase in strength when applied to dynamic compression
conditions (Chuzel et al., 2010), it was modified to allow degradation for
compressive stress states.
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Well beyond the range of impact velocities typical of aircraft applica-
tions, Sherburn and Horstemeyer (2010) proposed and validated a model for
the hypervelocity range (v ∼ 103 m/s), suitable for spacecraft applications,
based on the Bammann–Chiesa–Johnson rate and temperature-dependent
equation and on the Mie–Gruniesen equation of state.

Recently, Pérnas-Sánchez et al. (2012) proposed a constitutive model to
simulate the behavior of ice under impact conditions. The model combines
the essential features of the mechanical behavior of ice at high strain rates,
as deduced from the test performed by other authors, and has the advantage
that their parameters may be taken from the results of these experimental
studies. The model properly reproduces the behavior of the ice in terms
of the force induced during the impact and offers the advantage of easy
implementation in numerical codes. This model is now briefly described.

Constitutive model by Pérnas-Sánchez et al. (2012)
Assuming that elastic strains (and rates) are very small compared to

unity or to plastic strains (and rates) in ice impact, the additive decomposi-
tion of the rate of deformation tensor in its corresponding elastic and plastic
components, generally assumed for hypoelastic-plastic materials (Nemat-
Nasser, 1982; Khan and Huang, 1995), is assumed in the model

d = de + dp (11)

The elastic strain rate is provided by the following expression of Hooke’s
law

σ∇ = C : de = C : (d− dp) (12)

where σ∇ is an objective rate of the Cauchy stress tensor and C is the
Hooke stress-strain tensor defined by the elastic constants G and K.

For the description of the inelastic behaviour of ice, the model considers
the experimental observations made by several authors (Schulson, 2001;
Shazly et al., 2006, 2009), namely pressure dependence of strength, increase
in compressive strength with strain rate, and residual strength after damage.
Thus the model assumes a Drucker–Prager yield function (1952) to define
the pressure dependence

f = σ̄ − (σ0y + 3αp) (13)

where 3α is a parameter related to the internal friction angle of the
material and σ0y is the material cohesion (Figure 35). σ̄ is the equivalent
stress defined as
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Figure 35. Yield locus in the {p, σ̄} space.

σ̄ =

√
3

2
s : s (14)

s being the deviatoric stress tensor, and p the hydrostatic pressure de-
fined as

p = −σ : 1

3
(15)

Both α and σ0y parameters may be related to the yield stress in com-
pression σC and tension σT

α =
σC − σT

σC + σT
(16)

σ0y =
2σCσT

σC + σT
(17)

thus the Drucker–Prager yield surface is completely defined once σC and
σT are known. According to the experimental findings of several authors
(Jones, 1982, 1997; Shazly et al., 2006; Kim and Keune, 2007), the compres-
sive strength is dependent on strain rate; the same authors suggested that
the viscous dependence is approximately linear in a log-log plot (see Figure
34), so a power law with strain rate sensitivity m was proposed
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σC ( ˙̄εp) = σC0

(
˙̄εp

˙̄ε0

)m

(18)

˙̄εp being the equivalent plastic strain rate

˙̄εp =

√
2

3
dp : dp (19)

Regarding tensile behavior, as mentioned above, experimental results
(Petrovic, 2003) show brittle failure and a negligible influence of strain rate
in the strength of ice, so a constant value was chosen for σT .

To describe the inelastic flow, associative plasticity laws are often inap-
propriate since they overestimate the volumetric part of the plastic strain
(Jirásek and Bazănt, 2002). Therefore a non-associated plastic flow rule is
chosen

dp = λ̇
∂Ψ

∂σ
= λ̇Ψσ (20)

where λ is the plastic multiplier, and the plastic potential Ψ is formally
analogous to the yield function (13) but it has a lower slope with pressure
αΨ

Ψ = σ̄ − (3αΨp+Υ) (21)

Υ being a dummy parameter and αΨ = kα with 0 ≤ k < 1. The stress
gradient of the plastic potential may be expressed as

Ψσ =
3

2

s

σ̄
+ αΨ1 (22)

and the flow rule leads to the following expression

dp = λ̇

(
3

2

s

σ̄
+ αΨ1

)
(23)

The above equations must be solved subject to the Kuhn–Tucker com-
plementary conditions

λ̇ ≥ 0, f ≤ 0, λ̇f = 0 (24)
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Property Symbol Value
Density ρ 897.6 kg/m3

Young’s Modulus E 9.31 GPa
Poisson Rate ν 0.33
Reference compressive strength σC0 10.976 MPa
Compressive strain rate sensitivity m 0.093783
Tensile strength σT0 1.72 MPa
Internal friction factor k 1.15

Table 1. Model parameters for ice (Pérnas-Sánchez et al., 2012)

and the consistency condition

λ̇ḟ = 0 (25)

As proposed by Carney et al. (2006), there are two different pressure
cut-off limits; the first in tension P lim

T and the other in compression P lim
C .

The ice is assumed to fail if

p < P lim
T = −σT

3
(26)

or if

p > P lim
C =

σC

3
(27)

In both cases, the failure condition sets the deviatoric stress to zero
and the pressure is only allowed to be greater than or equal to zero; it is
supposed that after failure the broken ice can only withstand hydrostatic
compressive stresses. The parameters for the ice, taken from the available
literature, are given in Table 1.

The constitutive model can be incrementally integrated using a semi-
implicit return mapping algorithm, in which the direction of inelastic flow
is evaluated at time n + 1, and the slope of both the yield function α and
of the plastic potential αΨ are evaluated at time n. Since the yield surface
remains constant during the plastic return, the first iteration enables the
increment in the plastic multiplier to be determined and the stress updated.
A complete description of the algorithm can be found in Pérnas-Sánchez
et al. (2012).
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In order to validate the proposed model, the experimental results ob-
tained by Pereira et al. (2006) and presented by Carney et al. (2006) were
chosen. In these tests, cylindrical ice projectiles were launched against a
steel plate tied to a load cell. The main result of these tests was the load
vs time recorded at the load cell. The ice material was modeled using the
developed constitutive equation, which was implemented in the commercial
finite element code LS-Dyna v971 (LSTC, 2010). Lagrangian, ALE and
SPH solvers were used. In the Lagrangian mesh, an erosion criteria based
on a maximum value of 1.5 for the equivalent strain was established to avoid
numerical problems due to mesh distortion.

Experimental and numerical results are compared in Figure 36 which
shows the results for ice impacts at 152 m/s. The figure depicts the time
history of the force induced in the load cell for the three different methods
analyzed. All of them find good agreement with the maximum force and
pulse extension; only the SPH integration method slightly overestimates
this value with respect to the experimental results.

6 Tyre impact

The design of aeronautic structures must take into account the possible im-
pact that may occur as a result of tyre fragments being shed from wheels
during takeoff and landing. This kind of impact has taken on particular
importance in view of the repercussions of the accident involving the Con-
corde supersonic plane in Paris in the year 2000. The kinetic energy of
the impact caused a strong pressure wave and large deformation of the fuel
tank walls resulting in the catastrophic failure of the plane. This kind of
problem, involving a transfer of energy between an impacting body and the
impacted surface, has been studied in relation to the ballistic behaviour
of rigid bodies and deformable bodies (Johnson et al., 1982,b). The great
majority of these studies conclude that if the stiffness of the structure and
the impacting body is comparable, the recovery of the elastic energy stored
generates changes in the shape and trajectory of the projectile. In the case
of the impact of a piece of rubber on a sheet of material which is more
rigid (a metal or composite structure), a significant amount of the initial
kinetic energy leads to the deformation of the projectile. Similarly, the ki-
netic energy transferred to the structure depends as much on the interaction
between the impacting object and the surface impacted as on the behaviour
of the projectile during the process (Karagiozova and Mines, 2007). In this
way, the fractions of energy absorbed by the tyre fragment and the struc-
ture impacted are affected by the speed of impact, the angle of impact
and the friction coefficient. The complexity of the process of tyre impact
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Figure 36. Impact force vs. time curves; experimental and numerical results for
the three numerical solutions. Ice impact velocity 152 m/s (Pérnas-Sánchez et al.,
2012).

(large deformation, non-linear behaviour, contact problems, inertial effects)
means that experimental methods are needed both in terms of the mechan-
ical characterisation of materials in impact conditions, as well as to validate
the constitutive and simulation models developed.

6.1 Experimental analysis

Aircraft tyres are designed to withstand high loads during short periods
and to guarantee stability in adverse conditions such as high pressure gra-
dients due to crosswinds, hydroplaning, as well as high temperatures and
brake friction. To guarantee this, aircraft tyres are made of a rubber ma-
trix, usually natural rubber, with fabric reinforcements which tend to be
Nylon. Figure 37 shows the configuration of a cross section of an aircraft
tyre (Mines et al., 2007). The central part of the rubber matrix is rein-
forced with Nylon fabric plaited along its plane at a typical angle of ±30o.
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Figure 37. Cross section of a tyre (Mines et al., 2007).

x is the hoop direction of the tyre and y is the transverse direction, while
the z direction corresponds to thickness. The outer area of the tyre which
comes into contact with the runway has a higher concentration of rubber to
provide greater wear resistance. To determine the appropriate mechanical
properties of the polymer matrix on the one hand and the fabric reinforce-
ment on the other, static and dynamic characterisation tests are needed
(Mines et al., 2007).

Static behaviour

When a tyre fragment impacts against an aircraft, bending and crushing
of the projectile itself occurs, resulting in significant deformations in the
material related to stress states involving both tension and compression.
Thus, with this kind of problem, a first estimate of the mechanical behaviour
of the impacting object is usually carried out through uniaxial traction
and compression tests (Johnson et al., 1982b). In this respect, the results
obtained by Mines et al. (2007) on tyre samples of the Concorde supersonic
plane are of particular interest. The experimental data corresponding to
uniaxial compression (direction z) shows the behaviour of the material to
be non-linear (Figure 38) as well as the presence of large strains before
failure.

In addition, the results of the static tensile tests show anisotropic mate-
rial properties, with a marked difference in behaviour being noted between
directions x and y (Figure 39). The mechanical behaviour of the material
is dominated by the matrix properties in a transverse direction to the rein-
forcement, in such a way that the failure stress is greater in the x direction
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Figure 38. Nominal stress versus strain for static compression test of a
Concorde tyre (Mines et al., 2007).

than the y, with the latter resulting in higher strain levels.

Dynamic behaviour

In order to consider the possible influences of strain rate on the be-
haviour of polymers in compression, tests can be carried out in different
devices, such as drop weight towers for intermediate strain rates, and gas
guns for high strain rates. Results of this kind of test carried out on tyre
rubber (Mines et al., 2007) show that strain rate has no perceptible influ-
ence for static and dynamic compression stress states (Figure 40). With
regards to the effect of strain rate in tension, tests carried out with a dy-
namic universal testing machine on tyre shows the effect of strain rate to
be small and not to generate significant changes in the stress-strain curve
(Figure 41). The differences in the stress value is due more to the inertial
effects associated with the size of the sample than to any dependency of the
mechanical properties of the material with the strain rate.

Impact tests

The performance of real impact tests, with tyre fragments propelled at
speeds of hundreds of meters per second against metal sheets or compos-
ites, are essential in order to obtain the relevant information. Among the
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Figure 39. Nominal stress versus strain for static tensile test of a Concorde
tyre (Mines et al., 2007).

influential variables of the problem, an analysis of the effect of angle and
impact speed is of particular interest. Very few experimental tests can be
found in the literature related to the impact of rubber or rubber fragments,
aside from those of Mines et al. (2007) and Guégan et al. (2010). The
work carried out by Mines et al. (2007) analyses the impact of cubic and
parallelpiped-shaped tyre fragments that are launched at speeds of between
75 and 135 m/s and impact angles of 30o, 60o and 90o (normal impact)
against aluminium sheets. The work carried out by Guégan et al. (2010)
analyses the impact of rubber balls propelled at 135 m/s and impact angles
from 0o to 90o. The results obtained demonstrates that in cases of impact at
low speeds (75 m/s) and small angles of incidence (close to that of tangential
impact) significant bending of the tyre fragment occurs and it slides along
a large distance on the impacted surface. In this situation, a second im-
pact against the aircraft structure may occur due to elastic rebound, which
results in damage to a large area of the structure. By contrast, with high
impact speeds (135 m/s) at a perpendicular angle to the impact surface, the
possibility of rebound is reduced and deformations only occur at the first
point hit by the projectile. The complexity involved in carrying out these
kinds of tests, together with the scarcity of experimental data found in the
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Figure 40. Comparison between static and dynamic compression data in
terms of load and displacement of a specimen of tyre rubber (Mines et al.,
2007).

scientific literature available, makes the use of numerical simulation tools
necessary in order to advance knowledge of the mechanisms at work in this
problem.

6.2 Modeling tyre fragment impact

As already indicated, the structure of the materials used in aircraft tyres
is complex, consisting of a rubber matrix and the pre-established reinforce-
ments. Reinforcements are made of nylon threads whose stiffness in com-
pression is significantly less than in tension (Watanabe and Kaldjian, 1985;
Mines et al., 2007). This structure of the material results in anisotropic
properties and non-linear behaviour when the material is subjected to large
deformations. As such, the structure needs to be adequately modelled to
take into account the stiffness of the impacting object and the way it in-
teracts with the impacted structure. The most commonly used model for
tyre rubber takes into consideration the isotropic behaviour hypothesis and
hyperelastic behaviour (Treloar, 1975; Ogden, 1998; Johnson et al., 2009),
whereby large deformations take place without plastic deformations occur-
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Figure 41. Comparison between static and dynamic tensile results in terms
of nominal stress and strain of a Concorde tyre (Mines et al., 2007).

ring or any dissipation of internal energy (a reversible process). Accord-
ing to the hypothesis on compressible or incompressible material, different
strain energy functions can be considered which result in different material
models. For incompressible materials, the constitutive model due to Ogden
(1998) can be formulated, whereby the energy density is expressed through
a power function of the principal stretches. Particular values of the expo-
nents in Ogden’s power law leads to the Mooney-Rivlin model (Mooney,
1940; Rivlin, 1948), used in the numerical simulation of tyre impact by dif-
ferent authors (Mines et al., 2007; Johnson et al., 2009). If the material is
compressible, a strain energy function can be considered that is dependent
on the porosity of the material, and the Blatz and Ko (1962) model can be
formulated. This model has been used in the modelling of rubber polymers
by different authors (Feng et al., 2006).

In relation to numerical simulation, there are different ways of approach-
ing the behaviour of the reinforced rubber. One of the traditional forms
is based on the analysis techniques of fibrous composite materials (Noor
and Tanner, 1985; Tabaddor and Stafford, 1985). With this kind of mod-
elling, the material properties are derived from the average of the proper-
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ties of the individual components of each layer, taking into account lam-
inated shell-type elements and anisotropic behaviour laws. However, this
approach requires a number of material constants related to the average
layers and its application is limited in the case of materials exhibiting sig-
nificant anisotropic behaviour. An alternative approach (Watanabe and
Kaldjian, 1985; Reese et al., 2001) consists in the use of one-dimensional
bar elements for modelling the reinforcement. The nodes of these elements
are linked to those of the matrix elements, fulfilling the compatibility con-
ditions. With regard to matrix, most models assume the hypotheses of the
hyperelastic behaviour of rubber (Green and Adkins, 1960; Treloar, 1975;
Karagiozova and Mines, 2007). The existing literature includes very few
studies on numerical simulation that consider the problem of the impact
of tyre fragments on composite panels, apart from the important work of
Johnson et al. (2009). This work analyses the impact of tyre fragments at
speeds of up to 93 m/s, using a Mooney-Rivlin model for the behaviour
of rubber. The numerical results show that the failure of the composite is
mainly determined by delamination –on top of fiber failure–, and that the
projectile absorbs a significant part of the energy of the shock upon defor-
mation. In any case, the problem of impact caused by tyre fragments is a
specific and open field of research which still requires the development of
suitable numerical simulation tools.
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D. Varas, R. Zaera, and J. López-Puente. Experimental study of CFRP
fluid-filled tubes subjected to high-velocity impact. Composite Struc-
tures, 93:2598–2609, 2011.

D. Varas, J. López-Puente, and R. Zaera. Numerical analysis of the hydro-
dynamic ram phenomenon in aircraft fuel tanks. American Institute of
Aeronautics and Astronautics Journal, 50:1621–1630, 2012.

M. Vesenjak, M. Matthae, H. Mullerschon, and Z. Ren. Fluid models in LS-
DYNA and their interaction with a structure in dynamic simulations. In
Proceedings of PVP2005. ASME Pressure Vessels and Piping Division
Conference, Denver, 2005.



Analysis of High-speed Impact Problems 207

R. Vignjevic, T. De Vuyst, J. Campbell, and L. Libersky. Modelling of hy-
drodynamic ram using smoothed particle hydrodynamics. In Proceedings
of the 5th International Conference on Dynamics and Control of Systems
and Structures in Space, Cambridge, UK, 2002.

H. Wang and T. Vukhanh. Damage extension in carbon fiber/peek crossply
laminates under low velocity impact. Journal of Composite Material, 28:
545–551, 1994.

H. Wang and T. Vukhanh. Low-velocity impact damage in laminated com-
posites materials. Key Engineering Materials, 141-1:277–304, 1998.

Y. Watanabe and M.J. Kaldjian. Modelling and analysis of bias-ply motor-
cycle tires. Mathematical Modelling, 6:80, 1985.

B. Whittingham, I.H. Marshall, T. Mitrevski, and R. Jones. The response
of composite structures with pre-stress subject to low velocity impact
damage. Composite Structures, 66:685–698, 2004.

J.S. Wilbeck. Impact behavior of low strength projectiles. Technical Report
AFML-TR-77-134, Air Force Materials Laboratory, 1978.

L. Wu, Y.N. Guo, and Y.L. Li. Bird strike simulation on sandwich composite
structure of aircraft radome. Explosion and Shock Waves, 29:642–647,
2009.

A. Zammit, M. Kim, and J. Bayandor. Bird-strike damage tolerance anal-
ysis of composite turbofan engines. In ICAS 2010, 27th international
Congress of the Aeronautical Sciences, Nice, France, September 2010.

A. Zhang and K. Suzuki. A comparative study of numerical simulations
for fluid-structure interaction of liquid-filled tank during ship collision.
Ocean Engineering, 34:645–652, 2007.

G. Zhou, J.C. Lloyd, and J.J. McGuirk. Experimental evaluation of ge-
ometric factors affecting damage mechanisms in carbon/epoxy plates.
Composites Part A: Applied Science and Manufacturing, 32:2279–2286,
2001.

S. Zhu and M. Tong. Study on bird shape sensitivity to dynamic response
of bird strike on aircraft windshield. J Nanjing Univ Aeron Astronaut,
40:551–555, 2008.



Computer estimation of plastic strain 
localization and failure for large strain rates 

using viscoplasticity 

Tomasz Lodygowski* and Wojciech Sumelka* 

* Institute of Structural Engineering, 
Poznan University of Technology, Poznan, Poland 

{ tomasz.lodygowski, wojciech.sumelka }@put.poznan.pl 

Abstract The problem of modelling extreme dynamic events for 
metallic materials including strain rates over 107 s- 1 and temper­
atures reaching melting point is still vivid in theoretical, applied 
and computational mechanics. Such thermomechanical processes 
are highly influenced by elasto-viscoplastic wave effects (their prop­
agation and interaction) and varying initial anisotropy caused by 
existing defects in metals structure like microcracks, microvoids, 
mobile and immobile dislocations densities being together a cause 
of overall induced anisotropy during deformation (from the point 
of view of meso-macro continuum mechanics approach). It should 
be emphasised, that the most reliable way for estimation of such 
processes needs nowadays a complex phenomenological models due 
to limitations of current experimental techniques (it is still not pos­
sible to measure the evolution of crucial quantities e.g. temperature 
for extreme dynamic processes) and computational capabilities. 

Within this document we consider recent achievements of Perzy­
na's type viscoplasticity theory for metallic materials accounting 
for anisotropic description of damage suitable for modelling plastic 
strain localization and failure for large strain rates. 

1 Introduction 

Qualitative and quantitative mathematical modelling of extreme dynamic 
events in metals is still an open question in mechanics. One should em­
phasise the embarrassing situation, that the experiment, can not still give 
a detailed/unique answer for extremely fast thermomechanical processes 
about evolution of crucial phenomena (e.g. strain or temperature evolution). 
Hence we face a situation in which the theory must extrapolate/forecast ex­
perimental results. 
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In the discussion of correctness of a damage (simultaneously strains lo­
calisation and temperatures) description by a constitutive model for phe­
nomena including large strain rates we can distinguish two levels: global 
and local Sumelka and Lodygowski (2011). We have good global damage 
approximation (GDA) if (global) strain-stress curves from experiment and 
mathematical model are close to each other. We have good local damage 
approximation (LDA) if apart from the global we have particularly good 
coincidence in: macrodamage initiation time, velocity of macrodamage evo­
lution and the geometry of macrodamage pattern. 

Under continuum damage mechanics it can be shown that the first class 
of problems (GDA) can be covered by scalar damage models, while for 
the second class of problems (LDA) one needs higher order tensor in the 
model describing damage Glema et al. (2010b); Lodygowski et al. (2012). 
However due to the fact, that the identification of the material functions 
and parameters (necessary for industrial applications) for models with di­
rectional damage is awkward, hence they are still on the level of scientific 
considerations. 

This document deals with recent achievements of Perzyna's type vis­
coplasticity theory for metallic materials under adiabatic conditions being a 
standard assumption for extreme dynamics. Special attention is devoted for 
metals anisotropy (initial and induced) which highly influences the overall 
process of dynamic deformation. The discussed constitutive structure has 
a deep physical interpretation derived from the analysis of a single crystal 
and a polycryslal behaviours Perzyna (2005, 2008); Sumelka (2009). 

The remaining part of this paper is organised as follows. 
In Section 2 we deal with experimental observations concerning met­

als anisotropy and its influence on behaviour of metallic materials under 
dynamic conditions. 

Section 3 governs the fundamental results of Perzyna's type viscoplas­
ticity accounting for anisotropic damage description and identification of 
assumed material functions and parameters Sumelka (2009). 

In Section 4 computer implementation of the model in Abaqus/Explicit 
program utilising VUMAT subroutine is discussed. 

Finally, in Section 5 verification of the model based on numerical mod­
elling double chamber pipe under dynamic compression, showing real indus­
trial application concerning designing of energy absorbers, is presented. 

Section 6 concludes the document. 
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2 Experimental Motivation 

Let us focus the attention on experimental observations of metals behaviour 
concerning especially microdamage anisotropy in metals being a source of 
the overall metal anisotropy. Other sources of anisotropy like different sizes 
and shapes of adjacent grains Narayanasamy et al. (2009), presence of dif­
ferent phases like pearlite or ferrite P~cherski et al. (2009) are not discussed 
( cf. Fig. 1). Also on purpose we omit the description of well recognised and 
described in literature phenomena like e.g. kinematical hardening, rate sen­
sitivity, length scale sensitivity or plastic non-normality (they are included 
into the model of course). For detailed information, please see the review 
reports, e.g. Lodygowski (1996); Perzyna (1998, 2005); Glema (2004). 

Figure 1. Anisotropy in thermo-mechanics of metals 

So, the always existing defects in metals structure like microcracks, mi­
crovoids, mobile and immobile dislocations densities Abu Al-Rub and Voyi­
adjis (2006); Voyiadjis and Abu Al-Rub (2006) (cf. Fig. 2) cause anisotropy 
of metals. It is then clear, that for a proper mathematical modelling of 
metals behaviour one should include this type of anisotropy into the formal 
description. The frequently used isotropic simplification for metals should 
be thought of as a first approximation which carries not enough informa­
tion for modern applications Glema et al. (2010a) (though it certainly does 
not disavow such an approach in many applications cf. Klepaczko (2007); 
Rusinek and Klepaczko (2009)). 

Coming back to the experimental results, being the crux of the matter 
of this section, we propose the following two statements Sumelka (2009): 

(i) intrinsic microdefects are anisotropic, 
(ii) evolution of microdamages is directional. 
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Figure 2. The anisotropy of the HSLA-65 steel microstructure 
Narayanasamy et al. (2009). 

Statement (i) confirms the experimental results, that metals anisotropy, 
caused by the intrinsic defects, comes not only from its existence but espe­
cially from its inhomogeneous structure. 

As an example, let us consider the effects of flat plate impact experi­
ment in 1145 aluminium Seaman et al. (1976). The separation observed 
is preceded by the evolution of microdamages (microvoids), consisting for 
undamaged material of three stages: nucleation, growth and coalescence. 
Notice in Fig. 3 that all of the microdefects are elongated perpendicularly 
to impact direction, thus to maximal tensile stresses. In this experiment 
they have approximately an ellipsoidal shape. So, intrinsic defects have di­
rectional nature. Their anisotropy influences the whole deformation process, 
having a considerable impact on it. 

Statement (ii) expresses explicitly experimental fact that the anisotropic 
properties of the continuum body evolve directionally during the deforma­
tion process (cf. experimental results presented in Grebe et al. (1985)). 
Notice, that it is a consequence of structure rearrangement itself but espe­
cially by directional evolution of intrinsic defects. As an example in Fig. 4, 
the evolution of microvoids in the region of forming shear band is presented. 
It is clearly seen, that the evolution is directional, microvoids are being elon­
gated through the shear band. So, the existing or nucleating microdamages 
growth is directional according to the imposed deformation process, indue-
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Figure 3. Cracks anisotropy in 1145 aluminium after flat plate impact 
experiment Seaman et al. (1976). 

Figure 4. Anisotropic microcracks in the shear band region in Ti-6 pet 
Al-4 pet V alloy (after Grebe et al. (1985)). 
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ing the anisotropic evolution of material properties. 
As concluding remark of this section let us recall, that the microdamage 

evolution mechanism in metals generally has three stages: defects nucle­
ation, their growth and coalescence. All of them are anisotropic and should 
be described by the material model. These observations will be transferred 
into the model utilising the concept of microdamage tensor. 

3 Mathematical Modelling 

3.1 The Concept of Microdamage Tensor 

The microdamage tensor plays an important role in the presented for­
mulation. Notice that although we use the prefix "micro", it should not 
be confused with micro-scale observations. Namely, we use the continuum 
description, so we are between macro and meso scales (10-4 -;-10-3m), but 
we ''transfer" the nomenclature from micro-scale Longere et al. (2005). An 
analogous problem was discussed in Tikhomirov et al. (2001) according to 
the notion microcracks, from which we repeat the following Tab. 1 being a 
conclusion. 

Table 1. Representation of materials defects 

Type of defects 

Microcracks, 
microvoids 

Microcracks, 
microvoids 

Macrocraks 

Mathematical description 

Stochastical distributions, 
overall variables, and 
fractal mechanics 

Damage variables 

Embedded displacement 
discontinuities 

Science 

Micromechanics 

Continuum damage 
mechanics 

Fracture mechanics 

It is obvious that the concept of microdamage tensor should have its 
clear physical interpretation giving a straight answer concerning how to 
measure its components experimentally. To understand the whole concept 
let us follow the results discussed in Sumelka (2009); Glema et al. (2010b) 

The Physical Interpretation of Micro damage Tensor Suppose, that 
for the selected points Pi in the material body B, on three perpendicular 
planes, the ratio of the damaged area to the assumed characteristic area of 
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the representative volume element (RVE) can be measured i.e. 

(1) 

where Af is a damaged area and A denotes assumed characteristic area of 

the RVE - cf. Fig. (5). Based on the calculated ratios ( 1) three vectors 
are obtained. Theirs modules are equal to those ratios and are normal to 
RYE's planes (see Fig. (5)). 

Measurements presented above can be repeated in any different config­
uration by rotating these three planes about point 0 - Fig. (5). So, for 
every measurement configuration, from those three vectors, we compose the 
resultant. Afterwards, we choose that configuration, in which the resultant 
module is largest. Such resultant is called the main microdamage vector 

A(m) 
and is denoted bye Sumelka and Glema (2007) i.e. 

(2) 

where () denotes the principal directions of microdamage with Af ~ A~ ~ 
A~. 

In the following step, based on the main microdamage vector, we build 
A(n) 

the microdamage vector, denoted by e Sumelka and Glema (2007) 

Finally, we postulate the existence of microdamage tensorial field e 

[ 
~11 62 63] 

e = 61 62 63 , 
61 62 63 

(4) 

which we define in its principal directions by applying the formula combin­
ing the microdamage vector and microdamage tensor Sumelka and Glema 
(2007) 

A (n) A e =en, (5) 

where 

(6) 
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Figure 5. The concept of microdamage tensor 
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leading to the fundamental result 

[ 

f(m) 
A J3 '>1 e=- o 3 

0 

0 
'(m) 
~2 

0 
~ ]· '(m) 

~3 

(7) 

Hence, we obtain the following physical interpretation of the microdam­
age tensor components: The diagonal components ~ii of the microdamage 
tensor e, in its principal directions, are proportional to the components of 
the main microdamage vector ~im) which defines the ratio of the damaged 
area to the assumed characteristic area of the RVE, on the plane perpendic­
ular to the i direction. 

Such interpretation clearly states, that the damage plane is the one per­
pendicular to the maximal principal value of e. Simultaneously, it gives a 
tool for a graphical presentation of the anisotropy evolution during post pro­
cessing of the numerical results. Namely, by tracing the principal directions 
of e we also trace the softening directions and can predict macrodamage 
path(s) Glema et al. (2010a,b). 

Moreover, taking the Euclidean norm from the microdamage field e, we 
obtain 

(8) 

Now, assuming that the characteristic length of RYE cube is l we can rewrite 
Eq. (8) as 

(9) 

Eq. (8) results in additional physical interpretation for microdamage ten­
sor appears, namely, the Euclidean norm of the microdamage field defines 
the scalar quantity called the volume fraction porosity or simply porosity 
Perzyna (2008) 

(10) 

where~ denotes porosity (scalar damage parameter), Vis the volume of a 
material element, V8 is the volume of the solid constituent of that material 
element and Vp denotes void volume 

(11) 
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The Limit Values of Microdamage Evolution The interpretations 
of the microdamage tensorial field impose the mathematical bounds for a 
microdamage evolution, as 

~ E< 0, 1 >, and eii E< 0, 1 > . (12) 

However, the physical bounds are different. This fact is crucial for further 
numerical analyses and shows the influence of the initial microdamage field 
on a macrodamage mode. 

There are unwavering experimental evidence showing the existence of 
the initial porosity in metals (denoted by ~0 ) which is of order ~0 ~ 10-4 --;-

10-3 Nemes and Eftis (1991). That porosity however, can not reach the 
theoretical full saturation, i.e. ~ = 1, during the deformation process. Real 
maximal fracture porosity in metals depends on the tested material and 
the process characteristics (strain rates) and is of the order 0.09 -7- 0.35 
Dornowski and Perzyna (2002, 2006). 

The only information regarding the initial microdamage tensorial field 
is its norm (porosity). It is crucial to notice that current experimental 
approach can not give the answer about damage directions (particularly 
during extremely fast thermomechanical processes- crucial for this paper). 
However, as shown in Sumelka and Lodygowski (2011) we can theoretically 
test the model for possible scenarios of the initial microdamage tensorial 
field distributions, to show its meaningful role in the deformation process. 
This initial state (note that the porosity must increase its initial value by 
several orders to reach the fracture porosity) will influence in particular: 
macrodamage initiation time, the velocity of macrodamage evolution and 
the geometry of macrodamage. 

3.2 Theory of Perzyna's Type Viscoplasticity Accounting 
for Anisotropic Damage 

We start with the description of the kinematics of the body, than we will 
postulate fundamental constitutive axioms and finally by fulfilling standard 
set of balance principles we will obtain constitutive model. 

Kinematics Let us consider two descriptions of the material body motion, 
namely Lagrangean (material, referential) and Eulerian (spatial, current). 
Those descriptions span two manifolds denoted by B and S respectively 
Marsden and Hughes (1983). 

Points in B are denoted by X while in S by x. Coordinate system for B is 
denoted by {X A} with base EA and for S we have { xa} with base ea. Dual 
bases in those coordinate systems are denoted by EA and ea, respectively. 
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The tangent spaces in B and S are written as TxB = {X} x V 3 and 
TxS = {X} X V 3 • It is understood as Euclidean vector space V 3 ' regarded as 
vectors emanating from points X and x, respectively Marsden and Hughes 
(1983). 

Taking lliemannian space on manifolds BandS, i.e. {B, G} and {S,g} 
we define the metric tensors G : TB--+ T*B and g: TS--+ T*S where TB 
and T S denotes the tangent bundles of B and S, respectively, while T* B 
and T* S denotes their dual tangent bundles. Explicit definitions for metric 
tensors are then GAB(X) = (EA, EB)x and 9ab(x) = (ea, eb)x where (, )x 
and (, )x denote inner product in B and S, respectively. 

The regular motion of the material body, treated as a series of the im­
mersing of the abstract body B in the Euclidean point space E 3 Rymarz 
(1993), can be written as 

X= ¢(X, t), (13) 

thus c/Jt : B--+ Sis a C 1 actual configuration of BinS, at timet. The tangent 
of¢, defines the two point tensor field F, called deformation gradient, which 
describes all local deformation properties and is the primary measure of 
deformation Perzyna (1978); Holzapfel (2000). Thus we have 

F(X t) = TA- = ocp(X, t) 
' '{/ ax ' (14) 

and using the notion of tangent space 

F(X, t) = TxB--+ Tx=¢(X,t)S, (15) 

so F is a linear transformation for each X E B and t E I c IR1 . 

The map ¢ is assumed to be uniquely invertible (smooth homeomor­
phism) (X= ¢-1 (x, t)), hence there exists the inverse of deformation gra­
dient 

F _1 ( ) = 8¢-1 (x, t) 
x,t ox ' (16) 

and the tensor field F is non-singular (det(F)-/=- 0), and because of the im­
penetrability of matter det(F) > 0. So we have the following the important 
decomposition, called polar decomposition 

F=RU=vR, (17) 

where the R is rotation tensor (unique, proper orthogonal) which measures 
local orientation and U and v define unique, positive define, symmetric 
tensors called the right (or material) stretch tensor and the left (or spatial) 
stretch tensor, respectively (stretch tensors measure the local shape). Using 
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the notion of tangent space we have for each X E B, U(X) : TxB---+ TxB, 
and for each xES, v(x) : TxS---+ TxS. Thus the local motion characterised 
by F can be decomposed into pure stretch and pure rotation. 

Let us now define the general class of Lagrangean and Eulerian strain 
measures, defined through one single scale function given by (cf. Hill (1978); 
Xiao et al. (1998)), 

3 

E = g(c) = Lg(xi)ci, 
i=l 

and 
3 

e = g(B) = L g(Xi)Bi, 
i=l 

where the scale function g(·) is a smooth increasing function with the nor­
malised property g(1) = g'(1) - 1 = 0, Xi are used to denote distinct 
eigenvalues of the right and left Cauchy-Green tensors C and B respec­
tively, and Ci and Bi are the corresponding subordinate eigenprojections. 
From this class we choose different strain measures for Lie and Logarithmic 
formulations. 

The Green-Lagrange strain tensor has been chosen Perzyna (2005) (E: 
TxB---+ TxB) 

2E = C- I, (18) 

where E stands for the Green-Lagrange strain tensor, I denotes the identity 
on TxB and 

(19) 

By analogy for the spatial (Eulerian) strain measure the Euler-Almansi 
strain tensor has been accepted ( e : TxS ---+ TxS) 

2e = i- c, (20) 

where e stands for the Euler-Almansi strain tensor, i denotes the identity 
on TxS. We have also 

(21) 

where tensor b is sometimes referred to as the Finger deformation tensor. 
Using push-forward and pull-back operation we obtain for covariant ma­

terial and spatial strain measures the following relation 

(22) 

and 
(23) 

220 T. Łodygowski and W. Sumelka



where 
(24) 

stands for push-forward, and 

(25) 

for pull-back. 
To describe the finite elasto-viscoplastic deformation the multiplicative 

decomposition of the total deformation gradient has been accepted 

F(X, t) = Fe(X, t) · FP(X, t). (26) 

This decomposition justified by the micromechanics of single crystal plas­
ticity Perzyna (1998) states that the component Fe is a lattice contribution 
to F, while FP describes the deformation solely due to plastic shearing on 
crystallographic slip systems. 

The inverse of the local elastic deformation Fe - 1 releases from the stress 
state in every surrounding (N(x) C ¢(B)) in an actual configuration. The 
configuration obtained by the linear map Fe-1 from actual configuration S 
is called unstressed configuration and is denoted by S'. Thus one can write 
(see Fig. 6) 

(27) 

where the material point in the configuration S' is characterised by y. 
The introduced decomposition of F allows us to define the fundamental 

strain tensors in both formulations considered. 
The viscoplastic strain tensor EP : TxB ---+ TxB can be written as 

2EP = CP- I, (28) 

where 
CP = FpT. FP = UP2 = BP-1 and Ee = E- EP, (29) 

while the elastic strain tensor ee : TxS ---+ TxS is 

(30) 

where 

At the end of material body kinematics description it is fundamental for 
further discussion of the rate type constitutive relations, to define the rate 
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Figure 6. The interpretation of the multiplicative decomposition of F 

of fields that describe the change of shape, position and orientation of a 
continuum body. 

Using motion defined by Eq. (13), the spatial velocity v is simply 

v(x, t) = x = ~~. (32) 

Taking the gradient of v, the tensor field (non-symmetric, second order), 
called spatial velocity gradient, is obtained Holzapfel (2000) 

l( ) = 8v(x, t) 
x,t ax ' (33) 

where l stands for spatial velocity gradient. Using the notion of deforma­
tion gradient and multiplicative decomposition of deformation gradient, the 
Eq. (33) is rewritten to the form Perzyna (2005) 

I= F · F-1 = :Fe.Fe-1 +Fe· (FP.FP- 1 ) · Fe-1 = le + }P, (34) 

which introduces the elastic le and plastic lP parts of spatial velocity gra­
dient. On the other hand the additive decomposition of spatial velocity 
gradient to symmetric and antisymmetric parts generates covariant tensor 
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field d called rate of deformation tensor and also covariant tensor field w 
called spin tensor, with the definitions 

1 T w = -(1-l ). 
2 

(35) 

(36) 

(37) 

Let us first introduce the notion of objective Lie derivative (assuring 
diffeomorphisms). The Lie derivative of an arbitrary spatial tensor field r.p 
is obtained using the following concept: 

(i) compute the pull-back operation of r.p- the material field <I> is obtained, 
(ii) take the material time derivative of <I>, 

(iii) carry out the push-forward operation of the result field from (ii). 
The scheme can be summarised as 

(38) 

where Lv stands for Lie derivative. 
So, applying Lie derivative to strain measure we obtain the following 

fundamental result 

(39) 

Thus, Lie derivative states a direct relationship between the stretching d, 
which is a direct natural measure of the rate of length of any line element and 
the rate of change of the angle between any two intersecting line elements 
in a deforming body, and the Eulerian strain e which measures a change 
of the length of any line element and change of the angle between any two 
intersecting line elements. 

By analogy to Eq. (39) one can write 

(40) 

Constitutive Postulates Assuming that the balance principles hold, 
namely: conservation of mass, balance of momentum, balance of moment of 
momentum and balance of energy and entropy production, we define four 
constitutive postulates Perzyna (1986a, 2005) (below e depends on formu­
lation of course): 
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(i) Existence of the free energy function 'lj;. Formally we apply it in the 
following form 

'ljJ = ~(e, F, '13; JL), (41) 

where JL denotes a set of internal state variables governing the de­
scription of dissipation effects and '13 represents temperature. It is 
important to notice, that we have used semicolon to separate the last 
variable due to its different nature (it introduces a dissipation to the 
model), without JL the presented model describes thermoelasticity. 

(ii) Axiom of objectivity. The material model should be invariant with re­
spect to diffeomorphism (any superposed motion). 

(iii) The axiom of the entropy production. For every regular process the 
constitutive functions should satisfy the second law of thermodynam­
ics. 

(iv) The evolution equation for the internal state variables vector JL should 
be of the form 

LvJL = m(e,F,'13,JL). (42) 

where evolution function m has to be determined based on the 
experimental observations. 

Constitutive Relations - General Form We can write the so called 
reduced dissipation inequality in the form Marsden and Hughes (1983); 
Sumelka (2009) 

1 . . 1 
--T: d- (ry'/3 + 'lj;)- -q · grad'/3 ~ 0, 
PRef p'/3 

(43) 

where where p denotes actual and PRef reference densities, T denotes Kirch­
hoff stress, 'ljJ is the free energy function, '13 is absolute temperature, TJ denotes 
the specific (per unit mass) entropy and q is the heat flux. Using postulate 
(i), Eq. (43) can be rewritten to the form: 

( 1 a~) ( a~) . a~ 1 --T- - : d- TJ + - '13- -LvJL- -q · grad'/3 ~ 0, 
PRef Be 8'13 OJL p'/3 

(44) 

so because of arbitrariness 

a~ 
T = PRef Be' (45) 

(46) 
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hence Eq. (44) reduces to 

a{!; 1 
--Lvf..L- -q ·grad'!?~ 0. af-L p'!? 

(47) 

Assuming now that internal state vector consists of two variables (dis­
cussed in details in next section), namely Perzyna (2008); Glema et al. 
(2009); Sumelka and Lodygowski (2011) 

(48) 

1 

where EP is the equivalent plastic deformation E_v = (~dP : dP) 2 , which de-
scribes the dissipation effects generated by viscoplastic deformation, and e 
is microdamage tensor which takes into account the anisotropic microdam­
age effects we can write general form of rate type constitutive equations for 
thermomechanical process under consideration. 

Applying Lie derivative to formula Eq. (45), with internal state vec­
tor constant, or in other words keeping the history constant (thermoelastic 
process), we obtain the evolution equation for Kirchhoff stress tensor in the 
form Duszek-Perzyna and Perzyna (1994) 

(49) 

where 

(50) 

(51) 

in above £e denotes elastic constitutive tensor and J.:_th is thermal operator. 
Using the relations 

(52) 

and 
d=de+dP, (53) 

we obtain final form of rate of Kirhchoff stress as 

LvT = £e: d- £thiJ- (£e + gT + Tg): dP. (54) 

Using the energy balance in the form Perzyna (2005); Sumelka (2009) 

,(1. d" a{j; L purJ = - lVQ- p af..L · vf..L, (55) 
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and taking the rate of entropy, defined by the Eq. (46), we obtain the 
evolution equation for temperature as 

JJ- d" "a p 8T . d * . dP **k. t: pCpfJ-- lVq + v-- aoa . +X T. +X . Lv .. , 
PRef IJ 

(56) 

where the specific heat 

(57) 

and the irreversibility coefficients x* and x** are determined by (p defines 
viscoplastic flow direction - discussed in details in next section) 

x* (58) 

x** 

Next, we need to: specify an explicit definitions for assumed internal 
state variables ( EP, e), define materials functions and finally identify mate­
rial parameters. 

3.3 Adiabatic Process 

Let us postulate the evolution equations for internal state variables as 
follows 

(59) 

(60) 

where A, Ah, A9 define the intensity of viscoplastic flow, microdamage 
nucleation and microdamage growth, while p, ~':;. , ~~ define viscoplastic 
flow direction, microdamage nucleation direction and microdamage growth 
direction, respectively. It should be emphasised that there exists fracture 
microdamage state (~F) for which catastrophe takes place, namely 

(61) 

Having defined evolution of EP and e we can state the initial boundary 
value problem (IBVP) as follows. 

Find ¢, v' p, T' e' 1) as functions oft and position X such that the following 
equations are satisfied Perzyna (1994); Lodygowski (1996); Lodygowski and 
Perzyna (1997a,b): 
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(i) the field equations 

v, 

- 1- (divT + ~ · gradp- T 1 grad(e: e)~), 
PRef P 1-(e:e)2 

-pdivv + P 1 (Lve: Lve)~, 
1-(e:e)2 

+ Le : d + 2T · d - LthJ - (£e + gT + Tg) : dP, (62) 

8g* 1 9 ! 9 ] 
2e · d + 8r Tm (<P [Teq(e, {), EP) - 1 ), 

x* x** -r : dP + -k: Lve, 
pep pep 

(ii) the boundary conditions 
(a) displacement ¢ is prescribed on a part r ¢ of r(B) and tractions 

(r · n)a are prescribed on a part r 7 of r(B), where r ¢ n r 7 = 0 
and r <t> u rr = r(B), 

(b) heat flux q · n = 0 is prescribed on r(B), 
(iii) the initial conditions ¢, v, p, T, e, {) are given for each particle X E B 

at t = 0, 

are satisfied. 
In Eq. (62) we have assumed that in the evolution of microdamage, nu­

cleation term is omitted, we will assume appropriate initial microdamage 
state in computations (cf. Sumelka and Lodygowski (2011) to detailed dis­
cussion of such consequences) and because of adiabatic regime assumptions 
first two terms in temperature evolution in Eq. (56) are omitted. 

3.4 Material Functions 

For the evolution problem (62) we assume the following: 
1. For elastic constitutive tensor ce 

where J.L, >. are Lame constants. 
2. For thermal operator £th 

cth = (2M+ 3>.)eg, 

where e is thermal expansion coefficient. 

(63) 

(64) 

Computer Estimation of Plastic Strain Localization… 227



3. For viscoplastic flow phenomenon dP Perzyna (1963, 1966) 

(65) 

where 

1 

J= {J~+ [n1(19)+n2(19)(e:e)!J Jr}", (67) 

n2(19) = n =canst., (68) 

[ (
(e·e)!)fJ(fJ)] 

"'= {"'s(19)- ["'s(19)- "'o(19)] exp [-8(19) EP]} 1- ~F , 

(69) 

- 19 -19o 
19 = ~, "'s ( 19) = "': - "':* ~' "'o ( 19) = "'~ - "'~* ~' 

8(19) = 8*- 8**~, (3(19) = (3*- (3**~, (70) 

~F = ~F* _ ~F** (( IILvell- IILvecll )mp), (7l) 
IILvecll 

1 I 

-----------,--[7 +AtrT8] 
[2J~ + 3A2(trT)2]! ' 

(72) 
and f denotes the potential function Shima and Oyane (1976); Perzyna 
(1986a,b); Glema et al. (2009), "' is the isotropic work hardening­
softening function Perzyna (1986a); Nemes and Eftis (1993), T 1 repre­
sents the stress deviator, J 1, J~ are the first and the second invariants 
of Kirchhoff stress tensor and deviatoric part of the Kirchhoff stress 
tensor, respectively, A= 2(nl + n2(e: e)!), ~F* can be thought as a 
quasi-static fracture porosity and IILvec II denotes equivalent critical 
velocity of microdamage. 

4. For microdamage mechanism we take the additional assumptions 
Dornowski (1999); Glema et al. (2009): 

• velocity of the microdamage growth is coaxial with the principal 
directions of stress state, 

• only positive (tension) principal stresses induces the growth of 
the microdamage, 
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so we have 

where 

and 

and g = ~T: g: T, 
2 

(73) 

<f>9 ( Ig - 1) = (!JL- 1)mg (74) 
Teq(e, 'I'J, EP) Teq ' 

(75) 

(76) 

(77) 

bi (i = 1, 2, 3) are the material parameters, J~ is the third invariant 
of deviatoric part of the Kirchhoff stress tensor. 

Now, taking into account the postulates for microdamage evolu­
tion, and assuming that tensor g can be written as a symmetric part 
of the fourth order unity tensor I Lodygowski et al. (2008) 

g =Is, 
1 

gijkl = 2 ( t5ikt5jl + t5ilt5jk) ' (78) 

we can write the explicit form of the growth function g as 

A 1(2 2 2) 
g= 2 TI +TII+TIII . (79) 

The gradient of g with respect to the stress field gives us the following 
matrix representation of a tensor describing the anisotropic evolution 
of microdamage 

8g 
OT [ 

gl~TJ g220TIJ ~ ]· 

0 0 g33TJJI 

(80) 

In (80) TJ, TIJ, TIJJ are the principal values of Kirchhoff stress tensor. 
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5. For temperature evolution we consider the following relation 

k=T. 

4 Numerical Examples 

4.1 Introductory Remarks 

(81) 

Up to this point we have defined a constitutive structure of Perzyna's 
type including anisotropic description for damage. The important features 
of this formulation can be summarised as: (i) the description is invari­
ant with respect to any diffeomorphism (covariant material model), (ii) 
the obtained evolution problem is well-posed, (iii) sensitivity to the rate 
of deformation, (iv) finite elasto-viscoplastic deformations, (v) plastic non­
normality, (vi) dissipation effects, (vii) thermo-mechanical couplings and 
(viii) length scale sensitivity. 

For the moment let us put the attention to the feature (i) which is a result 
of consequent use of Lie derivative and is connected with objectivity of the 
description. The importance of the subject of matter lays in fact that we 
used to define spatial tensor rates in terms of Zaremba-Jaumann Zaremba 
(1903) or Green-Naghdi Green and Naghdi (1965) rates in most of popular 
constitutive models (and commercial programs like Abaqus Abaqus (2012)) 
although in some situations they can lead to nonphysical solutions Dienes 
(1979); Lehmann (1972); Nagtegaal and de Jong (1982); Xiao et al. (1997b). 
The situation described is most strongly vivid in extreme dynamics. It is 
than crucial to choose appropriately the objective rate definition from the 
set of all objective rates which is infinite, unfortunately. This problem was 
discussed in Sumelka (2013) were the importance of using Lie derivative was 
pointed out. Summarising using different objective rate one can observe 
differences in: global strain-stress space response, geometry and intensity 
of localised deformation zones, initiation time of macrodamage its direction 
and final fracture pattern. We conclude that covariant material model, being 
one of the most general in continuum mechanics, presents most robust and 
stable solution. 

The proposed theory has been tested for many different types of IB­
VPs to indicate different aspects of the formulation. So, dynamic tension 
ans twisting was discussed in Sumelka (2009); Glema et al. (2010a); dy­
namic shearing was shown in Glema et al. (2010b); Sumelka and Lody­
gowski (2013b) while machining was a subject of Lodygowski et al. (2012) 
( cf. Fig. 7). In every process mention different type of combined loading 
was captured (e.g. different triaxiality, local temperatures or strains strain 
rates) and robustness of formulation was proved. 

230 T. Łodygowski and W. Sumelka



Figure 7. The processes solved under Perzyna's type viscoplasticity ac­
counting for anisotropic damage 
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In the reaming part of this section the modelling of double chamber pipe 
under dynamic loading is shown as a example of real industrial application 
concerning designing of energy absorbers. But first we start with informa­
tion about computer implementation ofthe theory in Abaqus/Explicit finite 
element program utilising Lie derivative. 

4.2 Computer Implementation in Abaqus/Explicit 

The solution ofthe IBVP defined by Eqs (62) has been obtained with the 
use of finite element method. The Abaqus/Explicit commercial finite ele­
ment code has been adapted as a solver. The model, has been implemented 
in the software, by taking advantage of a user subroutine VUMAT, which is 
coupled with Abaqus system Abaqus (2012). The Abaqus/Explicit utilises 
central-difference time integration rule along with the diagonal ("lumped") 
element mass matrices. To remove damaged elements from the mesh ( ele­
ments in which for every integration point fracture porosity was reached) 
the so called element deletion method is applied Song et al. (2008). 

The stress update in VUMAT user subroutine needs some additional 
comments. During computations, the user subroutine VUMAT controls the 
evolution of stresses, viscoplastic deformation, temperature and microdam­
age fields. Recall, that in the presented material model Lie derivative has 
been taken into account for all rates, including stress rate. 

Hence for the stress rate we enforce 

Lvr = + - IT · r - r · I, (82) 

in opposition to the Green-Naghdi rate calculated by default in Abaqus/Explicit 
VUMAT user subroutine according to the following formula Abaqus (2012) 

T(G-N)o =++r·O-O·r, (83) 

where n = o(G-N) = R. RT represents the angular velocity of the mate­
rial Dienes (1979) (or spin tensor Xiao et al. (1997a)) and R denotes the 
rotation tensor. It is also worth mentioning that the material model in 
Abaqus/Explicit VUMAT user subroutine is defined in corotational coordi­
nate system, being described by the spin tensor 0 (see Fig. 8). 

To keep the VUMAT algorithm objective in Lie sense we apply the fol­
lowing approach. In the iterative procedure, we take the forward difference 
scheme as the material derivative of the second order tensor. Thus, for the 
material derivative of the Kirchhoff stress tensor we have 

(84) 

232 T. Łodygowski and W. Sumelka



Figure 8. Initial (XYZ), current (xyz), corotational (xyz) and 'damage' 
(xfjx) coordinate systems 

Using Eqns (82) and (83) we can write in the corotational coordinate system 
respectively 

7- li+l = RT li+l [r li +~tLvr li +~t(lT li ·T li +r li ·lli)] R li+l, (85) 

and 

7- li+l = RT li+l [ r li +~tr(G-N)o li +~t(n li ·r li -r li ·0 li)] R li+l . 

(86) 
Thus we see, that the Green-Naghdi rate, produces an additional term 

(87) 

That is why one has to subtract this term since different is proposed. Hence, 
in the presented formulation for the stress update in VUMAT we have 
Sumelka (2009) 

7- li+l = RT li+l [r li +~t (2r li ·d li +Lvr li) + 'Y' li] R li+l• (88) 

where 'Y' IF -~t (n li ·T li -T li .n li) and T li= R li 7- li RT k 
Such approach is necessary only for stresses, since other variables are 

kept as scalars. The detailed algorithm for the whole process can be found 
in Sumelka (2009). 

4.3 Energy Absorption by Double Chamber Pipe Under Dy-
namic Loading 

Material Parameters For identification we have used experimental data 
for HSLA-65 steel presented in Nemat-Nasser and Guo (2005). The HSLA-
65 steel belongs to the class of HSLA steels (High-Strength Low-Alloy) 
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which were developed in 1960s. The high strength ofthis steel (flow stresses 
are in the rage 400 -7- 1200MPa dependently on temperature) connected 
with good weldability, formability, thoughtness, elevated service life, less 
weight to the traditional highstrength steel, cause the broad range of its 
nowadays applications e.g. cars, trucks, cranes, bridges, naval surface ves­
sels, submarines and other structures that are designed to handle large 
amounts of material efforts, frequently subjected to wide range of tempera­
tures. The steel has the characteristics of the bee structure, hence belongs 
to so called ferritic steels. As a consequence this metal has high tempera­
ture and strain rate sensitivity, and displays good ductility and plasticity 
(true strain > 60%). The mechanical properties of the HSLA-65 steel are 
strongly affected by impurities in its internal structure. It is important that 
the processing (rolling) of the HSLA-65 steel can induce the anisotropy of 
its structure. 

The set of material parameters is presented in Tables 2. 
It should be emphasised however that the identification of such grate 

number of material parameters is awkward. From one point of view the re­
sults presented in Nemat-Nasser and Guo (2005) are not enough to calibrate 
the presented material model in which all variables (e.g. temperature, vis­
coplastic strain, microdamage) are coupled. On the other hand recall that 
current experimental techniques can not still give a detailed/unique answer 
for extremely fast thermomechanical processes. Thus parameters from Table 
2 should be thought as a compromise, hence small fluctuations of them are 
possible (dependently on detailed experimental results showing competition 
of fundamental variables e.g. temperature, viscoplastic strain, microdam­
age). For proposition of reduction of the number of material parameters 
using soft computing methods cf. Sumelka and todygowski (2013a). 

Table 2. Material parameters for HSLA-65 steel 

>. = 121.15 GPa J.L = 80.769 GPa Tm = 2.5 J.LS mpl = 0.14 
n1 = 0 n2 = 0.25 x* = 0.8 x** = 0.1 
K; = 570 MPa K;* = 129 MPa K0 = 457 MPa K(}* = 103 MPa 
o* = 6.o o** = 1.4 !3* = 11.0 !3** = 2.5 
c = 0.067 e = w-6 K-1 mmd = 1 mp-

b1 = 0 b2 = 0.5 b3 = 0 IILvecll - s-1 

~F* = 0.36 ~F** = 0 Cp = 470 kJK p Ref = 7800 ~~ 

In Fig. 9 the comparison of experimental and numerical results are pre­
sented. Notice that the numerical solution is obtained from full 3D ther­
momechanical analysis accounting for the previously mentioned anisotropic 
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intrinsic microdamage process (microdamage state was initially isotropic 
during calibration procedure, however, the obtained parameters are valid 
for other initial microdamage states since its influence on GDA scatter is 
in experimentally acceptable bounds Sumelka and Lodygowski (2011)). In 
other words, the presented numerical results take into account the whole lo­
cal processes. The curve fitting shows that using presented material model 
one can obtain the numerical simulations in a very good agreement with 
the experimental observations. 

Figure 9. The comparison of strain-stress curve from experiment and nu­
merical simulation 

Computational Model The geometry of double chamber pipe is pre­
sented in Fig. 10. The dimensions of cross sections are 97.5 x 70.5mm, the 
wall thickness is t = 2.5mm and the initial length is l0 = 400mm. To obtain 
expected damage mode the top of the pipe was chamfer with 7deg. 

Because of anisotropy full spatial modelling was enforced for computa­
tional model. Thus, for the pipe mesh continuum elements were used - the 
C3D8R finite elements (8-node linear brick, reduced integration element). 
Totally 3Mdof were applied giving 9M of variables. 

The remaining part of the computational model consists of rigid base 
which was fixed, and moving rigid surface causing compression of the pipe 
with initial velocity v0 = lOOm/ s and mass 500kg cf. Fig. 11. Other initial 
condition were. The initial temperature 296K was assumed. Because of lack 
of the experimental data concerning initial microdamage distribution in the 
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Figure 10. The geometry of double chamber pipe 

specimen we have assumed it equal in every material point in the body and 
simultaneously we have assumed its initial isotropy. This simplification is 
crucial concerning the fact that the way of mapping of initial microdamage 
state has a strong impact on a final failure mode and the global answer 
from the specimen Sumelka and Lodygowski (2011). The components of 
microdamage tensor were chosen in a way to obtain initial porosity equal 
to 6 · 10-4 , namely 

[ 
34.64 . 10-5 

eo= 0 
0 

0 
34.64. 10-5 

0 
~ ]· 34.64. 10-5 

To assure proper contact conditions the general contact in Abaqus/Explicit 
was applied, which includes the self contact conditions. The properties of a 
contact were: the hard normal contact (without penetration and unlimited 
contact stresses) and the tangential contact with Coulomb friction model 
(friction coefficient equal 0.05). 
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Figure 11. The computational model for double chamber pipe compression 
test 

Results Discussion The impact of pipe by rigid surface had induced the 
elasto-viscoplastic wave propagation. The waves interactions during the 
process determine the strain localization zones Glema (2004). The further 
process evolution induces the intensified damage evolution in those zones, 
leading finally to failure - loss of continuity as result of macrodamage prop­
agation. The process time up to full crush was 3.1e- 3s. 

The deformation of the pipe is presented in Fig. 12. It is clear that 
the phenomena of buckling of pipe walls connected with the appearance of 
plastic hinges in the zones of severe viscoplastic deformation is responsible 
for energy absorption. Finally one pipe can absorb 0.15M J. 

Let us now analyse selected results concerning Huber-Mises-Hencky (HMH) 
stress, equivalent viscoplastic deformation EP, temperature {} and porosity ~ 
evolution cf. Figs 13 and 14- please notice that in both figures the maps of 
equivalent viscoplastic deformation, temperature and porosity are plotted 
on undeformed pipe geometry for easier interpretation. 

Thus, soon after impact viscoplastic deformation occurs. In the zones 
of localised deformation the equivalent viscoplastic deformation locally ex­
ceeded 100%. The adiabatic temperature due to viscoplastic deformation 
and microdamage evolution in those zones has the level 800--;-900K. Finally, 
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Figure 12. The deformation of the double chamber pipe for selected time 
points 

the porosity level is generally below the fracture level ~F* = 0.36, so the 
impact is absorbed homogeneously during the process of compression. 

At the end let us mention that up to the end of analysis the adiabatic con­
ditions assumption was hold by FEM model. Namely, according to general 
requirement the maximal time of analysis tmax should fulfil the condition 
Abaqus (2012) 

(89) 

where k denotes conductivity. In our case tmax was approximately 6.5e- 3s 
- average finite element dimension for pipe was 0.5mm. 

5 Conclusions 

This document presents the complexity of computer estimation of plastic 
strain localization and failure for large strain rates using Perzyna's type 
viscoplasticity accounting for anisotropic microdamage. Is is shown that 
presented constitutive model is well-posed, hence the obtained results are 
unique. Due to the relaxation time parameter (which implicitly introduces 
length scale) the solution is in general not mesh dependant. Detailed discus­
sion on model implementation in Abaqus/Explicit programme is considered 
also. Formal results are illustrated with the numerical one showing the anal­
ysis of real industrial application concerning designing of energy absorbers 
for which proper description of viscoplastic deformation is crucial. 
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Figure 13. HMH stresses [MPa], equivalent viscoplastic deformation, tem­
perature [K], porosity for t = 7.0e - 4s 
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Figure 14. HMH stresses [MPa], equivalent viscoplastic deformation, tem­
perature [K], porosity for t = 1.8e - 3s 
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Inelastic Flow and Failure of Metallic Solids.
Material Effort: Study Across Scales
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Abstract The multiscale physical foundations of the concept of
material effort in isotropic solid body are studied, in particular for
solids revealing the strength differential effect. Various yield crite-
ria result from this hypothesis: ellipsoid, paraboloid or hyperpoloid
ones. The examples are discussed and visualized in the princi-
pal axes of stress or in the plane defined by coordinates: equiv-
alent stress and mean stress. The numerical implementation of
paraboloid yield surface forming plastic potential in an associated
flow law is presented and an example of the identification of the
strength differential effect ratio is discussed. Finally, some problems
related with an account for the third invariant of stress deviator in
failure criteria for isotropic solids and energy-based failure criteria
for anisotropic solids are shortly discussed. Also the possibility for
an account of two basic mechanisms responsible for inelastic flow:
crystallographic slip and shear banding in modelling the inelastic
flow law is outlined.

1 Introduction

Studying problems related with constitutive theory and modelling of ma-
terials that in particular are subjected to dynamic loading conditions we
encounter the question of proper description of elastic range, which in prac-
tical applications is related with determining yield strength and yield surface
in the space of stresses. Proper formulation of yield surface is important
for the description of inelastic deformation of materials. The function de-
scribing the yield surface becomes then, assuming associated flow law, the
plastic potential function. Therefore, adequate formulating the yield surface
appears crucial for proper description of inelastic flow and failure of solids.
On the other hand, there is a vast amount of experimental observations,
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in particular related with new materials, which show that the measured
yield strength in tension is different from the yield strength in compression.
We focus our attention to the discussion how to formulate yield criteria
for isotropic materials that reveal the strength differential effect. Although
this effect is not very strong in case of many metals and alloys, the strength
differential ratio κ = kc/kt often does not exceed 1.3, it can be important
in some special problems. For instance, in high speed machining processes,
where the pressure in the neighborhood of the tool material contact ex-
ceeds 1 GPa. Such an amount of pressure may remarkably influence plastic
yielding and produce the strength differential effect. Also impact problems
can provide examples of the wave interaction phenomena while the different
values of yield strength in compression and tension may play a crucial role
in adequate prediction of material failure. This explanation could give the
answer for the apparent question about the application of presented theory
for analysis and simulation of dynamic processes and impact phenomena.
Assumptions of the energy-based hypothesis of material effort and multi-
scale character of the measure of material effort are discussed in chapter
2. Chapter 3 is devoted to the presentation of the Burzyński hypothesis of
variable limit energy of volume change and distortion. The resulting failure
criteria for isotropic solids are also discussed and their original graphical pre-
sentations on the plane equivalent stress mean stress are displayed. Chapter
4 contains examples and visualisations of the particular Burzyński failure
criteria applied for many materials. There are presented applications of
failure criteria, resulting from energy measure of material effort, to metallic
solids, in particular nanocrystalline metals and to metal-ceramic compos-
ites. The possible extension of the study over polymers is also discussed.
In chapter 5 the numerical implementation of elasto-plasticity equations
associated with paraboloid yield condition is discussed. Finally, in chap-
ter 6 some remarks about possible applications of energy-based approach
in formulations of yield criteria for anisotropic solids are presented. Also
an outline of viscoplasticity theory accounting for multiscale mechanism of
shear banding is given. Possible applications in the analysis of deformation
and failure processes are discussed and final conclusions are formulated. The
contribution of the authors is distributed in the following way: Ryszard B.
Pȩcherski is the editor of the whole work and the author of chapters 1, 3, and
6. Chapter 2 is co-authored by Kinga Nalepka and Ryszard B. Pȩcherski,
while chapter 4 was prepared by Teresa Fra̧ś and Ryszard B. Pȩcherski and
chapter 5 by Marcin Nowak and Ryszard B. Pȩcherski. The help of Marcin
Nowak by typesetting is thankfully acknowledged.
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2 Electronic basis and multiscale character of
material effort

The aim of this paragraph is to show in what way analysis of deformation
processes at an atomistic level enables a new derivation of energy-based hy-
pothesis of material effort. In a result, we obtain a reliable description of
material strength that foundations constitute the achievements of solid state
physics. The presented approach to the assessment of material strength
gives a basis for examination of existing energy-based hypotheses of material
effort and the resulting failure criteria for isotropic materials. We study in
detail the concepts proposed by James Clerk Maxwell (Maxwell, 1936) and
Maksymilian Tytus Huber (Huber, 1904) together with further generaliza-
tion over materials revealing strength differential effect, which was derived
by W�lodzimierz Burzyński (Burzyński, 1928, 1929). The mentioned failure
criteria can be related with the limit of proportionality, i.e. the limit of lin-
ear elasticity, plastic yield limit, the limit of strength that is usually related
with brittle fracture or even with a structural transformation. The assumed
definition depends on considered material or deformation processes. The
presented results contradict the common opinion about the straightforward
empirical correlation between the plastic resistance and elastic constants.
Our conclusion is that the concept of resilience or more generally material
effort provides the additional information that is requisite for the description
of the material behaviour in a neighbourhood of a limit state.

2.1 The concept of material effort and its origin in the atomic
theory of solid

The concept of material effort was clarified originally by (Burzyński,
1928) who additionally explained the subtle otherness to the term material
strength:

”The main subject of the theory of elasticity is to mathematically deter-
mine the state of strain or stress in a solid body being under the conditions
determined by the action of a system of external forces, the specific shape
of the body and its elastic properties. The solution of this question exhausts
the role of the elasticity theory and, next, the theory of strength of materials
comes into play. Its equally important task is to give the dimensions of the
considered body with definite exactness with respect to the states unwanted
regarding the body safety on the one hand and most advantageous econom-
ical conditions on the other hand. This problem, very simple in the case
of a uniaxial state of stress, becomes so complicated in a general case that
from the beginning of the mentioned theories special attention has been paid
to this question and an intermediate chapter, being at the same time the
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final part of the theory of elasticity and the introduction to the strength of
materials theory, has been introduced. This new passage deals with material
effort and different hypotheses related with this concept”. p. 129 (of English
translation), (Burzyński, 1928), and further:

”Generally, under material effort we understand the physical state of
a body, comprehended in the sense of elasticity or plasticity or material
strength, and generated by a system of stresses, and related with them strains,
in the body” p. 34 (of English translation), (Burzyński, 1928). The above
mentioned citation, more widely discussed in (Fra̧ś and Pȩcherski, 2010), is
illustrated in Fig. 1. This scheme reveals the confrontation with the unified
theory of material behaviour, which introduces the complete constitutive
relation holding from the moment of load application up to the limit state.
It is visible that only in a simplified phenomenological theory the notion of
material effort and the idea of material effort hypothesis is necessary. In
the direct approach based on ab initio and molecular dynamics calculations
(Hayes et al., 2004; He and Li, 2012) this intermediate state, recognized
earlier by (Burzyński, 1928), can be omitted. On the other hand, the direct
approach substantiates the phenomenological notion of material effort. Let

Figure 1. The scheme of the three-stage phenomenological description ver-
sus the unified theory of material behaviour which determines a complete
constitutive theory (Hayes et al., 2004; He and Li, 2012).

us consider a deformable continuous body. Its material point corresponds to
a Representative Volume Element (RVE) of the considered condensed mat-
ter, cf. (Pȩcherski, 1983, 1998), where the pertinent discussion and basic
references on this issue can be found. Any external loading applied to the
deformable body changes on the atomic level the relative positions of the
constituents of matter: nuclei and electrons or ions and valence electrons.
Usually the Born-Oppenheimer approximation is assumed, which means
that electrons follow the motion of the nuclei adiabatically and hence the
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total energy of the system becomes a unique function of the positions of
the nuclei. As a consequence, the strength of chemical bonds in the RVE
changes. It has gradually become clear that detailed knowledge of the na-
ture of the chemical bonding is crucial to an adequate understanding the
load bearing capacity, which characterizes the considered material. There-
fore, it is possible to coin the following definition:

Material effort is a state of a material point of the loaded de-
formable body determined by the change in the energy of inter-
atomic interactions in the RVE.

Let us note that this definition is a result of an analysis across scales.
The notion of material effort commonly used in mechanics of materials
on the macroscopic level of continuous deformable body is defined on the
level of chemical bonds by the change in the energy of interatomic interac-
tions and averaged over the RVE. According to basics of the solid-state
physics, (Phillips, 2001), (Gilman, 2003), (Finnis, 2003), the density of
valence (bonding) electrons and their distribution control cohesive forces,
while the spatial distribution of valence electrons defines the elastic stiff-
ness as well as the strength of a body. The values of these quantities are
evaluated by means of the system energy. One of the more accurate ways
of calculating the energy is solving Kohn-Sham equations formulated in the
frame of Density Functional Theory (DFT), (Phillips, 2001), (Finnis, 2003),
(Burke, 2012). This approach can be applied to solid bodies with different
bonds: ionic, covalent as well as metallic ones. According to DFT, the sys-
tem of electrons interacting with each other and with fixed ions is replaced
by the system of non-interacting electrons with the same density as in the
real system. The introduced system is subjected to acting of the effective
potential. In this way, determination of the distribution of the electron den-
sity as well as evaluation of the total energy undergoes simplification. The
presented approach is one of ab initio methods, which accurately describes
interactions at the atomistic level. The computational cost of the meth-
ods is so large that they cannot be applied to the RVE, which is adequate
for real material microstructures containing several hundred thousand of
atoms. Therefore, semi-empirical potentials are introduced that determine
the energy of interactions of an individual atom with the rest. In this way,
we obtain the total energy as an average over the whole considered RVE.
This energy determined on the atomic level is related with the elastic en-
ergy density of deformed body considered from the continuum perspective,
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(Phillips, 2001):

Φ =
1

Ω

(
Etot

def − Etot
undef

)
(1)

where

Φ =
1

2
Cijklεkl (2)

is the elastic strain energy density of crystalline solid, εij denote the com-
ponents of small strain tensor and Cijkl are the components of the elastic
stiffness tensor in a Cartesian coordinate system. The quantity Etot

undef

constitutes the energy of the perfect crystal per atom. Etot
def is similarly

defined but for the deformed crystal. Additionally, Ω denotes the crystal
volume per atom in the non-deformed state. It is worth to underline that
for a crystal subjected to homogeneous strain ε, the RVE is the elementary
cell. Metal/metal oxide interfaces constitute one of the types of microstruc-
tures observed experimentally, in which metal crystallites undergo some
visible tension, what provides an excellent tool visualizing the concept of
material effort or resilience. The reason is that the crystallites have to ad-
just to the stiff ceramic layer in order to form a coherent or semi-coherent
structure (Wolf and Yip, 1992), (Nalepka and Pȩcherski, 2009), (Nalepka,
2012). The state, in which the metal layer remains, is registered by means
of the High Resolution Electron Microscopy (HRTEM). The observations
have been performed in cooperation with Professor S. Kret in the Institute
of Physics of the Polish Academy of Sciences in Warsaw. As an exam-
ple, the HRTEM images of the Cu/α − Al2O3 interfaces in metal/ceramic
composites and in hetero-structures obtained by the Pulsed Laser Deposi-

Al O
2 3

Al O
2 3

Cu

Cu

(a) (b) (c)

Figure 2. HRTEM images of Cu/α − Al2O3 interfaces in a composite (a)
and in a heterostructure obtained by the PLD (b) together with the identi-
fied Cu elementary cell (c).
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tion (PLD) in the Laboratory of Professor Z. Szymański in the Institute of
Fundamental Technological Research of the Polish Academy of Sciences in
Warsaw, are presented (Fig.2a, b). In the case of systems formed by PLD,
the Cu elementary cell (Fig. 2 b, c) is subjected not only to uniform stretch-
ing in the base plane but also contraction in the perpendicular direction.
The compression effect comes from farther Cu layers which are deposited
during the ablation process. If the strain process continues then the face
centered cubic (fcc) structure transforms into the simple cubic (sc) one and
subsequently into body centered cubic (bcc) one (see Fig. 3). The energy
changes along this deformation path, so called trigonal one, are presented in
Fig. 4. The bcc structure can be also obtained directly from fcc one when
the same process of strain is applied to the cubic elementary cell (Figs. 5
and 6). Such a deformation path is called tetragonal one or the Bain path.

The limit states sc and bcc one arise at the definite changes in the
energy per atom ΔEfcc→sc and ΔEfcc→bcc (see Figs. 4 and 6). Hence, the
difference E−Eundef becomes the natural measure of the material effort in
the processes of the trigonal and tetragonal deformation.

Universal Binding Energy Relation (UBER) provides the physical ex-
planation why most of considered materials reveal asymmetry of the elastic
range, i.e. the limit of strength in compression is higher than the limit of
strength in tension. In this way, the UBER justifies the assumptions of the
material effort hypothesis by (Burzyński, 1928, 1929). In (Rose et al., 1984)
it was observed on the basis of a vast set of ab initio data obtained for
different metals that the total energy of a metal crystal per atom changes in
the process of uniform volume expansion according to the following general
formula:

E (r) = −Ecoh

[
1 + η

((
V

V0

)1/3

− 1

)]
e
−η

((
V
V0

)1/3−1

)
(3)

where η =
√

9B0V0/Ecoh is the scaling parameter, while B0, V0 and Ecoh

are the equilibrium volume per atom, bulk modulus and the cohesion energy
(in positive value), respectively. Additionally V constitutes the actual crys-

tal volume per atom. For cubic metals the ratio (V/V0)
1/3

reduces to the
ratio of lattice constants a/a0 . As an example, the UBER curve for copper
reconstructed by a semi-empirical potential, (Nalepka, 2013) is presented
(Fig. 7). The function matches to the ab initio data (Mishin et al., 2001)
very well. In the final stage of the volume expansion, interactions between
a central atom and its nearest neighbours become negligible, i.e. the inter-
atomic distance exceeds the cutoff radius rct, ascribed to the semi-empirical
potential. Then the Cu crystal loses the continuity (Fig. 8). In this way,
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Figure 3. Trigonal deformation process during which the fcc structure
transforms into sc and bcc structure (Nalepka, 2013).

the UBER identifies another limit state: the material strength. Using this
relation we can register and visualize changes in the material effort of the
Cu crystal. The relation (3) as well as Fig. 7 show that the process of the
volume expansion differs from the isotropic compression. This asymmetry
is visible at the continuum level in the processes of dynamic loadings which
induce high pressures in material.

A certain measure of material effort is required to estimate the distance
between the given stress state and the limit surface resulting from a con-
sidered failure criterion. This surface can be formed in the six-dimensional
space of stresses evaluated by means of the reference system related with
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Figure 4. Change in the copper crystal energy per atom E−Eundef along
the trigonal path obtained by two semi-empirical potentials: original Voter
model (Mishin et al., 2001) and Voter model specified by symmetry-based
(s-b) conditions (Nalepka, 2012), (Nalepka, 2013). For comparison, the
experimental and the ab initio data are included (Wang et al., 2004), (Černỳ
et al., 2005), (Dai et al., 2007).

Figure 5. Change in the copper crystal energy per atom E−Ecoh along the
Bain path obtained by two semi-empirical potentials (Nalepka, 2012). For
comparison, the experimental and the ab initio data are included (Wang et
al., 2004), (Černỳ et al., 2005), (Mehl et al., 2004).



254 R. B. Pęcherski et al.

Figure 6. Bcc structure obtained along the Bain path.

Figure 7. UBER curve for copper reconstructed by semi-empirical potential
(Nalepka, 2013) compared with the ab initio data (Mishin et al., 2001).
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Figure 8. Loss of the continuity in copper crystal during volume expansion.

the considered material or in three-dimensional space of principal stresses,
which is depicted in Fig. 9. The measure of material effort is defined in the
frame of an assumed hypothesis. The analysis of deformation processes at
the atomistic level shows that a natural measure of tension in material is
change in the energy of interatomic interaction. The quantity of this change
can be expressed in the continuum approach as the density of the elastic
energy (1). Observations at the atomistic level enable further specification
of the measure of material effort. The basis constitutes the identification of
deformation processes which are crucial for the formation of new defects in
material and / or the development of existing ones. In this way, a measure
of material effort becomes a definite part of the elastic energy related with
the critical strain processes.
Some of existing hypotheses of material effort were formulated on the ba-
sis of the reasoning similar to that presented above. Analyzing results of
the experimental studies, (Burzyński, 1928, 1929) assumed the measure of
material effort as the sum in which the first component constitutes a vari-
able part of the energy density stored in volume deformation and the other
one is the energy density of distortion. It is worth mentioning that James
Clerk Maxwell (Maxwell, 1936) was the first, who proposed in the letter to
William Thomson of 18 December 1856 the work of elastic distortion as a
measure of material effort, and called it originally resilience:
”Now my opinion is that these two parts may be considered as independent
U1 being the work done in condensation and U2 that done in distortion.
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Figure 9. The schematic illustration of the measure of material effort with
use of the yield surface picture of Inconel 718, discussed in (Pȩcherski et al.,
2011) and (Nowak et al., 2011).

Now I would use the old word ”Resilience” to denote the work necessary to
be done on a body to overcome its elastic forces.
The cubical resilience R is a measure of the work necessary to be expended
in compression in order to increase the density permanently. This must in-
crease rapidly as the body is condensed, whether it be wood or lead or iron.
The resilience of rigidity R2 (which is the converse of plasticity) is the work
required to be expended in pure distortion in order to produce a permanent
change of form in the element. I have strong reasons for believing that
when... (U2)... reaches a certain limit = R2 then the element will begin to
give way”. p. 31, (Maxwell, 1936).

According to Maxwell, the term ”resilience” can be then used as an
equivalent for the measure of material effort understood as elastic energy
density of distortion. Independently, Huber (Huber, 1904) considered, in a
particular case, elastic energy of distortion as a measure of material effort.
The limit criteria resulting from both formulations are identical. Discussion
of more general statement of the Huber hypothesis is provided in (Burzyński,
1928). It is worth mentioning that Huber (Huber, 1904) used also simple
physical reasoning of molecular interactions to justify the energy hypothesis,
cf. also (Burzyński, 1928), (Pȩcherski, 2008) for more detail discussion and
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further references. We owe to Heinrich Hencky, (Hencky, 1924), the proof
that the result of rather formal, but brilliant, smooth approximation of
corner-like Tresca criterion made by Richard von Mises, (Mises, 1913) is
equivalent to the criterion of the limit energy of distortion considered earlier
by Huber (Huber, 1904).

2.2 Experimental motivation

Recent experimental observations reveal that the sole elastic constants
are not sufficient to assess mechanical behaviour of materials in the limit
state of plastic yield initiation or fracture. It appears that these obser-
vations are in contradiction with common wisdom, which stems from the
early search for simple empirical correlations between the mechanical hard-
ness and plastic resistance versus elastic properties of crystals. For instance,
(Gilman, 1960) derived an empirical relation showing that the yield stress
is proportional solely to the Youngs modulus in fcc and bcc metals, cf. also
(Gilman, 2003).

Many experimental investigations of mechanical properties of coarse-
grained, ultra fine grained (ufg) and nanocrystalline (nc) metals reveal very
strong increase of yield strength in decreasing grain size, while elastic con-
stants are kept on the same level, (Nowak et al., 2007). For example, in
(Valiev et al., 1994) deformation behaviour of ultra fine grained copper is
investigated and the results of quasi-static compression tests for copper sam-
ples with mean grain sizes of 210 nm and 30 μm are confronted: the yield
strength for nc Cu reached the value of 350 MPa, while in the latter case
the yield strength is equal 50 MPa. The Young modulus in both cases was
considered by the authors the same, E = 130 GPa. Also in (Wang et al.,
2002) and (Lu et al., 2004) the typical tensile stress-strain curves for coarse-
grained Cu as well as for pure nc Cu and nano-twin Cu are presented. The
yield strength measured in the case of coarse-grained Cu is of the order of
50 MPa (Wang et al., 2002), while the yield strength of nc Cu is in excess
of 400 MPa, (Wang et al., 2002), (Lu et al., 2004). The value of the tensile
yield strength (at 0.2% offset) reached as high as 900 MPa for the nano-twin
Cu, (Lu et al., 2004). The value of elastic Young modulus was not specified
by the authors, but from the investigation of the tensile stress-strain curves
for nc Cu and nano-twin Cu depicted in Fig. 2, (Lu et al., 2004), the con-
clusion can be drawn that in both cases the Young modulus is of the same
order. Therefore, it is visible that the sole information about the elastic
constants does not provide sufficient information about the behaviour of
investigated materials. The coarse-grained Cu as well as nc Cu and nano-
twin Cu are characterised with the yield limits, which differ by about two
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orders of magnitude. This is related with different capacity of accumulation
of elastic energy density and different mechanisms responsible for plastic
strain, dislocation mediated slip in coarse grained metals and micro-shear
banding in the ufg or nc metals, (Nowak et al., 2007). It means that the
considered materials: coarse-grained Cu, nc Cu and nano-twin Cu charac-
terise with different values of resilience, as it was called by Maxwell or with
different values of the measure of material effort, according to Huber and
Burzyński. It is worthwhile mentioning that there are also publications, in
which the semi empirical theory of mechanical hardness and related plas-
tic resistance based on elastic constants and supplementary information on
electronic structure of solids are investigated (Clerc and Ledbetter, 1998),
(Clerc, 1999).

3 Measure of material effort as a definite part of the
elastic energy density

3.1 Evolution of the energy-based measure of material effort

The aforementioned discussion leads to the conclusion that the concept
of energy should be applied as universal measure of material effort. On
the atomistic level certain part of energy of the system of atoms is related
with the change of the strength of chemical bonds due the change in the
energy of interatomic interactions. Similarly, on the macroscopic level some
precisely defined contributions of the density of elastic energy accumulated
in the strained body contribute to the measure of material effort. The sym-
metry of the elastic and strength properties controls the partition of the
total elastic energy density, (Ostrowska-Maciejewska et al., 2013). The en-
ergy measure of material effort proposed by Burzyński, (Burzyński, 1928),
(Olesiak and Pȩcherski, 2013), reflects in an appropriate way the varying
contributions of the volumetric and distortional parts of elastic energy den-
sity, in the course of deformation process. This new idea of energy-based
approach found later confirmation by other authors. For instance, Freuden-
thal states: ”Correlation of behaviour of the different levels is possible only
in terms of concept which on all levels has the same meaning in both Newto-
nian and statistical mechanics, the same dimension, and the same tensorial
rank. This concept is energy. Being a scalar, that is, a tensor of rank zero,
it is an algebraically additive quantity and has the same meaning on all
levels of group of formation.” p. 20 in (Freudenthal, 1950). The need of
proper account for the interplay between the both parts of elastic energy
density: distortional and volumetric ones, was also underlined by (Chris-
tensen, 2004, 2006). This issue is discussed in more detail in (Pȩcherski,
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2008) and (Olesiak and Pȩcherski, 2013).

3.2 Hypothesis of variable limit energy of volume change and
distortion

Burzyński presented comprehensively in (Burzyński, 1928) the contem-
porary knowledge about limit criteria with the underlying hypotheses and
furthermore proposed an innovative at that time approach determining the
measure of material effort for isotropic solids with asymmetry of the elas-
tic range. The original Burzyński‘s hypothesis of material effort states:
”The measure of local material effort in elastic and plastic ranges is the
sum of density of quasi-energy of distortion and a certain part dependent
on the state of stress and individual properties of a body of the density
of the pseudo-energy of volume change” − p. 141 (of English translation)
(Burzyński, 1928). By adding ”quasi” or ”pseudo” it has been emphasized
that the analytic expressions used in continuation do not mean for a certain
group of bodies or relatively in certain experimental fields elastic energy in
the sense of linear theory of elasticity.
Mathematical formulation of the hypothesis of variable limit energy of vol-
ume change and distortion is expressed as follows:

Φf + ηΦv = k, η = ω +
δ

3p
, p =

σ1 + σ2 + σ3

3
(4)

where Φf denotes the density of elastic energy of distortion

Φf =
1

12G

[
(σ1 − σ2)

2
+ (σ1 − σ3)

2
+ (σ2 − σ3)

2
]

(5)

and Φv is the elastic energy density of volume change

Φv =
1− 2ν

6E
(σ1 + σ2 + σ3)

2
=

1− 2ν

12G(1 + ν)2
(σ1 + σ2 + σ3)

2
(6)

expressed in terms of principal stresses σ1 � σ2 � σ3 and contributing to
the total elastic energy for isotropic solid

Φ = Φf +Φv (7)

while ω and δ are material constants, which are to be specified and p de-
notes a mean stress expressed in principal stresses. Furthermore ν denotes
Poisson‘s ratio and G is the Kirchhoff shear modulus. By introducing the
function η Burzyński took into account the experimentally based informa-
tion that the increase of mean stress p results in the diminishing contribution
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of the elastic energy density of volume change in the measure of material
effort. Accounting for the above relations leads to the following final form
of the Burzyński failure hypothesis (4):

1

3
σ2
f + 3

1− 2ν

1 + ν
ωp2 +

1− 2ν

1 + ν
δp = 4GK (8)

where σ2
f = 12GΦf . The main idea of Burzyński‘s derivation lies in the

conversion of material parameters (ω, δ,K) into the triplet (kt, kc, ks) that
can be obtained in the well known laboratory tests: elastic (plastic) limit
obtained in uniaxial tension - kt, in uniaxial compression - kc and in tor-
sion - ks. The more detail discussion of this derivation and resulting failure
criteria is given in (Burzyński, 1928) and in the recent papers (Fra̧ś and
Pȩcherski, 2010), (Nowak et al., 2007) and (Fra̧ś et al., 2010), (Pȩcherski et
al., 2011).
The discussion presented in the point 2 leads to the conclusion that material
parameters (ω, δ,K) appearing in (5) can be determined also in a straight-
forward way basing on solid state physics instead of applying the results
of the aforementioned mechanical experiments to determine the constants
(kt, kc, ks). First attempt of such an approach was made by (Zawadzki,
1957) as early as in the 1950s. More recent investigations concerning the
semi empirical theories of hardness and plastic resistance in correlation with
elastic constants and electronic properties of solids can be also applied,
(Gilman, 2003), (Clerc and Ledbetter, 1998), (Clerc, 1999).

3.3 Specification of the Burzyński hypothesis

The general formulation of the hypothesis of variable limit energy of
volume change and distortion presented in (5) can be transformed replacing
the material parameters (ω, δ,K) with the material constants (kt, kc, ks),
obtained in the laboratory tensile test, compression test and in torsion or
shear test, respectively (Burzyński, 1928):

kckt
3k2s

σ2
e +

(
9− 3kckt

k2s

)
p2 + 3 (kc − kt) p− kckt = 0, p =

σ1 + σ2 + σ3

3
(9)

where

σe =
1√
2

√
(σ1 − σ2)

2
+ (σ1 − σ3)

2
+ (σ2 − σ3)

2
(10)

is an equivalent stress used in theory of plasticity. According to the detail
study presented in (Burzyński, 1928) the equation (6) in the space of prin-
cipal stresses σ1 � σ2 � σ3 represents particular cases of quadric surfaces
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depending on the interplay between three material constants kt, kc, ks. In
[3] the following basic modes of stress are considered:

I. Uniaxial tension: σ1 = kt, σ2 = 0, σ3 = 0
II. Uniaxial compression: σ1 = 0, σ2 = 0, σ3 = −kc
III. Torsion (shear): σ1 = ks, σ2 = 0, σ3 = −ks
IV. Biaxial uniform tension: σ1 = ktt, σ2 = ktt, σ3 = 0
V. Biaxial uniform compression: σ1 = 0, σ2 = −kcc, σ3 = −kcc
VI. Triaxial uniform tension: σ1 = kttt, σ2 = kttt, σ3 = kttt
VII. Triaxial uniform compression: σ1 = −kccc, σ2 = −kccc, σ3 = −kccc

The first case of quadric, which can be obtained from general relation (9)
corresponds, in the three dimensional system of principal stress coordinates,
to ellipsoid of revolution with respect to the symmetry axis σ1 = σ2 = σ3

for ks >
√

kckt

3 . In the plane coordinate system (σf , p), where σf =
√
2σe is

the Burzyński‘s stress invariant (Burzyński, 1928), the criterion is depicted
by an ellipse or a circle, Fig. 10. The discussed above basic modes of stress,
from I to VII, are illustrated in Fig. 10 and the subsequent Figs. 11 and
12, with use of broken straight lines.

Figure 10. The original picture of the limit criteria with schematic illus-
tration of the basic modes of stress published in (Burzyński, 1928). On the
left hand side the plot of a half ellipse, for kc �= kt and the plot of a half
circle for kc = kt on the right hand side.

The depicted above ellipsoidal criteria can be applied for different kinds
of cellular materials, e.g. metal, polyurethane and ceramic foams as well as
for some metallic materials in which mechanism of twinning prevails at the
limit state. In such a case we have kc < kt. The application of the Burzyński
criterion for Alporas closed cell foams investigated by (Blazy et al., 2004)
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was studied in (Strȩk, 2012). The similar elliptic shape of limit curves for
metal foams was presented also in (Deshpande and Fleck, 2000) on the
basis of certain empirical formula. Additional investigations are necessary,
for other basic modes of stress to validate the hypothesis that the Burzyński
limit criterion can appear useful for the analysis of limit states of cellular
materials.

The second case corresponds, in the three dimensional system of prin-
cipal stress coordinates, to paraboloid of revolution with respect to the

symmetry axis σ1 = σ2 = σ3, which can be obtained for ks =
√

kckt

3 from

the general formula (6) in the following form:

σ2
e + 3 (kc − kt) p− kckt = 0 (11)

In the plane coordinate system (σf , p), the criterion is depicted by a parabola,
Fig. 11.

Figure 11. The original picture of the limit criteria with schematic illus-
tration of the basic modes of stress published in (Burzyński, 1928). On the
left hand side a half parabola, for kc �= kt and a line parallel to the axis p
for kc = kt on the right hand side corresponding to Huber-Mises condition.

The third case corresponds, in the three dimensional system of principal
stress coordinates, to hyperboloid of revolution with respect to the symme-
try axis σ1 = σ2 = σ3, which can be obtained from the general formula (6)

for 2√
3

kckt

kc+kt
< ks <

√
kckt

3 . Generally, the surface has two separate sheets,

but from practical point of view only one sheet of the hyperboloid comes
into play. In the plane coordinate system (σf , p), the criterion is depicted
by a hyperbola, Fig. 12. There is a special case: ks = 2√

3
kckt

kc+kt
, then

the hyperboloid degenerates to rotationally symmetric conical surface. One
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sheet of the surface is accounted for the description of the limit criterion,
which in this case transforms from (9) into the following formula:

σ2
e + 3

kc − kt
kc + kt

− 2
kckt

kc + kt
= 0 (12)

In the plane coordinate system (σf , p), the criterion is depicted by two
intersecting straight lines, the right hand side of Fig. 12.

Figure 12. The original picture of the limit criteria with schematic illus-
tration of the basic modes of stress published in (Burzyński, 1928). On the
left hand side a half hyperbola and a straight line on the right hand side.

The yield condition of the form given in (12) is widely known in the
literature since 1952 as Drucker-Prager yield criterion (Drucker and Prager,
1952). It is worthwhile to note, however, that some authors have recog-
nised the earlier contribution of (Burzyński, 1928) for instance: (Sendeckyj,
1972), (Nardin et al., 2003) as well as (Pisarenko and Lebedev, 1973), (Ji-
rasek and Bazant, 2002), (Yu, 2004) (Yu et al., 2006). The discussed above
yield or strength criteria, which are obtained in the rigorous way from the
energy-based material effort hypothesis proposed originally by (Burzyński,
1928) in the year 1928 were later re-discovered again and again for dif-
ferent ranges of empirical parameters independently by many researchers.
The part of these findings is described by (Życzkowski, 1981, 1999) and
(Skrzypek, 1993). These authors are presenting at the same time the orig-
inal achievements of Burzyński. His yield condition in confrontation with
the works of other authors was also discussed in (Pȩcherski, 2008).
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4 Examples and visualizations of the particular
Burzyński failure criteria

In this paragraph some examples of the visualizations of the discussed above
limit criteria are displayed. They are based on experimental investigations
performed mostly in the plane state of stress. In such a case the yield
surface in the three dimensional space of principal stresses is reconstructed
with use of (Wolfram Mathematica, 6.0). The mentioned experimental tests
are related usually with the uniaxial modes of stress I and II, the mode of
pure shear III as well as with the biaxial ones IV and V for the plane
states of stress inscribed in certain hypothetical yield limit of material with
the thought strength differential ratio κ = kc/kt = 1.3, Fig. 13. The two

Figure 13. The hypothetical yield curve in the plane σ2 = 0 for the case
of strength differential ratio κ = 1.3 with schematically indicated points
corresponding to the results of particular laboratory tests.

discussed above cases of particular specifications of the Burzyński hypothesis
of variable limit energy of volume change and distortion, which is related
with the ellipsoidal and paraboloidal surfaces will be illustrated for a chosen
materials.

4.1 Ellipsoidal failure surface

An example of the material revealing the before discussed inequality kc <
kt is the magnesium alloy AZ31, for which according to the data published
in (Yoshikawa et al., 2008): the yield strength in tension kt = 200MPa, and
the yield strength in compression kc = 120MPa, while the yield strength
in shear ks = 120MPa. The data were obtained in the quasi-static test



Inelastic Flow and Failure of Metallic Solids 265

conditions with the assumed offset strain 0.002. According to these data
the yield surface can be visualized as an ellipsoid in the principal stress
coordinates as well as in the plane σ2 = 0 and in the plane coordinate
system (σe, p) as is depicted in Fig. 14, (Fra̧ś, 2013).

Figure 14. Presentation of Burzyński ellipsoid criterion, for ks >
√

kckr

3 ,

applied for Mg alloy investigated in (Yoshikawa et al., 2008) confronted with
the Huber-Mises criterion depicted in the plane σ2 = 0 with blue line, (Fra̧ś,
2013).

4.2 Paraboloid failure surfaces

The classical results of experimental investigations collected and elabo-
rated on pure geometrically basis by (Theocaris, 1995), and discussed also
within the context of paraboloidal failure criterion in (Fra̧ś and Pȩcherski,
2010), appear to be appropriate data for visualizing paraboloidal failure
surfaces. The first results revealing very distinct strength differential effect
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measured by the ratio κ = 3 are related with investigations of gray cast-iron
by (Grassi and Cornet, 1949) and (Coffin, 1950).

Figure 15. Presentation of the paraboloid failure surface according to the
data of (Grassi and Cornet, 1949) and (Coffin, 1950) for gray cast - iron a)
in the space of principal stresses, b) in the plane σ2 = 0 c) in the coordinate
system (σe, p), d) comparison with the Huber-Mises criterion presented in
the plane σ2 = 0, (Fra̧ś and Pȩcherski, 2010), (Fra̧ś, 2013).

The another example is related with the first investigations of the yield
curves in the complex states of stress performed by (Lode, 1926), as well as,
by (Taylor and Quinney, 1931), which were collected and expressed in the
non-dimensional form by (Theocaris, 1995), who suggested that the devia-
tion of experimental results from the prediction according to Huber-Mises
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yield condition might be accounted for the strength differential effect mea-
sured by the ratio κ = 1.3. The mentioned deviation can be also explained
as a result of slight initial anisotropy produced by manufacturing of ma-
terial elements, e.g. drawing of rods and machining of samples. Another
results are related with the collected by (Theocaris, 1995) historical data
of experimental investigations for different polymers, behaviour of which
apparently is pressure sensitive and the strength differential ratio for such
materials equals about 1.3. The displayed experimental data show very
good correlation with the Burzyński paraboloidal failure condition.

The last example is related with the innovative nc metals investigated in
numerical simulations by (Lund and Schuh, 2003), (Schuh and Lund, 2003).
The authors performed molecular simulations of multiaxial deformation of
metallic glass using an energy minimization technique. The results reveal
the asymmetry between the magnitudes of the yield strength in tension
and compression, with the strength difference ratioκ = 1.24. At ambient
temperature, metallic glasses deform by a process of shear banding, where
plastic strain is highly localized into strips of nanometer-thickness. The
mechanism of shear banding on the nanometer-scale produces unique me-
chanical properties at macroscopic scale. For example, the very low values
of tensile elongation recorded for amorphous metals are attributed to rapid
failure along a single shear band. In constrained modes of loading like com-
pression, plastic yielding is observed in a serrated way and the strain is
produced by a sequence of single shear bands. These properties have been
investigated in a variety of glassy alloys with different compositions, and
the observation appears to be general to this class of materials. One im-
portant consequence of shear localization in amorphous metals is that the
macroscopic yield criterion may exhibit the dependence not only upon the
maximum shear stress, but also upon the hydrostatic pressure or the normal
stress acting on the shear plane. The discussion and proposal of a model
accounting for shear banding mechanism in ufg and nc metals is given in
(Nowak et al., 2007) and (Fra̧ś et al., 2011). The results displayed in Fig.
13 show that the Burzyński paraboloidal yield condition provides adequate
correlation with the discussed in (Lund and Schuh, 2003), (Schuh and Lund,
2003) data.

4.3 Concluding remarks

It is appealing to see that the universal energy-based approach provides
the criteria, which accurately describe the discussed above experimental
data for a wide range of different materials. It would be interesting to
study the possibilities of applications of the mentioned above hyperboloid
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Figure 16. a) Presentation of the paraboloid yield surface according to
the data of (Lode, 1926) and (Taylor and Quinney, 1931), collected by
(Theocaris, 1995), in the space of principal stresses, b) in the plane σ2 = 0
c) in the coordinate system (σe, p), d) comparison with the Huber-Mises
criterion presented in the plane σ2 = 0 (Fra̧ś and Pȩcherski, 2010), (Fra̧ś,
2013).
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Figure 17. Presentation of the paraboloid failure surface according to the
data collected by (Theocaris, 1995) for polymers in the space of principal
stresses, b) in the plane σ2 = 0 c) in the coordinate system (σe, p), d)
comparison with the Huber-Mises criterion presented in the plane σ2 = 0,
(Fra̧ś and Pȩcherski, 2010), (Fra̧ś, 2013).
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Figure 18. Presentation of the paraboloid failure surface according to the
data collected by (Lund and Schuh, 2003), (Schuh and Lund, 2003), for
metallic glass and comparison with the Huber-Mises yield condition and
Coulomb-Mohr criterion, a) in the plane σ2 = 0 and in the coordinate
system (σe, p), for the offset strain 0.002, b) in the plane σ2 = 0 and in the
coordinate system (σe, p), for the offset strain 0.0005, (Fra̧ś and Pȩcherski,
2010), (Fra̧ś, 2013).
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criterion. Implementation of this criterion still remains an open question.
The program of experimental investigations applied for new materials is nec-
essary. Careful measurements of the limit values (kt, kc, ks) should enable

checking if the inequality 2√
3

kckt

kc+kt
< ks <

√
kckt

3 holds. The nanomaterials

and foams of metallic, polymer or ceramic skeleton should be taken into
consideration by that.

On the other hand, in commercial finite element programs a kind of
hyperboloid yield function is considered, which is defined rather artificially
as an ”extended Drucker-Prager condition”, cf. e.g. (Abaqus Analysis
User’s Manual, 6.12). Such an approach is implemented in the program
within the framework of non-associated flow law, what loses its physical
foundations and seems to be rather confusing.

5 The numerical implementation of elasto-plasticity
equations associated with paraboloid yield condition

The paraboloid yield criterion resulting from the Burzyński hypothesis of
variable limit energy of volume change and distortion (3) was applied in
the numerical scheme of the integration of elasto-plasticity equations in
(Vadillo et al., 2011) and independently by the authors of this paragraph.
For metallic materials elastic strains are assumed infinitesimally small and
therefore the additive form of the total strain rate distribution is justified:

ε̇ = ε̇e + ε̇p (13)

The Hooke‘s law reads in the case of isotropic material

σ = C : (ε̇− ε̇p) (14)

The elastic stiffness is defined by:

C = 2GI +K1⊗ 1, G =
E

2(1 + ν)
, K =

E

3(1− 2ν)
(15)

where E and ν is Young modulus and Poisson‘s ratio, respectively, whereas
1 is the second-order unit tensor and I is the unit deviatoric fourth-order
tensor. The plastic part of the strain rate ε̇p is, according to the assumed
associative flow law, normal to the plastic potential surface, which at the
same time is the paraboloid yield surface:

ε̇p = λ̇
∂Φ

∂σ
(16)
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where λ is the plastic proportionality factor, and Φ corresponds to the
paraboloid yield surface:

Φ (p, σe, kt) =
1

2κ

[
3 (κ− 1) p+

√
9 (κ− 1)

2
p2 + 4κσ2

e

]
− kt (17)

The detail formulation of the radial return algorithm and the consistent tan-
gent operator for the elasto-plasticity equations with the associated plastic
flow law (16) and paraboloid yield potential (17) was given for the first time,
according to the authors knowledge, in (Vadillo et al., 2011), where also the
integration algorithms programmed and implemented in the commercial fi-
nite element program (Abaqus Analysis User’s Manual, 6.12) were applied
for the solution of particular examples validating the practical applications
of paraboloid yield condition. The calculations were performed to simulate
the tests on round notched tensile specimens of 2024-T351 aluminum alloy
investigated by (Wilson, 2002). Good correlation of the numerical results
with experimental data was shown in (Vadillo et al., 2011) proving that the
plasticity model with the associated paraboloid yield surface provides the
well founded theoretically and physically replacement of the model using
the cone surface originating from Drucker-Prager condition applied in the
analysis in (Wilson, 2002). More complex problem of the simulation of tests
on the Inconel 718 thin-walled tubes subjected to torsion after tension or
compression was studied as well (Vadillo et al., 2011). Also in this case the
application of paraboloid yield condition provides good agreement of com-
putational results with experimental data discussed in (Gil et al., 1999a)
and (Gil et al., 1999b).

5.1 Examples

Basing on the results in (Vadillo et al., 2011) the own user-defined mate-
rial model was developed and implemented in user subroutine (UMAT) for
commercial finite element program Abaqus (Abaqus Analysis User’s Man-
ual, 6.12). One of the calculated examples deals with the problem of com-
pression test of the cylindrical specimen with a slanting cut, the so called
shear-compression specimen (SCS), (Rittel et al., 2002).

Theoretical analysis of deformation process during compression test with
application of ideal plasticity model presented in (Vural et al., 2011) shows
that it is possible to approximate the relations between measured experi-
mentally load P and equivalent stress σe in the deformation zone within the
slanting cut, as well as, the relation between measured displacement δ and
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equivalent plastic strain εpe.

εpe =
1

k1(θ)

δ

h
(18)

σe =

√
3

2
S : S =

√
3

4
4σ2

xy + σ2
yy = k1(θ) exp (−k2(θ)ε

p
e)

P

D · t (19)

where S denotes deviatoric part of stress tensor and h, t is the height and
respectively the width of shearing zone determined by slanting cut, D is
the diameter of the specimen cross-section, while the functions k1(θ) and
k2(θ) of the inclination angle θ of the slit with respect to vertical axis of the
specimen were derived in (Vural et al., 2011):

k1(θ) =

√
3

2
cos(θ)

√
4 sin2(θ) + cos2(θ) (20)

k2(θ) =

√
3

2

cos(θ)√
4 sin2(θ) + cos2(θ)

(21)

The considered material was a new composite AlMg5%SiC. Performing com-
pression test of the cylindrical specimen of the SCS type, Fig. 19, and ap-
plying the approximate analytical relations the material characteristic was
reconstructed and implemented in finite element computations with use of
own user material element. The results of calculations are presented in
Fig. 20 displaying the comparison of calculated load-displacement relations
with experimental data. It is visible that application of standard model
with Huber-Mises yield condition, the strength differential ratio κ = 1, does
not conform experimental observations. The identified strength differential
ratio equals κ = 1.15.

5.2 Conclusions

The presented above analysis leads to the conclusion that application
of the model and corresponding UMAT with paraboloid yield surface pro-
vides satisfactory prediction of material behaviour. The presented example
illustrates a method of identification of the stress-strain characteristic and
strength differential ratio of new materials. More adequate analysis requires
separate compression tests for smooth specimens in order to get indepen-
dently the stress-strain characteristics.
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Figure 19. The finite element mesh of the specimen with slanting cut:
element C3D8, number of finite elements 11 540, number of nodes 13871,
b) the configuration obtained after the numerical simulation of compression
process, c) picture of the deformed specimen of AlMg5%SiC composite.

Figure 20. The comparison of calculated load-displacement relations with
experimental data for different values of strength differential ratio.
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6 Final remarks and further studies

The foregoing discussion has highlighted that energy-based Burzyński fail-
ure criteria, accounting in a natural way for strength differential effect and
pressure sensitivity. It can be applied in the constitutive description of
inelastic flow of materials and implemented into numerical simulations of
impact problems and failure processes. At the same time, the following ex-
tensions and generalizations of the presented theory come into mind: an ac-
count for the third invariant of stress deviator in failure criteria for isotropic
solids, for energy-based failure criteria of anisotropic solids and for the inter-
play of two basic mechanisms responsible for inelastic flow: crystallographic
slip and shear banding.

6.1 An account for the influence of the third stress invariant

Experimental investigations related with failure processes and phase
transformations in advanced metallic materials reveal that assumption about
isotropic mechanical properties requires also accounting for the third in-
variant of stress tensor deviator, which corresponds to the Lode angle on
the octahedral plane. The observations show that the effect of Lode angle
transpires when shear deformation processes are taking place, (Pȩcherski
et al., 2011), (Nowak et al., 2011). According to the foregoing analysis in
chapter 2, the shear process in a solid body is accompanied with such rear-
rangements of atoms that structure symmetry and the strength of chemical
bonds is changing, mostly with downward tendency. Therefore, a degree of
the domination of shear mode has essential influence on the energy-based
measure of material effort. This leads to the conclusion that the contribu-
tion of shear modes of stress, quantified by means of the Lode angle, should
be accounted for in the energetic criteria of failure. The main idea of the
proposed new formulation is that the contribution of the density of elastic
energy of distortion in the measure of material effort is controlled by the
Lode angle (Pȩcherski et al., 2011), (Nowak et al., 2011):

ηf (θ)Φf + ην(p)Φν = K (22)

where the symbols ηf and ην denote respectively the Lode angle and pres-
sure dependent influence functions and

θ =
1

3
arccos

(
3
√
3

2

J3

J
3/2
2

)
(23)

is the Lode angle definition. More detail discussion on the different specifi-
cations of the influence functions known in the literature and the analysis of
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an example of yield surface for Inconel 718, shown in Fig. 9, is contained in
(Pȩcherski et al., 2011) and (Nowak et al., 2011). The specified relation for
the yield surface can be applied in the formulation of inelastic flow law and
implemented in the finite element simulations of deformation and failure
processes.

Figure 21. The effect of Lode angle illustrated on the octahedral cross-
section of the yield surface for Inconel 718 shown in Fig. 9, (Nowak et al.,
2011).

6.2 Energy-based hypothesis of material effort for anisotropic
materials

First attempts of extending the energy-based hypothesis of material ef-
fort (4) for anisotropic materials belong to (Burzyński, 1928) and were con-
tinued in (Olszak and Urbanowski, 1956), and in (Olszak and Ostrowska-
Maciejewska, 1985). The solution of this problem has been completed in the
paper of Jan Rychlewski (Rychlewski, 1984), who proved that the original
Mises criterion (Mises, 1928) of limit states for anisotropic solids expressed
by means of stress deviators S (due to neglected effects of pressure):

S ·H · S � 1 (24)
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considerd in a more general form:

σ ·H · σ � 1 (25)

can be expressed in terms of elastic energy density Φ(σ) partitioned over
the energy densities Φ(σ1), ...,Φ(σχ) defined for χ ≤ 6 eigen-states resulting
from the symmetry of the fourth order limit tensor H,(Rychlewski, 1984):

σ ·H · σ =
1

h1
Φ(σ1) + ...+

1

hχ
Φ(σχ) (26)

where hχ denotes the limit values determined for a given material in the
eigen-state χ ≤ 6 and the elastic energy density accumulated in the solid is
the unique sum of the parts of energy pertinent to a particular eigen-state
χ ≤ 6

Φ(σ) = Φ(σ1) + ...+Φ(σχ) (27)

This is energy-based limit condition valid for anisotropic materials revealing
symmetry of elastic range in the sense that the limit value in tension and
compression are the same in each eigen-state χ ≤ 6. Some particular speci-
fications of this general formulation were studied in (Ostrowska-Maciejewska
amd Rychlewski, 1988), (Kowalczyk, 2003), (Kowalczyk-Gajewska and Ostrowska-
Maciejewska, 2005). In (Kowalczyk-Gajewska and Ostrowska-Maciejewska,
2009) one can find a comprehensive review on spectral decomposition of
Hooke‘s tensor for all symmetry groups of linear elastic solids with refer-
ences to other authors dealing with the subject. A general formulation
of an extension of the presented above criterion for anisotropic materials
with asymmetry of elastic range, i.e. the limit values in tension and com-
pression are different in at least one of eigen-states χ ≤ 6 was proposed in
(Nowak et al., 2011), (Ostrowska-Maciejewska et al., 2012) and (Ostrowska-
Maciejewska et al., 2013). However, experimental specification of particular
criteria still remains unsolved and requires further studies.

6.3 Studies on inelastic flow and failure accounting for multiscale
shear banding phenomena

The influence of impact loading on inelastic flow and failure, in partic-
ular on ductile fracture of metals, is one of most intensively studied phe-
nomenon in thermomechanics of solids. Some issues of this problem are
discussed in the accompanying chapters of the book. Having in mind a
reach bibliography of the subject, only some particular points are men-
tioned. Phenomenological failure criteria are often considered, in which
the critical failure strain depends on an accumulated equivalent strain and
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strain rate, which is usually averaged over a certain gage volume, (Arias et
al., 2008). Sometimes, a stress triaxiality parameter and an internal variable
representing microdamage are included, c.f. e.g. (Perzyna, 2005), (Perzyna,
2011) and (Rodŕıguez-Milán et al., 2012), where besides the stress triaxial-
ity also the effect of Lode angle is accounted for. The recent studies show
that an adequate prediction of dynamic fracture processes should take into
considerations physical mechanisms activated on different levels of obser-
vation, (Perzyna, 2010) and (Perzyna, 2012). In particular, the multiscale
mechanism of shear banding plays pivotal role in the evolution of ductile
fracture. Although the effects of shear banding were implemented in the
phenomenological models of plasticity of metallic solids (Pȩcherski, 1992),
(Pȩcherski, 1997) as well as (Pȩcherski, 1998) and (Kowalczyk-Gajewska and
Pȩcherski, 2009) and viscoplasticity of ultra fine grained (ufg) and nanocrys-
talline metals (nc metals), (Nowak et al., 2007) and (Fra̧ś et al., 2011), the
application of these mechanism for modelling and simulations of ductile
fracture processes is rather scarce. However, some attempts of including
effects of micro-shear bands in the analysis of ductile fracture processes
were made in (Nowacki et al., 2010) and by (Perzyna, 2010) and (Perzyna,
2012). Future research should concentrate on phenomenological description
of the effects of initiation and evolution of microdamage, which produces the
strength differential effect on macroscopic level and should lead for appli-
cation of paraboloid yield condition, (Korbel et al., 2006). Further studies
are necessary to account for the effect of Lode angle related with multi-
scale shear banding in constitutive modelling and numerical simulations of
inelastic flow processes and ductile fracture of metallic solids.

6.4 Conclusion

The novelty of our approach consists in a derivation of energy-based
hypothesis of material effort well-founded on the multiscale analysis of de-
formation processes in solids: starting from electronic basis of chemical
bonds, semi-empirical potentials of intermolecular interactions and assum-
ing a measure of material effort as a definite part of elastic energy density
on macroscopic level of continuous deformable body related with the critical
strain processes.

Studying the bibliography of the subject one can observe that the yield
or failure criteria, which are obtained in the rigorous way from the energy-
based material effort hypothesis proposed originally by (Burzyński, 1928)
were later rediscovered again and again for different ranges of empirical
parameters independently by many researchers. More detail discussion of
this issue is given in (Pȩcherski, 2008). Also the mentioned above Mises
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criterion for anisotropic materials gained very efficient and physically clear
specification for orthotropic materials in (Hill, 1948). Further studies in this
field directed towards the applications, mainly in numerical simulations of
sheet metal forming processes, led to abundance of modifications, mainly of
empirical character, resulting in yield conditions without firm physical and
theoretical foundations, cf. (Ostrowska-Maciejewska et al., 2013) for more
detail discussion. The presented in this work approach based on the concept
of energy measure of material effort may introduce some order and physical
meaning in the field of constitutive description of inelastic flow and failure
of solids. The efficient applications of the presented ideas require further
studies, experimental, theoretical and computational ones to specify the
particular yield and failure criteria.
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W. Burzyński, Selected passages from Wodzimierz Burzyński´s doctoral
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R.B. Pȩcherski, Macroscopic effects of micro-shear banding in plasticity of
metals, Acta Mechanica, 131, 203-224, 1998.

J. Gilman, Electronic Basis of Strength of Materials, Cambridge University
Press, Cambridge UK, 2003.

M Finnis, Interatomic Forces in Condensed Matter, Oxford University
Press, Oxford UK, 2003.

K. Burke, Perspective on density functional theory, The Journal of Chemical
Physics 136, 150901, 2012.

D. Wolf and S. Yip (eds.), Material interfaces. Atomic-level structure and
properties, Chapman & Hall, London, 1992.
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A. Strȩk, Yield criteria and their verification for metal foams, presentation
on the 38th Solid Mechanics Conference, SolMech2012, August 27-31,
2012, Warsaw, 148-149, Book of Abstracts, R. Pȩcherski, J. Rojek, P.
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M. Życzkowski, Combined Loadings in the Theory of Plasticity, PWN-Polish
ScientficPuublishers, Warszawa, 1981.
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