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PREFACE

Many applications in mechanics, material science and technology re-
quire a comprehensive understanding and reliable representation of
the elastoplastic behavior observed in a large class of engineering ma-
terials. In the last few decades several phenomenological theories have
been developed on the macroscopic level. Extensions of these classic
models taking into account the formation of microstructures and the
microheterogeneity of multiphase materials have attracted a more pro-
nounced scientific interest rather recently. The role of microstructures
becomes more and more important with a decreasing size of the con-
sidered material specimen because then scale-effects play a dominant
role. Microstructure is indeed crucial, since plastic behavior typically
results from the interaction of complex substructures on several length
scales. The macroscopic behavior is then determined by appropriate
averages over the (evolving) microstructure.

The CISM course on “Plasticity and Beyond: Microstructures,
Crystal-Plasticity and Phase Transitions”, held in Udine from June
27 to July 1, 2011, was addressed to master students, doctoral stu-
dents, post docs and experienced researchers in engineering, applied
mathematics and material science who wished to broaden their knowl-
edge in classical and extended continuum thermodynamics, incremen-
tal variational formulations, phase-field modeling, higher-order mod-
els like gradient plasticity or numerical multiscale approaches at finite
deformations.

It is our pleasure to thank the lecturers of the CISM course Samuel
Forest (Paris, France), Jan Kratochvil (Prague, Czech Republic),
Mitsutoshi Kuroda (Yamagata, Japan), Valery Levitas (Ames, USA),
as well as the additional contributors to these CISM lecture notes
Kais Ammar (Paris, France), Benôıt Appolaire (Châtillon, France),
Daniel Balzani (Essen, Germany), Dominik Brands (Essen, Ger-
many), Nicolas Cordero (Paris, France), Anäıs Gaubert (Châtillon,
France), Ulrich Hoppe (Bochum, Germany), and Dennis Kochmann
(Pasadena, USA). We furthermore thank the 47 participants from
9 countries who made the course a success. Finally, we extend our
thanks to the Rectors, the Board, and the staff of CISM for the ex-
cellent support and kind help.

Jörg Schröder and Klaus Hackl
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scheme: the FE
2
-method
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Abstract A wide class of micro-heterogeneous materials is designed
to satisfy the advanced challenges of modern materials occurring in
a variety of technical applications. The effective macroscopic prop-
erties of such materials are governed by the complex interaction of
the individual constituents of the associated microstructure. A suf-

ficient macroscopic phenomenological description of these materials
up to a certain order of accuracy can be very complicated or even
impossible. On the contrary, a whole resolution of the fine scale for
the macroscopic boundary value problem by means of a classical
discretization technique seems to be too elaborate.
Instead of developing a macroscopic phenomenological constitutive
law, it is possible to attach a representative volume element (RVE)
of the microstructure at each point of the macrostructure; this re-
sults in a two-scale modeling scheme. A discrete version of this
scheme performing finite element (FE) discretizations of the bound-
ary value problems on both scales, the macro- and the micro-scale,
is denoted as the FE2-method or as the multilevel finite element
method. The main advantage of this procedure is based on the fact
that we do not have to define a macroscopic phenomenological con-
stitutive law; this is replaced by suitable averages of stress measures
and deformation tensors over the microstructure.
Details concerning the definition of the macroscopic quantities in
terms of their microscopic counterparts, the definition/construction
of boundary conditions on the RVE as well as the consistent lin-
earization of the macroscopic constitutive equations are discussed
in this contribution.
Furthermore, remarks concerning stability problems on both scales
as well as their interactions are given and representative numerical
examples for elasto-plastic microstructures are discussed.

J. Schröder, K. Hackl (Eds.), Plasticity and Beyond, CISM International Centre for  
Mechanical Sciences, DOI 10.1007/978-3-7091-1625-8_1, © CISM, Udine 2014 



2 J. Schröder

1 Introduction

For the analysis of micro-heterogeneous materials, we define two different
scales, the macroscopic scale (coarse scale) and the microscopic scale (fine
scale). The fine scale is assumed to be the scale of the heterogeneities of
characteristic length l, whereas the characteristic length of the coarse scale
is denoted by L. If we assume that the domain size at the fine scale is
sufficient for homogenization requirements, then the separation of scales
expressed by

l � L (1)

has to hold. A homogenized – that means effective macroscopic – description
of the micro-heterogeneous material requires the definition of a representa-
tive volume element (RVE) or a statistically homogeneous volume element,
which is here assumed to be possible. In classical works, effective quantities
of micro-heterogeneous media, such as stiffness or compliance tensors, have
been discussed by Voigt (1910) and Reuss (1929). The arithmetical mean
value of Voigt and the harmonic mean value of Reuss were shown later to
be upper and lower bounds of effective parameters, see Hill (1965b, 1964a,b,
1963). However, the gap between these approximations can be quite wide,
see e.g. Babuska (1976). General procedures for the derivation of inequali-
ties between various moduli of mixtures have been discussed by Hill (1963)
and Kröner (1971). A variety of methods for the computation of overall
properties of micro-heterogeneous materials are documented in the mono-
graph Nemat-Nasser and Hori (1999).
A fundamental assumption for the scale-transition is the macro-homogeneity
condition, also denoted as Hill condition or Hill-Mandel condition, which as-
serts the equality of the virtual work between both scales, see Hill (1965a,
1963), Mandel and Dantu (1963), Mandel (1972). There are several “addi-
tive” mechanical quantities which could be averaged over the representative
volume element when transferred to the macro-scale, e.g. the mass, inter-
nal energy, entropy and dissipation. Furthermore, macroscopic measures of
plastic work for micro-heterogeneous materials have been analyzed in Hill
(1971).

A suitable framework for the solution of two-scale problems is the mathe-
matical homogenization theory. There, it is usually assumed that the mi-
crostructure is locally built by the spatial repetition of a suitable, very small
part of the whole microstructure, a unit cell. Thus, it is assumed that the
morphology and the distribution of the material properties are periodic func-
tions of the microscopic spatial parametrization y. As an introductionary
example we consider a simple one-dimensional bar. For this purpose, let
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the periodic function EA(y) denote the axial stiffness of a bar, u(x, y) the
axial displacement, x the parametrization of the coarse scale, and n(x) the
distributed axial load, then the axial displacements of the bar are described
by the differential equation

d

dx
N(x, y) + n(x) = 0 with N(x, y) := EA(y)

du(x, y)

dx
. (2)

The mathematical homogenization theory is based on the double scale asymp-
totic expansion of the yet unknown y-periodic field variable u(x, y), i.e.,

u(x, y) = u(0)(x, y) + ε u(1)(x, y) + ε2 u(2)(x, y) + · · · , (3)

where ε, defined as the microscopic to macroscopic dimension ratio (l/L), is
a very small number. The asymptotic expansion (3) has to be substituted
into the underlying partial differential equation with oscillating coefficients.
Applying the chain rule, i.e.,

d

dx
N(x, y) =

∂N(x, y)

∂x
+ ε−1 ∂N(x, y)

∂y
, (4)

yields a set of equations with factors in powers of ε. Equating the terms
of the different orders of ε with zero yields the set of differential equations,
which have to be solved. Fundamentals of this framework can be found in
Bensoussan et al. (1978), Sanchez-Palencia and Zaoui (1986) and Bakhvalov
and Panasenko (1984). Based on this approach, a computational homog-
enization framework in the field of linear elasticity as well as the applica-
tion of adaptive finite element methods has been proposed in Guedes and
Kikuchi (1990). Extensions of this method to locally non-periodic micro-
heterogeneous media are given by Fish and Wagiman (1993). A framework
of a two-scale homogenization technique using a Voronoi cell finite element
formulation has been proposed by Ghosh et al. (1995). Generalized con-
vergence arguments for the interpretation of the homogenized variational
equations have been used by Terada and Kikuchi (2001). An extension of
the latter simultaneous two-scale method to geometrical nonlinear formu-
lations of the associated two-scale boundary value problems in a material
and a spatial setting has been developed in Terada et al. (2003). Sev-
eral mathematical aspects of homogenization theory are discussed in Tartar
(2000). For the treatment of finite thermoelasticity in this scheme, we refer
to Temizer (2012).

A homogenization technique without recourse to the two-scale asymp-
totic expansion is governed by the above mentioned Hill-Mandel condition.
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Here, the boundary value problems on the macro- and on the micro-scale
are prescribed by the balance of linear and angular momentum and suitable
boundary conditions on both scales, where the micro-scale is approximated
by means of a representative volume element. A summary of recent de-
velopments in this field of applied computational mechanics of the overall
description of micro-heterogeneous materials up to the mid 1980’s is given
in Suquet (1987). In this context we also refer to Michel et al. (1999) where
the boundary value problem on the micro-scale is solved using the Finite-
Element-Method (FEM) and, alternatively, using a Fast Fourier Transfor-
mation. The authors also discuss the constraints on discrete unknown dis-
placements arising when periodic boundary conditions are used.
A multilevel finite element method (FE2-method) for nonlinear heteroge-
neous systems has been discussed by Smit et al. (1998), where the authors
implemented their algorithms in an Updated Lagrange environment. An-
other FE2-method for the analysis of the elasto-viscoplastic behavior of
fiber-reinforced composite materials was presented by Feyel and Chaboche
(2000), where the tangent matrix has been approximated by a perturbation
method. A framework for geometrically and/or physically linear/nonlinear
homogenization techniques in the sense of the FE2-method has been de-
veloped by Miehe et al. (1999a,b), including a closed-form representation
of the macroscopic (homogenized) tangent moduli. In order to design
“deformation-driven” microstructures, Miehe and Koch (2002) proposed a
Lagrangian multiplier method for the computational treatment of the con-
straints arising from the different boundary conditions: i) linear displace-
ments, ii) constant tractions, and iii) periodic displacements in combination
with antiperiodic tractions; for the discussion of the distinct boundary con-
ditions, see also van der Sluis et al. (2000), Terada et al. (2000), Kouznetsova
et al. (2001), Miehe and Bayreuther (2007) and Perić et al. (2011). A fam-
ily of algorithms and matrix representations of overall stresses and tangent
moduli of discretized micro-heterogeneous materials at finite strains is de-
scriped in Miehe (2003). Different methods for the computation of the
macroscopic tangent, e.g. the penalty method, have been investigated in
Temizer and Wriggers (2008).

The nature of finite deformation continuummechanics is the non-unique-
ness of solutions at specific thermodynamic states. As an example, this can
be associated to stability problems like buckling of columns under compres-
sive loadings. Although in micro-heterogeneous materials, like aligned fiber-
reinforced composites, cellular solids or in general arbitrary arrangements
of inhomogeneities, buckling phenomena may occur on the micro-scale. A
challenging issue in homogenization schemes at finite strains is the ana-
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lysis of instabilities at the macro- and micro-scale and their interactions.
In general, we distinguish between structural instabilities and material in-
stabilities: structural instabilities are associated to the non-uniqueness of
the underlying boundary value problem, whereas material instabilities are
understood as the violation of the Legendre-Hadamard-condition (loss of
rank-one convexity) of the free-energy. Nevertheless, there exits a relation
between material instabilities on the macro-scale and specific structural in-
stabilities on the micro-scale. Abeyaratne and Triantafyllidis (1984) studied
the macroscopic material instability occuring in nonlinear elastic composites
with periodically arranged voids. It was shown that a homogenized material
instability occurs although the matrix material was polyconvex in the sense
of Ball (1977b). Bifurcation modes of fiber-reinforced composites as well as
possible macroscopic material instabilities have been analyzed in Triantafyl-
lidis and Maker (1985). Structural instability problems on the micro-scale
are associated to the homogenization of a nonconvex boundary value prob-
lem on the micro-scale, see Müller (1987). The main challenge here is the a
priori unknown size of the RVE . A systematic investigation of the problems
pointed out in Abeyaratne and Triantafyllidis (1984) and Triantafyllidis and
Maker (1985) is given in Geymonat et al. (1993). Applying a Bloch-wave
ansatz to a fiber-reinforced composite, the authors showed that the on-
set of a bifurcation on the micro-scale corresponding to the long-wavelength
limit (infinite wavelength) leads to a macroscopic material instability. A de-
tailed computational homogenization analysis of structural instabilities on
the micro-scale and possible material instabilities on the macro-scale as well
as their interactions is performed in Miehe et al. (2002), in this context see
also Agoras et al. (2009) and Aubert et al. (2008). A microscopic bifurcation
condition of cellular solids, like elastic cellular honeycombs, have been pre-
sented in Ohno et al. (2002). A procedure, based on a block-diagonalization
method for periodic microstructures, for the estimation of the number of
unit cells necessary for the definition of a RVE of cellular solids in micro-
scopic bifurcation problems has been proposed in Saiki et al. (2002). In the
context of homogenization of non-convex integral functionals and especially
for the relation between linearization and homogenization in finite elasticity,
we refer to Müller and Neukamm (2011). For the treatment of localized fail-
ure with softening in this multi-scale approach see Hautefeuille et al. (2012).

If the classical assumption of scale separation does not hold or if it is
necessary to capture size dependency, then in general higher-order homoge-
nization techniques can be applied. A second-order homogenization scheme,
implying a second gradient continuum on the macro-scale and a remaining
classical continuum on the micro-scale, has been proposed by Geers et al.
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(2001, 2003) and Kouznetsova et al. (2004). A multilevel finite element
method coupling a classical continuum, a Cauchy continuum, on the fine
scale with a Cosserat continuum at the coarse scale has been proposed
by Feyel (2003). A critical analysis of the two-scale homogenization of
macroscopic second gradient and micromorphic models based on a Cauchy
continuum on the fine scale with emphasis on non-homogeneous boundary
conditions is given by Forest and Trinh (2011), in this context see also For-
est (2002) and Jänicke et al. (2009). An application of the computational
homogenization scheme for structured thin sheets has been proposed by
Geers et al. (2007) and Gruttmann and Wagner (2013). Here, the RVE
resolves the full thickness of the thin sheet and the nature of the coupling
of deformation between the shell-type macro-scale and the microstructure
is of second-order.
Another non-classical approach, denoted as a multi-scale strategy for strong-
ly coupled scales, has been proposed by Ibrahimbegović and Markovič (2003).
Here, the authors attach a part of the microstructure at each finite element
of the macro-scale, for details see Markovic et al. (2005) and Niekamp et al.
(2009). This is in contrast to the weakly coupled scales, where we attach an
RVE of the microstructure at each point of the macrostructure, i.e., at each
Gauss point in the discrete version obtained from the FE2-method.

Recent developments are concerned with direct two-scale homogeniza-
tion techniques for thermo-mechanically coupled problems, Özdemir et al.
(2008), and for electro-mechanically coupled problems concerning the gen-
eral localization and homogenization scheme, Schröder (2009), as well as
the numerical treatment Schröder and Keip (2011, 2012).
Another important topic is the characterization of random microstructures,
Ohser and Mücklich (2000), and the identification of statistically represen-
tative volume elements, see e.g. Kanit et al. (2003), Stroeven and Askes
(2004), Temizer and Zohdi (2007). From the computational point of view,
the application of statistically similar representative volume elements, which
have less complexity than the original random microstructure, could lead
to a significant reduction in computation time. Basic considerations for the
definition and optimization procedures based on suitable statistical mea-
sure are discussed in Povirk (1995), Ostoja-Starzewski (2006), Balzani et al.
(2009, 2010), Schröder et al. (2010), Ambrozinski et al. (2012), in this con-
text see also Swaminathan et al. (2006) and Zohdi and Wriggers (2005).
Details on the construction of statistically similar representative volume
elements are presented in the contribution by Balzani et al. in this book.
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2 Direct Micro-Macro Transition Approach

For the analysis of micro-heterogeneous materials, where we want to take
into account the microstructure directly, the transition between the macro-
and the micro scale has to be defined, cf. Fig. 1. The direct micro-macro
homogenization scheme, based on the finite element discretization of both
scales, allows for the computation of macroscopic boundary value problems
in consideration of RVEs, which should represent the main characteristics
of the associated micro-continuum.

B

macro-continuum micro-continuum

P , F P , F

idealizations

real heterogeneous structure

L

L

l

x ∈ B
B

x ∈ B

l

Figure 1. Schematic illustration of the direct homogenization procedure.
Notation: macroscopic first Piola-Kirchhoff stresses P and deformation gra-
dient F ; their microscopic counterparts are denoted by P and F , taken from
Schröder et al. (2010)

Since the definition of the individual scales, like macro-, meso- and micro-
scale, is somewhat arbitrary, we denote the coarse and fine scale as the
macro- and micro-scale, respectively. The main technical ingredients for
the two-scale homogenization procedure for mechanical problems are:

• Definition of a RVE and choosing suitable boundary conditions: The
boundary conditions for the microscopic boundary value problem are
in general not given a priori. Suitable boundary conditions can be de-
rived by the Hill-Mandel condition, which equates the virtual macro-
scopic work with the averaged virtual work performed within theRVE .

• Discretization of the microscopic boundary value problem.
• Discretization of the macroscopic boundary value problem.
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The main advantage of a direct two-scale homogenization scheme is that
we do not have to define a macroscopic phenomenological constitutive law;
this is replaced by suitable averages over the RVE . Nevertheless, we have
to set up constitutive models for the individual phases on the fine scale. If
the local distributions of the deformation and stress measures within the
RVE are computed, we can calculate their macroscopic counterparts by
suitable surface or volume integrals over the representative volume element,
which are attached at each macroscopic point. Therefore, the numerical
micro-to-macro procedure is based on the following consecutive steps:

a) Localization step, boundary value problem on the micro-scale: compu-
tation of the local distribution of the deformation and stress measures
within the RVE by solving the weak form of the balance of linear
momentum.

b) Homogenization step: computation of the macroscopic quantities, e.g.
the first Piola-Kirchhoff stresses, by means of suitable averages.

c) Boundary value problem on the macro-scale: solving the weak form of
balance of linear momentum on the coarse scale.

These steps have to be repeated until convergence on both scales is obtained.

2.1 Boundary value problem on the macro-scale

Let the reference configuration of the body of interest on the macro-
scopic scale B0 ⊂ R3 be parameterized in X. The macroscopic nonlinear
deformation map is denoted as ϕt(X); it maps points X of the reference
configuration onto points x of the actual configuration Bt, see Figure 2.
The fundamental deformation measure is the macroscopic deformation gra-
dient, defined by

F (X) := GradX [ϕt(X)] with F
a
A :=

∂xa

∂X
A
, (5)

which maps macroscopic infinitesimal line elements dX from the reference
configuration to the current configuration, i.e.,

dx = F dX . (6)

Let dA = N dA and da = n da denote the infinitesimal vectorial area
elements with respect to the reference and current configuration, repectively.
The transformation between the quantities is

da = [Cof F ]dA with Cof F = J F
−T

, (7)
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E3, e3

E2, e2

Cof F

E1, e1

detF

dv

Bt

dx

x

F

X

B0

x = ϕ(X, t)
dX

dA

da

dV

Figure 2. Mapping of infinitesimal line-, vectorial area- and volume-
elements from the reference to the actual configuration at the macro-scale.

using Nanson’s formula and the abbreviation J = detF for their Jacobian
determinant. The relation between the macroscopic infinitesimal volume
elements dV of the reference and dv of the current configuration reads

dv = J dV . (8)

As a suitable deformation measure, we introduce the macroscopic right
Cauchy-Green tensor

C := F
T
F . (9)

With the first Piola-Kirchhoff stress tensor P the Kirchhoff stresses, the
Cauchy stresses and the second Piola-Kirchhoff stresses can be computed by

τ = P F
T
, σ =

1

J
P F

T
and S = F

−1
P , (10)

respectively. The balance of linear momentum at the macroscopic scale,
neglecting acceleration terms, requires

DivXP + f = 0 . (11)

Furthermore, the macroscopic balance of moment of momentum, i.e.,

P F
T
= F P

T
(12)

is assumed to be satisfied a priori by symmetry requirements of the macro-
scopic Kirchhoff stress tensor.
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2.2 Boundary value problem on the micro-scale

In analogy to the description of the mechanical quantities on the macro-
scale, we parametrize the reference placement of the RVE on the micro-
scale B0 ⊂ R3 with X. The nonlinear deformation map on the micro-scale
is denoted as ϕt(X), which maps points X of the reference placement onto
points x of the current placement Bt.

E1, e1

Bt

x = ϕ(X, t)

E2, e2

dx

da

dv

x

B0

dV

dX

dA

XE3, e3

detF

Cof F

F

Figure 3. Transport theorems at the micro-scale: Mapping of infinitesimal
geometrical elements from the reference to the actual configuration.

The microscopic deformation gradient is defined by

F (X) := GradX [ϕt(X)] with F a
A :=

∂xa

∂XA
, (13)

which maps microscopic infinitesimal line elements dX from the reference
configuration to the current configuration, i.e.,

dx = FdX . (14)

The transformation of the infinitesimal vectorial area elements of the refer-
ence configuration dA = N dA to the area elements of the current configu-
ration da = n da is given by

da = [Cof F ]dA with Cof F = J F−T , (15)

using the abbreviation J = detF . The microscopic infinitesimal volume
elements dV and dv of the reference and current configuration, respectively,
transform with

dv = J dV . (16)
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As further deformation measures, we introduce the microscopic right Cauchy-
Green tensor and the microscopic Finger tensor

C := F TF and b := FF T , (17)

respectively. Starting from the microscopic first Piola-Kirchhoff stress ten-
sor P , we can compute the microscopic Kirchhoff-, Cauchy- and second
Piola-Kirchhoff stresses by

τ = P F T , σ =
1

J
τ and S = F−1 P , (18)

respectively. The balance of linear momentum, neglecting body forces, is
given by

DivXP = 0 or divxσ = 0 , (19)

with respect to the reference and actual placement, respectively. Equa-
tion (19)2 is derived from (19)1 by setting P = σCofF and applying the
Piola identity

DivX [CofF ] = 0 . (20)

The balance of moment of momentum

PF T = FP T . (21)

is assumed to be satisfied a priori by symmetry requirements of the Kirchhoff
stress tensor, which are guaranteed by the constitutive modeling.

2.3 Macro-variables and microscopic counterparts

An extension of the micro-macro transition framework from small to fi-
nite strains has been given in Hill (1972). The determinant J of the macro-
scopic deformation gradient is related to its microscopic counterpart by the
volume averages

J =
1

V

∫
B0

J dV =
1

V

∫
Bt

dv =
v

V
, (22)

here V denotes the reference and v the actual volume of the RVE . Let us
assume that theRVE in its reference placement has a hole L0 with boundary
∂L0, then the volume average of deformation gradient can be expressed by

1

V

∫
B0

F dV =
1

V

∫
∂B0

x⊗N dA+
1

V

∫
∂L0

x⊗N dA . (23)
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Furthermore, the volume average of the first Piola-Kirchhoff stress tensor is
then given by the surface integrals

1

V

∫
B0

P dV =
1

V

∫
∂B0

t0 ⊗X dA+
1

V

∫
∂L0

t0 ⊗X dA , (24)

with t0 = PN and the outward unit normal N . In order to get a simple
correlation of the macroscopic quantities in terms of suitable integrals over
the RVE with experimental set-ups, we define the macroscopic deforma-
tion gradient and the first Piola-Kirchhoff stress tensor in terms of surface
integrals over the boundary ∂B0 of the RVE :

F =
1

V

∫
∂B0

x⊗N dA , P =
1

V

∫
∂B0

t0 ⊗X dA . (25)

By analogy with the previous relations, we obtain

Ḟ =
1

V

∫
∂B0

ẋ⊗N dA , Ṗ =
1

V

∫
∂B0

ṫ0 ⊗X dA . (26)

In the following, we neglect holes L0, then the surface integrals (25, 26) are
identical to their volume averages. Similar arguments have to be applied if
singular surfaces are taken into account, see e.g. Schröder (2000).

For the following algebraic manipulations we introduce an additive de-
composition of the microscopic deformation gradient in a constant and a
fluctuation part, i.e.,

F = F + F̃ . (27)

Integration of (27) over the representative volume element yields

F =
1

V

∫
B0

F dV =
1

V

∫
B0

(F + F̃ ) dV = F +
1

V

∫
B0

F̃ dV . (28)

The implication of the latter relation is that the volume averages of the
fluctuation part F̃ vanish, i.e.,

1

V

∫
B0

F̃ dV = 0 . (29)

If we further assume that the fluctuation part of the microscopic defor-
mation gradient can be computed by F̃ = GradXw̃, where w̃ represents
the fluctuation part of the deformation field on the micro-scale, then the
following condition holds:

1

V

∫
∂B0

w̃ ⊗N dA = 0 . (30)
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By analogy with the decomposition of the microscopic deformation gra-
dient, we introduce an additive decomposition of the microscopic first Piola-
Kirchhoff stresses in a constant and a fluctuation part, i.e.,

P = P + P̃ . (31)

The evaluation of the integral of the decomposition (31) over the RVE yields

P =
1

V

∫
B0

P dV =
1

V

∫
B0

(P + P̃ ) dV = P +
1

V

∫
B0

P̃ dV , (32)

which implies
1

V

∫
B0

P̃ dV = 0 . (33)

Based on the definition of the traction vector t0 = PN = (P + P̃ )N we

introduce the abbreviation t0 = t0 + t̃0 with t0 = PN and t̃0 = P̃N .
Inserting these quantities in (25)2 yields

P =
1

V

∫
∂B0

(t0 + t̃0)⊗X dA . (34)

From one part of the surface integral we derive the relation

1

V

∫
∂B0

t0 ⊗X dA =
1

V

∫
∂B0

(PN)⊗X dA = P
1

V

∫
∂B0

N ⊗X dA , (35)

which yields with the relation
1

V

∫
∂B0

N ⊗X dA = 1 the identity

1

V

∫
∂B0

t0 ⊗X dA = P . (36)

Therefore, we conclude from (34) that for an equilibrium state

1

V

∫
∂B0

t̃0 ⊗X dA = 0 (37)

holds. In general, other macroscopic quantities are defined by the stan-
dard transformations using the macroscopic stress- and deformation tensors.
Thus, the macroscopic Kirchhoff stresses τ are defined as

τ = P F
T
=

1

V

∫
B0

P dV

(
1

V

∫
B0

F dV

)T

. (38)
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In a similar way, we define the macroscopic Cauchy stresses by the trans-
formation

σ =
1

J
P F

T
=

1

J
τ =

1

J

(
1

V

∫
B0

P dV

) (
1

V

∫
B0

F dV

)T

. (39)

Also the definition of the macroscopic Cauchy-Green tensor is based on the
product of the macroscopic deformation gradient, i.e.,

C = F
T
F =

(
1

V

∫
B0

F dV

)T (
1

V

∫
B0

F dV

)
, (40)

A simple volume averaging of the microscopic Cauchy-Green tensor

1

V

∫
B0

C dV =
1

V

∫
B0

F TF dV , (41)

leads with the decomposition F = F + F̃ to the expression

1

V

∫
B0

(F + F̃ )T (F + F̃ ) dV = F
T
F +

1

V

∫
B0

F̃ T F̃ dV

+
1

V

∫
B0

(F̃ TF + F
T
F̃ ) dV .

(42)

The integral term on the right-hand side∫
B0

(F̃ TF + F
T
F̃ ) dV =

∫
B0

F̃ T dV F + F
T
∫
B0

F̃ dV (43)

vanishes obviously, thus the remaining expression of (41) is

1

V

∫
B0

C dV = F
T
F +

1

V

∫
B0

F̃ T F̃ dV , (44)

which differs from (40) by the integral term on the right-hand side in (44).
Equivalences between the definitions (38) and (39) and direct averages

of τ and σ with respect to the volume of the RVE in the reference and
actual placement, respectively, i.e.

τ ≡
1

V

∫
B0

τ dV , σ ≡
1

v

∫
Bt

σ dv (45)

hold only for specific boundary conditions and geometries, see e.g. de Souza
Neto and Feijoo (2008). If the conditions are satisfied, we obtain for the
Kirchhoff stresses and by analogy for the Cauchy stresses, assuming (19):

1

V

∫
B0

τ dV =
1

V

∫
∂B0

t0 ⊗ x dA ,
1

v

∫
Bt

σ dv =
1

v

∫
∂Bt

t⊗ x da (46)
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with t = σn and the outward unit normal n on ∂Bt. Useful relations
for further kinematical quantities and stress measures in finite deforma-
tion plasticity are given in Nemat-Nasser (1999); for the elastoplasticity of
polycrystals see Clayton and McDowell (2003).

2.4 Macro-homogeneity condition

One of the most important relations in micro-macro transition schemes is
the macro-homogeneity condition (also denoted as Hill’s condition or Hill-
Mandel condition), Hill (1965a) and Mandel (1972). In the finite strain
setting, we define the condition as

P : Ḟ =
1

V

∫
∂B0

t0 · ẋ dA , (47)

which leads with the algebraic manipulations

1

V

∫
∂B0

t0 · ẋ dA =
1

V

∫
∂B0

(PN) · ẋ dA =
1

V

∫
∂B0

P : ẋ⊗N dA

and the application of the Gaussian integral theorem∫
∂B0

P : ẋ⊗N dA =

∫
B0

DivX [ẋP ] dV =

∫
B0

(P : GradX ẋ+ ẋDivXP ) dV

and taking into account the equilibrium condition (19) to the volume average

P : Ḟ =
1

V

∫
B0

P : Ḟ dV , (48)

with Ḟ = GradX ẋ. It should be noted that the macro-homogeneity con-
dition of Hill and Mandel is written as the volume average of the scalar
product of first Piola-Kirchhoff stresses and the deformation gradient with
respect to the parametrization of the RVE in the reference placement.

2.5 Constraint/Boundary conditions on the micro-scale

Following the explanations of Hill (1984), we write the identity

1

V

∫
B0

P : Ḟ dV − P : Ḟ =
1

V

∫
B0

((P − P ) : (Ḟ − Ḟ )) dV . (49)

If the right-hand side of the latter equation vanishes, the theorem of product
averages (48) is satisfied. Two simple solutions are obtained by setting

P = P ∀X ∈ B0 or Ḟ = Ḟ ∀X ∈ B0 , (50)
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where the first assumption of constant stresses over the RVE is associated
to the estimate of Reuss and the second of a constant deformation gradient
to the estimate of Voigt. In the following, we denote the implications in
(50) as constraint conditions.

Let us now consider the right-hand side of (49); with the definition of
the microscopic deformation gradient (13) and the relation GradXX = 1,
we obtain ∫

B0

(P − P ) : (GradX ẋ− Ḟ GradXX) dV . (51)

With the equilibrium requirement DivX(P − P ) = 0 and the Cauchy the-
orem t0 = PN , we derive the following equivalent expression of (48):∫

∂B0

(t0 − PN) · (ẋ− ḞX) dA = 0 . (52)

The above relations do not only hold for GradX ẋ = Ḟ , but also for δF as

well as for F , etc.; therefore, we can replace Ḟ by δF and F . Dirichlet
boundary conditions are defined by setting the second bracket term in (52)
equal to zero, it follows

x = FX ∀X ∈ ∂B0 . (53)

Analogously, enforcing the first bracket term in (52) to be zero yields the
Neumann boundary conditions

t0 = PN ∀X ∈ ∂B0 . (54)

For the derivation of periodic boundary conditions we decompose the bound-
ary of the microstructure ∂B0 into two associated parts

∂B0 = ∂B−0 ∪ ∂B+
0 . (55)

Every point X+ ∈ ∂B+ is assumed to have an associated point X− ∈ ∂B−

with outward unit normals N+ and N−, respectively. Since F as well as X
are assumed to be given quantities, we define the fluctuation field

w̃ := x− FX . (56)

Thus, the macro-homogeneity condition (52) appears as∫
∂B0

(t0 − PN) · w̃ dA =

∫
∂B

+

0

(t+0 − PN+) · w̃+ dA

+

∫
∂B
−

0

(t−0 − PN−) · w̃− dA .

(57)
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Table 1. constraint conditions & boundary conditions (bcs)

Reuss P = P ∀X ∈ B0

Voigt F = F ∀X ∈ B0

Dirichlet bcs x = FX ∀X ∈ ∂B0

Neumann bcs t0 = PN ∀X ∈ ∂B0

w̃ = x− FX

periodic bcs w̃+ = w̃− ∀X+ ∈ ∂B+
0 and X− ∈ ∂B−0

t+0 = −t−0

A periodic fluctuation field is characterized by w̃+ = w̃− at associated
points, with the essential requirement N+ = −N− it follows∫

∂B
+

0

{
(t+0 − PN+) · w̃+ + (t−0 + PN+) · w̃+

}
dA =

∫
∂B

+

0

(t+0 + t−0 ) · w̃
+ dA .

(58)
The latter expression is identical to zero if t+0 = −t−0 holds.

An appropriate requirement for the type of the boundary condition to
be used can be rephrased as follows

• Suquet (1987): ”The boundary conditions must reproduce, as closely
as possible, the in situ state of the RVE inside the material”.

It should be noted that linear boundary displacements yield an energetically
upper bound, whereas uniform boundary tractions provide a lower bound of
the homogenized system. Nevertheless, the choice of the boundary condition
influences the mechanical response in many cases:

• Xia et al. (2003): “... ’homogeneous boundary conditions’ are not
only over-constrained but they may also violate the boundary traction
periodicity conditions.”.

For periodic media, a natural course of action are periodic boundary con-
ditions. They can be realized in a strong format, i.e., one part of the dis-
cretized boundary of the RVE (the image boundary, e.g. ∂B−0 ) must be
completely mirrored to the nodes on the associated part of the boundary
(the mirror boundary ∂B+

0 ). Alternatively, a weak format of the periodic
boundary conditions is proposed in Larsson et al. (2011). In this context,
we also refer to Miehe and Bayreuther (2007).
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In order to discuss the influence of the different boundary conditions on
the mechanical response, we consider a periodic microstructure with stiff
inclusions embedded in a weak matrix, as shown in Fig. 4a.

b)

a) c)

Figure 4. Periodic microstructure: a) Continuous matrix with periodically
distributed inclusions. RVEs with b) a centric and c) an eccentric inclusion,
see Schröder (2000).

For the analysis we choose unit cells which are discretized with 20×20 equal-
sized quadrilateral elements, the inclusion is discretized with 8×8 elements.
We choose a unit cell with a centric inclusion, as depicted in Fig. 4b and one
unit cell with an eccentric inclusion, cf. Fig. 4c. The simulation is carried
out for small strains under plain strain conditions and we apply an isotropic
constitutive law for both, the weak matrix and the stiffer inclusion material.
As mentioned above, for the considered periodic media the natural choice
are periodic boundary conditions. That means, that for both unit cells, cf.
Fig. 4b,c, the periodic boundary conditions must yield identical results. For
the macroscopic loading

F = diag[ 1.0005 ; 1.0 ; 1.0 ] , (59)

we obtain the stress distribution as depicted in Fig. 5. In both cases, the
macroscopic Cauchy stress tensor has only non-vanishing and identical di-
agonal components, as expected; the values of the components of the stress
tensor (in consistent units) are

σper = diag[ 837.4 ; 490.7 ; 530.7 ] . (60)

These stress values will be applied to the unit cells when we analyze the
Neumann boundary conditions. The stress response for the Dirichlet bound-
ary conditions is depicted in Fig. 6. For the unit cell with centered inclu-
sion, the macroscopic stress tensor is also diagonal and the values differ
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Figure 5. Stress σ11 in the unit cells with centric (left) and eccentric (right)
inclusion under periodic boundary conditions, see Schröder (2000).

approximately by 1% compared to (60) and the local stress distribution is
comparable to the ones in Fig. 5. Considering the unit cell with the ec-
centric inclusion, we observe a symmetry-break in the stress distribution.
Nevertheless, the stress components deviate from the components in (60)
by approx. 3%, in addition the off-diagonal element of σ is not vanishing.

Figure 6. Stress σ11 in the unit cells with centric (left) and eccentric (right)
inclusion under Dirichlet boundary conditions, see Schröder (2000).

Applying the stress values of (60) as loading conditions for the Neumann
boundary conditions, we get the results shown in Fig. 7. The macroscopic
deformation gradient should be close to (59). The deviation for both unit
cells is approximately up to 8% and again we observe a symmetry-break in
the local stress distribution for the unit cell with the eccentric inclusion.
Sum up: As expected, periodic boundary conditions yield the best results.

Figure 7. Stress σ11 in the unit cells with centric (left) and eccentric (right)
inclusion under Neumann boundary conditions, see Schröder (2000).
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2.6 Remarks on the Choice of the RVE

The choice of the representative volume element (RVE) for the applica-
tion to a two-scale homogenization scheme is an ongoing research topic. In
general, the RVE should be a partial volume of the material, which is sta-
tistically homogeneous from the macroscopic point of view. Furthermore,
the choice of a RVE is not unique, see Fig. 8.

a1

a1 a1

a2

a2

a2

a1

a2

Figure 8. Non-uniqueness of the RVEs of a periodically arranged mi-
crostructure. The dashed boxed regions represent four possible RVEs, see
Schröder (2000).

In Zeman (2003), several properties for the definition of a RVE , taken
from the literature, are summarized:

• Hill (1963): “This phrase (the RVE) will be used when referring to
a sample that (a) is structurally entirely typical of the whole struc-
ture on average, and (b) contains sufficient number of inclusions for
the apparent overall moduli to be effectively independent of the sur-
face value of traction and displacement, so long as these values are
”macroscopically uniform””

• Hashin (1983): “The RVE is a model of the material to be used to
determine the corresponding effective properties of the homogenized
macroscopic model. The RVE should be large enough to contain suf-
ficient information about the microstructure in order to be represen-
tative, however it should be much smaller than the macroscopic body.”

• Drugan and Willis (1996): “The RVE is the smallest material volume
element of the composite for which the usual spatially constant ”over-
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all modulus” macroscopic constitutive representation is a sufficiently
accurate model to represent the mean constitutive response.”

• Ostoja-Starzewski (2001): “The RVE is very clearly defined in two
situations only: (i) it is a unit cell of a periodic microstructure, and
(ii) volume containing a very large set of micro-scale elements, pos-
sessing statistically homogeneous and ergodic properties.”

• Stroeven et al. (2002): “The determination of the RVE size is by no
means straightforward. It depends on the material under considera-
tion, but also on the structure sensitivity of the physical quantity that
is measured. Normally, elastic moduli are taken as the governing pa-
rameter, however, other quantities can also be taken, such as energy
dissipation in case of microstructural cracking.”

A note on periodic unit cells: In periodic media, typically unit cells,
which are translationally symmetric, are used as RVEs. In order to design
(sub-) unit cells with a lower number of degrees of freedom, Ohno et al.
(2001) exploited the point symmetrical distribution of the mechanical field
quantities with respect to the center of the considered unit cell. Substantial
savings in computer time can also be realized when the unit cell possesses
further special symmetries, see Flores and de Souza Neto (2010).

A note on random microstructures: Capturing the random nature of
microstructures is a challenge in homogenization (effective macroscopic de-
scription). The lack of microstructural periodicity implies that we have to
analyze statistical volume elements (SVEs) instead of RVEs. Mathema-
tical tools for the characterization of random microstructures are discussed
in Ohser and Mücklich (2000). A brief introduction of basic morpholog-
ical measurements for a quantitative characterization of the geometry of
random microstructures is given in Jeulin and Ostoja-Starzewski (2001).
From the viewpoint of stochastical mechanics, we could consider ensemble
averages over several realizations of the microstructure. From the practical
point of view, we are interested in only one realization of the microstruc-
ture in order to achieve a sufficient estimate of the macroscopic mechanical
response. Furthermore, the interchangeability of the ensemble averaging
and volume averaging (in general for sufficiently large microstructures) is a
key assumption in this field, which is based on the concepts of statistical
homogeneity and ergodicity, see Jeulin and Ostoja-Starzewski (2001) and
Ostoja-Starzweski (2008).
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3 Algorithmic Treatment

This chapter concerns the theoretical and numerical treatment of a discrete
two-scale homogenization scheme, also known as the FE2-method or direct
micro-macro transition approach. A major role plays the coupled numerical
solution of the boundary value problems on both scales. Especially the
consistent linearization of the effective macroscopic response function can
be seen as a crucial part in this numerical scheme. In the following, the
(matrix) approximations of the field quantities are denoted by a superscript
h, e.g., the discrete counterpart of x is denoted as xh.

3.1 Boundary Value Problems on the Macro- and Micro-Scale

The balance of linear momentum at the macro-scale (11) can be written
in its weak form as

G = −

∫
B0

δx ·
(
DivXP + f

)
dV (61)

with G = 0 at the equilibrium state. Application of the relation

δx ·DivX P = DivX [δxP ]−GradX δx : P (62)

and the Gauss integral theorem yields the modified expression

G =

∫
B0

δF : P dV︸ ︷︷ ︸
=: G

int

−

{∫
B0

δx · f dV +

∫
∂B0

δx · t0 dA

}
︸ ︷︷ ︸

=: G
ext

(63)

with t0 = P N . For the discretization of the macroscopic boundary value
problem, we apply the following discretizations for the actual, virtual and
incremental deformation within a typical finite element

xh = X
h
+ N

ed , δxh = N
eδd , Δxh = N

eΔd , (64)

respectively. Here the matrix N
e contains the classical ansatz-functions and

the vectors {d , δd ,Δd} represent the actual, virtual and incremental nodal
displacements. With the Be-matrices containing the partial derivatives of
the ansatz functions with respect to reference coordinates, we define the
approximations of the actual, virtual and incremental deformation tensors

F
h
= 1h + B

ed , δF
h
= B

eδd , ΔF
h
= B

eΔd . (65)
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Inserting the approximations for the virtual fields (64) and (65) in Eq. (63)

yields the approximation of G(x, δx) by G
h
(xh, δxh), i.e.

G
h
=
∑
e

G
e
(xh, δxh) =

∑
e

G
e,int

(xh, δxh)−
∑
e

G
e,ext

(xh, δxh) . (66)

If the weak form (63) is associated with a typical finite element, we get the
expressions for the internal and external parts

G
e,int

(xh, δxh) = δd
T
∫
B

e

0

B
eTP

h
dV︸ ︷︷ ︸

=: re,int

, (67)

and

G
e,ext

(xh, δxh) = δd
T

{∫
B

e

0

N
ef

h
dV +

∫
∂B

e

0

N
et

h

0 dA

}
︸ ︷︷ ︸

=: re,ext

. (68)

With this, the element residual vector re is computed by re = re,int − re,ext.

To solve the nonlinear weak formG
h
(xh, δxh) we apply the Newton-Raphson

iteration scheme. Therefore, the linerization ofG
h
(xh, δxh) at xh = xh∗ has

to be computed:

LinG
h
(xh∗, δxh,Δxh) = G

h
(xh∗, δxh) + ΔG

h
(xh∗, δxh,Δxh) . (69)

The linear increment is defined as the directional derivative of G
h
at xh in

the direction of the incremental deformation Δxh, i.e.,

ΔG
h
(xh∗, δxh,Δxh) =

d

dε

[
G

h
(xh∗ + εΔxh, δxh)

]∣∣∣∣
ε=0

. (70)

For dead-loaded systems the linear increment of the discrete form of G is
formally given by

ΔG
h
=
∑
e

ΔG
e,int

(71)

and the linear increment for a typical element is calculated by

ΔG
e,int

=

∫
B

e

0

δF
hT

A
h
ΔF

h
dV = δd

T
∫
B

e

0

B
eT

A
h
B
e dV︸ ︷︷ ︸

=: k
e

Δd . (72)
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For the computation of the stiffness matrix k
e
for a macroscopic element,

we need the macroscopic (overall) algorithmic consistent moduli A, which
is formally defined by the partial derivative

A =
∂P

∂F
with P =

1

V

∫
B0

P (F ) dV . (73)

This fourth-order tensor cannot be computed directly, becauce we have no
explicit expression of the macroscopic first Piola-Kirchhoff stress tensor P
as a function of its work-conjugated variable, the macroscopic deformation
gradient F . An efficient algorithmic treatment of handling this is presented
in the next chapter; therefore, we assume the algorithmic consistent moduli
A as known at this point. Thus, the linearization yields

numele∑
e=1

{
δd

T
(
k
e
Δd+ re

)}
= 0 , (74)

where numele denotes the number of macroscopic finite elements. The ap-
plication of the assembling procedure yields the system of equations

KΔD = −R with K =
numele

A
e = 1

k
e

and R =
numele

A
e = 1

re , (75)

where A denote the standard assembling operators. The solution of the
latter system of equations yields an increment of the actual deformation
field. This procedure has to be repeated until an equilibrium state of the

macroscopic boundary value problem has been reached, i.e. G
h
(x, δx) ≈ 0.

The weak form of the balance of linear momentum at the microscale,
based on the expression (19)1, is given by

G = −

∫
B0

δx ·DivXP dV (76)

with G = 0. Here, we are neglecting the volume acceleration and inertia
terms. Taking into account the additive split of the deformation into a linear
map FX and a fluctuation part w̃, we obtain the following representation
of the microscopic deformation tensor F = GradX x:

F = F + F̃ with F̃ = GradX w̃ . (77)

With this in hand, we get the modified expression

G =

∫
B0

δF̃ : P dV . (78)
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Note that the part F of the microscopic deformation gradient F is given
and constant over the RVE .

For the discretization of the microscopic boundary value problem, we apply
the following discretizations for the actual, virtual and incremental fluctu-
ation within a typical finite element

w̃h = N
ed̃ , δw̃h = N

eδd̃ , Δw̃h = N
eΔd̃ , (79)

respectively. Here, the matrix N
e contains the classical ansatz-functions

and the vectors {d̃ , δd̃ ,Δd̃} represent the actual, virtual and incremental
nodal fluctuations. With the Be-matrices containing the partial derivatives
of the ansatz functions with respect to reference coordinates, we define the
approximations of the actual, virtual and incremental deformation tensors

F̃ h = B
ed̃ , δF̃ h = B

eδd̃ , ΔF̃ h = B
eΔd̃ . (80)

Inserting the approximations for the virtual fields (79) and (80) in (78) leads
to the discrete counterpart Gh of G:

Gh(xh, δxh) =
∑
e

Ge(xh, δxh) (81)

with

Ge(xh, δxh) = δdT

∫
Be

0

B
eTP h dV︸ ︷︷ ︸
=: re

. (82)

To solve the nonlinear discrete weak formGh(xh, δxh), we apply the Newton-
Raphson iteration scheme and apply the linerization analogously to the
procedure at the macro-scale described above. Finally, we obtain the linear
increment for a typical microscopic finite element

ΔGe =

∫
Be

0

δF̃ h
T
A

hΔF̃ h dV = δd̃
T
∫
Be

0

B
eT

A
h
B
e dV︸ ︷︷ ︸

=: ke

Δd̃ . (83)

The application of the standard assembling operator, cf. Eq. (75), to the
microscopic stiffness matrices and the residual vectors result in the system
of equations

KΔD̃ +R = 0 . (84)

From this system of equations, we obtain an update of the discrete fluctua-
tion field and evaluate the discrete weak form (82). If the euclidian norm of
R is higher than a given tolerance, we apply further Newton iteration steps
until convergence is achieved.
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3.2 Computation of Algorithmic Consistent Overall Moduli

In the previous section, we assumed that the macroscopic overall mod-
uli A was given during the solution process at the macro-scale. However,
in contrast to the macroscopic stress tensor P , which can be calculated
directly as the volume average of the microscopic counterparts, the macro-
scopic moduli cannot be consistently computed solely by volumetric averag-
ing. Starting from the incremental constitutive relation at the macro-scale

ΔP =

{
1

V

∂

∂F

∫
B

P (F ) dV

}
: ΔF =: A : ΔF , (85)

we define the overall (effective) nominal moduli as follows

A =
1

V

∫
B

∂

∂F
P (F ) dV =

1

V

∫
B

∂P (F )

∂F
:
∂F

∂F
dV . (86)

Let us now exploit the additive decomposition of F into a constant and a
fluctuating part. Substituting

F = F + F̃ , (87)

in Equation (86) yields

A =
1

V

∫
B

∂P (F )

∂F
:
∂(F + F̃ )

∂F
dV . (88)

Thus, we obtain with the abbreviation A := ∂FP (F )

A =
1

V

∫
B

A dV +
1

V

∫
B

A :
∂F̃

∂F
dV . (89)

In the latter equation, the computation of the sensitivity of F̃ with respect
to F is the crucial part. Starting from the weak form of the balance of linear
momentum at the micro-scale (78) at an equilibrium state, i.e., G = 0, then
the linearization yields ∫

B

δF̃ : A : ΔF dV = 0 . (90)

Substituting the additive split (87) in (90) yields∫
B0

δF̃ : A : ΔF dV︸ ︷︷ ︸∫
B0

δF̃ : A dV : ΔF

+

∫
B0

δF̃ : A : ΔF̃ dV = 0 . (91)
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The discrete counterpart of the latter equation appears after inserting the
approximations of the fluctuation part of the deformation gradient (80) as

numele∑
e=1

δd̃
T

{∫
Be

0

B
eT

A
h dV︸ ︷︷ ︸

le

ΔF
h
+

∫
Be

0

B
eT

A
h
B
e dV︸ ︷︷ ︸

ke

Δd̃

}
= 0 , (92)

where numele denotes the number of microscopic finite elements, ke the
element stiffness matrices, see also (83), and le the matrices, which take
into account the sensitivity of the moduli of the individual finite elements.
Thus, in contracted matrix notation, we obtain

numele∑
e=1

{
δd̃

T
(
leΔF

h
+ keΔd̃

)}
= 0 . (93)

Application of a standard assembling procedure, cf. Eq. (75), yields

δD̃T
(
KΔD̃ +L ΔF

)
= 0 . (94)

The global stiffness matrix K and the generalized right hand sides L are
defined as

K =
numele

A
e = 1

ke , L =
numele

A
e = 1

le . (95)

Formally, the solution of Eq. (94) is achieved by

ΔD̃ = −K−1LΔF
h
, (96)

which represents the incremental fluctuation field as a consequence of an
incremental macroscopic deformation gradient. Inserting the elementwise
solutions Δd̃ of (96) in (80)3 and substituting this result into Eq. (89)
yields

A
h
=

1

V

numele∑
e=1

∫
Be

A
h dV︸ ︷︷ ︸

A
Voigt

+
1

V

numele∑
e=1

∫
Be

A
h ∂(BeΔd̃)

∂F
h

dV , (97)

where A
Voigt denotes the (numerical approximation of the) Voigt upper

bound. The second integral term in (97) can be reformulated as

1

V

numele∑
e=1

∫
Be

A
h ∂(BeΔd̃)

∂F
h

dV =
1

V

numele∑
e=1

∫
Be

A
h
B
e dV︸ ︷︷ ︸

le�

∂Δd̃

∂F
h
, (98)
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where le� = leT if A fullfills the major symmetries, i.e., Aijkl = Aklij .
This symmetry relation is provided in the following. After assembling the
discrete form, we get with (96) and the linear increment

ΔF
h
= F

h
− F

h

n , (99)

based on the nomenclature

F
h
= F

h
(tn+1) and F

h

n = F
h
(tn) , (100)

the algebraic expression

1

V
LT ∂ΔD̃

∂F
h

= −
1

V
LT K−1L

∂ΔF

∂F
h

= −
1

V
LT K−1L . (101)

Thus, the final result for the algorithmic consistent overall moduli is

A = A
Voigt −

1

V
LTK−1L with A

Voigt =
1

V

∑
e

∫
Be

A
h dV , (102)

see Miehe et al. (1999a,b).
In general, huge computational costs in typical direct nonlinear homog-

enization schemes are governed by using the Newton-Raphson iteration on
both scales at each quadrature point. For the efficient computation of the
second term in (102)1, we identify

LTK−1L = LT
X. (103)

Here, X is the solution of a system of equations with several, e.g. nine in
3D, right hand sides which are organized in the matrix L:

KX = L . (104)

For the solution of (103) as well as for the solutions of the weak forms, the
sparse structure of all matrices is taken into account.
A study of efficient two-scale homogenization algorithms for nonlinear prob-
lems using approximations of the Schur-Complement of the microscopic
stiffness matrix based on e.g. LU factorizations is presented in Okada et al.
(2010). Several works in the literature are concerned with the derivation of
the overall tangent moduli as well as with different approaches (associated
to Schur complement computation, perturbation techniques, penalty formu-
lations, Lagrange multiplier methods) useful for efficient computations, in
this context we refer to Miehe et al. (1999a), Schröder (2000), Kouznetsova
et al. (2001), Miehe and Koch (2002), Miehe (2003), Miehe and Bayreuther
(2007), Temizer and Wriggers (2008) and Schröder and Keip (2012).
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4 Stability Problems at Different Scales

A challenge in two-scale homogenization techniques is the consideration of
instability problems on the different scales, cf. Abeyaratne and Triantafyl-
lidis (1984), Triantafyllidis and Maker (1985), Müller (1987), Geymonat
et al. (1993), Miehe et al. (2002), Schröder (2010). In the following, we re-
strict ourselves to hyperelastic materials and distinguish between structural
instabilities and material instabilities. Let

Π(x) = Π
int

(F ) + Π
ext

(x) (105)

be the total potential energy of the body of interest on the macro-scale,
with

Π
int

(F ) =

∫
B0

ψ(F ) dV (106)

and

Π
ext

(x) = −

∫
B0

x · f dV −

∫
∂B0,t

x · t0 dA . (107)

An equilibrium state, denoted by xeq, is characterized by an infimum of the
total potential energy in the space of admissible functions. The deformation
state xeq is stable if the inequality

Π(xka) ≥ Π(xeq) ∀ kinematically admissible xka (108)

holds and the equality sign only holds for some xka �= xeq, see Ogden (1984).
The inequality (108) is a sufficient (global) condition for the stability of the
equilibrium state xeq.
For a more suitable criterion, especially from the computational point of
view, we restrict our analysis to kinematically admissible functions in the
vicinity of xeq. This means that Eq. (108) becomes an infinitesimal stability
criterion, see Truesdell and Noll (1965), chapter 68. The deviation of the
total potential energy between an equilibrium state xeq and xka is

ΔΠ := Π(xka)−Π(xeq) . (109)

For the following remarks, let us recapitulate the first directional derivative
of Π in the direction of δx

d

dε
Π(xeq + ε δx)

∣∣∣∣
ε=0

=: G(xeq, δxeq) . (110)

The second directional derivative of Π, or equivalently the directional deriva-
tive of G, is

d

dε
G(xeq, δx, εΔx)

∣∣∣∣
ε=0

:= ΔG(xeq, δx,Δx) . (111)
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Let us now write ΔΠ, see (109), in terms of a classical Taylor expansion,
then we obtain

ΔΠ = G(xeq , δx) +
1

2!
ΔG(xeq, δx,Δx) +

1

3!
. . . . (112)

In an equilibrium state, G is per definition identical to zero, thus, the equi-
librium state is stable if

ΔG(xeq , δxeq,Δx) =

∫
B0

δF : A : ΔF > 0 (113)

holds. More general overviews in this field can be found e.g. in Pflüger
(1975) and Thompson and Hunt (1984).

Generalized Convexity Conditions play a major role for the proofs of the
existence of minimizing deformations x of the elastic free energy ψ(F ) of
boundary value problems subjected to specific boundary value conditions.
A sufficient condition for the existence of minimizers is the sequential-weak
lower semicontinuity (s.w.l.s.) and the coercivity of the free energy function.
Morrey (1952, 1966) introduced the concept of quasiconvexity, which is
formulated as an integral inequality over an arbitrary domain subjected to
affine Dirichlet boundary conditions:

[Definition of Quasiconvexity] An elastic stored energy is quasicon-
vex whenever for all B ⊂ R3, all constant deformation gradients F ∈ R3×3

and all superposed fluctuation fields w ∈ C∞0 (B) (i.e. with w = 0 on ∂B)
the integral inequality∫

B

W (F +Gradw) dV ≥

∫
B

W (F ) dV = W (F )×Vol(B) (114)

is valid, Morrey (1952). �

The sequential-lower semicontinuity condition is ensured if the elastic
stored energy is quasiconvex and an additional growth condition is fulfilled.

Another very important concept is the polyconvexity introduced by Ball
(1977a,b):

[Definition of Polyconvexity] F �→ W (F ) is polyconvex if and only
if there exists a function P : R3×3 ×R3×3 ×R �→ R (in general non-unique)
such that

W (F ) = P (F ,CofF , detF ) (115)

and the function (F ,CofF , detF ) ∈ R
19 �→ P (F ,CofF , detF ) ∈ R is convex

for all points X ∈ R3. �
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Polyconvex functions are always s.w.l.s.. Finally, let us recapitulate the
notion of Rank-one-convexity and ellipticity:

[Definition of Rank-one convexity] An elastic stored energy is rank-
one convex whenever

W (F + λm⊗N0) ≤ λW (F +m⊗N0) + (1− λ)W (F ) (116)

holds for all λ ∈ [0, 1], F ∈ R
3×3 and all m ∈ R3,N0 ∈ R3 with

det(F + λm⊗N0) > 0.

[Definition of Ellipticity] We say that the stored energy W (F ) =
ψ(C) leads to a uniformly elliptical equilibrium system whenever the uni-
form Legendre-Hadamard condition

∃ c+ > 0 , ∀F ∈ R3×3 , ∀m,N0 ∈ R3\{0} :

(m⊗N0) : A : (m⊗N0) ≥ c+ ‖m‖2‖N0‖
2

holds. We state that W gives rise to an (strictly) elliptical system if and
only if the Legendre-Hadamard condition is valid:

∀ F ∈ R
3×3 , ∀ m,N0 ∈ R

3\{0} : (m⊗N0) : A : (m⊗N0) ≥ 0 (> 0).

Note that for smooth stored energy functions W strict rank-one convex-
ity implies the strict Legendre-Hadamard condition. A physical interpreta-
tion of the aforementioned conditions can be obtained in the context in the
field of wave propagation, for more details we refer e.g. to Schröder (2010).

A free energy is materially stable if it is elliptic. A reformulation of the
Legendre-Hadamard condition yields

(m⊗N0) : A : (m⊗N0) = m ·Q(N0)m > 0 , (117)

with the accoustic tensor Q, which is given in index notation by

Q
ab

= A
aBbDN0BN0D . (118)

This means that the accoustic tensor must be positive definite if we want
to ensure material stability.

The non-uniqueness of solutions is an inherent feature in finite defor-
mation continuum mechanics. Such problems could occur on both scales,
the micro- and the macro-scale. In the following, we focus on microscopic
structural instabilities, i.e. on non-stable equilibrium states on the micro-
scale, in the context of the micro to macro transition. These phenomena are
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associated to convexity properties of the boundary value problems on both
scales and their interactions. Following Müller (1987) and Geymonat et al.
(1993), we summarize that (i) in case of convex functionals we compute
macroscopic energies by

ψ(F ) := inf
w̃

1

V0

∫
B0

ψ(F + �w̃) dV , (119)

with the fluctuation field w̃ on one unit cell B0. (ii) Structural instabil-
ity problems on the micro-scale are associated to the homogenization of
a nonconvex boundary value problem on the micro-scale. However, for
non-convex functions we have to find in addition the critical size of the
representative volume element Bcrit

0 , i.e.

ψ(F ) := inf
Bcrit

0

{
inf
w̃

1

V crit
0

∫
Bcrit

0

ψ(F + �w̃)dV

}
, (120)

with the fluctuation field w̃ on the representative volume element Bcrit
0 of

critical size. It should be noted that for micro-heterogeneous structures,
e.g. for fiber-reinforced matrix materials, the concept of quasiconvexity
may not hold. As an illustrative example, we consider the system depicted
in Fig. 9 and assume Dirichlet boundary conditions at the outer boundary.
Even under affine boundary deformations, as indicated in Fig. 9, we are
not able to expect an infimum of the stored energy of the whole system for
a constant deformation gradient. On the contrary, we observe a buckling
of the fiber for a specific compression state in horizontal direction, which
should represent a post-critical stable deformation state.

Figure 9. Fiber-reinforced matrix material: Unloaded reference configu-
ration (left) versus buckling of the elastically bedded rod under horizontal
compression (right), cf. Marsden and Hughes (1983).
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In the following we analyze the influence of the size of the representative
volume element (RVE) of a fiber-reinforced microstructure on the macro-
scopic response at microscopic buckling problems, as discussed in Schröder
(2000). A more detailed analysis of instabilities on both scales as well as
their interactions are given in Miehe et al. (2002). We consider a homoge-
neous deformation state at the macro-scale. The considered microstructure
consists of a weak matrix (volume faction 80%) with fibers, which are re-
inforced in horizontal direction, as depicted in Fig. 10a. We expect two
classical bifurcation modes, an out-of-phase buckling (Fig. 10b) and an in-
phase buckling (Fig. 10c) of the fibers.

a) b) c)

Figure 10. Horizontally loaded fiber reinforced composites: a) reference
configuration, b) symmetric (out-of-phase) and c) unsymmetric (in-phase)
buckling of the fibers, cf. Schröder (2000).

For simplicity, we apply a standard isotropic St. Venant-Kirchhoff ma-
terial for the matrix and the fibers and apply periodic boundary conditions.
The matrix material has a compression modulus of κM = 49.98N/mm2 and
a shear modulus of μM = 74.97N/mm2; for the reinforcement we consider
the parameters κI = 104 κM and μI = 104 μM . Applying the macroscopic
deformation gradient F with

F̄ =

⎡⎣ 1− λ 0 0
0 1 0
0 0 1

⎤⎦ (121)

represents a horizontal compression state. For the considered compression
case, we distinguish, as mentioned above, between two characteristic fail-
ure modes: buckling of the reinforcement in-phase (unsymmetric case) and
buckling out-of-phase (symmetric case). For the unsymmetric case, we con-
sider a finite-element discretization of an RVE with one fiber and for the
symmetric case a finite-element discretization of an RVE with two fibers
arranged in parallel. The crucial part is the yet unknown size of the RVEs.
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Thus, in order to find the critical load value as a function of the length of
the discretized microstructure we have to modify the length of the RVEs.
For the finite element simulation of the in-phase buckling we discretize the
system with 120× 20 and for the out-of-phase buckling with 60× 40 four-
noded standard displacement elements. We start the simulation with a
length of l = 12 (in consistent units) and increase the length by increments
of Δl = 12 until the value l = 60 is reached. Two typical post-critical defor-
mation states for the lengths l = 6 and l = 2 at the compressions λ = 0.04
and λ = 0.01, respectively, are shown in Fig. 11a,b.

a.

b.

Figure 11. In-phase buckling of the fiber: post-critical deformation state of
a) l = 6 at a compression parameter λ = 0.04 and b) l = 12 at a compression
parameter λ = 0.01, see Schröder (2000).

The macroscopic Kirchhoff-stresses τ11 with respect to the compression
parameter λ are depicted in Fig. 12 for different lengths l. With increasing
length l, the load-displacement curves are decreasing. Fig. 12b represents
the critical stress components τ11,crit at the onset of the microscopic insta-
bility. The critical load converges against the lower bound.

For the stability analysis of the out-of-phase buckling mode, we start the
simulation with a length l = 3 and increase the length stepwise using the
increment Δl = 1 until l = 12 is reached.
Fig. 13a shows the macroscopic Kirchhoff-stresses τ11 versus the loading
paramter λ for eight different lengths. In contrast to the previously dis-
cussed in-phase buckling mode, the change of the characteristic curve shape
is significant with increasing length. In Fig. 13b, the critical macroscopic
stresses τ11,crit are depicted for the onset of the buckling of the fibers. The
minimum of the critical stress τ11,crit is obtained at approximately l = 7.
Postcritical deformation states for the RVE of length l = 5 at the compres-
sion values λ = 0.02 and λ = 0.03 are depicted in Fig. 14a,b. A sequence
of deformation states for the length l = 12 is documented in Fig. 15a–c, for
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Figure 12. In-phase buckling of the fiber: a) macroscopic Kirchhoff-stresses
τ11 versus the compression parameter λ and b) critical stress τ11,crit at the
onset of the structural instability at the micro-scale versus the length l of
the considered microstructure, see Schröder (2000).
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Figure 13. Out-of-phase buckling of the fibers: a) macroscopic Kirchhoff-
stresses τ11 versus the compression parameter λ for different lengths l and
b) critical stress τ11,crit at the onset of the structural instability versus the
length l, see Schröder (2000).

the load parameters λ = 0.011, 0.017 and 0.035, respectively. Additionally,
Fig. 15c shows that higher-order buckling modes occur in the case where
the length RVE becomes large enough. Here, three repeating characteristic
deformation patterns are observable within the RVE .

The two classical bifurcation modes, in-phase and out-of-phase, show
different characteristics in the postcritical regime. In case of the out-of-
phase buckling, the fibers support each other at a specific misalignment,
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a. b.

Figure 14. Out-of-phase buckling of the fibers: Post-critical deformation
states for l = 5 at a compression parameter a) λ = 0.02 and b) λ = 0.03,
see Schröder (2000).

a.

b.

c.

Figure 15. Out-of-phase buckling of the fibers: Post-critical deformation
states for length l = 12 at a compression parameter a) λ = 0.011, b) λ =
0.017 and c) λ = 0.035, see Schröder (2000).

which leads to an increasing load-deflection curve. Thus, the out-of-phase
buckling of the fibers could result in a stabilizing effect, this is in contrast
to the postcritical behavior of the in-phase buckling of the fibers.

For a detailed analysis of possible bifurcation modes on the micro-scale
as well as associated possible macroscopic material instabilities, we refer to
Triantafyllidis and Maker (1985), Müller (1987), Abeyaratne and Triantafyl-
lidis (1984), Triantafyllidis and Maker (1985), Geymonat et al. (1993),
Miehe et al. (2002), Aubert et al. (2008), and Agoras et al. (2009) and
the references therein.
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5 Numerical Studies for Elasto-Plastic RVEs

An important class of micro-heterogeneous materials are modern dual- and
multi-phase steels. They exhibit a complex elasto-plastic mechanical re-
sponse due to the interaction of the different phases in the microstructure.
A micrograph of a typical dual-phase steel, a ferrite-perlite steel, is shown in
Fig. 16a. The corresponding finite element discretization of this microstruc-
ture is depicted in Fig. 16b.

a) b)

Figure 16. Ferrite-Perlite Steel: a) micrograph and b) finite element dis-
cretization with 125× 100 four noded quadrilateral elements.

In order to demonstrate the complexity of the distribution of the individual
fields within the micro-heterogeneous composite, we consider a macroscopic
simple tension test under plane strain conditions and apply periodic bound-
ary conditions. For the individual phases, we apply an isotropic J2-plasictiy
model. Fig. 17a,b depict the distributions of the microscopic equivalent

εpeqv

a) b)

Figure 17. Ferrite-Perlite Steel: distribution of equivalent plastic strains
under horizontal elongation of a) 5% and b) 10%.



38 J. Schröder

plastic strains for a horizontal elongation of 5% and 10%, respectively.
In this section, we discuss several examples illustrating the influence

of different microscopic properties to the macroscopic response, where the
numerical analysis is performed with FE2-simulations.

5.1 Finite J2-Plasticity Model

The elasto-plastic behavior of the individual constituents at the micro-
scale is described by isotropic finite elasto-plasticity formulations based on
the multiplicative decomposition of the deformation gradient

F = F e F p , (122)

where F e denotes the elastic and F p the plastic parts, see Kröner (1960),
Lee (1969). For details of the thermodynamical formulation as well as for
the numerical treatment, we refer to Simo (1988, 1992), Simo and Miehe
(1992), Perić et al. (1992), Miehe and Stein (1992), and Miehe (1993). The
strain energy function is assumed to be of the form

ψ = ψe(be) + ψp(α) , (123)

wherein be denotes the elastic finger tensor and α the equivalent plastic
strains. The elastic finger tensor is defined as

be = F e (F e)T =

3∑
A=1

(λe
A)

2nA ⊗ nA (124)

with the eigenvectors nA and eigenvalues (λe
A)

2 of the elastic finger ten-
sor be. Following Simo (1992), we define the strain energy function as

ψe =
λ

2
[εe1 + εe2 + εe3]

2 + μ[(εe1)
2 + (εe2)

2 + (εe3)
2] (125)

in terms of the logarithmic elastic strains εeA = log(λe
A); λ and μ are the

Lamé constants. An exponential-type hardening of the individual phases is
modeled by the well-known function

ψp = y∞α−
1

η
(y0 − y∞) exp(−ηα) +

1

2
h α2 . (126)

Herein, y0 is the initial yield strength, y∞ and η describe an exponential
hardening behavior and h is the slope of a superimposed linear hardening.
The yield criterion, formulated in terms of the Kirchhoff stresses

τ =

3∑
A=1

τA nA ⊗ nA with τA =
∂ψe

∂εeA
, (127)
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is given by the expression

φ = ||dev τ || −

√
2

3
β ≤ 0 , (128)

with

β =
∂ψp(α)

∂α
= y0 + (y∞ − y0)(1 − exp(−ηα)) + h α . (129)

The flow rule and the evolution equation for the internal plastic quantity
are given by

1

2
L(be)be−1 = −λ

∂φ

∂τ
and α̇ = λ

∂φ

∂β
, (130)

respectively. Here, L denotes the Lie time derivative and λ the scalar-valued
Lagrange multiplier. The flow rule is integrated using an exponential up-
date algorithm, which preserves plastic incompressibility (Weber and Anand
(1990), Simo (1992), and Miehe and Stein (1992)). For the numerical im-
plementation, we follow the algorithmic formulation in a material setting as
proposed in Klinkel (2000).

5.2 Shear Test: Comparative Study of Different RVEs.

In the following examples, we consider a (homogeneous) macroscopic
pure shear test and analyze the stress-strain relation at the macro-scale
for different combinations of constitutive equations of the matrix and the
inclusion phase for an artificial RVE . At the macro-scal,e a homogeneous
pure shear situation is prescribed by the macroscopic deformation gradient

F =

⎡⎣ 1 F 12 0
F 21 1 0
0 0 1

⎤⎦ with F 12 = F 21 . (131)

During the simulation, the coefficient F 12 oscillates stepwise between −0.1
and 0.1 in order to simulate a cyclic loading process. It starts with F 12 = 0.0
with an increase of the component up to 0.1, this marks the first inflection
point. Afterwards the loading is switched and the coefficient is stepwise
decreased to −0.1, where the second inflection point is reached. Again, F 12

is increased to 0.1, the next inflection point, and the procedure is repeated.
The whole process is controlled by a linear modification of the coefficient F 12

between the coordinates

F 12 : 0.0 → +0.1 → −0.1 → +0.1 → −0.1 → +0.1 . (132)

At the micro-scale, an artificial microstructure is considered, where the
inclusion geometry is a smiley embedded in a matrix phase. To study
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a) b)

a) b)

Figure 18. Artificial microstructure with different finite element discretiza-
tions: a) 140, b) 292, c) 538 and d) 970 triangular elements with quadratic
ansatz functions.

the convergence of the simulation with respect to the element size, four
different discretization levels at the micro-scale are used, which consist of
140, 292, 558 and 970 triangular elements with quadratic ansatz functions,
cf. Figure 18.

Elastic Matrix and Elastic Inclusion In a first setup, we consider both
phases, matrix and inclusion, to be described by a purely elastic material
behavior. Thereby, the instantaneous elasticity modulus of the inclusion is
assumed to be 1000 times higher than the one of the matrix material; the
elasticity parameters for the matrix material are set to

λ = 118.85 MPa and μ = 79.230 MPa . (133)

In order to study the influence of the finite element mesh density, we con-
sider the four different discretization levels at the micro-scale depicted in
Figure 18.
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For the study of the microscopic stress distribution based on the four dif-
ferent discretization levels, the coefficient σ12 of the microscopic Cauchy
stresses are shown in Figure 19. In the matrix region, no significant differ-
ences of the stress distributions are observable. Nevertheless, in the regions
close to the inclusion as well as inside the inclusion the stress distributions
differ.

sig12: 0 11 23 34 46 57 69 80 sig12: 0 11 23 34 46 57 69 80a) b)

sig12: 0 11 23 34 46 57 69 80 sig12: 0 11 23 34 46 57 69 80c) d)

Figure 19. Distribution of the stresses σ12 at F 12 = 0.1 for different dis-
cretizations: a) 140, b) 292, c) 558 and d) 970 elements.

Figure 20a depicts the Cauchy stress σ12 versus the shear strain F12 for
the matrix and the inclusion phase. The macroscopic stress strain curves
are practically not influenced by the different mesh densities, see Figure 20b,
although at the micro-scale deviations between the simulations can be ob-
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Figure 20. Cauchy stresses versus shear strain: a) σ12 versus F12 for the
individual phases and b) σ12 versus F 12 for the four mesh densities.

served (in this simple example). Therefore, in the following examples we
will consider the macroscopic stress-strain relations for all four discretization
levels and the local stress distribution at the micro-scale is only depicted
for the finest mesh density.

The relative deviation, defined as eσ12
= (σ12−σ

[970 elem]
12 )/σ

[970 elem]
12 for

σ
[970 elem]
12 �= 0, of the macroscopic Cauchy stresses with respect to the one

obtained using the finest discretization level (970 elements) are depicted in
Figure 21. As expected, the deviation of the stresses is decreased along an
increasing number of finite elements; nevertheless, the relative error is lower
than 0.2%
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Figure 21. Relative error eσ12
for different discretizations at the micro-scale

with respect to the finest discretization level (970 elements).
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Elasto-Plastic Matrix and Elastic Inclusion In the following exam-
ple, we consider again a pure shear test at the macro-scale and also an
elastic behavior of the inclusion. With contrast to the previous example,
the matrix behavior is now considered to be elasto-plastic. In the elastic
domain the same instantaneous elasticity modulus is considered for both
phases and for the elasto-plastic behavior of the matrix phase the finite
J2-plasticity model is applied. The material parameters for the matrix ma-
terial are given in Table 2. The stress-strain relations for the matrix and
the inclusion material for the pure shear test are depicted in Figure 22f.

Table 2. Material parameters of the matrix phase.

phase λ [MPa] μ [MPa] y0 [MPa] y∞ [MPa] η [-] h [-]

matrix 118,846.2 79,230.77 300.0 300.0 0.0 500.0

The simulations are performed again for the four discretization levels under
the pure shear condition described by Eq. (131) and (132). As mentioned
in the previous example of pure elastic phases, we represent the distribution
of the local fields only for the finest discretization of the RVE with 970 el-
ements.
Since the matrix phase behaves elasto-plastically, we study the evolution of
the equivalent plastic strains α inside this microscopic phase. In Fig. 22a-e,
these quantities are shown at the inflection points of the loading. The plas-
tic strains in the matrix phase increase during the whole loading process and
in the final state nearly the complete region around the “smiley” exhibits
plastic deformation. But inside the “eyes” and the “mouth” the equivalent
plastic strains remain at a comparatively low level. This behavior is obvi-
ous, since the shape of the inclusion remains nearly undeformed due to its
larger stiffness.
In Figure 23a-e, the distribution of the microscopic Cauchy stress coeffi-
cient σ12 is shown for different loading states, which are obtained by the
macroscopic pure shear condition due to the macroscopic deformation ten-
sor given by Equation (131). The macroscopic stress response is nearly the
same for all different microscopic discretization levels, cf. Figure 23f. In the
inflection points of the loading the microscopic stress components σ12 inside
most parts of the inclusion phase is larger compared to the matrix phase.
Only the region near the “cheeks” of the “smiley” shows lower stress levels.
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Figure 22. Distribution of the equivalent plastic strains α at the micro-
scale (970 elements) with macroscopic deformation gradient coefficient a)
F 12 = 0.1 in 1st load cycle (l.c.), b) F 12 = −0.1 in 1st l.c., c) F 12 = 0.1 in
2nd l.c., d) F 12 = −0.1 in 2nd l.c., e) F 12 = 0.1 in 3rd l.c. The inclusion
phase is blanked due to its purely elastic behavior. f) Cauchy stress σ12

versus F12 for the individual phases.
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Figure 23. Distribution of the Cauchy stress σ12 at the micro-scale (970
elements) with macroscopic deformation gradient coefficient a) F 12 = 0.1
in 1st load cycle (l.c.), b) F 12 = −0.1 in 1st l.c., c) F 12 = 0.1 in 2nd l.c., d)
F 12 = −0.1 in 2nd l.c., e) F 12 = 0.1 in 3rd l.c. and f) macroscopic Cauchy
stress σ12 versus F 12 obtained with all microscopic discretization levels.
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Elasto-Plastic Matrix and Elasto-Plastic Inclusion Considering the
same pure shear situation with a cyclic loading, we study the macroscopic
and microscopic mechanical response of the “smiley”-microstructure when
both phases, the matrix and the inclusion, behave elasto-plastically. The
material model is again described by the set of equations (125)-(127) used
with the material parameters given in Table 3. The individual material
response of the phases in the pure shear situation is shown in Figure 24f.
Note that the parameters are chosen for the inclusion phase such that almost
no hardening is obtained during the loading process.

Table 3. Material parameters of the individual phases.

phase λ [MPa] μ [MPa] y0 [MPa] y∞ [MPa] η [-] h [-]

matrix 118,846.2 79,230.77 300.0 300.0 0.0 500.0

inclusion 118,846.2 79,230.77 600.0 1000.0 0.0 10.0

Using the four meshes shown in Fig. 18 for the discretization of the
“smiley” at the micro-scale, four cyclic loading processes are performed. In
Fig. 24a-e, the evolution of the equivalent plastic strains α at the micro-scale
is shown in the inflection points and the final state of the loading. At the
second and third inflection point the plastic strains are lower almost every-
where in the inclusion phase than in the matrix phase and in the next point
this aspect is switched. The reason for this observation becomes obvious if
one takes a closer look at the behavior of the individual phases in Fig. 24f.
Until the third inflection point, the yield stresses inside the matrix phase
are lower than the ones of the inclusion phase, due to the low hardening
rate of the inclusion phase. After this point, the relation turns and the
plastic strains in the inclusion phase increase. Thus, in the final state the
(local averaged) equivalent plastic strains are higher in the inclusion phase
than in the matrix phase. The macroscopic mechanical response of the
microstructure obtained by the computations using the different discretiza-
tion levels is depicted in Fig. 25f. The distribution of the microscopic stress
components σ12 is shown in Fig. 25a-e for all inflection points, where the
results of the finest discretization level is used. Again, the different mesh
densities provide an almost equal macroscopic response. The microscopic
stress distribution correlates inversely to the equivalent plastic strains at
the micro-scale. Until the third inflection point, the stress component in
the inclusion is higher than in the matrix phase. Afterwards, it turns and
the stress distribution in the matrix shows larger values. This effect is also
caused by the different hardening properties of the individual phases.
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Figure 24. Distribution of the equivalent plastic strains α at the micro-
scale (970 elements) with macroscopic deformation gradient coefficient a)
F 12 = 0.1 in 1st load cycle (l.c.), b) F 12 = −0.1 in 1st l.c., c) F 12 = 0.1 in
2nd l.c., d) F 12 = −0.1 in 2nd l.c., e) F 12 = 0.1 in 3rd l.c., and f) Cauchy
stress σ12 versus F12 obtained for the individual phases.
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Figure 25. Distribution of the Cauchy stress σ12 at the micro-scale (970
elements) with macroscopic deformation gradient coefficient a) F 12 = 0.1
in 1st load cycle (l.c.), b) F 12 = −0.1 in 1st l.c., c) F 12 = 0.1 in 2nd l.c., d)
F 12 = −0.1 in 2nd l.c., e) F 12 = 0.1 in 3rd l.c. and f) macroscopic Cauchy
stress σ12 versus F 12 obtained with all microscopic discretization levels.
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5.3 Influence of Inclusion Size

The Bauschinger effect, a general phenomenon observed in a variety of
polycrystalline metals, describes a yield strength characteristic, denoted as
kinematic hardening, as a result of the distribution of the microscopic stress
fields. As an example, if the tensile yield strength increases due to tensile
loading, the compressive yield strength decreases: we observe a transla-
tional movement of the elastic region in stress space. The micromechanical
motivation is the assistance of the dislocation movement in reverse loading
direction by local back stresses. For the definition of a quantity measuring
the Bauschinger, effect several parameters can be found in the literature.
Here, a suitable Bauschinger factor is defined as

fB =
|σI | − σII

|σI |
, (134)

for the definition of the individual stress values cf. Fig. 26. This factor is
zero for the case where no kinematic hardening occurs and it increases for
an increasing kinematic hardening.

ε̄

σII

σI

ε̄

Figure 26. Illustration for the definition of the Bauschinger factor.

In this section, the influence of the inclusion phase fraction on the Bau-
schinger effect is studied. Thereby, the matrix phase has an elasto-plastic
mechanical behavior using the parameters given in Table 4.

Table 4. Material parameters of the matrix phase.

phase λ [MPa] μ [MPa] y0 [MPa] y∞ [MPa] η [-] h [-]

matrix 118,846.2 79,230.77 200.0 200.0 0.0 10000.0
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The inclusion phase behaves purely elastic with the same instantaneous
elasticity modulus as the matrix phase in the elastic domain.

a) b)

Figure 27. Discretization of the microstructures with a) 10% and b) 25%
inclusion phase fraction.

A cyclic tension-compression test is performed at the macro-scale, cf.
Fig. 26, and at the micro-scale three different microstructures are consid-
ered. The microstructures differ from each other in the phase fraction of
the inclusion phase: 0%, 10% and 25%. Consequently, the first configura-
tion is a homogeneous material built from the matrix phase and identical
to a purely macroscopic computation using the material parameters of the
matrix phase. The inclusion geometry of the second and third one is de-
scribed by an ellipse. Their discretizations result in two meshes with 386 and
200 triangular finite elements with quadratic shape functions, respectively,
cf. Fig. 27a,b.
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Figure 28. Macroscopic stress-strain response of the compression-tension
test of the homogeneous material and the microstructure with 0%, 10% and
25% inclusion phase fraction and the computed Bauschinger factors, for the
definitions cf. Fig. 26.
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The macroscopic load scenario involves compression up to Δl/l0 = −0.05,
tension back to Δl/l0 = 0 and then further tensile loading. The resulting
stress-strain diagrams and the Bauschinger factors computed from that are
displayed in Fig. 28. In the homogeneous case, i.e. 0% inclusion phase
fraction, the Bauschinger factor is zero, since the material model of the ma-
trix phase does not take into account any kinematic hardening. With an
increasing phase fraction of the inclusion phase, the Bauschinger factor also
increases to 0.18 and 0.31, respectively, see Fig. 28. Consequently, a signi-
ficant macroscopic kinematic hardening is observed although no kinematic
hardening is considered in the individual phases.
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Figure 29. Distribution of the σ11-stress in the macroscopic zero stress
states for the microstructures with 10% (bottom row) and 25% (top row)
inclusion phase fraction.

To analyze this effect, we take a look at the distribution of the micro-
scopic stress component σ11 at the loading point, where the macroscopic
stress response is nearly zero, see Fig. 29. These distributions show that
in the macroscopic zero stress state the microscopic stresses remain due to
the elasto-plastic behavior of the matrix phase. These eigenstresses play a
major role for the macroscopic kinematic hardening.
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5.4 Notched Rod under Tension

In this section, the mechanical response of a notched rod is analyzed
under tensile loading. Thus, we consider now an inhomogeneous boundary
value problem on the macro-scale. The geometry of the rod and the bound-
ary conditions are shown in Fig. 30. Associated to the geometric quantities
defined therein, we set the length l = 4.2mm, the notch radius r = 0.7mm,
the distance between the notches d = 1.1mm and thus, the height of the
rod yields D = 2.5mm.

l

dD x

y

r

u0 u0

Figure 30. Macroscopic boundary value problem of a notched rod under
tensile loading. The vertical degree of freedom of the nodes on the left and
right end of the rod are constrained.

Here, a two-dimensional analysis is performed considering plane-strain con-
ditions. The micro-heterogeneity of the underlying material is considered
by applying a RVE at the micro-scale and using the FE2-method. For this
purpose, a real microstructure obtained by image analysis of a micrograph
of a Dual-Phase steel as shown in Fig. 31 serves as the RVE . The indi-
vidual phases (here martensitic island-like inclusions in a ferritic matrix)
are modeled by the finite J2-plasticity model described above incorporat-
ing exponential isotropic hardening. The material parameters are chosen
such that the matrix and inclusion phase behave similarly to the typical
behavior of ferrite and martensite, respectively. As can be seen in Table 5,
the elastic Lamé parameters λ and μ are assumed to be the same for both
phases and only the plastic parameters are different. At the micro-scale, we
consider a discretization with 1548 triangular finite elements, cf. Fig. 31.
Linear displacement boundary conditions are taken into account for sim-
plicity. However, a reasonably large RVE is considered and therefore the
impact of the type of boundary conditions should neither significantly in-
fluence the macroscopic response, nor the microscopic fields in a reasonable
distance from the boundary.
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Figure 31. Discretization of the microstructure (RVE) with 1548 quadratic
triangular finite elements.

Table 5. Material parameters of the individual phases.

phase λ [MPa] μ [MPa] y0 [MPa] y∞ [MPa] η [-] h [-]

matrix 118,846.2 79,230.77 260.0 580.0 9.0 70.0

inclusion 118,846.2 79,230.77 1000.0 2750.0 35.0 10.0

At the macro-scale, the rod is discretized with 528 triangular finite el-
ements, also with quadratic shape functions. The displacements at the
macroscopic boundary, as shown in Fig. 30, are increased stepwise until a
maximum external displacement of u0 = 0.175mm is obtained. In total,
2092 load steps are calculated and for each step an average number of 5-7
macroscopic Newton iterations are required. The notched rod in its final
deformed configuration is depicted in Fig. 32. In more detail, the von Mises
stress distribution is shown indicating the maximum stress values in the
center of the rod. At three different macroscopic locations, in the center of
the rod, at the boundary of the notch and at the transition of the notch
and the rod, local distributions of the equivalent plastic strains are depicted
at the microscopic level, see Fig. 32. The locations of those macroscopic
integration points are marked by geometric symbols. Whereas the distri-
bution of equivalent plastic strains in the first two microscopic problems
are strongly localized with maximum strains of up to 1.2, the third posi-
tion at the transition between the notch and the straight edge does not
exhibit significant plastic strains. Note that a microscopic calculation is
run for every macroscopic integration point in a coupled manner and the
three microscopic strain distributions shown in Fig. 32 are just three elected
situations.
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Figure 32. FE2-simulation: Macroscopic von Mises stress (top), distribu-
tion of equivalent plastic strains in the microstructures associated with the
three marked macroscopic integration points.
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6 Summary and Outlook

In this contribution, we have discussed a direct two-scale homogenization
technique, denoted as the FE2-method or as the multilevel finite element
method, for the numerical solution of coupled micro-macro boundary value
problems. The presented first-order homogenization scheme seems to be
sufficient if the concept of separation of scales holds. A fundamental advan-
tage of this scheme is that we do not have to develop (complex) macroscopic
constitutive models. Instead of developing such macroscopic phenomenolog-
ical constitutive laws , we attach representative volume elements (RVEs),
reflecting the main characteristics of the underlying microstructure as close
as possible, at each point of the macrostructure. In consequence, the macro-
scopic phenomenological quantities of interest, like stress measures and de-
formation tensors, are replaced by suitable averages over the microstructure.
For this reason we cannot directly compute the macroscopic (overall) algo-
rithmic tangent moduli by the partial derivative of the macroscopic first
Piola-Kirchhoff stresses with respect to the macroscopic deformation gra-
dient. In fact, we have to compute this sensitivity in an implicit manner;
here we followed the closed-form representation of the macroscopic tangent
moduli derived by Miehe et al. (1999a,b).
This general numerical procedure has a wide range of capabilities in the
field of classical micro to macro transition problems. In order to demon-
strate the performance of this method, we analyzed simple unit cell prob-
lems with different stress-strain characteristics for the individual phases of
the microstructure. Especially the analysis of complicated processes on
the microstructure, taking into account microscopic stress fields, which are
responsible for the Bauschinger effect, can be incorporated into the direct
homogenization scheme. Furthermore, we have given some remarks concern-
ing structural instabilities on the microstructure and material instabilities
on the macrostructure as well as their interactions. In these cases, the size
of the attached microstructure plays a crucial role. It was also shown that
the procedure solves inhomogeneous macroscopic boundary value problems.
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Abstract The analysis and simulation of microstructures in solids
has gained crucial importance, virtue of the influence of all mi-
crostructural characteristics on a material’s macroscopic, mechan-
ical behavior. In particular, the arrangement of dislocations and
other lattice defects to particular structures and patterns on the
microscale as well as the resultant inhomogeneous distribution of
localized strain results in a highly altered stress-strain response. En-
ergetic models predicting the mechanical properties are commonly
based on thermodynamic variational principles. Modeling the ma-
terial response in finite-strain crystal plasticity very often results in
a nonconvex variational problem so that the minimizing deforma-
tion fields are no longer continuous but exhibit small-scale fluctua-
tions related to probability distributions of deformation gradients to
be calculated via energy relaxation. This results in fine structures
which can be interpreted as the observed microstructures.

This manuscript is supposed to give an overview of the avail-
able methods and results in this field. We start by discussing the
underlying variational principles for inelastic materials, derive evo-
lution equations for internal variables, and introduce the concept
of condensed energy. As a mathematical prerequisite we review the
variational calculus of nonconvex potentials and the notion of re-
laxation. We use these instruments in order to study the initiation
of plastic microstructures. Here we focus on a model of single-slip
crystal plasticity. Afterward we move on to model the evolution of
microstructures. We introduce the concept of essential microstruc-
tures and the corresponding relaxed energies and dissipation poten-
tials, and derive evolution equations for microstructure parameters.
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We then present a numerical scheme by means of which the mi-
crostructure development can be computed, and show numerical
results for particular examples in single- and double-slip plasticity.
We discuss the influence of hardening and of slip system orientations
in the present model.

1 Variational framework for inelastic materials

1.1 Constitutive setting and variational principles

The macroscopic mechanical behavior of a material deforming inelasti-
cally under the action of external forces reflects the aggregate of all physical
mechanisms occurring on smaller scales. The state of the microstructure
is commonly described in terms of so-called internal or history variables.
Thus, we describe the state of a general inelastic material in an isother-
mal setting by its deformation gradient F = ∇φ, where φ(X) represents
the deformation field, and a collection of internal variables z(X), which
might be scalars, vectors, tensors, or combinations of those, capturing all
microstructural characteristics. We propose that inelastic deformation is
predominantly dictated by the concepts of energy and dissipation. In the
sequel we denote the specific Helmholtz free energy density by Ψ(∇φ, z) so
that the total energy of the deformed body reads

I(t, φ, z) =

∫
Ω

Ψ(∇φ, z)dV − �(t, φ) (1)

where �(t, φ) represents the potential of external forces and Ω is the domain
in space occupied by the material body. Let us introduce thermodynami-
cally conjugate stresses by defining

P =
∂Ψ

∂F
, q = −

∂Ψ

∂z
. (2)

Here, of course, P is the first Piola-Kirchhoff stress tensor. The evolution of
the internal variables z is now governed either by a so-called inelastic poten-
tial J(z,q) or its Legendre transform, the dissipation functional, Carstensen
et al. (2002),

Δ(z, ż) = sup
{
ż : q− J(z,q)

∣∣ q }. (3)

Here, the nature of the inner product ż : q depends of course on the type
of internal variables involved and essentially corresponds to a contraction
over all components. Evolution equations for the internal variables are then
given in the two equivalent forms, Carstensen et al. (2002),

ż ∈
∂J

∂q
, q ∈

∂Δ

∂ż
. (4)
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With the above framework we can employ the variational principles of
thermodynamics to describe the time-continuous change of microstructures
in a deformed solid. According to the principle of minimum potential energy,
Truesdell and Noll (1965), the actual displacement field follows from

φ = argmin
{
I(t, φ, z)

∣∣ φ = φ0 on Γu

}
(5)

where Γu denotes a subset of the body’s boundary ∂Ω. The internal (plastic)
variables can be obtained from the principle of maximum dissipation, Simo
(1988a,b),

ż = argmax
{
D(q, ż)

∣∣ q : D = q · ż
}
. (6)

Alternatively the internal variables can be computed, following (4), from
the principle of minimum dissipation potential, Carstensen et al. (2002),

ż = argmin
{
L(z, ż)

∣∣ ż }, (7)

where we introduced the Lagrange functional

L(z, ż) =
d

dt
Ψ(∇φ, z) + Δ(z, ż), (8)

and the dot denotes differentiation with respect to time. This Lagrange
functional consists of the sum of elastic power and dissipation due to changes
of the internal state of the material, Hackl (1997); Carstensen et al. (2002);
Ortiz and Repetto (1999). Minimization of the Lagrange functional hence
determines the changes of the internal variables. Hackl and Fischer (2008)
investigated the interrelation between the principles (6) and (7) and proved
that they coincide as long as the dissipation potential is homogeneous, see
also Hackl et al. (2011a), for a generalization to the non-isothermal case.
For problems in rate-independent plasticity as those considered in the se-
quel, the dissipation potential is homogeneous of degree 1 so that the (more
convenient) principle of minimum dissipation potential (7) will be applied.

Example 1.1. Linear visco-elasticity
We assume a small-strain setting, hence an additive decomposition of the

strain-tensor in an elastic and an inelastic part, ε = εe+ εi, and a quadratic
free energy, Ψ = 1

2 εe : C : εe. The thermodynamically conjugate stresses
are now

σ =
∂Ψ

∂ε
= C : (ε− εi), q = −

∂Ψ

∂εi
= σ. (9)

Clearly we have the correspondences z = εi and q = σ which will also
apply to subsequent examples involving an additive decomposition. Let us
assume a quadratic inelastic potential of the form J = 1

2 q : A : q, where



68 K. Hackl, U. Hoppe and D.M. Kochmann

A is assumed to be positive definite, leading to a viscoelastic evolution
equation of the form

ż =
∂J

∂q
= A : q. (10)

By a straight-forward calculation on obtains the dissipation potential

Δ = sup
{
ż : q−

1

2
q : A : q

∣∣ q } =
1

2
ż : A−1 : ż, (11)

giving the inverse evolution equation

q =
∂Δ

∂ż
= A−1 : q. (12)

Example 1.2. Ideal plasticity
Let us now consider a dissipation potential which is homogeneous of

order one as Δ = (ż : B : ż)1/2, where B is assumed to be positive definite.
Now clearly Δ is not differentiable at the origin, hence (4) becomes a true
differential inclusion. For this purpose let us introduce the subdifferential
of a convex functional f at a point x0. This is defined as the set of all
hyperplanes containing x0 situated below f . To be strict

∂f(x0) =
{
y
∣∣ y : (x − x0) ≤ f(x− x0) ∀x

}
. (13)

In our case we have

∂Δ(0) =
{
y
∣∣ y : ż ≤ (ż : B : ż)1/2 ∀ż

}
. (14)

The substitution x = B1/2 : ż gives

∂Δ(0) =
{
y
∣∣ y : B−1/2 : x ≤ ‖x‖ ∀x

}
=
{
y
∣∣ ‖B−1/2 : y‖ ≤ 1

}
. (15)

In summary, and by squaring the inequality in (15) we obtain the following
differential inclusion determining the evolution of z:

q ∈ ∂Δ(ż) =

⎧⎪⎪⎨⎪⎪⎩
{ B : ż

(ż : B : ż)1/2
}

for ż �= 0

{
y
∣∣ y : B−1 : y ≤ 1

}
for ż = 0

. (16)

The inclusion (16) can now be interpreted as ideally plastic behavior. The
second case defines a yield-condition of the form q : B−1 : q ≤ 1. The first
case gives the flow-law

ż = λB−1q, λ > 0. (17)
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Note that the consistency parameter λ cannot be determined directly
from (16). However, assuming that ż �= 0 for t in an entire interval, we
obtain from the first case in (16) that q : B−1 : q = 1 on the same interval.
Differentiation with respect to time then gives

q̇ : B−1 : q = 0. (18)

Substitution of (2) and (17) finally allows to determine λ.
Let us now have a look at the dual formulation. We derive the inelastic

potential as Legendre transform of the dissipation potential

J(q) = sup
{
ż : q−Δ(ż)

∣∣ ż }. (19)

Once again the substitution x = B1/2 : ż gives

J(q) = sup
{
x : B−1/2 : q− ‖x‖

∣∣ x } =

⎧⎨⎩
0 for ‖B−1/2 : q‖ ≤ 1

∞ for ‖B−1/2 : q‖ > 1
.

(20)
Squaring the inequalities in (20) we obtain the evolution equations as sub-
differential

ż ∈ ∂J(q) =

⎧⎨⎩
{0} for q : B−1 : q ≤ 1{
λB−1 : q

∣∣ λ > 0
}

for q : B−1 : q > 1
. (21)

Immediately we recognize yield condition and flow law.

Example 1.3. Crystal plasticity
We return to a finite-deformation setting. The split of the deformation

gradient into an elastic part Fe and an irreversible, plastic part Fp yields
the standard multiplicative decomposition F = FeFp. In the following, we
study a material with free energy density Ψel(Fe).

Plastic deformation is accommodated by dislocation gliding along spe-
cific active slip systems. Each slip system is characterized by its unit vectors
s and m (|s| = |m| = 1, s ·m = 0), where s characterizes the slip direction
and m denotes the unit vector normal to the slip plane. For a total of n
active slip systems plastic flow is given in the form

ḞpF
−1
p =

n∑
i

γ̇i si ⊗mi (22)

with plastic slip rates γ̇i and the initial conditions γi(0) = 0. Time-
integration then yields the plastic contribution to the deformation gradient
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tensor. If we assume that all slip directions lie within the same slip plane,
i.e. mi = m, we infer from si ·m = 0 that

F−1
p = I −

n∑
i

γi si ⊗m. (23)

Many recent approaches, see e.g. Carstensen et al. (2008); Miehe et al.
(2004), were based on only one active slip system (single-slip plasticity). In
this case the above condition further reduces to

F−1
p = I − γ s⊗m. (24)

To account for work hardening, we introduce internal hardening history
variables pi, Carstensen et al. (2002), one such hardening variable for each
active slip system. The hardening variables enter what is often termed
the plastic (intrinsic) contribution to the energy, Carstensen et al. (2008),
Ψp(p), so that

Ψ(Fe,p) = Ψel(Fe) + Ψp(p), (25)

where p = {p1, . . . , pn} summarizes the hardening variables. In the sequel
we will make use of the formulation

Ψp(p) =
∑
i

∑
j

κij |pi pj |
α/2, (26)

where κij > 0 are the components of a hardening modulus tensor of the ma-
terial and α is commonly 2 (linear hardening) or 4. Self-hardening along the
given slip systems is characterized by the diagonal components κii whereas
latent hardening (slip system interactions due to cross-slip etc.) involves
the off-diagonal components κij (i �= j). Experiments confirm that the off-
diagonal entries should dominate. A common but less physical approxima-
tion, Kochmann and Hackl (2010a), assumes that κii = κ and κij = 0 else,
so that Ψp(p) = κ

∑n

i p
α
i . As the evolution law, we consider the following

flow rule, Carstensen et al. (2002), for the internal hardening variables pi

ṗi = |γ̇i| (27)

with the initial condition pi(0) = 0 (virgin initial state). Note that often
infinite latent hardening is assumed, which means that, as soon as one slip
system becomes active, the remaining slip systems are blocked, so that
only single-slip domains form. The above formulation allows for a practical
treatment of infinite as well as finite latent hardening.

Dissipation occurs as a result of dislocation motion and is hence linked
to changes of the plastic slips γi. For the dissipation functional with only
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one active slip system we simply assume, Carstensen et al. (2002); Hackl
and Kochmann (2008),

Δ(γ̇) = r |γ̇|, (28)

with a positive constant r, the critical resolved shear stress. If several
slip systems are active, the definition of the dissipation potential becomes
more involved. A common definition (for von Mises plasticity) follows with
γ = {γ1, . . . , γn} from

Δ(γ̇) = r ‖ḞpF
−1
p ‖, (29)

where we imply the Euclidean norm ‖F‖2 = tr (FTF). For n active slip
systems within the same glide plane we infer

Δ(γ̇) = r

√√√√ n∑
i

n∑
j

γ̇i γ̇j si · sj. (30)

In subsequent sections we will apply this formulation to only two active slip
systems where we conclude

Δ(γ̇1, γ̇2) = r
√

γ̇2
1 + γ̇2

2 + 2γ̇1γ̇2 s1 · s2. (31)

For two or more active slip systems it is hard to integrate (30) in general.
For two slip systems which are aligned symmetrically with respect to the
applied deformation one may conclude that with γ1 = γ2 = γ it follows
that Δ(γ̇) = r |γ|

√
2(1 + cosψ), where ψ denotes the angle enclosed by

the two slip directions s1 and s2. (E.g., for identical slip systems with
s1 = s2 it follows that Δ(γ̇) = 2 r |γ̇|.) A practical alternative to (30), which
corresponds to a flow rule of the Tresca-type, to be integrated directly is:

Δ(γ̇) = r
n∑
i

|γ̇i|. (32)

The internal variables of our model are now comprised as
z = (γ1, . . . , γn, p1, . . . , pn). Let us denote the conjugate stresses as q =
(τ1, . . . , τn, q1, . . . , qn). We immediately obtain

qi = −
∂Ψp

pi
= −

α

2

∑
j

κij |pi pj |
α/2p−1

i . (33)

The calculation of the τi is more complicated, because, in general, the de-
pendence of Fp on the γi is only implicitly known. However, it holds

∂Ψel

∂Fp
: Ḟp =

∑
i

∂Ψel

∂γi
γ̇i = −

∑
i

τiγ̇i. (34)
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A straight-forward matrix-calculation gives

∂Ψel

∂Fp
= −F

−T

p F
T ∂Ψel

∂Fe
F
−T

p = −F
T

eP. (35)

Using (35) and (22) in (34) gives

τi = si · F
T

ePF
T

pmi (36)

constituting the well-known Schmid stress or resolved shear stress of the
slip system.

Let us derive the corresponding evolution-equations now. The functional
(8) can be specified as

L(z, ż) =
d

dt
Ψ(∇φ, z) + Δ(z, ż) =

∂Ψ

∂F
: Ḟ−

∑
i

τiγ̇i −
∑
i

qiṗi +Δ(z, ż).

(37)
Furthermore let us for simplicity specify the dissipation functional (32).
Substituting the constraints (27) we obtain

L(γi, pi, γ̇i) =
∂Ψ

∂F
: Ḟ−

∑
i

τiγ̇i −
∑
i

qi |γ̇i|+ r

n∑
i

|γ̇i|. (38)

Note that the subdifferential of the modulus-function |ξ| is given by ∂|ξ| =
sign ξ, where the set-valued sign-function is defined as

sign ξ =

⎧⎨⎩
{−1} for ξ < 0
[−1, 1] for ξ = 0
{1} for ξ > 0

. (39)

The stationarity condition 0 ∈ ∂L with respect to the slip rates reads as

τi ∈ (r − qi) sign γ̇i. (40)

Hence the differential inclusion (40) gives both, the Schmid yield-condition

|τi| ≤ r − qi, (41)

and the flow-rule

γ̇i = λiτi, λi > 0. (42)

Note that −qi, which is positive via (33), plays the role of a back-stress
introducing hardening.
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The inelastic potential can be calculated as

J(τi, qi) = sup
{ ∑

i

γ̇i : τi +
∑
i

qi |γ̇i| − r

n∑
i

|γ̇i|
∣∣ γ̇i }. (43)

A straight-forward investigation gives

J(τi, qi) =

⎧⎨⎩
0 if |τi| ≤ r − qi ∀i

∞ else
, (44)

defining an admissible stress space bounded by multiple yield surfaces.

1.2 Time-incremental formulation

Approaches to model microstructural patterns must account for the two
crucial problems of the initiation of a microstructure and the ensuing evolu-
tion of the newly-formed structure. The initiation of microstructure usually
follows from a loss of stability. At the material point local instability cor-
responds to a state where the crystal can reduce its energy by breaking
up the homogeneous deformation state into fine structures. For details on
the differences between local and global stability for related problems see
e.g. Miehe et al. (2004). Here, we resort to the common approach that a
microstructure may form as soon as it becomes energetically preferable (i.e.
as soon as the material becomes locally unstable).

By considering associated potentials in a time-incremental setting, nu-
merous authors have investigated the initiation of microstructures by us-
ing a so-called condensed energy functional, see e.g. Bartels et al. (2004);
Carstensen et al. (2008); Conti and Theil (2005); Lambrecht et al. (2003);
Mielke (2004); Ortiz and Repetto (1999), which is derived as follows. For
rate-independent materials principle (7) allows to account for instantaneous
changes of the value of z, as it can be integrated to yield the balance law

Ψ(∇φ, z1)−Ψ(∇φ, z0) = −D(z0, z1), (45)

where

D(z0, z1) = inf
{ ∫ 1

0

Δ(z(s), ż(s)) ds
∣∣ z(0) = z0, z(1) = z1

}
(46)

is the so-called dissipation distance, Mielke (2002). When applied to a finite
time-increment [tn, tn+1], Eq. (45) allows for an approximate formulation,
where φn+1 and zn+1 at time tn+1 are determined for given loading at time
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tn+1 and the known value of the internal variables zn at time tn via the
following principle, Carstensen et al. (2002); Mielke (2002):

{φn+1, zn+1} = argmin
{ ∫

Ω

[Ψ(∇φ, z) +D(zn, z)] dV − �(tn+1, φ)
∣∣ φ, z }.

(47)
Carrying out the minimization with respect to z in (47) beforehand gives
the aforementioned condensed energy

Ψcond
zn

(F) = inf
{
Ψ(F, z) +D(zn, z)

∣∣ z } (48)

which has been used in the literature to calculate the onset of microstruc-
ture. However, many applications based on the condensed energy rely upon
the assumption that no microstructures exists at the beginning of the time
step (therefore, it is suitable to model the onset of microstructure formation
only).

The formulation at hand allows to split the problem of inelastic evolution
into a purely elastic step,

φn+1 = argmin
{ ∫

Ω

Ψcond
zn

(∇φ)dV − �(tn+1, φ)
∣∣ φ }, (49)

followed by an update of the internal variables

zn+1 = argmin
{
Ψ(∇φn+1, z) +D(zn, z)

∣∣ z }. (50)

Example 1.4. Ideal plasticity, continued
For the dissipation potential of Example 1.2 the dissipation-distance is

given by

D(z0, z1) = ((z1 − z0) : B : (z1 − z0))
1/2, (51)

and the condensed energy can be calculated as

Ψcond
zn

(ε) = inf
{ 1
2
(ε−z) : C : (ε−z)+((z−zn) : B : (z−zn))

1/2
∣∣z}. (52)

We apply the substitution x = B1/2 : (z − zn) and obtain

Ψcond
zn

(ε) = inf
{ 1

2
(ε−B−1/2 : x− zn) : C : (ε−B−1/2 : x− zn)+ ‖x‖

∣∣x}.
(53)

The stationarity condition reads

0 ∈ −B−1/2 : C : (ε−B−1/2 : x− zn) + signx. (54)
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Note that the set-valued sign-function in the vectorial or tensorial case is
defined as

sign x =

{ {
v
∣∣ ‖v‖ ≤ 1

}
for x = 0

{x/‖x‖} for x �= 0
. (55)

In order to be able to proceed further let us specialize this example to
isotopic, isochoric plasticity. Hence, we assume z to be trace-free, trz = 0.
The free energy can then be written in the form

Ψ =
K

2
(trε)2 + μ‖ dev ε− z‖2, (56)

where dev ε = ε − 1/3trεI, K denotes the bulk and μ the shear modulus.
Let us further specify Δ = r‖ż‖ which yield a dissipation distance of the
form

D(z0, z1) = r ‖z1 − z0‖. (57)

This gives

Ψcond
zn

(ε) =
K

2
(trε)2 + inf

{
μ‖ dev ε− z‖2 + r ‖z− zn‖

∣∣ z }. (58)

The stationarity condition reads

0 ∈ −2μ(dev ε− z) + r sign(z− zn). (59)

The differential inclusion (59) can be solved explicitly. Let us do this in
general for later reference:

The differential inclusion

0 ∈ αx+ β signx+ b (60)

has the unique solution

x = −
1

α
(‖b‖ − β)+ signb (61)

where (ξ)+ = max{0, ξ} denotes the positive part of an expression. The
proof follows by simple inspection.

Applying this result to (59), with x = z− zn gives

zn+1 = z = zn +
1

2μ
(2μ‖ dev ε− zn‖ − r)+ sign(dev ε− zn). (62)



76 K. Hackl, U. Hoppe and D.M. Kochmann

Substitution of (62) into (58) gives

Ψcond
zn

(ε) =
K

2
(trε)2 + μ‖ dev ε− zn‖

2

− (2μ‖ dev ε− zn‖ − r)+(dev ε− zn) : sign(dev ε− zn)

+
1

4μ
(2μ‖ dev ε− zn‖ − r)2+ + r

1

2μ
(2μ‖ dev ε− zn‖ − r)+

=
K

2
(trε)2 + (2μ‖ dev ε− zn‖ − r)+

[
− ‖ dev ε− zn‖

+
1

2
‖ dev ε− zn‖ −

r

4μ
+

r

2μ

]
=

K

2
(trε)2 + μ‖ dev ε− zn‖

2 −
1

4μ
(2μ‖ dev ε− zn‖ − r)2+.

(63)

Note that for 2μ‖ dev ε − zn‖ > r, i.e. in the case of plastic flow, we have

Ψcond
zn

(ε) = K
2 (trε)

2 + r‖ dev ε− zn‖ −
r2

4μ which means linear growth in ε.

Example 1.5. Crystal plasticity, continued
Let us investigate the model of 1.3 further. The dissipation distance for

a time step [tn, tn+1] is obtained from

D(γn+1, γn) = r inf
γ(t)

{∫ tn+1

tn

Δ(γ̇) dt : γ(tn) = γn, γ(tn+1) = γn+1.

}
,

(64)
For the dissipation potential (32) this is specified as

D(γn+1, γn) = r
∑
i

|γi,n+1 − γi,n|, (65)

and in particular for a single active slip system

D(γn+1, γn) = r |γn+1 − γn|. (66)

The condensed energy now takes the form

Ψcond
γn,pn

(F) = inf
{
Ψ(FF−1

p (γ),p) +D(γ)
∣∣∣ γ ; pi = pi,n + |γi − γi,n|

}
,

(67)
which for a single active slip system (n = 1) for a single time step as
employed e.g. in Carstensen et al. (2008) reduces to

Ψcond
γn,pn

(F) = inf
{
Ψ(F(I − γs⊗m), pn + |γ − γn|) + r |γ − γn|

∣∣∣γ } . (68)
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In the following, let us study a neo-Hookean material with free energy den-
sity

Ψel(Fe) = U(j) +
μ

2

(
trF

T

eFe − 3
)
, (69)

with

U(j) =
λ

4

[
j2 − 2

(
1 + 2

μ

λ

)
ln j − 1

]
, (70)

where j = detFe denotes the elastic volumetric change, and μ > 0 and
λ > 0 are the Lamé elastic moduli. Let us further choose Ψp(p) = κ

2 p2.
Then the condensed energy reads

Ψcond
γn,pn

(F) = inf
{
U(j) +

μ

2
(trF

T

F− 2γCsm + γ2Css)

+
κ

2
(pn + |γ − γn|)

2 + r |γ − γn|
∣∣∣γ } . (71)

Here, Css = s ·F
T

Fs and Csm = s ·F
T

Fm denote the corresponding compo-

nents of the Cauchy–Green strain–tensor C = F
T

F in the directions given
by s and m.

The stationarity condition reads

0 ∈ −μCsm + μγCss + κ(γ − γn) + (r + κpn) sign(γ − γn). (72)

Applying (60) and (61) we get

γ = γn +
(μ|Csm − γnCss| − r − κpn)+

μCss + κ
sign(Csm − γnCss). (73)

Substitution of (73) into (71) gives

Ψcond
γn,pn

(F) = U(j) +
μ

2
(trF

T

F− 2γnCsm + γ2
nCss)

−
1

2(μCss + κ)
(μ|Csm − γnCss| − r − κpn)

2
+ .

(74)

To investigate the convexity properties of the potential Ψcond
γn,pn

, we consider
the special case γn = 0, pn = 0, i.e., we look at a time–increment at the
beginning of which the body is completely elastic. Let us specify F as

F = I +
a

2
(s +m)⊗ (m− s). (75)

Note that (1.5) constitutes a rank–one family of matrices parameterized by
α; F represents a simple shear under an angle of 45 degrees with respect
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to the plastic slip–system given. Substitution of (1.5) into Ψcond
0,0 yields the

energy

W = μ+
μ

2
a2 −

(μ2 a2 − r)2+
2a+ μ(2− 2a+ a2)

. (76)

The graph ofW is depicted in Figure 1. For the case α = 4 the condensed en-
ergy can be calculated via numerical minimization. For this case the graph
of Ψcond for a plane-strain simple-shear test and a tension-compression test
is illustrated in Fig. 2, where the in-plane orientation of the laminate in-
terface normal vector is defined by b = (cosϕ, sinϕ, 0)T . Note that the
appearing non-convexity depends on the choice of the active slip system. In
Fig. 2a we demonstrate the non-convex energy for various slip system ori-
entations for a simple shear test (F = I + γ e1 ⊗ e2). It becomes apparent
that the non-convexity appears during positive loading (γ > 0) if ϕ > 90◦,
and during negative loading if ϕ < 90◦, see also Conti and Theil (2005).
The influence of the hardening parameter κ is shown in Fig. 2b for tension-
compression (F = (1+δ) e1⊗e1+

1
1+δ

e2⊗e2) with α = 4 (in both graphics).
With increasing hardening the second energy well is lifted considerably. In
all of these cases the energy is clearly non-convex giving rise to instability
and hence to the formation of microstructure as has already been discussed
e.g. in Carstensen et al. (2002); Hackl and Kochmann (2008); Kochmann
and Hackl (2010a); Lambrecht et al. (2003).

Based on the constitutive framework outlined above we now investigate
the formation of microstructures. Many authors have employed a condensed
energy functional for a single time step only, see e.g. Bartels et al. (2004);
Carstensen et al. (2008), which may be appropriate for monotonic loading.

2 Nonconvex energies and microstructures

2.1 Quasiconvexity

The essential condition for the existence of minima of the functional
I(t, φ, z), see (1), is quasiconvexity of the free energy Ψ(F, z) with respect
to F. (There are also some growth conditions). For a detailed exposition of
this topic, see Dacorogna (1989).

We call a functional ψ quasiconvex, if and only if

Ψ(A) ≤
1

w

∫
w

Ψ(A+∇ϕ) dV (QC), (77)

for every bounded domain ω and every vector-field ϕ with ϕ = 0 on ∂ω.
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Figure 1. Condensed energy W for μ = 2, κ = 0, r = 1. The energy is
clearly not convex. (Originally published in Carstensen et al. (2002).)

There a two remarks:

1. If (QC) holds for a certain bounded domain ω, then it holds for every
bounded domain.

2. Ψ is quasiconvex if and only if

Ψ(A) ≤

∫
[0,1]d

Ψ(A+∇ϕ) dV (78)

for all periodic continuous vector-fields ϕ on the unit-cube [0, 1]d.

Example 2.1. martensitic microstructures
Some metals posses a high-temperature phase called austenite with high

symmetry which can undergo a phase-transformation to a low-temperature
phase called martensite with lower symmetry, see Figure 3. For more de-
tails on martensitic microstructures and the application of relaxation con-
cepts to this topic, see Ball and James (1987, 1992); Bhattacharya (2003);
Chu and James (1995); Govindjee et al. (2003, 2007); Hackl and Heinen
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Figure 2. Unrelaxed condensed energy of a homogeneous single crystal with
one active slip system (α = 4). The energy is clearly not convex. a) Con-
densed energy during a simple shear test for fixed hardening and varying slip
system orientation, b) condensed energy during a tension-compression test
for fixed slip system orientation and varying hardening parameter values.
(Originally published in Kochmann and Hackl (2011).)

Figure 3. Austenite and martensite phases

(2007, 2008a,b); Hackl et al. (2003); Junker nad Hackl (2011); Hackl et al.
(2011b).

We will return to a small strain formulation now. The martensite is char-
acterized by a transformation strain, which for simplicity in this example
we assume to be:

T =

⎛⎝ β 0 0
0 0 0
0 0 0

⎞⎠ . (79)
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Hence we have

‖T‖ = β. (80)

Let the strain be given as ε = 1
2 (∇u + ∇uT ) = 1

2 (A + A
T

). Then we
assume the potential energy to be given as the minimum of the energies of
two martensite phases:

Ψ(A) = α min
{
‖ε−T‖

2
, ‖ε+T‖

2
}
. (81)

This energy is not quasiconvex as we are going to show. Obviously we have

Ψ(0) = αβ2. (82)

It is, however, possible for the material to lower its energy further by form-
ing a microstructure given by a fluctuation field given by the following
construction:

Let an RVE be subdivided into regions named a, b, c, d, as shown in
Figure 4. Now define

ϕn =

⎛⎝ ϕn

0
0

⎞⎠ , such that (83)

∇ϕn = T in a, (84)

∇ϕn = −T in b, (85)

∇ϕn =

⎛⎝ 0 −β 0
0 0 0
0 0 0

⎞⎠ in c, (86)

∇ϕn =

⎛⎝ 0 β 0
0 0 0
0 0 0

⎞⎠ in d. (87)

It now holds∫
ω

Ψ(0+∇ϕn) dV = α

∥∥∥∥∥∥
⎛⎝ β ±β/2 0

±β/2 0 0
0 0 0

⎞⎠
∥∥∥∥∥∥
2

l2

n
h

=
3

2
αβ2 l2 h

1

n
< ωΨ(0) = αβ2 l2 h. (88)
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Figure 4. Laminated microstructure

This means that Ψ is not quasiconvex. Moreover we have

Π(ϕn) → 0. (89)

This limit value however cannot be reached because ϕn does not converge
to a continuous displacement for n → ∞. The minimum does not exist.
The microstructure in Figure 4 is very typical and called laminate.

2.2 Alternative notions of convexity

The notion of quasiconvexity is very difficult to handle mathematically.
Therefore one tries to replace it by various concepts which are more acces-
sible.
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Figure 5. Convex function

Ψ convex: For all A, B and 0 ≤ λ ≤ 1 it holds

Ψ(λA+ (1− λ)B)) ≤ λΨ(A) + (1− λ)Ψ(B), (90)

or alternatively

Ψ(A) ≤ λΨ(A+ (1− λ)B) + (1− λ)Ψ(A− λB), (91)

compare Figure 5.

Ψ rank-1-convex: (90) or (91) holds for all A,B with Rank(A − B) ≤ 1,
that means

B = A+ a⊗ b, (92)

for vectors a and b.

Ψ polyconvex: there is a convex function f = Rd×d × Rd×d × R → R with:

Ψ(A) = f(A, cofA, detA), (93)
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where

cofA = (detA)A
−T

(94)

denotes the cofactor matrix corresponding to A.

It holds:

Ψ convex ⇒ Ψ polyconvex ⇒ Ψ quasiconvex ⇒ Ψ rank-1-convex.

The opposite does not hold in general.

We are going to look into the notion of rank-1-convexity a little more
closely. Let us once again look at a fluctuation field which is a laminate.
This can in the most general form be written as follows:

Let us introduce a scalar function by

ψ(x) =

⎧⎪⎨⎪⎩
x
λ
, 0 ≤ x ≤ λ

1− x
1− λ

, λ ≤ x ≤ 1

, periodically repeated, (95)

see Figure 6.

Figure 6. scalar function ψ(x)

We define our fluctuation field as

ϕ(x) = aψ(b · x) , |b| = 1, (96)

which corresponds to the laminate depicted in Figure 7. The gradient of ϕ
is then alternating between two values:

∇ϕ(x) =

{
1
λ
a⊗ b 1.

− 1
1− λ a⊗ b 2.

, (97)
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Figure 7. Laminate of 1. order and RVE

compare Figure 7.
Without restriction we can adjust our RVE now to have edges aligned

with the laminate as in Figure 7. The definition of quasiconvexity in equa-
tion (78) then reduces to

Ψ(Ā) ≤

∫
[0,1]d

Ψ(Ā+∇ϕ) dV

= λΨ

(
Ā+

1

λ
a⊗ b

)
︸ ︷︷ ︸

A

+(1− λ)

(
Ā−

1

1− λ
a⊗ b

)
︸ ︷︷ ︸

B

, (98)

which is exactly the definition of rank-1-convexity. Hence rank-1-convexity
is nothing more than quasiconvexity restricted to laminates as possible fluc-
tuation fields.
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3 Relaxed potentials

3.1 Basic concepts

Figure 8. Relaxed potential

Let us explain the basic concept of relaxation via the one-dimensional
potential f(x) shown in Figure 8. If we take the infimum over all fluctuation-
fields, this amounts in the one-dimensional case to the convexification of the
potential indicated in Figure 8. Thus we can define a relaxed potential of
the form

frel(x) = inf {λ1f(x1) + λ2f(x2); λ1 + λ2 = 1, λ1x1 + λ2x2 = x} . (99)

The generalization to higher dimensions is most easily performed by switch-
ing to an abstract description. Let us define an ordering for potentials by

f ≤ g ⇔ f(x) ≤ g(x), ∀x. (100)

Then frel of equation (99) can also be given in the form

frel(x) = sup {g ≤ f ; g convex} . (101)
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This notion can now be easily extended to various concepts of so-called
envelopes. We have for a potential Ψ(A) the

convex envelope:

C Ψ = sup {φ ≤ Ψ; φ convex} , (102)

polyconvex envelope:

P Ψ = sup {φ ≤ Ψ; φ polyconvex} , (103)

quasiconvex envelope:

QΨ = sup {φ ≤ Ψ; φ quasiconvex} , (104)

Rank-1-convex envelope:

RΨ = sup {φ ≤ Ψ; φ rank− 1− convex} . (105)

It holds

C Ψ ≤ P Ψ ≤ QΨ ≤ RΨ ≤ Ψ. (106)

3.2 Calculation of envelopes

There exist specific formulas for all envelopes except for the quasiconvex
envelope, which we are going to give here now. For C Ψ and P Ψ the
formulas consist of a minimization problem involving a finite number of
matrices (= displacement gradients), called atoms. The number of atoms n
depends on the dimension d = 1, 2, 3 of the problem.

C Ψ(A) = inf
{∑

λiΨ(Ai); λi, Ai,
∑

λi = 1,
∑

λiAi = A
}
. (107)

n = d2 + 1. (108)
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P Ψ(A) = inf
{∑

λiΨ(Ai); λi, Ai,
∑

λi = 1,
∑

λiAi = A ,∑
λicofAi = cofA,

∑
λi det Ai = det A

}
. (109)

d = 2 : n = 4 + 1 = 5

d = 3 : n = 9 + 9 + 1 = 19. (110)

QΨ(A) = inf

⎧⎨⎩ 1

ω

∫
ω

Ψ(A+∇φ) dV ; φ, φ = 0 on ∂ω

⎫⎬⎭ . (111)

The characterization of the rank-1-convex envelope is more involved, but
very instructive. We start by relaxation with respect to all first-order lam-
inates:

R1 Ψ(A) = inf
{
λ1Ψ(A1) + λ2Ψ(A2); λi, Ai,

∑
λi = 1 ,∑

λiAi = A, Rank(A1 −A2) ≤ 1
}
, (112)

which can alternatively be written in the form

R1 Ψ(A) = inf {λΨ(A+ (1− λ)a ⊗ b+ (1− λ)Ψ(A − λa⊗ b)) ;

λ, a, b, 0 ≤ λ ≤ 1, |a| = 1} . (113)

Surprisingly it turns out that R1 Ψ is not rank-1-convex. This means that
we can repeat the procedure and calculate the rank-1-convex envelope of
R1 Ψ in turn:

R1(R1 Ψ) = R2
1Ψ = R2Ψ. (114)

Now in general R2 Ψ will not be rank-1-convex either. Theoretically one
has to repeat the procedure an infinite number of times in order to finally
reach the rank-1-convex envelope:

Rk Ψ = Rk
1Ψ, (115)

RΨ = lim
k→∞

RkΨ. (116)

In most cases, however, it will be possible to stop after a finite number of
iterations.
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Figure 9. Laminates of higher order

Figure 10. Tree-diagram

The envelope then corresponds to relaxation with respect to laminates
of higher order k. Examples of such laminates are shown in Figure 9. A
nice way to picture such laminates are so-called tree-diagrams, see Figure
10:

Every atom used corresponds to a node of the diagram. Rank-1-connected
matrices are joined by line segments. The length of sub-segments then cor-
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respond to the volume ratios with which two atoms are mixed to form the
laminate. The atoms and volume rations have to obey the following rules:

Ai1....in = λi1....in 1Ai1....in 1 + λi1....in 2Ai1....in 2, (117)

Rank(Ai1....in 1 −Ai1....in 2) ≤ 1. (118)

4 Single-slip elastoplasticity, initiation of

microstructures

We are now going to apply the concepts developed in Section 3 to the
condensed energy given by (74) in order to describe the initiation of plastic
microstructures.

For a particular range of material parameters the condensed energy fails
to be rank-one convex, as can be seen from Figures 1 and 2, and, hence, fails
to be quasiconvex. As a consequence, microstructures may be obtained as
solutions of boundary value problems. The occurrence of microstructures
can be demonstrated by direct finite element simulation using representative
volume elements under periodic boundary conditions, cf. Hackl and Hoppe
(2002). Figure 11 shows two typical results of these simulations: Oscillations
in the plastic slip field γ, forming first and second-order laminates. These
oscillations are highly mesh dependent. The number of laminates grows
towards infinity when the mesh becomes finer and finer.

(Ave. Crit.: 75%)
SDV1

-1.571e-01
-1.309e-01
-1.047e-01
-7.853e-02
-5.234e-02
-2.615e-02
+3.860e-05
+2.623e-02
+5.242e-02
+7.861e-02
+1.048e-01
+1.310e-01
+1.572e-01

(a)

(Ave. Crit.: 75%)
SDV1

-2.260e-01
-1.924e-01
-1.588e-01
-1.253e-01
-9.170e-02
-5.814e-02
-2.458e-02
+8.988e-03
+4.255e-02
+7.612e-02
+1.097e-01
+1.432e-01
+1.768e-01

(b)

Figure 11. Single-slip plasticity (a) first-order laminates and (b) second-
order laminates, assuming periodic boundary conditions.

The mesh dependency and the accompanying material instability phe-
nomena can be avoided by replacing the nonconvex condensed energy by a
suitable relaxed energy. Because of its simple algorithmic structure and its
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ability to provide sufficient information to reconstruct the microstructure,
we use the rank-one relaxation R(k)Ψcond(F) as the underlying relaxation
technique. The numerical algorithm can be formulated as a restricted op-
timization problem. For example, in the 2–dimensional case and k = 1 the
objective function

Ψ̃cond(x,F) := (1−λ)Ψcond(F−λa⊗b)+λΨcond(F+(1−λ)a⊗b) (119)

depends on 4 optimization variables, for example,

x = (λ, ρ, α, β), representing a = ρ

(
cos(α)
sin(α)

)
, b =

(
cos(β)
sin(β)

)
.

(120)
The vectors a and b form the rank–one matrix a ⊗ b and the scalar λ
determines the volume fraction of the two phases of the first-order laminate.
The relaxed energy is obtained by solving the minimization problem

R1Ψcond(F) = inf
{
Ψ̃cond(x,F)

∣∣ x ∈ B
}

(121)

for a given deformation gradient F and a domain B of x defined by

B = {x ∈ R
4 | 0 ≤ λ ≤ 1, 0 ≤ ρ, 0 ≤ α ≤ π, 0 ≤ β ≤ 2π,

det(F− λa⊗ b) > 0, det(F+ (1− λ)a ⊗ b) > 0}.
(122)

Corresponding minimization problems can be set up for higher order
laminations. Although the realization of an algorithm for higher order lam-
inates is straight forward, the exponentially growing number of optimiza-
tion variables strongly limits its practical application. Already for low order
laminates the numerical search for the minimizer of (121) turns out to be
difficult, because the objective function may have several local extrema Fig.
13(a) and the inequalities in (122) impose nonlinear constraints, which re-
quire a special treatment. Different procedures have been used to solve the
minimization problem numerically. Probabilistic global search procedures
have shown to be efficient and sufficiently robust. But applying a local
search several times starting from randomly chosen sampling points leads
to an inefficient global search, because the same local minimum may be
identified over and over. As an improvement, clustering methods attempt
to avoid this inefficiency by carefully selecting points at which the local
search is initiated. The following algorithm was presented in Bartels et al.
(2004)



92 K. Hackl, U. Hoppe and D.M. Kochmann

Algorithm 4.0.1 (Clustering method).
Input F , initial population xi ∈ B of n starting points, tolerance ε.
(a) (Sampling and reduction): Sample the objective function of (119) at xi

and reduce population taking the m best points giving the least value.
(b) (Clustering): Identify clusters, such that the points inside a cluster are
‘close’ to each other, and the clusters are ‘separated’ from each other.
(c) (Center of attraction): Identify a center of attraction in each cluster.
(d) (Local search): Start a local search from the center of attraction and
stop when a minimum is reached within the tolerance ε.
Output the value of R(1)Ψ(F ).
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Figure 12. Evolution of the volume fraction parameter λ for a first-order
(a) and a second-order (b) laminate. (Originally published in Bartels et al.
(2004).)

The final local search step is done by a quasi-Newton algorithm (un-
constrained) or a sequential quadratic programming algorithm. The latter
is used to handle nonlinear constraints near the boundary of the feasible
domain. The rank-one relaxation of the simple shear problem has been
computed using first-order and second-order laminates. In a finite element
framework the above mentioned algorithm has to be performed in every ma-
terial point (e.g. Gauss point) and within every time step. As a result of the
numerical rank-one relaxation not only the energy and the volume fractions,
but also the rank-one matrices are obtained from which sufficient informa-
tion about the orientation of the laminar microstructure can be gathered.
Figure 12(a) shows the evolution of the volume fraction λ for the first-order
laminate. At each time step the initial internal parameters γ0 = p0 = 0
have been fixed, which corresponds to an algorithm with a single–step up-
date of the internal variables. Initially, the material is in a homogeneous
elastic state. Then a plastic phase shows up and grows until it reaches
50% volume fraction. At that state the remaining elastic phase becomes



Variational Modeling of Microstructures in Plasticity 93

plastic, too, but with an opposite plastic slip. Both plastic phases then
progress with slowly varying volume fractions. Solving the problem with
second-order laminates gives a qualitatively different result: Now, a N = 3–
type laminate shows up in the first stage of the deformation, comprising an
elastic state and a mixture of two opposite–slip plastic states, Fig. 12(b).
The volume fraction of the elastic phase starts at 100% and then decreases
continuously until it vanishes at a deformation of 0.13. The further process
coincides with the results of the first-order laminate relaxation.

(a) (b)

Figure 13. (a) Isolines of the functional Ψ̃cond; (b) Polyconvex envelope
and second-order laminate hull for the condensed energy density in single-
slip plasticity. (Originally published in Bartels et al. (2004).)

Figure 13(b), finally, compares approximations of the polyconvex hull
Ψpc

δ,r(F ) and the second-order laminate hull R(2)Ψ(F ), realized by the al-
gorithm described above. Both approximations almost coincide and signifi-
cantly lower the energy. The good agreement suggests that the quasiconvex
hull of Ψcond

z0
can be realized by second-order laminates.

5 Evolution of microstructures

5.1 Essential microstructures

The theory outlined in the previous section, centered around the notion
of condensed energy, has proven successful in calculating the onset of mi-
crostructure. However, many applications based on the condensed energy
rely upon the assumption that no microstructure exists at the beginning of
the time step (therefore, it is suitable to model the onset of microstructure
formation only). Yet in order to model the time-continuous evolution of
microstructures, we need to account for the dissipation required to change
from one state in time to the next. Hence, the incremental update of the in-
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ternal variables will depend on the state of the internal variables at the end
of the preceding time step so that use of the condensed energy functional
looses physical meaning.

To overcome this problem, let us assume that the material behavior
takes place within a closed class of microstructures. These evolve within
this class but do not leave it, for example by refinement. Experimental
evidence suggests the existence of such classes.

We denote this class essential microstructures. In general they can be
given as spatial distributions of deformation field φ and internal variables
z, parametrized in the form

φ = φ̂(x, zess, zmar), z = ẑ(x, zess, zmar). (123)

Here we distinguish between essential parameters zess, which can only be
altered by inelastic deformation, for example volume fractions, normal di-
rections, values of internal variables, and marginal parameters zmar, which
can be relaxed elastically, for example amplitudes of fluctuation fields, or
do not influence any effective quantities, for example position of interfaces.

By selecting an appropriate representative volume element Ωrep, for ex-
ample respecting a periodicity of the microstructure, we are able to define
relaxed quantities by volumetric averaging: a relaxed energy

Ψrel(F, zess)

= inf
{ 1

|Ωrep|

∫
Ωrep

Ψ(F+∇φ̂(x, zess, zmar), ẑ(x, zess, zmar)) dV
∣∣ zmar

}
,

(124)

and a relaxed dissipation functional:

Δrel(żess, zess) = inf
{ 1

|Ωrep|

∫
Ωrep

Δ(
d

dt
ẑ(x, zess, zmar)) dV

∣∣ zmar, żmar

}
.

(125)

Note that we now have a variational structure which is identical to that one
introduced in Section 1, where Ψ, Δ, and z are replaced by Ψrel, Δrel, and
zess. This may provide a substantial simplification, because usually z is a
continuum variable while zess is just a finite set of parameters. Applying
the minimum principle (7) we obtain equations describing the evolution of
essential microstructures in the form:

0 ∈
∂Ψrel

∂zess
+

∂Δrel

∂żess
. (126)



Variational Modeling of Microstructures in Plasticity 95

5.2 Relaxation via lamination

For a most general microstructure, expressions (124) and (126) will be
hard to compute. One possible approximation is via so-called lamination.
Applications of this procedure to the time-incremental problem can be found
in Bartels et al. (2004); Hackl and Kochmann (2008); Kochmann and Hackl
(2010a). For conciseness we will restrict ourselves to first-order laminates.
Everything stated in subsequent sections can be extended to general lami-
nates in an essentially straightforward manner, but the presentation of the
intricate details would exceed the scope of this paper.

A laminate of first-order is characterized by N volume fractions λi sep-
arated by parallel planes with normal vector b, as sketched in Fig. 14. To
every volume fraction i there corresponds a value zi of the internal vari-
ables. Moreover, in every volume fraction we have a deformation gradient
Fi which we write as

Fi = F(I + ai ⊗ b). (127)

This formulation ensures that deformation gradients differ only by tensors of
rank one, enforcing compatibility at laminate interfaces and hence ensuring
the existence of a corresponding deformation field φ. We need to impose
the volume average of the deformation gradient

N∑
i=1

λi Fi = F, (128)

which is equivalent to
N∑
i=1

λi ai = 0. (129)

F1,

F2, b

F3,


1


2


3

K1

K2

K3

Figure 14. first-order laminate forN = 3 with normal vector b. (Originally
published in Hackl and Kochmann (2008).)
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bn+1

rotating laminate

bn

bn+1

bn
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1-


Figure 15. Rotation of the original laminate (for simplicity with only two
domains with volume fractions λ and 1− λ) from the old normal vector bn

to the new normal vector bn+1. The right graphic highlights the hatched
regions which have changed their domain membership upon rotation and
hence caused dissipation. (Originally published in Kochmann and Hackl
(2011).)

Let us consider the normal vector b as ingrained into the material since any
change of b would require a change of the internal variables and thus lead
to dissipation. The amplitudes ai on the other hand can be changed purely
elastically. This suggests to define a semi-relaxed energy by

Ψrel(F, λ, z,b) = inf
{ N∑

i=1

λiΨ(Fi, zi)
∣∣ ai, N∑

i=1

λiai = 0
}
, (130)

where we introduced the abbreviations λ = {λ1, . . . , λN} and z = {z1, . . . ,
zN}. Note that the energy is only partially relaxed since full relaxation
would require further minimization with respect to the internal variables
(and in particular with respect to b). If we assume that the lamination
respects the ordering {1, . . . , N} and that the normal vector b remains
fixed, the relaxation of the dissipation is given by

Δ∗(λ, z, λ̇, ż) =

N∑
i=1

λi Δ(zi, żi) + inf
{ N∑

i,j=1

Δλij D(zi, zj)
∣∣Δλij ,

N∑
i=1

Δλij = λ̇j ,

N∑
j=1

Δλij = λ̇i,Δλij = 0 for |(i− j)modN | �= 1
}
. (131)

Now once again from (7) we obtain evolution equations for λ and z for
fixed b. As can be seen from Fig. 15, a change of the laminate orientation
(i.e., a change of b) results in changes of the plastic slip in certain regions
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of the deformed body and is hence associated with a specific amount of
dissipation given by

Db(λ, z) =

N∑
i,j=1

λiλjD(zi, zj). (132)

The dissipationDb is proportional to the area of those regions which change
their domain membership upon rotation and to the dissipation distance
required to turn a region of domain i into a part of domain j. We assume
that a jump in orientation will take place as soon as it becomes energetically
favorable. This gives

inf
{
Ψrel(F, λ, z,bn+1)−Ψrel(F, λ, z,bn)

∣∣ bn+1, |bn+1| = 1
}

+Db(λ, z) ≤ 0 (133)

for given bn, λ, z. Eq. (133) completes the description of the inelastic
evolution of a first-order laminate. In the sequel, this formal concept will
be applied to model problems of crystal plasticity, where we follow ideas
of Carstensen et al. (2002); Hackl and Kochmann (2008); Kochmann and
Hackl (2010a).

6 Model problem: crystal plasticity

6.1 Relaxed potentials

Due to the non-quasiconvex energy of a homogeneous single crystal, mi-
crostructures arise as energy minimizers. Let us assume a first-order lam-
inate microstructure with N domains having interfaces with unit normal
b. We define the deformation gradient in domain i according to (127). To
every volume fraction i there correspond values of the internal variables
γij and pij for each active slip system j. To ensure incompressibility of
each laminate domain, we must enforce that for every domain i we have
detFi = 1, which is equivalent to

ai · b = 0. (134)

We assume once again a Neo-Hookean material with an elastic free energy
density Ψel(Fe) = μ

2

(
trFT

e Fe − 3
)
. Taking into account the constraints

(129) and (134) by introducing Lagrange multipliers Λ and ρi, the semi-
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relaxed energy can be written as

Ψrel(F, λi, γij , pij ,b)

= inf
{ μ

2

N∑
i

λi [ trCe,i − 3− 2Λ · ai − 2ρiai · b] +
N∑
i

λiΨp(pij)
∣∣ ai }
(135)

where an appropriate choice of Ψp is assumed. We denote by Ce,i = FT

e,iFe,i

the elastic right Cauchy-Green tensor in domain i with, following (23) and
(127),

Fe,i = FiF
−1
p,i = F(I + ai ⊗ b)(I −

n∑
j

γijsj ⊗m), (136)

Let us define
bi = b · F−1

p,iF
−T
p,i . (137)

Minimization in (135) with respect to the unknown quantities ai yields the
stationarity condition

ai bi · b = C−1Λ+ ρiC
−1b− bi, (138)

where C = FTF denotes the overall right Cauchy-Green tensor. Via some
algebraic manipulation we finally arrive at

ρi =
bi · b

b ·C−1b
,

C−1Λ =
1∑

i
λi

bi·b

(∑
i

λi

bi · b
bi −

1

b ·C−1b
C−1b

)
, (139)

ai =
1

bi · b
C−1Λ+

1

b ·C−1b
C−1b−

1

bi · b
bi.

Application of (139) to (135) yields the relaxed energy in the form

Ψrel(F, λi, γij , pij ,b)

=

N∑
i

λiΨp(pij) +
μ

2

⎡⎣ 1∑N
i

λi

bi·b

⎛⎝ N∑
j

N∑
k

λjλkbj ·Cbk

bj · b bk · b
−

1

b ·C−1b

⎞⎠
+

N∑
i

λi

(
bi · b

b ·C−1b
−

bi ·Cbi

bi · b

)
+

N∑
i

λi tr
(
F−T

p,i CF−1
p,i

)
− 3

]
.

(140)
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The most general case to be treated analytically presumes that all active
slip systems within one laminate domain lie within the same common glide
plane (but this common glide plane may well differ between domains). In
the sequel we will make use of this simplification, i.e. mij = mi within each
domain i. In this case we obtain the neat formulation

bi = b−
n∑
j

γij(b ·mi sij + b · sij mi) +
n∑
j

γ2
ij b · sij sij , (141)

and the last term in (140) reduces to

tr
(
F−T

p,i CF−1
p,i

)
=

n∑
j

(
γ2
ij sij ·Csij − 2 γij sij ·Cmi

)
. (142)

From this general case several simpler ones can be deduced. On the one
hand, if only one slip system (si,mi) is active within each domain i of the
laminate but the active slip systems may differ between domains, then the
above solution holds with

bi = b− γi(b ·mi si + b · simi) + γ2
i b · si si. (143)

This is the typical case of infinite latent hardening in each domain but
differing orientations between domains. The interfaces are then formed
as so-called dipolar dislocation walls. Finally, the case of only one single
active slip system (s,m) throughout the entire crystal (i.e. equal active slip
systems in all laminate domains) has been studied Hackl and Kochmann
(2008); Kochmann and Hackl (2010a). This assumption reduces the above
form to

bi = b− γi(b ·m s+ b · s m) + γ2
i b · s s. (144)

For instructiveness of the following examples, let us finally reduce the
present model to a two-domain laminate (N = 2) and define the volume
fraction of domain 2 by λ. Taking into account (28), the dissipation poten-
tial, defined in (131), may be written for a single active slip system within
each domain in the form

Δ∗(λ, γi, λ̇, γ̇i) = r
(
(1− λ) |γ̇1|+ λ |γ̇2|+

∣∣∣λ̇(γ1 − γ2)
∣∣∣) . (145)

and the Lagrange functional reads

L(F, λ, γi, pi, λ̇, γ̇i,b) =
d

dt
Ψrel(F, λ, γi, pi,b) + Δ∗(λ, γi, λ̇, γ̇i). (146)
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Here, one of the major differences of the present model to previous ap-
proaches becomes apparent from the last term in (145): a change of the
volume fractions (here, of λ) causes dissipation. However, we do not con-
sider the dissipation required to transform some region with originally no
plastic history into a part of the increasing domain (an increase of domain
2 would then mean λ̇ > 0 and Δ∗ = r|λ̇ γ2|). Instead, we correctly account
for the transformation of some part originally belonging to domain 1 into
a part of the increasing domain 2. Therefore, the amount of dissipation
depends on the microstructure at the beginning of each time step.

For multiple active slip systems within each domain a careful choice must
be made for the form of the dissipation potential (see the discussion above)
as integration of (30) to the dissipation distance can hardly be done ana-
lytically, such that the dissipation due to changes of the volume fractions is
still a key open question. A possible approximation Kochmann and Hackl
(2010a) can be formulated when assuming that the dissipation from volu-
metric changes results from the sum of the amounts of dissipation required
to change the plastic states along each active slip system independently. For
two active slip systems we hence write, using (32),

Δ∗(λ, γij , λ̇, γ̇ij) = r
[
(1− λ)Δ(γ̇11, γ̇12) + λΔ(γ̇21, γ̇22)

+
∣∣∣λ̇(|γ11 − γ21|+ |γ12 − γ22|)

∣∣∣] . (147)

6.2 Evolution equations

Via the principle given in (7) we arrive at evolution equations for λ and
γij , i.e., the stationarity conditions from minimizing the above Lagrange
functional, which read

0 ∈
∂Ψrel

∂λ
+

∂Δ∗

∂λ̇
, (148)

0 ∈
∂Ψrel

∂γij
+

∂Ψrel

∂pij
sign γ̇ij +

∂Δ∗

∂γ̇ij
, for 1 ≤ i ≤ N, 1 ≤ j ≤ n. (149)

With our goal of computing the evolution of plastic microstructures in mind,
we need to find an incremental formulation to be solved numerically, using
finite deformation increments [Fn,Fn+1] with known initial conditions Fn,
γij,n, λn, pij,n and the known deformation Fn+1 at the end of the time step.
Then, (148) and (149) can be used to compute the updates Δγij = γij,n+1−
γij,n, Δλ = λn+1−λn and Δpij = pij,n+1−pij,n for given ΔF = Fn+1−Fn.

Before outlining the numerical scheme, we need to discuss three impor-
tant aspects of the present model. Firstly, any change of λ results in mixing
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tions change in the initial laminate (here, the volume fraction of domain 2,
λ, increases), the updated, internal hardening parameters are obtained from
energetic averaging of the initial values. (Originally published in Kochmann
and Hackl (2011).)

the formerly pure domains in a small part of the body; e.g. an increase of
λ in the two-domain laminate will raise the volume fraction of domain 2
(with history variables p2j) by adding certain regions which were previously
associated with domain 1 and hence exhibited history variable values p1j .
As a consequence, the hardening histories p2j should be updated to account
for a mixture of the two domains (see Fig. 16). We propose to obtain the
updated pij-values by computing the energetic average of the original val-
ues weighted by the volume fractions. For example for a single active slip
system and for λn+1 = λn +Δλ and Δλ > 0 we have

(λn +Δλ)pα2,n+1 = λn pα2,n +Δλ pα1,n, p1,n+1 = p1,n, (150)

and analogously for Δλ < 0

(1− λn −Δλ)pα1,n+1 = (1− λn)p
α
1,n −Δλ pα2,n, p2,n+1 = p2,n. (151)

The corresponding formulations for multiple active slip systems are analo-
gous and assume no interaction between the different slip systems at this
step (cross-hardening is accounted for by the choice of Ψp). So, we omit
these lengthy equations here for conciseness; see Kochmann (2009); Kochmann
and Hackl (2010a) for details.

Secondly, once a laminate microstructure exists, changes of the orienta-
tion vector b will be treated using the criterion given in (133). We check for
each load increment whether or not a rotation of the laminate is energeti-
cally admissible. From (132) (see also Fig. 16) it follows for a single active
slip system that

Db(λ, γ1, γ2) = 2rλ(1 − λ)|γ1 − γ2|. (152)
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For multiple active slip systems the same discussion as above applies since
the dissipation distance cannot be determined in a simple way. Therefore,
we make use of the approximation (32) for a double-slip material Kochmann
and Hackl (2010a):

Db(λ, γij) = 2rλ(1 − λ) (|γ11 − γ21|+ |γ12 − γ22|) . (153)

Then, we obtain bn+1 from

min
{
Ψrel(Fn, λn, γij,n, pij,n,bn+1)−Ψrel(Fn, λn, γij,n, pij,n,bn)

+Db(λ, γij,n) | bn+1, |bn+1| = 1} ≤ 0. (154)

Thirdly, a crucial issue is the initiation of the laminate microstructure
from the originally uniform crystal. On the one hand, it is possible to
numerically compute the condensed semi-relaxed energy, e.g. for a single-
slip laminate

Ψcond,rel
n+1 (Fn+1) = min

{
Ψrel(Fn+1, γ1,n, γ2, λ,b) + r |λ(γ2 − γ1,n)|

∣∣∣
γ2, λ,b, p2 = |γ2|, 0 ≤ λ ≤ 1, |b| = 1

}
(155)

and check whether or not Ψcond,rel
n+1 ≤ Ψcond

n+1 , i.e. if the formation of a
laminate can reduce the energy below that of the homogeneous crystal, ac-
counting for the dissipation to create the new domain. If Ψcond,rel

n+1 ≤ Ψcond
n+1

then a laminate forms with (γ2, λ,b) = argminΨcond,rel
n+1 from (155). On the

other hand, one can treat the laminate initiation as follows. At the begin-
ning of each time increment, one computes the driving force qλ = −∂Ψ/∂λ
on the volume fractions in the limit of a marginal amount of domain 2, i.e.
for single-slip

q0(F, γ1, γ2, p1, p2,b) = lim
λ→0

qλ(F, λ, γ1, γ2, p1, p2,b). (156)

Maximizing this driving force with respect to bn+1 and γ2,n+1, one can
determine the energetically favored values of these quantities in the arising
domain 2, i.e.

(bn+1, γ2,n+1) = argmax
{
q0(Fn+1, γ1,n, γ2,n+1, p1,n, p2,n+1,bn+1)

∣∣∣
p2,n+1 = |γ2,n+1|, |bn+1| = 1 } . (157)

One then determines the actual value of λn+1 by solving

r |γ1,n − γ2,n+1|

= qλ(Fn+1, λn+1, γ1,n, γ2,n+1, p1,n, p2,n+1 = |γ2,n+1| ,bn+1). (158)
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If there exists a solution λn+1, a laminate forms with domain 2 having the
determined values of λn+1, γ2,n+1 and bn+1.

6.3 Numerical scheme

Our numerical scheme computes the microstructure evolution by incre-
mentally minimizing the Lagrange functional. As we use the relaxed energy
and dissipation functional, this constitutes in principle a well-posed problem
and we can resort to solving the stationarity conditions. We here demon-
strate the general procedure for single-slip plasticity, i.e. we compute the
updates of the plastic slips Δγij , the history variable updates Δpi, and the
volume fraction update Δλ from the stationarity conditions (148) and (149).
For a given load increment [Fn,Fn+1], each step starts with the current state
as initial values λn, γi,n, pi,n, and solves the stationarity conditions in order
to update all internal variables at time tn+1 with known load Fn+1. For
the initially homogeneous material the interface normal bn+1 as well as the
internal variables of the originating second laminate domain, λn+1, γ2,n+1

and p2,n+1, are determined from (157). Once a laminate has formed, the
evolution of the internal variables λ, γi and pi is computed using a staggered
scheme. In a first step a time-discretized version of (148) is solved for the
increment Δλ for fixed γ1 and γ2. Afterwards, p1 and p2 are updated via
(150) or (151). Then, in a second step, (149) are solved for the increments
Δγ1 and Δγ2 for fixed λ. Finally, the updated values of λ, γ1, γ2, p1, p2 are
transfered to the next time-step. This procedure is summarized in Table 1.

For multiple active slip systems the numerical procedure is analogous and
involves additional internal variables (the plastic slips γij on all active slip
systems). As the only modification we solve for the updates of the plastic
slips also in a staggered manner instead of solving for all values Δγij at
the same time. Other than that, the algorithm takes the form summarized
above.

Note that the order of solving the stationarity conditions is only of mi-
nor importance as long as the the load increment is kept small, which we
tacitly assume. With increasing load increments the order of solution gains
influence; in particular, the initial laminate formation requires very small
increments to capture the actual onset of lamination and thus the correct
variables in the newly forming laminate domain.
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(a) incremental load update: Fn+1 = Fn +ΔF

(b) find λn+1 (assume γi = γi,n = const.):

• for the initially uniform single-crystal (λn = 0) find bn+1, γ2,n+1

and λn+1 from (155), i.e.

(bn+1, γ2,n+1, λn+1)

= argmin
{
Ψrel(Fn+1, γ1,n, γ2, λ,b) + r |λ(γ2 − γ1,n)|

∣∣∣γ2, λ,b :

p2 = |γ2|, 0 ≤ λ ≤ 1, |b| = 1
}

⇒ if 0 < λn+1 ≤ 1, update λn+1, γ2,n+1,bn+1

• for an existing laminate microstructure (λn > 0) solve:

qλ(Fn+1, λn +Δλ, γi,n, pi,n) signΔλ = r |γ1,n − γ2,n|

⇒ λn+1 = λn +Δλ

and check for a laminate rotation by finding bn+1 such that:

min
bn+1

Ψrel(bn+1)−Ψrel(bn) + 2rλn+1(1− λn+1) |γ1,n − γ2,n|
?
≤ 0

• if λn+1 �= λn: update pi,n+1 according to (150) or (151)

(c) find γi,n+1 (assume λ = λn+1 = const.) by solving:⎡⎢⎢⎢⎢⎢⎣
∂Ψrel

∂γ1
+

∂Ψrel

∂p1
signΔγ1

∣∣∣∣ γi,n+Δγi

pi,n+|Δγi|

= −r (1− λn+1) signΔγ1

∂Ψrel

∂γ2
+

∂Ψrel

∂p2
signΔγ2

∣∣∣∣ γi,n+Δγi

pi,n+|Δγi|

= −r λn+1 signΔγ2

⇒ γi,n+1 = γi,n +Δγi, pi,n+1 = pi,n + |Δγi|

Table 1. Incremental solution for a single active slip system
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Ψrel,full as defined in Section 6.4. The right image shows a magnification of
the initial section of the left one. (Originally published in Kochmann and
Hackl (2011).)

6.4 Numerical full relaxation and comparison with the convex
lower bound

As a first result it is interesting to present the fully relaxed energy ob-
tained from minimizing the partially relaxed functional (140) with respect
to the internal variables λ, γi, pi and b. As the energy is semi-relaxed with
respect to the amplitudes ai already, minimization with respect to the re-
maining unknowns can conveniently be performed numerically. Approxima-
tions of the relaxed energy can be determined for specific microstructures,
for which a solution is simple to find, Carstensen et al. (2008). The unre-
laxed energy Ψhom for a homogeneous deformation state (which is clearly
non-convex) is illustrated in Fig. 17 along with a comparison of several re-
laxation results based on the present energy formulation. The energy path
corresponds to a plane-strain simple shear test with overall deformation
gradient F = γ e1 ⊗ e2 with a single active slip system aligned under the
angle ϕ = 135◦. The fully relaxed energy is obtained from

Ψrel,full(F) =min
{
Ψrel(F, λ, γi, pi,b)

∣∣ γi, λ,b : pi = |γi| ,

0 ≤ λ ≤ 1, |b| = 1} , (159)

which has been used in the literature in different settings to compute lami-
nate microstructures, see e.g. Bartels et al. (2004); Carstensen et al. (2008).

The highest of the approximate relaxed energy curves in Fig. 17 is ob-
tained from mixing one purely elastic domain with one elasto-plastic domain
(γ1 = 0, γ2 �= 0), i.e. by assuming a spatial separation of elastic and plastic
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deformation:

Ψel-pl(F) =min
{
Ψrel(F, λ, γi, pi,b)

∣∣∣λ, γ2,b : γ1 = p1 = 0, p2 = |γ2|,

0 ≤ λ ≤ 1, |b| = 1} . (160)

Another possible relaxation corresponds to a laminate approximation where
both domains are elasto-plastic but with equal amounts of plastic slip of
opposite signs (γ1 = −γ2 = γ):

Ψrel,eq(F) =min
{
Ψrel(F, λ, γi, pi,b)

∣∣λ, γ,b : γ2 = −γ1 = γ,

p1 = p2 = |γ|, 0 ≤ λ ≤ 1, |b| = 1} . (161)

A comparison of all three energy curves together with the unrelaxed curve
is shown in Fig. 17. Clearly, the elastic-plastic energy Ψel-pl lies higher than
the relaxed condensed energy Ψrel,full as well as the energy curve of Ψrel,eq

(the latter two almost coincide). Note that results in this subsection are for
linear hardening (α = 2) to allow for a comparison with literature results
as e.g. in Carstensen et al. (2008).

The quality of the relaxed energy can be estimated by comparison with
the convex energy lower bound. A convex energy hull be defined by

Ψconv(F, λ, γi, pi) =min {(1 − λ)Ψ(F1, γ1, p1) + λΨ(F2, γ2, p2)|F1,F2,

detF1 = detF2 = 1, (1− λ)F1 + λF2 = F } , (162)

Unlike in the case of the laminate energy hulls (with additional constraint
rank(F1−F2) ≤ 1) deformation gradients in the two domains of the convex
energy hull do not have to satisfy compatibility.

Exemplary comparisons of the convex and the fully relaxed energy curves
are illustrated in Fig. 18 for the given values of the internal variables. Ex-
amples comprise a tension-compression test with the overall deformation
gradient Fa and a mixed tension-compression-shear test with Fb with slip
system orientations defined according to the sketch included in Fig. 18.

Fa =

⎛⎝ 1 + δ 0 0
0 1/(1 + δ) 0
0 0 1

⎞⎠ , Fb =

⎛⎝ eδ δ 0
0 e−δ 0
0 0 1

⎞⎠ (163)

For the chosen straining paths and internal variables the difference between
the relaxed and the convex energy curve is small. An overview of the de-
viation ΔΨ(F) = Ψrel,full(F) − Ψconv(F) for the above two examples is
illustrated in Fig. 18d. For the example in Fig. 18a the relative deviation
of the relaxed energy from the convex hull is less than 3% everywhere and
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Figure 18. Comparison of the numerically relaxed energy and the convex
hull lower bound of the energy for given straining paths with fixed internal
variables. (Originally published in Kochmann and Hackl (2011).)

quickly decays to below 0.2% with increasing strain (and, of course, the
relaxed energy lies above the convex hull). The example in Fig. 18c ex-
hibits a larger relative error (in particular for small strains δ) of less than
6% everywhere. With increasing strain δ the deviation rapidly decreases
to less than 1%, which hints at a good approximation of the quasiconvex
envelope by the (semi-)relaxed energy, since the quasiconvex energy hull
ist bounded from above and below by the laminate approximation of the
rank-one-convex hull and the convex hull, respectively. Other examples for
various three-dimensional deformation paths and slip system orientations
confirm only little deviation of the laminate upper bound as compared to
the convex lower bound.

It is theorized that the larger difference at smaller strains results from
the necessity to account for higher-order laminates. Previous works have
shown, see e.g. Bartels et al. (2004), that the formation of higher-order
laminates indeed lowers the laminate energy compared to the energy of a
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s

m

b

Figure 19. Microstructure development of a first-order laminate for a sim-
ple shear test with a single active slip system. Two bifurcated laminate
domains arise with common surface normal b. The newly nucleated do-
main 2 exhibits finite plastic slip already at the onset of lamination whereas
the original domain 1 remains elastic first and eventually yields plastically,
too. Volume fractions develop to finally recover the crystal in a stable homo-
geneous state with uniform plastic slip. (Originally published in Kochmann
and Hackl (2011).)

first-order laminate. At larger strains the higher-order laminates collapse
to only first-order laminates so that the difference decreases with increasing
load.

6.5 Laminate evolution for single-slip plasticity

The numerical scheme outlined above can be applied to arbitrary exam-
ples, for which the relaxed energy density is known. As the relaxed energy
density derived in the preceding requires incompressible material behavior,
we restrict our following examples to volume-preserving deformation paths
only. We present results from applying the algorithm in Table 1 to differ-
ent exemplary problems with varying hardening parameters and active slip
systems. For simplicity, we use for all results μ = 2 and r = 0.001, and we
name results obtained from this method relaxed, compared to the unrelaxed
solution presuming homogeneous deformations. Unless otherwise noted, all
subsequent results will be computed with α = 4. The active slip systems
are characterized for plane problems by the orientation angle ϕ denoting
the angle of the slip direction s with the x-axis, and for three-dimensional
problems according to the characterization of angles introduced in Fig. 18.

Fig. 19 illustrates the general nature of solutions obtained for those prob-
lems considered here: First, the crystal behaves in a homogeneous elastic
manner. At the onset of lamination, a second domain arises out of the orig-
inally uniform single crystal. This newly nucleated domain exhibits a finite
amount of plastic slip already, whereas the original domain may still evolve
elastically, and it occupies only a small volume fraction of the crystal. (De-
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pending on the non-aligned slip system, plastic flow may also occur before
the onset of lamination.) Upon further loading both domains eventually ex-
hibit plastic flow and all internal variables evolve. Finally, only one domain
remains at the recovery of convexity of the unrelaxed energy, leaving the
crystal in a homogeneous stable state with uniform plastic slip and uniform
hardening variables.

The first example investigates the microstructure evolution during a
plane-strain simple shear test parametrized by the macroscopic deforma-
tion gradient

F =

⎛⎝ 1 γ 0
0 1 0
0 0 1

⎞⎠ . (164)

Results in Fig. 20 are for κ = 0 (no hardening) and κ = 0.1, com-
puted with constant load increments of Δγ = 5 · 10−4 up to a maximum of
γmax = 2.8. The exact step size of the load increment is of minor importance
as long as the increment is kept small. (This is of particular importance for
finding the initial laminate.) The slip system is oriented under an angle of
ϕ = 135◦. Because of the non-aligned slip system the material stability of
the homogeneous deformation is lost and microstructures arise. Due to the
convexity of the unrelaxed energy Ψunrel for γ < 0, no microstructures form
with negative strain γ. In Fig. 20 we summarize the evolution of the lam-
inate microstructure by illustrating the paths of the energy, the evolution
of the volume fraction λ of domain 2, the plastic slips γi and the Cauchy
shear stress σ12 upon straining. Also included is a sketch of the originating
laminate and the resultant normal vector b. Note that for simple shear
without hardening (κ = 0) the orientation of the laminate (i.e. the orienta-
tion of b with the x-axis) results under an angle of approximately −27.59◦,
whereas in the case of non-zero hardening (κ = 0.1) the orientation changes
to −23.49◦. The exemplary evolution of the laminate microstructure during
the simple shear test is illustrated in Fig. 21.

As a second example we investigate the microstructure evolution for
a plane-strain tension-compression test with the macroscopic deformation
gradient

F =

⎛⎝ 1 + δ 0 0
0 1/(1 + δ) 0
0 0 1

⎞⎠ . (165)

Computations were carried out with κ = 0.01 and with constant load in-
crements Δδ = 2 · 10−4 up to the maximum load of δmax = 2.5. The slip
system is oriented under an angle of ϕ = 70◦. Again, due to the loss of
rank-one convexity, the homogeneous deformation state becomes unstable
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Figure 20. Plane-strain simple shear test for zero and non-zero hardening
(κ = 0 and κ = 0.1, respectively): (a) comparison of unrelaxed and re-
laxed energy (i.e., the path of energy obtained from the present incremental
approach), (b) origin and evolution of the volume fraction λ of domain 2,
(c) evolution of the plastic slips γi for both laminate domains compared to
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stress. (Originally published in Kochmann and Hackl (2011).)
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strain simple shear test. (Originally published in Kochmann and Hackl
(2011).)

and decomposes into micro-deformations. The microstructure evolution, in-
cluding the evolution of plastic slips, volume fractions, and Cauchy stress
along with the path of energy upon straining, is summarized in Fig. 22.

In the above examples the body behaves elastically first, until a second
domain with finite, non-zero slip γ2 originates from the uniform ground
state till finally domain 1 exhibits plastic flow, too (cf. Fig. 19). Once
the laminate has formed with a distinct orientation vector b, we do not
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λ of domain 2, (c) evolution of plastic slips γi for both domains, (d) com-
parison of condensed and relaxed Cauchy stress component σ11. (Originally
published in Kochmann and Hackl (2011).)

observe laminate rotations due to the large amount of dissipation assumed
to be necessary for a rotation. Rotation commonly only occurs when the
body is in an almost uniform state (i.e. if λ ≈ 0 or λ ≈ 1). For a detailed
investigation of the forming laminate specifics and the correlation between
the material parameters and the initial laminate orientation see Hackl and
Kochmann (2010); Kochmann (2009).

6.6 Comparison of energy paths and hardening history

Having illustrated the results obtained from the present approach, it is
interesting to compare the results obtained here with those obtained from
the approach of minimizing a condensed energy functional for a single time
step, see e.g. Carstensen et al. (2008). For our purposes the condensed
energy functional for the two-domain laminate (now employing the relaxed
laminate energy density derived above) can be given for a single time step
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Figure 23. Difference between the present approach and results from en-
ergy condensation for a single time step: Comparison of the energy paths,
the Cauchy stress component σ11 and the developing plastic slips γi and
hardening variables pi. (Originally published in Kochmann and Hackl
(2011).)

as

Ψcond,rel(F) = min
{
Ψrel(F, λ, γi, pi,b) + r(1 − λ)|γ1|+ r λ|γ2|

∣∣ γi, λ,b,
pi = |γi| , 0 ≤ λ ≤ 1, |b| = 1} . (166)

To avoid confusion about the influence of the dissipation term in the con-
densed relaxed energy, we can compare the actual paths of energy from both
approaches, i.e. we plot the free energy as a function of the applied load.
Both approaches determine the evolution of microstructures via minimum
energy states, therefore a direct comparison of the energy paths can give a
hint at the physical interpretation. A very important aspect of the present
model is the updating procedure for the internal hardening variables pi. In
the literature the condensed energy functional is often used for a single time
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step only to model the entire course of microstructure evolution, i.e. one
assumes no microstructure at the beginning of the time step. As for the
hardening variables, these models presume that pi = |γi| at each time step,
cf. (166). In reality, however, changes of the volume fractions result in a
mixture of domains and hence a mixture of previous pi-values. The present
approach accounts for this mixture by the energetic averaging, see (150)
and (151).

We have already seen in Fig. 22 that the energy obtained from the present
approach may lie considerably below the unrelaxed energy path even beyond
the recovery of convexity. We conclude that this energy reduction occurs
predominantly due to the updating procedure of the hardening variables,
Hackl and Kochmann (2010). To investigate this behavior, let us discuss
Fig. 23. The top two images show the energy curves (Ψunrel,1 and Ψrel) and

the curves of the Cauchy stress components (σunrel,1
11 and σrel

11 ) from Fig. 22,
now compared to the condensed solution for the energy and the Cauchy
stress, Ψcond,rel,1 and σcond,rel,1

11 , respectively, obtained from condensation of
the relaxed energy for a single time step. We see that the latter curves fit
perfectly to the unrelaxed solutions at the recovery of convexity and that
both the energy and the stress from the present approach attain considerably
lower values. The bottom image explains the causal mechanism. The image
depicts the evolution of (the absolute value of) the plastic slips γi compared
to the hardening parameters pi. It becomes obvious that we still have
p1 ∼= |γ1|, but – due to the chosen updating procedure – p2 rapidly decreases
from the initial value |γ2| (in the forming laminate) to lower values to finally
approach approximately the value of p1. As the final homogeneous material
after lamination contains only domain 2 (see the course of λ in Fig. 22), the
homogeneous body exhibits values γ2 and p2 where p2 is |γ2| − ξ (here, ξ is
approximately 0.5122). Assuming p2 = |γ2|−ξ in the unrelaxed (condensed)

energy functional results in the curves of Ψunrel,2 and σunrel,2
11 , which very

well fit into the picture. Therefore, it becomes apparent that the present
approach can reduce the material’s energy during lamination considerably
below the energy predicted by using the condensed energy functional in a
single time step.

If, in contrast, we suppress the energetic averaging of the hardening
variables in the present incremental scheme we obtain the curves of Ψrel*

and σrel*
11 in Fig. 23. These curves almost perfectly match those obtained

from the condensation of a single time step, i.e., the results from the present
approach without averaged hardening updates seem to coincide with those
from the condensed approach).
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Figure 24. Definition of the active slip system orientations and auxiliary
slip system. (Originally published in Kochmann and Hackl (2011).)

6.7 Results for double-slip plasticity

As an example for more than one active slip system we analyze double-
slip plasticity in this section. We assume the two active slip systems to lie
within the same glide plane to ensure the applicability of (23). As we have
pointed out before, analytical integration of the dissipation potential (31)
for two active slip systems is not directly possible. In a time-continuous
setting, however, where we assume small changes of the internal variables
during each time step (except during the particular step during which the
initial laminate forms), we can employ (30) in its discrete form. Therefore, a
comparison with a corresponding condensed solution is not directly possible.
An approximate condensed solution for a single time step (beginning at γ1 =
γ2 = 0) may be obtained (and is plotted for a comparison in what follows)
from assuming D(γ1, γ2) = r

√
γ2
1 + γ2

2 + 2γ1γ2 s1 ⊗ s2. Another important
novelty compared to the previous single-slip problems is the choice of Ψp as
in (26), which governs the hardening behavior of the material through the
κij-values. As before, all computations are performed with μ = 2, r = 0.001
and α = 4.

Let us investigate a simple-shear test with slip system orientations de-
fined by the angles in Fig. 24a, where ϕ locates the glide plane and ψ1 and
ψ2 denote the orientation of the two slip directions within the glide plane.
Let the macroscopic deformation gradient again be given by F = γ e1 ⊗ e2.
The first example in Fig. 25 is for symmetric active slip systems having
ψ1 = ψ2 = ψ = 30◦. As may be expected, the plastic slip along both
active slip system is identical due to the symmetric alignment. It is often
argued that such symmetric slip systems can by combination provide a new
(compound) slip system, here e.g. characterized by the slip direction s∗ in
Fig. 24b. The sum of the identical Burgers’ vectors on each of the symmet-
ric slip systems jointly provides a Burgers’ vector in the new slip system
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Figure 25. Energy paths compared to the unrelaxed solutions, Cauchy
shear stresses, plastic slips compared to the unrelaxed solutions, and volume
fractions for a simple-shear test with two symmetrically aligned active slip
systems. The ∗-curves are for the equivalent single-slip problem. (Originally
published in Kochmann and Hackl (2011).)

(s∗,m). Although the overall plastic slip can then be assumed to be equiva-
lent, the hardening behavior should not. Indeed, depending on the choice of
the hardening parameters κij and the slip system orientation ψ, the present
approach reveals a different hardening behavior of the material for the two
active slip systems compared to only one active slip system with orientation
(s∗,m). This can easily be seen by inspection of the energy curves, the
evolving internal variables and the Cauchy shear stress in Fig. 25.

As the symmetric angle ψ changes, the material hardening also changes
as can be seen in Fig. 26, where we compare the above results of the energy
and the Cauchy shear stress for ψ = 30◦ with the corresponding solutions
for 45◦ and 60◦.

The second example comprises a simple-shear test with non-symmetric
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Figure 26. Comparison of (a) the paths of energy and (b) the Cauchy shear
stress during a simple shear test with symmetric slip system orientations
with ψ1 = ψ2 = ψ for ψ = 30◦, 45◦, 60◦ as indicated. (Originally published
in Kochmann and Hackl (2011).)

active slip systems exhibiting ψ1 = 30◦ and ψ2 = 60◦. The results are
summarized in Fig. 27. As a consequence of the loss of symmetry of the
slip directions, plastic slips γi are no longer identical along the two slip
systems. In this problem the influence of latent hardening is important and
becomes obvious from Fig. 27b, where the ratio κ11/κ12 is varied between
0 and 8 (while keeping κ11 = κ22 = 0.02μ). The increased amount of latent
hardening manifests in Fig. 27a in terms of the rising energy curves with
increasing κ12, and in Fig. 27b in terms of the increasing hardening rate.

7 Microstructure formation during cyclic loading

It has been reported, Hackl and Kochmann (2010), that the present model
gives rise to interesting effects when applied to cyclic loading of single-
crystals in terms of an elastic shakedown, i.e. the stress-strain behavior
has been shown to rapidly reduce within a few number of cycles (less than
four) to almost elastic behavior with an almost steady laminate. However,
it has been argued that this short number of cycles until the steady state
is reached is rather unphysical. Therefore, we investigate here the influence
of work hardening on the cyclic loading of single-crystals by computing the
stress-strain behavior at the material point level.

7.1 Cyclic loading in single-slip plasticity

Let us first analyze the cyclic load response of a crystal in two dimen-
sions with only a single active slip system, whose orientation is defined by
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Figure 27. Comparison of the energy paths and the Cauchy shear stresses
for non-symmetric active slip systems with different latent hardening pa-
rameters κ12. (Originally published in Kochmann and Hackl (2011).)

the angle ϕ through s = (cosϕ, sinϕ, 0)T , m = (− sinϕ, cosϕ, 0)T . The
material is subject to the homogeneous deformation

F(γ) =

⎛⎝ 1 γ 0
0 1 0
0 0 1

⎞⎠ , (167)

so that we can study the evolution of the microstructure, of the energy and,
of course, of the shear stress as functions of the shear strain γ. It becomes
apparent from Figure 28 that hardening does indeed considerably affect the
cyclic load behavior: Without hardening (κ = 0) the stress-strain hysteresis
remains unaltered for all cycles. Note that the nonconvexity of the free
energy density for the chosen slip system orientation of ϕ = 135◦ appears
only for γ > 0 such that we observe microstructure formation and the
typical corresponding stress plateau only in that region, whereas for γ < 0
the body deforms homogeneously and no microstructure forms. With an
increasing amount of hardening (κ > 0) the stress-strain behavior changes
essentially. For higher load cycles, the hysteresis becomes narrower and
the stresses increase. The final elastic shakedown becomes visible for high
hardening parameters (see e.g. the curves for κ = 0.01μ and κ = 0.02μ).
Here, one can clearly state that the amount of hardening essentially affects
the progressive degeneration of the stress-strain hysteresis by altering the
number of load cycles required until the final steady state is reached. For
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Figure 28. Stress-strain curves for a cyclic shear test for various hardening
moduli κ and fixed remaining properties (shown are the first seven complete
cycles). (Originally published in Kochmann and Hackl (2010b).)

moderate hardening it may hence take a large number of load cycles until
the elastic shakedown occurs.

The observed stress-strain behavior can be linked to microstructural
mechanisms by inspection of the evolving internal variables. Figure 29 il-
lustrates the evolution of the plastic slips, the volume fractions and the
stored energy as functions of the applied shear strain for little hardening
only (κ = 0.004μ), whereas Figure 30 illustrates the course of the same
quantities for strong hardening (κ = 0.02μ). In Figure 29 the paths of the
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Figure 29. Evolution of the internal variables (i.e., the plastic slips γ1
and γ2, and the volume fraction λ of phase 2) and of the energy during a
cyclic shear test for little hardening (κ = 0.004μ); shown are the first seven
complete cycles. (Originally published in Kochmann and Hackl (2010b).)

internal variables of the first cycle considerably differ from those of subse-
quent cycles, but the changes between subsequent cycles after the first cycle
are relatively small. Note that the plastic slips in both phases, γ1 and γ2,
show distinct cyclic changes for the entire load path investigated here. Also,
the volume fraction λ changes cyclically between 0 and approximately 10%.
Hence, a laminate microstructure forms with both domains deforming plas-
tically, which forms and vanishes cyclically. As a result, the stored energy
increases moderately from cycle to cycle due to the increasing amount of
intrinsically stored energy captured in the monotonously increasing plastic
hardening variables pi.

In contrast, Figure 30 indicates a different behavior for large hardening
(here, κ = 0.02μ). Again, we observe that the evolution of the internal
variables changes with an increasing number of load cycles, and the plot of
the evolving plastic slip γ2 in the second laminate domain is almost identical
to the one of Figure 29. However, two crucial differences become obvious:
now, the plastic slip γ1 in the initial laminate domain transforms within a
few load cycles to reach a steady value of about 5%, which hardly changes
during subsequent load cycles, i.e. the initial laminate domain transforms
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into a steady, elastic state after a few cycles only. Besides, the evolution of
the volume fraction λ also indicates a drastic change. In constrast to the
periodic changes in Figure 29, the volume fraction λ here very soon reaches
an approximately steady state with only minor changes during subsequent
cycles (viz., λ tends to change cyclically between about 10 and 12% only).
The laminate thus considerably deviates from the one observed for small
hardening only. Here, within a few cycles an approximately steady laminate
is developed with hardly changing volume fractions, and only the smaller,
newly-formed domain 2 exhibiting plastic flow. As a result, the stored
energy increases notably faster than before and the elastic shakedown is
reached after fewer load cycles.

Finally, let us complete the description of results by underlining the
influence of the specific hardening formulation chosen here. To this end,
we inspect the evolution of the hardening variables, as illustrated in Fig-
ure 31, where the evolution of p1 and p2 is plotted exemplarily for a laminate
loaded cyclically in single-slip with the given set of material parameters. The
graphic highlights two particular characteristics during the evolution of the
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Figure 30. Evolution of the internal variables (i.e., the plastic slips γ1
and γ2, and the volume fraction λ of phase 2) and of the energy during a
cyclic shear test for high hardening (κ = 0.02μ); shown are the first seven
complete cycles. (Originally published in Kochmann and Hackl (2010b).)
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loading in single-slip. (Originally published in Kochmann and Hackl
(2010b).)

hardening variables, which shall be discussed briefly.
On the one hand, the impact of the update procedure for the hardening

variables becomes apparent from the evolution of p2 upon laminate nucle-
ation, as has been reported e.g. in Hackl and Kochmann (2010); Kochmann
and Hackl (2011). During the initial positive loading of the first load cycle,
we have p1 ∼= |γ1| due to the present flow rule and the monotonically increas-
ing load. As the second laminate phase forms during the first load cycle,
we observe that p2 first assumes the value |γ2| upon laminate initiation, but
then rapidly decreases from its initial value and gradually approaches the
evolving p1-value due to the evolution of the volume fractions and the cor-
responding updates of the hardening variables. At the end of the first cycle,
both hardening variables show approximately equal values, from where on
we observe uniform hardening in both laminate phases.

On the other hand, we can observe in Figure 31 how both hardening
variables increase with subsequent load cycles, i.e. with repeated plastic
deformation, which gives rise to the observed cyclic hardening and eventu-
ally to the elastic shakedown of the stress-strain hysteresis. This is a major
advantage of the present variational formulation, which allows for the study
of cyclic loading, while the literature approach, based on condensed energy
functionals, accounts for monotonic loading. Here, the values of the hard-
ening variables gradually increase during each load cycle, leading to higher
stresses and the reported cyclic hardening. Note that the orientation (char-
acterized by vector b) shows hardly any changes during load cycles due to
the large amount of dissipation required to rearrange the rotated laminate.
Therefore, the nucleated laminate microstructures predominantly remains
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in its initial orientation, which results from the energetically optimal state
upon laminate formation.

7.2 Cyclic loading in double-slip plasticity

When more than one slip system is active, latent hardening due to in-
teraction mechanisms (such as cross slip) plays an essential role, increasing
the amount of work hardening considerably. To illustrate this effect, we
show results for a cyclic shear test with two active slip systems within the
same slip plane, so that (23) holds. For comparison with the single-slip
results, we locate the slip plane under an angle of ϕ = 135◦ and align the
two active slip systems under angles ψ1 and ψ2 with respect to the direc-
tion of shear, as depicted in the schematic view included in Figure 32. The
particular hardening characteristics are described in terms of the hardening
parameters κij in (26).

-0.01 0.01 0.02 0.03 0.04 0.05

-0.01

0.01

0.02

0.03

!
�

�

= 0.001r

��������

�

�

�

�

��������

� �����

�����������

�����������

���������� 

1

2

11

22

12

s1

m

�
s2

�1�2
x

y

z

Figure 32. Cyclic stress-strain response for double-slip plasticity with low
hardening (shown are the first seven load cycles) for non-symmetric active
slip systems. (Originally published in Kochmann and Hackl (2010b).)

Figure 32 illustrates the stress-strain behavior for two active slip systems
with low (self- and latent) hardening. We observe the typical stress-strain
hysteresis with only little cyclic deviations, as has already been noted for the
single-slip problem with a low hardening parameter κ (see Figure 28). Here,
the asymmetrically aligned slip systems (ψ1 �= ψ2) locates the resultant
slip out-of-plane (and so is the laminate orientation), which gives rise to
the enormous increase of the stress even for low values of the hardening
parameters κij .

In contrast, Figure 33 shows the analogous stress-strain curve with higher
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Figure 33. Cyclic stress-strain response for double-slip plasticity with high
hardening (shown are the first seven load cycles) for symmetric active slip
systems. (Originally published in Kochmann and Hackl (2010b).)

hardening parameters κij . Here, the stress-strain curve shows a similar hys-
teresis loop, which, however, is not completely recovered but, upon further
load cycles, deviates gradually. Within a few load cycles the typical, afore-
mentioned elastic shakedown appears due to the increase of energy as a
consequence of work hardening and, in particular, latent hardening of the
two active slip systems. In conclusion, the presence of hardening, as for the
examples in single-slip plasticity, considerably effects the cyclic stress-strain
behavior and determines the number of cycles required before the lami-
nate microstructure degenerates to approach a close to elastic mechanical
behavior.

8 Discussion and Conclusions

We have outlined an incremental strategy to model the time-continuous
evolution of laminate microstructures in finite-strain plasticity by employ-
ing partially relaxed approximations of the nonconvex potentials involved.
For an incompressible Neo-Hookean material we have derived a closed-form,
semi-relaxed energy which corresponds to a laminate of first-order. Par-
tial relaxation implies that the relaxation of the laminate energy is carried
out only with respect to those variables that change purely elastically, in
our case the amplitudes of the deformation gradient in each domain. The
course of all remaining unknowns is determined from dissipative evolution
equations, where we employ the principle of minimum dissipation potential,
Carstensen et al. (2002); Ortiz and Repetto (1999). Full relaxation can be
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performed numerically, and results indicate only little deviation from the
convex energy lower bound such that usage of the chosen approximation
of the rank-one-convex hull is justified (note that the energy hull obtained
from the present approach will gain accuracy when modified for second-
order laminates which, however, goes beyond the scope of this paper). In
case of several active slip systems the outlined relaxed energy is applicable
only if all active slip systems within each laminate domain lie within the
same glide plane.

In contrast to earlier approaches in the literature we pursued an incre-
mental strategy that captures the actual microstructural changes during
each time step and allows for a more general application. Many reported
examples, Bartels et al. (2004); Carstensen et al. (2008); Miehe et al. (2004)
were for conciseness restricted to single-slip plasticity (and often to two di-
mensions only). The present approach accounts for, in principle, arbitrarily
many active slip systems in three-dimensional problems, while the numerical
examples outlined in this work involve two active slip systems. As a crucial
difference to those approaches based on condensed energy functionals, see
e.g. Bartels et al. (2004); Carstensen et al. (2008), we account for the ac-
tual changes of the microstructure during each time step and the associated
amount of dissipation (for a different incremental approach, see e.g. Miehe
et al. (2004)). This becomes particularly important in two cases: first, when
dealing with non-monotonic loading as in cyclic tests, which can easily be
performed using the present approach, Kochmann and Hackl (2010a); and
second, when the dissipation distance can no longer be given in an analyti-
cal form. As soon as more than one slip system is active, it is hard (if not
impossible) to obtain a closed-form solution for the dissipation distance that
only depends on the final states of the internal variables. Therefore, one can
no longer use the condensed energy functional without making approximate
assumptions on the dissipation distance. In the outlined incremental setting
this troublesome issue reduces to only one time step, viz. the one during
which the laminate forms. Here, the present approach still requires knowl-
edge about the dissipation distance to form the laminate, and we have pro-
posed approximate formulations. However, once the laminate has formed,
the complete evolution in time can be treated by usage of the dissipation
potential only, so that computations can be accurately performed without
the necessity of a given dissipation distance. Besides, the present approach
also accounts for the actual amount of dissipation required to change not
only the plastic slips but also the volume fractions during each time step
(this amount of dissipation depends on the existing internal variables at the
beginning of the time step).

As most of the aforementioned approaches in the literature were for
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single-slip, a comparison of the results with the present method is possible
when the outlined strategy is applied to a single active slip system only. In
this case it has been shown that the present incremental strategy consider-
ably reduces the stored energy during a given straining path even beyond
the recovery of convexity of the unrelaxed solution, Kochmann and Hackl
(2010a). This behavior has been observed to be mainly due to the particu-
lar form of the updates of the internal hardening variables upon changes of
the volume fractions. We have proposed an energetically-reasoned formula-
tion for the changes of the hardening variables, which is based on energetic
averages of the initial values and which gives rise to the observed energy re-
duction. Without this updating procedure (or for only negligible hardening)
the solution exhibits high agreement with approaches based on condensed
energy functionals for monotonic loading.

Finally, we have discussed the influence of latent hardening, which be-
comes important as soon as more than one active slip system is considered.
We have made use of a very simple but sensible ansatz to account for self-
hardening as well as latent hardening. Numerical results for two active slip
systems exemplarily show the influence of the self-hardening term on the
stress-strain behavior and the evolving internal variables. Generalizations
of the outlined method in several directions are underway.
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Abstract Continuum crystal plasticity models are extended to in-
corporate the effect of the dislocation density tensor on material
hardening. The approach is based on generalized continuum me-
chanics including strain gradient plasticity, Cosserat and micromor-
phic media. The applications deal with the effect of precipitate
size in two–phase single crystals and to the Hall-Petch grain size
effect in polycrystals. Some links between the micromorphic ap-
proach and phase field models are established. A coupling between
phase field approach and elastoviscoplasticity constitutive equations
is then presented and applied to the prediction of the influence of
viscoplasticity on the kinetics of diffusive precipitate growth and
morphology changes.

1 Introduction

Continuum crystal plasticity is a special class of anisotropic elastoviscoplas-
tic behaviour of materials. It relies on the precise knowledge of the kine-
matics of plastic slip according to crystallographic slip systems and of the
driving force for activation of plastic slip, namely the corresponding resolved
shear stress. When the number of dislocations inside the material volume
element is high enough, a continuum description of plastic deformation and
hardening can be formulated as settled in (Mandel, 1965, 1971, 1973) and
(Teodosiu and Sidoroff, 1976).

The objectives of this contribution is first to establish the continuum
mechanical framework for the formulation of constitutive equations for sin-
gle crystals including the effect of the dislocation density tensor. We show
then than this model class can be used to predict size effects in the re-
sponse of polycrystals. The considered plastic deformation mechanism is

J. Schröder, K. Hackl (Eds.), Plasticity and Beyond, CISM International Centre for  
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crystallographic slip but the formulation can serve as a basis for extensions
to climb or twinning since thermomechanical balances and most kinematic
considerations are still valid.

There exists an extreme variety of possible constitutive equations for sin-
gle crystals derived in the last 40 years but the thermomechanical foundation
is quite unique and now clearly settled Estrin (1996). We will consider this
variety of constitutive laws by introducing generic internal variables with-
out making specific choices. Only generic examples of evolution laws for
such internal variables are provided and the reader is referred to (Fivel and
Forest, 2004a), and references quoted therein, for a detailed discussion of
best–suited constitutive laws for metal single crystals. Also the transition
from single to polycrystal behaviour is shortly addressed here but funda-
mentals for modelling polycrystals can be found in (Fivel and Forest, 2004b;
Besson et al., 2009).

The most relevant internal variables for describing the work–hardening of
single crystals are undoubtedly dislocation densities, ρs, defined as the total
length of dislocations belonging to a slip system s divided by the volume of
the material volume element. Evolution equations for dislocations densities
can be found in (Fivel and Forest, 2004a). In the present contribution, we
introduce general isotropic and kinematic hardening variables accounting
for monotonic and cyclic responses of crystals. Dislocation densities are
generally related to isotropic hardening through forest hardening but recent
contributions also aim at establishing dislocation based kinematic hardening
dislocation rules.

Another characterisation of the dislocation distribution is the dislocation
density tensor introduced by (Nye, 1953). It is defined in section 2.3 and
contributes to many size effects observed in crystalline solids: grain size or
Hall–Petch effect, precipitate size effect, etc. The dislocation density ten-
sor cannot be handled as a usual internal variable because it is related to
the gradient of the plastic deformation field. As a result, higher order par-
tial differential equations arise when hardening laws involve the dislocation
density tensor. The development of constitutive models involving the dislo-
cation density tensor is the realm of strain gradient plasticity. Even for the
much too simple constitutive equations presented in this work, the model
shows that the dislocation density tensor is responsible for a size–dependent
kinematic hardening component in the material behaviour.

The final part of this chapter draws a parallel between the micromor-
phic approach which consists in introducing additional degrees of freedom
in the mechanical framework, and the phase field approach dedicated to the
simulation of evolution of microstructures. The comparison enables us to
combine the elastoviscoplastic behaviour of constitutents and the phase field
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model in order to address the question of the influence of nonlinear deforma-
tion on the kinetics and morphology evolution during phase transformation
(Ammar et al., 2011).

Notations Vectors, second, third and fourth rank tensors are denoted by
a ,a

∼

,a
∼

,a
≈

, respectively. The initial and current positions of the material

point are denoted by X and x , respectively. Throughout this work, the
initial configuration of the body is V0 whereas V denotes the current one.
The associated smooth boundaries are ∂V0 and ∂V with normal vector N
and n . The gradient operators with respect to initial and current coordi-
nates are called ∇X and ∇x respectively. Similarily, the divergence and
curl operators are Div, div and Curl, curl whether they are computed with
respect to initial or current positions, respectively. Intrinsic notation is used
in general but it is sometimes complemented or replaced by the index no-
tation for clarity. A Cartesian coordinate system is used throughout with
respect to the orthonormal basis (e 1, e 2, e 3). The notations for double
contraction and gradient operations are:

A
∼

: B
∼

= AijBij , u ⊗∇X =
∂ui

∂Xj

e i ⊗ e j (1)

2 Crystal plasticity and the dislocation density tensor

2.1 Thermomechanics of single crystal behaviour

Balance equations. Mechanical equilibrium can be expressed in the form
of the principle of virtual power

−

∫
D

σ
∼

: D
∼

∗ dv +

∫
D

ρ(f − a ) · v ∗ dv +

∫
∂D

t · v ∗ ds = 0 (2)

for all virtual velocity fields and all subdomains, D, of the current config-
uration Ω of the body. The Cauchy stress tensor is σ

∼

and D
∼

is the strain
rate tensor. Volume and acceleration forces are denoted by f and a , re-
spectively, whereas t is the traction vector. The principle of virtual power
implies the following balance of momentum equation

divσ
∼

+ ρf = ρa (3)

The energy balance is the purpose of the first principle of thermodynamics∫
D

ρė dv −

∫
D

ρ(a − f ) · v dv =

∫
∂D

t · v ds+Q (4)
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or equivalently, after implementing the balance of momentum principle,∫
D

ρė dv =

∫
D

σ
∼

: D
∼

dv +Q (5)

where ρe is the volume density of internal energy. The heat production rate
is assumed to take the form

Q = −

∫
∂D

q · n ds (6)

The local form of the energy principle is then

ρė = σ
∼

: D
∼

− div q (7)

The second principle of thermodynamics stipulates that∫
D

ρη̇ dv +

∫
∂D

q

T
· n ds ≥ 0 (8)

where η is the mass density of entropy and T the temperature field. The
validity of this principle with respect to all subdomain D leads to the local
form of the entropy principle

ρη̇ + div
q

T
≥ 0 (9)

Introducing the free energy density Ψ := e − Tη and taking the balance of
energy into account, we are lead to the Clausius inequality

σ
∼

: D
∼

− ρΨ̇− ρηṪ − q ·
∇T

T
≥ 0 (10)

Kinematics of single crystals. It is based on the multiplicative de-
composition of the deformation gradient, F

∼

, into an elastic part, E
∼

, and a
plastic part, P

∼

:

F
∼

(X ) = 1
∼

+
∂u

∂X
= 1
∼

+ u ⊗∇X , F
∼

(X ) = E
∼

(X ).P
∼

(X ) (11)

The initial coordinates of the material point in the reference configuration
are denoted by X and ∇X denotes the gradient operator with respect to
initial coordinates. The current position of the material point in the current
configuration is x . The displacement vector is u = x −X . The multiplica-
tive decomposition (11) is associated with the definition of an intermediate
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configuration for which elastic strain is unloaded, see figure 1. The inter-
mediate released configuration is uniquely determined up to a rigid body
rotation which is chosen such that the lattice orientation in the intermediate
configuration is the same as the initial one. Mandel called it the isoclinic
intermediate configuration. As a result, lattice rotation and distortion dur-
ing elastoplastic deformation are contained in the elastic deformation part
E
∼

, as examined at the end of this section.
The multiplicative decomposition leads to the following partition of the

velocity gradient

v ⊗∇ = Ḟ
∼

· F
∼

−1 = Ė
∼

·E
∼

−1 +E
∼

· Ṗ
∼

· P
∼

−1 ·E
∼

−1 (12)

We introduce the Cauchy–Green and Green–Lagrange elastic strain mea-
sures

C
∼

e := E
∼

T ·E
∼

, E
∼

e =
1

2
(C
∼

e − 1
∼

) (13)

and note that

Ė
∼

e
=

1

2
(Ė
∼

T ·E
∼

+E
∼

T · Ė
∼

) =
1

2
Ċ
∼

e

=
1

2
E
∼

T · (E
∼

−T · Ė
∼

T + Ė
∼

·E
∼

−1) ·E
∼

= E
∼

T ·
(
Ė
∼

e
·E
∼

−1
)sym

·E
∼

where sym operator takes the symmetric part of the quantity in brackets.
The mass density of the material point with respect to the current (resp.
intermediate) configuration is denoted by ρ (resp. ρe). The volume density
of internal forces with respect to the intermediate configuration is

Jeσ
∼

: D
∼

= Jeσ
∼

: (Ḟ
∼

· F
∼

−1) = Jeσ
∼

: (Ė
∼

·E
∼

−1) + Jeσ
∼

: (E
∼

· Ṗ
∼

· P
∼

−1 ·E
∼

−1)

= Jeσ
∼

: (Ė
∼

·E
∼

−1)sym + Jeσ
∼

: (E
∼

· Ṗ
∼

· P
∼

−1 ·E
∼

−1)

= Π
∼

e : Ė
∼

e
+M

∼

: Ṗ
∼

.P
∼

−1 (14)

where Je = detE
∼

is the volume change from the intermediate to the current
configuration, Π

∼

e is the second Piola–Kirchhoff stress tensor with respect to
the isoclinic intermediate configuration, and M

∼

is the Mandel stress tensor
defined as :

Π
∼

e = JeE
∼

−1.σ
∼

.E
∼

−T , M
∼

= JeE
∼

T .σ
∼

.E
∼

−T = C
∼

e ·Π
∼

e (15)

Plastic deformation is the result of slip processes according toN slip systems
characterised by the slip direction, m s, and the normal to the slip plane,
n s, in the intermediate configuration :

Ṗ
∼

.P
∼

−1 =

N∑
s=1

γ̇sm s ⊗ n s (16)



136 S. Forest et al.

Note that plastic deformation induced by dislocation glide is isochoric so
that

Jp = detP
∼

= 1, Je = J = detF
∼

(17)

Constitutive equations Constitutive equations for elastoviscoplastic ma-
terials are based on the definition of two potential functions, namely the free
energy density function and the dissipation potential. The specific energy
density, Ψ(E

∼

e, T, α), is a function of elastic strain, temperature and inter-
nal variables accounting for hardening properties. Writing the Clausius–
Duhem inequality (10) with respect to the intermediate isoclinic configura-
tion amounts to multiplying (10) by ρe/ρ = Je

Jeσ
∼

: D
∼

− ρeΨ̇− ρeηṪ −Q ·
∇XT

T
≥ 0 (18)

where Q = JeF
∼

−T · q . Expanding the time derivative of the free energy
density, we obtain(
Π
∼

e − ρe
∂Ψ

∂E
∼

e

)
: Ė
∼

e
−ρe(η+

∂Ψ

∂T
)Ṫ +M

∼

: Ṗ
∼

·P
∼

−1−ρe
∂Ψ

∂α
α̇−Q ·

∇X

∂T
≥ 0

(19)
The following state laws provide the hyperelasticity relation and the entropy
density :

Π
∼

e = ρe
∂Ψ

∂E
∼

e = C
≈

: E
∼

e, η = −
∂Ψ

∂T
, X = ρe

∂Ψ

∂α
(20)

where a quadratic potential for elasticity has been proposed, thus introduc-
ing the fourth rank tensor of elasticity moduli, C

≈

. Such an assumption is

realistic for metals since elastic strain usually remains small, as discussed in
the next subsection. The thermodynamic forces associated with the internal
variables α are called X . The residual dissipation rate is

M
∼

: Ṗ
∼

· P
∼

−1 −Xα̇−Q ·
∇XT

T
≥ 0 (21)

The first term is the plastic power. Part of it is stored due to the second
contribution whereas the third one denotes thermal dissipation.

At this stage, a dissipation potential Ω(M
∼

, X) is introduced from which
the flow rule and the evolution equation for internal variables are derived

Ṗ
∼

.P
∼

−1 =
∂Ω

∂M
∼

, α̇ = −
∂Ω

∂X
(22)
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Positivity of dissipation rate is ensured if the dissipation potential Ω(M
∼

, X)
exhibits specific convexity properties with respect to its arguments (convex
with respect to M

∼

and concave with respect to X) and if a Fourier type of
heat conduction is chosen

Q = −K
∼

·∇X(logT ) (23)

The dissipation potential is assumed to depend onM
∼

and X via the Schmid
yield function

f s(M
∼

, X) = |τs − xs| − τsc , with τs = M
∼

: m s ⊗ n s (24)

where τsc is the critical resolved shear stress for slip system s, which may
evolve due to isotropic hardening. Kinematic hardening is accounted for
by means of back-stress components xs attached to each slip system. The
resolved shear stress τs = m s.M

∼

.n s on slip system s is the driving force
for activation of slip. This corresponds to the specific choice of hardening
variables: X = (τsc , x

s). So we consider a function

Ω(M
∼

, X) =

N∑
s=1

Ωs(f s(M
∼

, X)) (25)

It follows that

Ṗ
∼

.P
∼

−1 =
∂Ω

∂M
∼

=
N∑
s=1

∂Ωs

∂f s

∂f s

∂M
∼

=
N∑
s=1

γ̇sm s ⊗ n s (26)

where the slip rate is computed as

γ̇s =
∂Ωs

∂f s
sign (τs − xs) (27)

Accordingly, the kinematics (16) is retrieved from the normality rule, show-
ing that the crystal slip kinematics is associated with the Schmid law. Let
us call (ρs, αs) internal variables associated with the isotropic and kinematic
hardening variables (τsc , x

s). The hardening rules in (22) become

ρ̇s = −
∂Ω

∂τsc
=

∂Ωs

∂f s
= |γ̇s|, α̇s = −

∂Ω

∂xs
=

∂Ωs

∂f s
sign (τs − xs) = γ̇s (28)

It is worth computing the plastic power after taking the previous relations
into account

M
∼

: Ṗ
∼

.P
∼

−1 =

N∑
s=1

τsγ̇s (29)
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Specific hardening laws including evolution equations for dislocation densi-
ties can be found for example in Fivel and Forest (2004a). As an example,
we consider here a power law potential

γ̇s =
∂Ω

∂τs
=

〈
|τs − xs| − τc

K

〉n

sign(τs) (30)

Ω(τs) =
N∑
s=1

K

n+ 1

〈
|τs − xs| − τc

K

〉n+1

(31)

The brackets 〈x〉 denote the positive part of x. Viscosity parameters are K
and n in (31). They can be chosen such that plastic processes are almost
rate–independent in a given range of applied strain rates. As an example,
we give here simple nonlinear evolution rules for the isotropic and kinematic
variables that are used for practical computations

τsc = τc + q
N∑
r=1

hsr(1− exp(−bvr)), α̇s = γ̇s − dv̇sαs (32)

where q, b, d are material parameters. An interaction matrix hrs is necessary
to account for interaction between dislocations and is responsible for latent
hardening Fivel and Forest (2004a).

Figure 1. Multiplicative decomposition of the deformation gradient into
elastic and plastic parts.

Lattice rotation. The previous continuum mechanical approach makes
it possible to distinguish between the transformation of material and lattice
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directions. Material lines are made of material points that are subjected
to the motion u (X ). The tangent to a material line at X is a material
direction d in the reference configuration that transforms into the mate-
rial direction d ′ in the current configuration by means of the deformation
gradient:

d ′(X ) = F
∼

(X ) · d (X ) (33)

In contrast, lattice directions are not material insofar as they are not nec-
essarily made of the same material points (atoms) in the initial and current
configurations due to the passing of dislocations, but keep the same crys-
tallographic meaning. According to the concept of isoclinic configuration,
lattice directions are unchanged from the initial to the intermediate con-
figuration of figure 1. Glide of dislocations through, and thus leaving, the
material volume element do not distort nor rotate the lattice, although
material lines are sheared. According to the continuum theory of disloca-
tions, statistically stored dislocations accumulating in the material volume
element affect material hardening but do not change the element shape.
Accordingly, an initial lattice direction d � is transformed into d �′ by means
of the elastic deformation:

d �′(X ) = E
∼

(X ).d �(X ) (34)

The kinematics of elastoplastic deformation recalled in section 2.1 can be
expanded in the case of small strains and small rotations, based on the polar
decompositions of total, elastic and plastic deformations:

E
∼

= R
∼

e.U
∼

e � (1
∼

+ ω
∼

e).(1
∼

+ ε
∼

e) � 1
∼

+ ε
∼

e + ω
∼

e (35)

P
∼

= R
∼

p.U
∼

p � (1
∼

+ ω
∼

p).(1
∼

+ ε
∼

p) � 1
∼

+ ε
∼

p + ω
∼

p (36)

where R
∼

e,R
∼

p and U
∼

e,U
∼

p are rotations and symmetric stretch tensors, re-
spectively. Accordingly, ε

∼

e,ω
∼

e (resp. ε
∼

p,ω
∼

p) represent small elastic (resp.
plastic) strain and rotation. The elastic rotation accounts for lattice rota-
tion, as follows from the proposed kinematics of plastic slip. Similarly, the
following holds for the total deformation:

F
∼

= R
∼

.U
∼

= (1
∼

+ ω
∼

).(1
∼

+ ε
∼

) � 1
∼

+ ε
∼

+ ω
∼

(37)

so that

ε
∼

= ε
∼

e + ε
∼

p, ω
∼

= ω
∼

e + ω
∼

p (38)

where all strain tensors are symmetric whereas all ω tensors are skew–
symmetric.
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In metals, elastic strain remains small whereas lattice rotations can be-
come very large. That is why the kinematics of crystallographic slip is very
often approximated as

F
∼

� R
∼

e · P
∼

(39)

especially for the simulation of metal forming processes. Lattice rotation is
then directly given by R

∼

e.
Let us consider also rotation rates by introducing the material spin tensor

W
∼

which is the skew–symmetric part of the velocity gradient

Ḟ
∼

·F
∼

−1 = D
∼

+W
∼

= Ė
∼

·E
∼

−1+E
∼

·Ṗ
∼

·P
∼

−1 ·E
∼

−1 = D
∼

e+W
∼

e+D
∼

p+W
∼

p (40)

where the elastic and plastic contributions have been split into their sym-
metric and skew–symmetric parts. The elastic spin tensor is therefore de-
fined as

W
∼

e =
(
Ė
∼

·E
∼

−1
)skew

=
(
Ṙ
∼

e
·R
∼

e−1 +R
∼

e · U̇
∼

e
·U
∼

e ·R
∼

e−1
)skew

(41)

� Ṙ
∼

e
·R
∼

e−1 = Ṙ
∼

e
·R
∼

eT (42)

where the exponent skew denotes the skew–symmetric part of the tensor in
brackets. The latter approximation is valid when elastic strain rates can be
neglected compared to rotation rates, which is generally the case for metals
at sufficiently high total strains. Note that for any rotation Q

∼

, the rotation

rate Q̇
∼

· Q
∼

−1 = Q̇
∼

· Q
∼

T is a skew–symmetric tensor due to the fact that a

rotation is an orthogonal tensor1. The plastic spin rate is

W
∼

p =

(
E
∼

·

(
N∑
s=1

γ̇sm s ⊗ n s

)
·E
∼

−1

)skew

�

(
R
∼

e ·

(
N∑
s=1

γ̇sm s ⊗ n s

)
·R
∼

eT

)skew

� R
∼

e ·

(
N∑
s=1

γ̇s (m s ⊗ n s)skew
)

·R
∼

eT

In the case of small elastic strain and rotations, the expressions simplify

1
meaning that Q

∼

·Q
∼

T
= Q
∼

T
·Q
∼

= 1
∼
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and we obtain

D
∼

p � ε̇
∼

p =

N∑
s=1

γ̇s (m s ⊗ n s)
sym

(43)

W
∼

p � ω̇
∼

p =

N∑
s=1

γ̇s (m s ⊗ n s)
skew

(44)

D
∼

e � ε̇
∼

e = ε̇
∼

− ε̇
∼

p, Ẇ
∼

e
� ω̇

∼

e = ω̇
∼

− ω̇
∼

p (45)

2.2 Elements of tensor analysis

The Euclidean space is endowed with an arbitrary coordinate system
characterizing the points M(qi). The basis vectors are defined as

e i =
∂M

∂qi
(46)

The reciprocal basis (e i)i=1,3 of (e i)i=1,3 is the unique triad of vectors such
that

e i · e j = δij (47)

If a Cartesian orthonormal coordinate system is chosen, then both bases
coincide.

The gradient operator for a tensor field T (X ) of arbitrary rank is then
defined as

gradT = T ⊗∇ :=
∂T

∂qi
⊗ e i (48)

The gradient operation therefore increases the tensor rank by one.
The divergence operator for a tensor field T (X ) of arbitrary rank is then

defined as

divT = T ·∇ :=
∂T

∂qi
· e i (49)

The divergence operation therefore decreases the tensor rank by one.
The curl operator2 for a tensor field T (X ) of arbitrary rank is then

defined as

curlT = T ∧∇ :=
∂T

∂qi
∧ e i (50)

where the vector product is ∧. The curl operation therefore leaves the tensor
rank unchanged. The vector product on an oriented Euclidean space is

a ∧ b = εijkajbk e i = ε
∼

: (a ⊗ b ) (51)

2
or rotational operator.
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The component εijk of the third rank permutation tensor is the signature
of the permutation of (1, 2, 3).

With respect to a Cartesian orthonormal basis, the previous formula
simplify. We give the expressions for a second rank tensor T

∼

gradT
∼

= Tij,k e i ⊗ e j ⊗ e k (52)

divT
∼

= Tij,j e i (53)

We consider then successively the curl of a vector field and of a second rank
vector field, in a Cartesian orthonormal coordinate frame

curlu =
∂u

∂Xj

∧ e j = ui,j e i ∧ e j = εkijui,j e k (54)

curlA
∼

=
∂A
∼

∂xk

∧ e k = Aij,ke i ⊗ e j ∧ e k = εmjkAij,k e i ⊗ em (55)

We also recall the Stokes formula for a vector field for a surface S with unit
normal vector n and oriented closed border line L:∮

L

u · dl = −

∫
S

(curlu ) · n ds,

∮
L

uidli = −εkij

∫
S

ui,jnk ds (56)

Applying the previous formula to uj = Aij at fixed i leads to the Stokes
formula for a tensor field of rank 2:∮

L

T
∼

· dl = −

∫
S

(curlT
∼

) · n ds,

∮
L

Aijdli = −εkij

∫
S

Aij,knm ds (57)

2.3 Dislocation density tensor

In continuummechanics, the previous differential operators are used with
respect to the initial coordinates X or with respect to the current coordi-
nates x of the material points. In the latter case, the notation ∇, grad, div
and curl are used but in the former case we adopt ∇X ,Grad, Div and Curl.
For instance,

F
∼

= 1
∼

+Gradu =⇒ CurlF
∼

= 0 (58)

This result expresses the fact that the deformation gradient is a compatible
field which derives from the displacement vector field. This is generally not
the case for elastic and plastic deformation:

CurlE
∼

�= 0, CurlP
∼

�= 0 (59)

Elastic and plastic deformations are generally incompatible tensor fields,
even though the product F

∼

= E
∼

· P
∼

is compatible. It may happen inci-
dentally that elastic deformation be compatible for instance when plastic or
elastic deformation is homogeneous.
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A consequence of the incompatibility of the elastic deformation is that,
for an oriented surface S ⊂ Ω of the body, with border L, the vector B

belonging to the intermediate isoclinic configuration

B =

∮
L

E
∼

−1 · dl = −

∫
S

(curlE
∼

−1) · n ds (60)

does not vanish in general. It can be interpreted as the continuum Burgers
vector for the circuit L. It represents a generalization of the concept of
Burgers vector for dislocations. This geometric definition was introduced by
Bilby et al. (1957); Teodosiu (1970); Kröner and Teodosiu (1972) within the
context of the continuum theory of dislocations. The previous calculation
leads to the definition of the dislocation density tensor

α
∼

:= − curlE
∼

−1 = −εjklE
−1
ik,l e i ⊗ e j (61)

which is used to compute the resulting Burgers vector for dislocations cross-
ing the surface S:

B =

∫
S

α
∼

· n ds (62)

The Burgers vector can also be computed by means of a closed circuit
L0 ⊂ Ω0 convected from L ⊂ Ω:

B =

∮
L

E
∼

−1 · dx =

∮
L0

E
∼

−1 · F
∼

· dX =

∮
L0

P
∼

· dX (63)

=

∫
S0

(CurlP
∼

) · dS =

∫
S

(CurlP
∼

) · F
∼

T ·
dS

J
(64)

Nanson’s formula3 has been used. We obtain the alternative definition of
the dislocation density tensor

α
∼

= curlE
∼

−1 =
1

J
(CurlP

∼

) · F
∼

T (65)

The present modern treatment of the dislocation density tensor was settled
by Cermelli and Gurtin (2001); Svendsen (2002). A statistical mechanics
perspective of the dislocation density tensor can be found in Kröner (1969).

It can be noticed that the relation (65) implies

J(curlE
∼

−1) ·E
∼

−T = (CurlP
∼

) · P
∼

T (66)

which is a consequence of (58), curlF
∼

= curl(E
∼

· P
∼

) = 0.

3
ds = JF

∼

−T
· dS
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Within the small perturbation framework, we introduce the notations

H
∼

= Gradu = H
∼

e +H
∼

p, with H
∼

e = ε
∼

e + ω
∼

e, H
∼

p = ε
∼

p + ω
∼

p (67)

We have
E
∼

−1 � 1
∼

−H
∼

e (68)

so that the dislocation density tensor can be computed as

α
∼

� CurlH
∼

e = −CurlH
∼

p (69)

since CurlH
∼

= 0 due to the compatibility of the deformation gradient.

2.4 Lattice curvature

Experimental techniques like EBSD provide the field of lattice orienta-
tion and, consequently, of lattice rotation R

∼

e during deformation. Since

α
∼

= − curlE
∼

−1 = − curl(U
∼

e−1 ·R
∼

eT ) (70)

the hypothesis of small elastic strain implies

α
∼

� − curlR
∼

eT (71)

If, in addition, elastic rotations are small, we have

α
∼

� − curl(1
∼

− ω
∼

e) = curlω
∼

e (72)

The small rotation axial vector is defined as

×

ω e = −
1

2
ε
∼

: ω
∼

e, ω
∼

e = −ε
∼

·
×

ω e (73)

or, in matrix notations,

[ω
∼

e] =

⎡⎢⎢⎢⎣
0 ωe

12 −ωe
31

−ωe
12 0 ωe

23

ωe
31 −ωe

23 0

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎣
0 −

×
ωe
3

×
ωe
2

×
ωe
3 0 −

×
ωe
1

−
×
ωe
2

×
ωe
1 0

⎤⎥⎥⎦ (74)

The gradient of the lattice rotation field delivers the lattice curvature tensor.
In the small deformation context, the gradient of the rotation tensor is
represented by the gradient of the axial vector:

κ
∼

:=
×

ω e (75)
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One can establish a direct link between curlω
∼

e and the gradient of the axial
vector associated with ω

∼

. For that purpose, the matrix form of curlω
∼

e is
derived according to (55):

[curlω
∼

e] =

⎡⎢⎢⎢⎣
ωe
12,3 + ωe

31,2 −ωe
31,1 −ωe

12,1

−ωe
23,2 ωe

12,3 + ωe
23,1 −ωe

12,2

−ωe
23,3 −ωe

31,3 ωe
23,1 + ωe

31,2

⎤⎥⎥⎥⎦ (76)

or equivalently

[curlω
∼

e] =

⎡⎢⎢⎢⎣
−
×
ωe
3,3 −

×
ωe
2,2

×
ωe
2,1

×
ω3,1

×
ωe
1,2 −

×
ωe
3,3 −

×
ωe
1,1

×
ω
e

3,2

×
ωe
1,3

×
ωe
2,3 −

×
ωe
1,1 −

×
ωe
2,2

⎤⎥⎥⎥⎦ (77)

from which it becomes apparent that

α
∼

= κ
∼

T − (traceκ
∼

)1
∼

, κ
∼

= α
∼

T −
1

2
(traceα

∼

)1
∼

(78)

This is a remarkable relation linking, with the context of small elastic
strains4 and rotations, the dislocation density tensor to lattice curvature.
It is known as Nye’s formula Nye (1953).

3 Micromorphic crystal plasticity

The links between the micromorphic continuum and the plasticity of crys-
talline materials has been recognized very early by Eringen himself (Claus
and Eringen, 1969; Eringen and Claus, 1970). Lattice directions in a single
crystal can be regarded as directors that rotate and deform as they do in
a micromorphic continuum. The fact that lattice directions can be rotated
and stretched in a different way than material lines connecting individual
atoms, especially in the presence of static or moving dislocations, illustrates
the independence between directors and material lines in a micromorphic
continuum, even though their deformations can be related at the constitu-
tive level.

The identification of a micromorphic continuum from the discrete atomic
single crystal model is possible based on proper averaging relations pro-
posed in (Chen and Lee, 2003a,b). These works contain virial formula for

4
and in fact of small gradient of elastic strain.
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the higher order stress tensors arising in the micromorphic theory. This
atomistic–based approach can be used to predict phonon dispersion rela-
tions (Chen and Lee, 2003c). Claus and Eringen (1971) also studied the
dispersion of waves in a dislocated crystal.

Analytical solutions have been provided that give the generalized stress
fields around individual screw or edge dislocations embedded in an elastic
generalized continuum medium, like the micromorphic medium. The phys-
ical meaning of such a calculation is the account of non–local elasticity at
the core of dislocations that may suppress or limit the singularity of the
stress fields. For instance, non singular force and couple stress were deter-
mined by (Lazar and Maugin, 2004) for a screw dislocation embedded in
a gradient micropolar medium that combines the first strain gradient with
independent rotational degrees of freedom. The unphysical singularities at
the core of straight screw and edge dislocations are also removed when the
second gradient of strain is introduced in the theory, while the first strain
gradient is not sufficient, see (Lazar et al., 2006). Other crystal defects in a
large range of microcontinua were analysed by Lazar and Maugin (2007).

The next step is to consider the collective behaviour of dislocations in
a single crystal by means of the continuum theory of dislocations. The
material volume element is now assumed to contain a large enough num-
ber of dislocations for the continuum theory of dislocation to be applicable.
Non–homogeneous plastic deformations induce material and lattice incom-
patibilities that are resolved by a suitable distribution of the dislocation
density tensor field which is a second rank statistical mean for a population
of arbitrary dislocations inside a material volume element (Kröner, 1969;
Cermelli and Gurtin, 2001). Nye’s fundamental relation linearly connects
the dislocation density tensor to the lattice curvature field of the crystal.
This fact has prompted many authors to treat a continuously dislocated
crystal as a Cosserat continuum (Günther, 1958; Kröner, 1963; Schäfer,H.,
1969; Forest et al., 2000). The Cosserat approach records only the lattice
curvature of the crystal but neglects the effect of the rotational part of the
elastic strain tensor, which is a part of the total dislocation density tensor
(Cordero et al., 2010). Full account of plastic incompatibilities is taken in
strain gradient plasticity theories, starting from the original work by Aifantis
(1984) up to recent progress by Gurtin (2002). Formulation of crystal plas-
ticity within the micromorphic framework is more recent and was suggested
by Clayton et al. (2005) for a large spectrum of crystal defects, including
point defects and disclinations. Limiting the discussion to dislocation den-
sity tensor effects, also called geometrically necessary dislocation (GND)
effects, Cordero et al. (2010) showed, within a small deformation setting,
how the micromorphic model can be used to predict grain and precipitate
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size effects in laminate crystalline materials. In particular, the micromor-
phic model is shown to deliver more general scaling laws than conventional
strain gradient plasticity. These models represent extensions of the con-
ventional crystal plasticity theory, see for instance (Teodosiu and Sidoroff,
1976), that accounts for single crystal hardening and lattice rotation but
does not incorporate the effect of the dislocation density tensor.

The objective of the present work is, first, to formulate a finite deforma-
tion micromorphic extension of conventional crystal plasticity to account
for GND effects in single crystals, and, second, to show that the micromor-
phic approach can also be used to introduce cleavage induced damage in a
single crystal model. The first part, see Section 3, represents an extension
to finite deformation of the model proposed by Aslan et al. (2011). It also
provides new analytical predictions of size effects on the yield stength and
kinematic hardening of laminate microstructures made of an elastic layer
and an elastic–plastic single crystal layer undergoing single slip. The theory
is called the microcurl model because the evaluation of the curl of the mi-
crodeformation, instead of its full gradient, is sufficient to account for the
effect of the dislocation density tensor.

The models proposed in this work for single crystals fall in the class
of anisotropic elastoviscoplastic micromorphic media for which constitutive
frameworks at finite deformations have been proposed in (Forest and Sievert,
2003; Lee and Chen, 2003; Grammenoudis and Tsakmakis, 2009; Sansour
et al., 2010; Regueiro, 2010). The introduction of damage variables was
performed in (Grammenoudis et al., 2009). In fact, the micromorphic ap-
proach can be applied not only to the total deformation by introducing the
micro–deformation field, but can also be restricted to plastic deformation,
for specific application to size effects in plasticity, or to damage variables
for application to regularized simulation of crack propagation, as proposed
in (Forest, 2009; Hirschberger and Steinmann, 2009).

3.1 Model formulation

Balance equations. The degrees of freedom of the proposed theory are
the displacement vector u and the microdeformation variable χ̂

∼

p, a gen-

erally non–symmetric second rank tensor. The field χ̂
∼

p(X ) is generally
not compatible, meaning that it does not derive from a vector field. The
exponent p indicates, in advance, that this variable will eventually be con-
stitutively related to plastic deformation occurring at the material point. In
particular, the microdeformation χ̂

∼

p is treated as an invariant quantity with
respect to rigid body motion. The constitutive model will eventually ensure
this invariance property. This is in contrast to the general microdeforma-
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tion degrees of freedom of the original micromorphic theory. A first gradient
theory is considered with respect to the degrees of freedom. However, the
influence of the microdeformation gradient is limited to its curl part because
of the aimed relation to the dislocation density tensor associated with the
curl of plastic distortion. The following sets of degrees of freedom and of
their gradients are therefore defined:

DOF = {u , χ̂
∼

p}, GRAD = {F
∼

:= 1
∼

+u⊗∇X , K
∼

:= Curl χ̂
∼

p} (79)

The following definition of the Curl operator is adopted:

Curl χ̂
∼

p :=
∂χ̂
∼

p

∂Xk

× e k, Kij := εjkl
∂χ̂p

ik

∂Xl

(80)

where εijk is the permutation tensor.
The method of virtual power is used to derive the balance and boundary
conditions, following (Germain, 1973b). For that purpose, we define the
power density of internal forces as a linear form with respect to the velocity
fields and their Eulerian gradients:

p(i) = σ
∼

: (u̇ ⊗∇x) + s
∼

: ˙̂χ
∼

p
+M

∼

: curl ˙̂χ
∼

p
, ∀x ∈ V (81)

where the conjugate quantities are the Cauchy stress tensor σ
∼

, which is
symmetric for objectivity reasons, the microstress tensor, s

∼

, and the gen-
eralized couple stress tensor M

∼

. The curl of the microdeformation rate is
defined as

curl ˙̂χ
∼

p
:= εjkl

∂ ˙̂χp
ik

∂xl

e i ⊗ e j = K̇
∼

· F
∼

−1 (82)

The form of the power density of internal forces dictates the form of the
power density of contact forces:

p(c) = t · u̇ +m
∼

: ˙̂χ
∼

p
, ∀x ∈ ∂V (83)

where t is the usual simple traction vector andm
∼

the double traction tensor.
The principle of virtual power is stated in the static case and in the absence
of volume forces for the sake of brevity:

−

∫
D

p(i) dV +

∫
∂D

p(c) dS = 0 (84)

for all virtual fields u̇ , ˙̂χ
∼

p
, and any subdomain D ⊂ V . By application of

Gauss divergence theorem, assuming sufficient regularity of the fields, this
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statement expands into: ∫
V

∂σij

∂xj

u̇i dV +

∫
V

(
εkjl

∂Mik

∂xl

− sij

)
˙̂χp
ij dV

+

∫
∂V

(ti − σijnj) u̇i dS +

∫
∂V

(mik − εjklMijnl) ˙̂χp
ik dS = 0, ∀u̇i, ∀ ˙̂χp

ij

which leads to the two field equations of balance of momentum and gener-
alized balance of moment of momentum:

divσ
∼

= 0, curlM
∼

+ s
∼

= 0, ∀x ∈ V (85)

and two boundary conditions

t = σ
∼

· n , m
∼

= M
∼

· ε
∼

· n , ∀x ∈ ∂V (86)

the index notation of the latter relation being mij = Mikεkjlnl.

Constitutive equations. The deformation gradient is decomposed into
elastic and plastic parts in the form

F
∼

= F
∼

e · F
∼

p (87)

The isoclinic intermediate configuration is defined in a unique way by keep-
ing the crystal orientation unchanged from the initial to the intermediate
configuration following (Mandel, 1973). The plastic distortion F

∼

p is invari-
ant with respect to rigid body motions that are carried by F

∼

e. The current
mass density is ρ whereas the mass density of the material element in the
intermediate configuration is ρi, such that ρi/ρ = Je := detF

∼

e. The elastic
strain is defined as

E
∼

e :=
1

2
(F
∼

eT · F
∼

e − 1
∼

) (88)

The microdeformation is linked to the plastic deformation via the introduc-
tion of a relative deformation measure defined as

e
∼

p := F
∼

p−1 · χ̂
∼

p − 1
∼

(89)

It measures the departure of the microdeformation from the plastic defor-
mation, which will be associated with a cost in the free energy potential.
When e

∼

p ≡ 0, the microdeformation coincides with the plastic deforma-
tion. The state variables are assumed to be the elastic strain, the relative
deformation, the curl of microdeformation and some internal variables, α:

STATE := {E
∼

e, e
∼

p, K
∼

, α} (90)
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The specific Helmholtz free energy density, ψ, is assumed to be a function of
this set of state variables. In particular, in this simple version of the model,
the curl of microdeformation is assumed to contribute entirely to the stored
energy. In more sophisticated models, as proposed in (Forest and Sievert,
2003, 2006; Forest, 2009; Gurtin and Anand, 2009), the relative deformation,
the microdeformation and its gradient can be split into elastic plastic parts.
This is not necessary for the size effects to be described in the present work.

When the internal constraint e
∼

p ≡ 0 is enforced, the plastic microdefor-
mation coincides with the plastic deformation so that the curl of the plastic
microdformation is directly related to the dislocation density tensor:

K
∼

:= Curl χ̂
∼

p ≡ CurlP = Jα
∼

· F
∼

−T (91)

The micromorphic model then reduces to strain gradient plasticity according
to Gurtin (2002).

The dissipation rate density is the difference:

D := p(i) − ρψ̇ ≥ 0 (92)

which must be positive according to the second principle of thermodynam-
ics. When the previous strain measures are introduced, the power density
of internal forces takes the following form:

p(i) = σ
∼

: Ḟ
∼

e
· F
∼

e−1 + σ
∼

: F
∼

e · Ḟ
∼

p
· F
∼

p−1 · F
∼

e−1

+ s
∼

: (F
∼

p · ė
∼

p + Ḟ
∼

p
· e
∼

p) +M
∼

: K̇
∼

· F
∼

−1

=
ρ

ρi
Π
∼

e : Ė
∼

e
+

ρ

ρi
Π
∼

M : Ḟ
∼

p
· F
∼

p−1

+ s
∼

: (F
∼

p · ė
∼

p + Ḟ
∼

p
· e
∼

p) +M
∼

: K̇
∼

· F
∼

−1 (93)

where Π
∼

e is the second Piola–Kirchhoff stress tensor with respect to the

intermediate configuration and Π
∼

M is the Mandel stress tensor:

Π
∼

e := JeF
∼

e−1 ·σ
∼

·F
∼

e−T , Π
∼

M := JeF
∼

eT ·σ
∼

·F
∼

e−T = F
∼

eT ·F
∼

e ·Π
∼

e (94)

On the other hand,

ρψ̇ = ρ
∂ψ

∂E
∼

e : Ė
∼

e
+ ρ

∂ψ

∂e
∼

p
: ė
∼

p + ρ
∂ψ

∂K
∼

: K̇
∼

+ ρ
∂ψ

∂α
α̇ (95)
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We compute

JeD = (Π
∼

e − ρi
∂ψ

∂E
∼

e ) : Ė∼
e
+ (JeF

∼

pT · s
∼

− ρi
∂ψ

∂e
∼

p
) : ė

∼

p

+ (JeM
∼

· F
∼

−T − ρi
∂ψ

∂K
∼

) : K̇
∼

+ (Π
∼

M + Jes
∼

· χ̂
∼

pT ) : Ḟ
∼

p
· F
∼

p−1 − ρi
∂ψ

∂α
α̇ ≥ 0 (96)

Assuming that the processes associated with Ė
∼

e
, ė
∼

p and K̇
∼

are non–dissipative,
the state laws are obtained:

Π
∼

e = ρi
∂ψ

∂E
∼

e , s
∼

= J−1
e F

∼

p−T · ρi
∂ψ

∂e
∼

p
, M

∼

= J−1
e ρi

∂ψ

∂K
∼

· F
∼

T (97)

The residual dissipation rate is

JeD = (Π
∼

M + Jes
∼

· χ̂
∼

pT ) : Ḟ
∼

p
·F
∼

p−1 −Rα̇ ≥ 0, with R := ρi
∂ψ

∂α
(98)

At this stage, a dissipation potential, function of stress measures, Ω(S
∼

, R),
is introduced in order to formulate the evolution equations for plastic flow
and internal variables:

Ḟ
∼

p
· F
∼

p−1 =
∂Ω

∂S
∼

, with S
∼

:= Π
∼

M + Jes
∼

· χ̂
∼

pT (99)

α̇ = −
∂Ω

∂R
(100)

where R is the thermodynamic force associated with the internal variable
α, and S

∼

is the effective stress conjugate to plastic strain rate, the driving
force for plastic flow.
In the case of crystal plasticity, a generalized Schmid law is adopted for each
slip system s in the form:

f s(S
∼

, τsc ) = |S
∼

: P
∼

s| − τsc ≥ 0, with P
∼

s = l s ⊗ n s (101)

for activation of slip system s with slip direction, l s, and normal to the
slip plane, n s. We call P

∼

s the orientation tensor. The critical resolved
shear stress is τsc which may be a function of R in the presence of isotropic
hardening. The kinematics of plastic slip follows from the choice of a dis-
sipation potential, Ω(f s), that depends on the stress variables through the
yield function itself, fs:

Ḟ
∼

p
· F
∼

p−1 =

N∑
s=1

∂Ω

∂f s

∂f s

∂S
∼

=

N∑
s=1

γ̇s P
∼

s, with γ̇s =
∂Ω

∂f s
sign(S

∼

: P
∼

s)

(102)
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A possible viscoplastic potential is then:

Ω(f s) =
K

n+ 1
<

f s

K
>n+1 (103)

where K,n are viscosity parameters associated with viscoplastic slip, and
the brackets stand for < · >= Max(0, ·). The generalized resolved shear
stress can be decomposed into two contributions:

S
∼

: P
∼

s = τs−xs, with τs = Π
∼

M : P
∼

s and xs = −s
∼

·χ̂
∼

pT : P
∼

s (104)

The usual resolved shear stress is τs whereas xs can be interpreted as an
internal stress or back–stress leading to kinematic hardening. The fact that
the introduction of the effect of the dislocation density tensor or, more gen-
erally, of gradient of plastic strain tensor, leads to the existence of internal
stresses induced by higher order stresses has already been noticed by (Stein-
mann, 1996), see also (Forest, 2008). The back–stress component is induced
by the microstress s

∼

or, equivalently, by the curl of the generalized couple
stress tensor, M

∼

, via the balance equation (85).
When deformations and rotations remain sufficiently small, the previous

equations can be linearized as follows:

F
∼

= 1
∼

+H
∼

� 1
∼

+H
∼

e +H
∼

p, H
∼

e = ε
∼

e + ωe, H
∼

p = ε
∼

p + ωp (105)

where ε
∼

e,ω
∼

e (resp. ε
∼

p,ω
∼

p) are the symmetric and skew–symmetric parts
of F

∼

e − 1
∼

(resp. F
∼

p − 1
∼

). When microdeformation is small, the relative
deformation is linearized as

e
∼

p = (1
∼

+H
∼

p)−1 · (1
∼

+ χ
∼

p)− 1
∼

� χ
∼

p −H
∼

p, with χ
∼

p = χ̂
∼

p − 1
∼

(106)

When linearized, the state laws (97) become:

σ
∼

= ρ
∂ψ

∂ε
∼

e
, s

∼

= ρ
∂ψ

∂e
∼

p
, M

∼

= ρ
∂ψ

∂K
∼

(107)

The evolution equations read then:

ε̇
∼

p =
∂Ω

∂(σ
∼

+ s
∼

)
, α̇ = −

∂Ω

∂R
(108)

We adopt the most simple case of a quadratic free energy potential:

ρψ(ε
∼

e, e
∼

p,K
∼

) =
1

2
ε
∼

e : C
≈

: ε
∼

e +
1

2
Hχe

∼

p : e
∼

p +
1

2
AK
∼

: K
∼

(109)
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Figure 2. Single slip in a periodic two–phase single crystal laminate under
simple shear: the grey phase (h) displays a purely linear elastic behaviour
whereas the inelastic deformation of the white elasto–plastic phase (s) is
controlled by a single slip system (n , l ).

The usual four–rank tensor of elastic moduli is denoted by C
≈

. The higher

order moduli have been limited to only two additional parameters: Hχ (unit
MPa) and A (unit MPa.mm2). Their essential impact on the prediction of
size effect will be analyzed in the next section. It follows that:

σ
∼

= C
≈

: ε
∼

e, s
∼

= Hχe
∼

p, M
∼

= AK
∼

(110)

Large values of Hχ ensure that e
∼

p remains small so that χ̂
∼

p remains close

to H
∼

p and K
∼

is close to the dislocation density tensor. The yield condition
for each slip system becomes:

fs = |τs − xs| − τsc (111)

with
xs = −s

∼

: P
∼

s = (curlM
∼

) : P
∼

s = A(curl curlχ
∼

p) : P
∼

s (112)

3.2 Size effects in a two-phase single crystal laminate

Let us consider a periodic two–phase single crystal laminate under simple
shear as in (Forest and Sedláček, 2003), (Forest, 2008) and (Cordero et al.,
2010). This microstructure is described in Fig. 2; it is composed of a hard
elastic phase (h) and a soft elasto–plastic phase (s) where one slip system
with slip direction normal to the interface between (h) and (s) is considered.
A mean simple glide γ̄ is applied in the crystal slip direction of the phase
(s). We consider a displacement and microdeformation fields of the form:

u1 = γ̄x2, u2(x1), u3 = 0, χp
12(x1), χp

21(x1) (113)
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within the context of small deformation theory. It follows that

[
H
∼

]
=

⎡⎣ 0 γ̄ 0
u2,1 0 0
0 0 0

⎤⎦
[
H
∼

p
]
=

⎡⎣ 0 γ 0
0 0 0
0 0 0

⎤⎦ [
H
∼

e
]
=

⎡⎣ 0 γ̄ − γ 0
u2,1 0 0
0 0 0

⎤⎦
[
χ
∼

p
]
=

⎡⎣ 0 χp
12(x1) 0

χp
21(x1) 0 0
0 0 0

⎤⎦ [
curlχ

∼

p
]
=

⎡⎣ 0 0 −χp
12,1

0 0 0
0 0 0

⎤⎦
The resulting stress tensors are:

[
σ
∼

]
= μ

⎡⎣ 0 γ̄ − γ + u2,1 0
γ̄ − γ + u2,1 0 0

0 0 0

⎤⎦
[
s
∼

]
= −Hχ

⎡⎣ 0 γ − χp
12 0

−χp
21 0 0

0 0 0

⎤⎦
[
M
∼

]
=

⎡⎣ 0 0 −Aχp
12,1

0 0 0
0 0 0

⎤⎦ [
curlM

∼

]
=

⎡⎣ 0 −Aχp
12,11 0

0 0 0
0 0 0

⎤⎦
These forms of matrices are valid for both phases, except that γ ≡ 0 in the
hard elastic phase. Each phase possesses its own material parameters, Hχ

and A, the shear modulus, μ, being assumed for simplicity to be identical
in both phases. The balance equation, s

∼

= − curlM
∼

, gives χp
21 = 0 and the

plastic slip:

γ = χp
12 −

A

Hχ

χp
12,11. (114)

In the soft phase, the plasticity criterion stipulates that

σ12 + s12 = τc +Hγcum, (115)

where H is a linear hardening modulus considered in this phase and γcum
is the accumulated plastic slip as γ̇cum = |γ̇|. The following analytical
resolution is done for the first loading branch, under monotonic loading.
The slip direction, l , has been chosen such that γ > 0 for this first loading
branch, so that we have: γcum = γ. Considering Eqs. (114) and (115),
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we obtain the second order differential equation for the microdeformation
variable in the soft phase, χps

12,

1

ωs2
χps
12,11 − χps

12 =
τc − σ12

H
, with ωs =

√
Hs

χH

As
(
Hs

χ +H
) . (116)

where 1/ωs is the characteristic length of the soft phase for this boundary
value problem. The force stress balance equation requires σ12 to be uniform.
It follows that the non–homogeneous part of the differential equation is
constant and then the hyperbolic profile of χps

12 takes the form:

χps
12 = Cs cosh (ωsx) +D, (117)

where Cs and D are constants to be determined. Symmetry conditions
(χps

12(−s/2) = χps
12(s/2)) have been taken into account.

In the elastic phase, where the plastic slip vanishes, an hyperbolic profile of
the microdeformation variable, χph

12 , is also obtained:

χph
12 = Ch cosh

(
ωh

(
x±

s+ h

2

))
, with ωh =

√
Hh

χ

Ah
, (118)

where, again, Ch is a constant to be determined and symmetry conditions
have been taken into account. It is remarkable that the plastic microvari-
able, χph

12 , does not vanish in the elastic phase, close to the interfaces, al-
though no plastic deformation takes place. This is due to the transmission
of double traction. Such a transmission has been shown in (Cordero et al.,
2010) to be essential for size effects to occur. This point will be discussed in
section 3.3. The meaning of the linear constitutive equation for the double
stress tensor in (110) can be interpreted, for the elastic phase, as non–local
elasticity. That is why the corresponding characteristic length, 1/ωh, will
be kept of the order of nanometer in the presented simulation.

Note that the same boundary value problem was handled in (Cordero
et al., 2010) in the case of a perfectly plastic phase (s), i.e., without linear
isotropic hardening. It showed that χps

12 has a parabolic profile over (s), the

profile of χph
12 remaining hyperbolic in the hard phase (h). In the following

of this section we will show how the additional isotropic hardening affects
the local and macroscopic behaviors while the main effects of the microcurl
model as presented in (Cordero et al., 2010) remain.
The coefficients Cs, D and Ch can be identified using the interface and
periodicity conditions:
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• Continuity of χp
12 at x = ±s/2:

Cs cosh
(
ωs s

2

)
+D = Ch cosh

(
ωhh

2

)
. (119)

• Continuity of the double traction, as given in Eq. (86), m12 = −M13

at x = ±s/2:

AsωsCs sinh
(
ωs s

2

)
= −AhωhCh sinh

(
ωhh

2

)
. (120)

• Periodicity of displacement component u2. We have the constant
stress component

σ12 = μ(γ̄ − γ + u2,1) (121)

whose value is obtained from the plasticity criterion in the soft phase
(Eq. 115):

σ12 = τc +Hγcum −Asχps
12,11. (122)

Still considering the first loading branch for which γcum = γ, it follows
that

us
2,1 =

σ12

μ
− γ̄+ γ =

τc
μ
− γ̄+

Asωs2Cs

H
cosh (ωsx) +

H + μ

μ
D (123)

in the soft phase and

uh
2,1 =

σ12

μ
− γ̄ =

τc
μ

− γ̄ +
H

μ
D (124)

in the hard phase. The average on the whole structure,∫ (s+h)/2

−(s+h)/2

u2,1 dx = 0, (125)

must vanish for periodicity reasons and gives(
τc
μ

− γ̄

)
(s+ h) +

2AsωsCs

H
sinh

(
ωs s

2

)
+

H (s+ h) + μs

μ
D = 0

(126)
The resolution of Eqs. (119), (120) and (126) gives

Cs =

(
τc
μ

− γ̄

)⎡⎣Asωs sinh
(
ωs s

2

)
s+ h
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⎛⎜⎜⎝H (s+ h) + μs

μ

⎛⎜⎜⎝coth
(
ωs s

2

)
Asωs

+

coth

(
ωhh

2

)
Ahωh

⎞⎟⎟⎠−
2

H

⎞⎟⎟⎠
⎤⎥⎥⎦
−1

(127)

D = −AsωsCs sinh
(
ωs s

2

)⎛⎜⎜⎝coth
(
ωs s

2

)
Asωs

+

coth

(
ωhh

2

)
Ahωh

⎞⎟⎟⎠ (128)

Ch = −Cs
Asωs sinh

(
ωs s

2

)
Ahωh sinh

(
ωh

h

2

) . (129)

Fig. 3 shows the profiles of plastic microdeformation and double traction
in the two–phase laminate for different sets of material parameters and for
a fraction of soft phase (s), fs = 0.7. These profiles clearly show the conti-
nuity of χp

12 and m12 at the interfaces. The different shapes presented are
obtained for various values of the modulus As, the other material param-
eters being fixed and given in Table 1. Varying As modifies the mismatch
with respect to the modulus Ah of the phase (h). Without mismatch the
profile of χp

12 is smooth at interfaces while stronger mismatches lead to
sharper transitions between the phases. Varying As also changes the in-
trinsic length scale 1/ωs of the phase (s). When the intrinsic length scale
is small compared to the size of the microstructure, the microdeformation
gradient can develop inside the phase (s) which leads to a rounded profile
of the plastic microdeformation χps

12 and to a double traction m12 localized
at the interfaces. When the intrinsic length scale increases, the value of
the double traction also increases at the interfaces (or equivalently, when
decreasing the microstructure length scale, l = s + h, for a fixed intrin-
sic length scale). When the intrinsic length scale becomes of the order of
the size of the microstructure or even larger, the model starts to saturate
so that χps

12 becomes quasi–homogeneous (flat profile) and the double trac-
tion is not localized anymore (linear profile). χps

12 is affected by As in the
same way as in (Cordero et al., 2010) where the hardening modulus, H ,
was not considered; in this latter case, the plastic microdeformation profile
was parabolic, so that m12, as a linear function of χps

12,1, always displayed a
linear evolution in the phase (s), even for very small intrinsic length scales.
From Eq. (122) we derive the expression of the macroscopic stress tensor
component, Σ12, defined as the mean value of the stress component σ12 over
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Table 1. Set of material parameters used in the simulations. The intrinsic
length scales, defined as 1/ωh,s, induced by these parameters is of the order
of 10 nm for the elastic phase (h) and 500 nm for the plastic phase (s).

μ [MPa] τc [MPa] H [MPa] Hχ [MPa] A [MPa.mm2]
Phase (s) 35000 40 5000 500000 1.10−3

Phase (h) 35000 - - 500000 5.10−5

the microstructure size, l = (s+ h):

Σ12 =< σ12 >=
1

l

∫ l
2

−
l
2

σ12 dx = τc +
H

fs
〈γcum〉 −

As

fs
〈χps

12,11〉, (130)

where brackets <> denote the average values over the microstructure unit
cell. We obtain the mean plastic slip for the first loading branch from Eq.
(114):

〈γ〉 =

〈
χps
12 −

As

Hs
χ

χps
12,11

〉
=

2AsωsCs sinh

(
ωs fsl

2

)
Hl

+ fsD (131)

where fs is the fraction of soft phase. From this we obtain alternative
expressions of Cs and D as functions of 〈γ〉,

Cs = −〈γ〉

[
Asωs sinh

(
ωs fsl

2

)
⎛⎜⎜⎝fs

⎛⎜⎜⎝coth

(
ωs fsl

2

)
Asωs

+

coth

(
ωh (1− fs) l

2

)
Ahωh

⎞⎟⎟⎠−
2

Hl

⎞⎟⎟⎠
⎤⎥⎥⎦
−1

(132)

D = 〈γ〉

⎡⎢⎢⎢⎣fs − 2

Hl

⎛⎜⎜⎝coth

(
ωs fsl

2

)
Asωs

+

coth

(
ωh (1− fs) l

2

)
Ahωh

⎞⎟⎟⎠
−1
⎤⎥⎥⎥⎦
−1

(133)

which contain contributions from both the back–stress and the isotropic
hardening. The macroscopic stress takes the form:

Σ12 = τc +HD. (134)
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Figure 3. Profiles of (a) plastic microdeformation χp
12 and (b) double

traction m12 in the two–phase microstructure with the microcurl model
at 0.2% overall plastic strain obtained with the set of material param-
eters given in Table 1 and: (1) with no mismatch between the moduli
of the two phases, Ah = As = 5.10−5 MPa.mm2, (2) with a stronger
mismatch, Ah = 5.10−5 MPa.mm2 and As = 1.10−3 MPa.mm2 and (3)
Ah = 5.10−5 MPa.mm2 and As = 5.10−2 MPa.mm2. The associated intrin-
sic length scales, 1/ωs, are respectively: 100 nm, 449 nm and 3.2μm. In all
three cases, the fraction of soft phase fs = 0.7 and the microstructure size
is fixed, l = 1 μm. The vertical lines indicate the position of interfaces.

(a)

(b)
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The hardening produced by the model is a combination of the kinematic
hardening arising from the higher order back–stress component and the
linear isotropic hardening introduced in (115). Its modulus, Htot, is size–
dependent and is obtained using Eqs. (133) and (134):

Htot = H

⎡⎢⎢⎢⎣fs − 2

Hl

⎛⎜⎜⎝coth

(
ωs

fsl

2

)
Asωs

+

coth

(
ωh

(1− fs) l

2

)
Ahωh

⎞⎟⎟⎠
−1
⎤⎥⎥⎥⎦
−1

(135)
The macroscopic stress–strain curves shown in Fig. 4 illustrate the ad-
ditional hardening predicted by the microcurl model in comparison to a
conventional crystal plasticity theory. One cycle of deformation γ̄ has been
considered to illustrate the kinematic hardening effects. The first loading
branch is described by the previous analytical solution, whereas the remain-
ing of the loop has been computed numerically. In the absence of gradient
effects (classical case, dashed line), only isotropic hardening is visible. The
microcurl model leads to an additional kinematic hardening component.
When the size of the elasto-plastic phase (s) becomes large compared to
the intrinsic length scale 1/ωs, strain gradient effect is small and the kine-
matic hardening arising from the microcurl model tends to vanish. Then
the model reduces to conventional crystal plasticity theory and the limit of
the 0.2% macroscopic flow stress is:

lim
l→∞

Σ12|0.2 = τc +
H

fs
〈γcum〉. (136)

In contrast, the maximum extra–stress, ΔΣ, predicted by the model at small
microstructure sizes can be computed as:

ΔΣ = lim
l→0

Σ12(< γ >)− lim
l→∞

Σ12|0.2 =
1− fs
fs

Hχ 〈γ〉 . (137)

Fig. 5 presents the predicted evolution of the macroscopic flow stress Σ12|0.2

at 0.2% plastic strain (obtained by setting 〈γ〉 = 0.002) as a function of the
microstructure length scale l in a log–log diagram. This evolution is plotted
using the material parameters given in Table 1 and for various values of the
coupling modulus, Hs

χ = Hh
χ = Hχ. The four lower curves are obtained for

finite values of the modulus Hχ, they exhibit a tanh–shape with saturation
for large (l > 10−2 mm) and small (l < 10−5 mm) values of l. These
saturations can be characterized by the limit given in Eq. (136) and the
maximum extra–stress, ΔΣ, given in Eq. (137) respectively. A transition
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Figure 4. Macroscopic stress–strain response of the two–phase microstruc-
ture under cyclic shear loading conditions: comparison between the be-
haviour from a conventional crystal plasticity theory and the behaviour ac-
cording to the microcurl model in which an additional kinematic hardening
is predicted. Results obtained by finite element simulations for: l = 1μm,
fs = 0.7 and the material parameters given in Table 1.

domain with strong size dependence is observed between these two plateaus.
The limits and the maximum extra–stress, the position of the transition
zone and the scaling law exponent in the size dependent domain (slope in
the log–log diagram) are directly related to the material parameters used in
the model. In fact, the position of the size dependent domain is controlled
by the moduli Ah,s (not illustrated here) while the maximum extra–stress
and the scaling law exponent are both controlled by the modulus Hχ, both
increasing for higher values of Hχ as suggested by Fig. 5.
When Hχ is very small, we can deduce from Eq. (137) that ΔΣ vanishes
and consequently the scaling law exponent will tend to 0. The upper curve
is obtained for Hχ → ∞, it no longer exhibits a tanh–shape as no saturation
occurs for small values of l, the limit ΔΣ → ∞ follows. This limit case will
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Figure 5. Evolution of the macroscopic flow stress Σ12|0.2 at 0.2% plastic
strain as a function of the microstructure length scale l, plotted for different
coupling moduliHχ (= Hs

χ = Hh
χ). The other material parameters are given

in Table 1 and fs = 0.7.

be described in next subsection, it will be shown that in that case a scaling
law exponent of −2 is reached. Finally the microcurl model can produce
scaling law exponents ranging from 0 to −2.

3.3 Strain gradient plasticity as a limit case

In the proposed microcurl model, the modulus Hχ introduces a coupling
between micro and macro variables. A high value of Hχ forces the plastic
microdeformation χ

∼

p to remain as close as possible to the macro plastic

deformation H
∼

p. Consequently, it enforces the condition that K
∼

coincides
with the dislocation density tensor. In this case, the microcurl model de-
generates into the strain gradient plasticity model by (Gurtin, 2002). When
applied to the laminate microstructure, the strain gradient plasticity model
leads to the indeterminacy of the double traction vector at the interfaces,
due to the fact that no strain gradient effect occurs in the elastic phase,
see (Cordero et al., 2010). The microcurl model can then be used to derive
the missing interface condition to be applied at the interface, by means of
a limit process in the previous solution of the boundary value problem.
The limit Hχ → ∞ of the microcurl model can be used to determine the
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value of the double traction to be imposed at the interface.

lim
Hχ→∞

m12(s/2) = lim
Hχ→∞

Asχps
12,1(s/2)

= lim
Hχ→∞

Asωs sinh

(
ωs fsl

2

)
Cs

= lim
Hχ→∞

〈γ〉

⎡⎢⎢⎣ 2

Hl
− fs

⎛⎜⎜⎝coth

(
ωs fsl

2

)
Asωs

+

coth

(
ωh (1− fs) l

2

)
Ahωh

⎞⎟⎟⎠
⎤⎥⎥⎦
−1

Since Hχ → ∞, 1/ωh → 0 and coth
(
ωhh/2

)
→ 1. Moreover, ωs

∞ := ωs →√
H/As. Consequently,

lim
Hχ→∞

m12(s/2) = 〈γ〉

⎡⎢⎢⎣ 2

Hl
− fs

coth

(
ωs
∞

fsl

2

)
Asωs

∞

⎤⎥⎥⎦
−1

(138)

Accordingly, the double traction is found to depend on the mean plastic slip.
The characteristic length in the soft phase for the strain gradient plasticity
model is found to be related to the ratio between the hardening modulus
and the higher order modulus, As.
The limiting process can also be used to predict the response of the strain
gradient plasticity model in the size effect zone. For that purpose, let us
consider the limit of Σ12|0.2, when Hχ goes to infinity. Indeed, when Hχ

tends to infinity, the expression of D in Eq. (133) can be simplified. We
consider sizes of the microstructures in the size effect zone, i.e. intermediate
values of l. Since Hχ is very high, the term tanh

(
ωh(1− fs)l/2

)
tends to

1. Considering that l is small enough, the term l (tanh (ωsfsl/2)) can be
approximated by its Taylor expansion at the order 2, which leads to D of
the form:

D ≈
al+ b

cl2 + dl + e
(139)

where

a =
〈γ〉fs

2
√
Hχ

, b = 〈γ〉fsA
h

(
1 +

H

Hχ

)
(140)

c = −
f3
sH

√
Ah

12
, d =

f2
sH

2
√
Hχ

, e = −
fs
√
AhH

Hχ

(141)
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The terms a, d and e tend to 0 when Hχ → ∞, so that

D ≈
12As〈γ〉

f3
sHl2

(142)

and for the macroscopic stress:

Σ12 ≈ τc +
12As〈γ〉

f3
s l

2
(143)

This expression is the same as that found in the absence of isotropic hard-
ening in (Cordero et al., 2010). It indicates a l−2 scaling law for the strain
gradient plasticity model. This scaling law differs from Hall–Petch relation,
l−1/2, typical for grain size effects, and from Orowan’s law, l−1, valid for
precipitate size effects.

4 Continuum modelling of size effects in polycrystals

The model is now applied to simulate the response of polycrystals and the
effects of grain size.

The interface conditions at grain boundaries play a major role in the
simulated size effects in the polycrystal behaviour. No special interface law
is considered in this work, although such physically motivated interface con-
ditions exist in the literature, see (Gurtin and Anand, 2008). Instead we
consider the canonical interface conditions that arise from the formulation
of the balance equations of the microcurl continuum model. These condi-
tions are the continuity of displacement, u , and the continuity of plastic
micro–deformation, χ

∼

p. These conditions also include the continuity of the

simple and double tractions, t and M
∼

, described in Eq. (86). Continuity
of displacement excludes grain boundary cracking and sliding. Continu-
ity of plastic micro–deformation is reminiscent of the fact that dislocations
generally do not cross grain boundaries, especially for such random grain
boundaries. Note that in the microcurl model, only the kinematic degrees
of freedom χ

∼

p are continuous. This is not the case of the plastic deforma-

tion, H
∼

p, which is treated here as an internal variable. However, due to
the internal constraint discussed in section 3.1, H

∼

p closely follows the plas-
tic micro–deformation, so that it is quasi–continuous at grain boundaries
when the penalty coefficient, Hχ, is high enough. Conversely, lower values
of Hχ may allow slightly discontinuous plastic deformation, which may be
tentatively interpreted as dislocation sinking inside grain boundaries. The
continuity of the associated tractions expresses the transmission of classi-
cal and generalised internal forces from one grain to another through grain
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(a) (b)

(c)

Figure 6. Periodic meshes of the 2D periodic aggregates used in the finite
element simulations: (a) 24 grains, (b) 52 gains. Two slip systems are taken
into account in each randomly oriented grain. Various mean grain sizes, d,
ranging from tens of nanometers to hundreds of microns, are investigated.
(c) Description of the two effective slip systems for 2D planar double slip.

boundaries. Such continuum models are then able to mimic in that way
the development of dislocation pile–ups at grain boundaries (Forest and
Sedláček, 2003).

4.1 Boundary value problem for polycrystals

The size effects exhibited by the solution of the boundary value problem
are linked to an intrinsic length scale, ls, introduced through the generalised
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moduli Hχ and A of Eq. (110) and defined as:

ls =

√
A

Hχ

. (144)

This intrinsic length scale has to be consistent with the fact that plasticity
effects occur at scales ranging from hundreds of nanometers to a few microns.
In addition, as stated in section 3.1, the coupling modulus, Hχ, has to be
chosen high enough to ensure that χ

∼

p and H
∼

p are close. Hχ also determines
the scaling law exponent. These requirements are guidelines for the choice
of relevant generalised moduli Hχ and A. The sets of material parameters
used in this paper are chosen in that way.

The finite element simulations have been made on periodic 2D meshes of
periodic polycrystalline aggregates generated by a method based on Voronoi
tessellations (Fig. 6(a)(b)). The integration order of elements is quadratic.
The Voronoi polyhedra represent the grains, the random distribution of their
centers has been controlled so that their sizes are sensibly the same, that
is why we can reasonably assume that the mean grain size, d, is sufficient
to characterise the microstructure of our aggregates. A random orientation
is assigned to each grain and two slip systems are taken into account. In
2D, the plastic behaviour of f.c.c. crystals can be simulated with 2D planar
double slip by considering two effective slip systems separated by an angle
of 2φ (Asaro, 1983; Bennett and McDowell, 2003). Figure 6(c) describes the
geometry. The slip system pair is oriented by the angle θ which is the grain
orientation randomly fixed for each grain. For a f.c.c. crystal φ = 35.1◦,
it corresponds to the orientation of the close–packed planes in the crystal
lattice of the grain.

Periodic homogenization for generalised continua is used to predict the
effective response of the polycrystal. The displacement field is assumed to
be of the form

u (x) = E
∼

.x + v (x), (145)

with the fluctuation v periodic, meaning that it takes identical values at
homologous points of the unit cell (Forest et al., 2001). The plastic micro–
deformation field, χ

∼

p, is assumed to be periodic, meaning that no rotational
macroscopic plastic deformation is imposed to the unit cell. Its components
are equal at homologous opposite nodes. According to periodic homog-
enization, the simple and double tractions t and m

∼

are anti–periodic at
homologous points of the unit cell.

Polycrystals are random materials so that the periodicity constraint may
lead to a bias in the estimation of the effective properties. This boundary
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Figure 7. Macroscopic stress–strain response of the 24–grain aggregate
under cyclic simple shear loading conditions with a mean gain size d ≈
0.2μm. The set of material parameters used is labelled (c) in Table 2.

effect can be alleviated by considering several realization of the microstruc-
ture and performing ensemble averaging (Zeghadi et al., 2007).

4.2 Overall cyclic response of a polycrystalline aggregate

The finite element simulations of the boundary value problem presented
previously have been conducted under generalised plane strain conditions
on aggregates with a relatively small number of grains. The aim here is not
to obtain a representative response but to catch the grain size effects and
to explore qualitatively the impact of different sets of material parameters.
In this section, a virtual material is considered with various intrinsic length
scales. The macroscopic stress–strain curve shown in Fig. 7 is obtained
by applying a cyclic simple shear loading controlled by the average stress
component E12 on the aggregate of 24 grains with d = 0.2μm and the set
of material parameters labelled (c) in Table 2. The mean stress component
Σ12 is then computed:

Σ12 =
1

V

∫
V

σ12 dV, E12 =
1

V

∫
V

ε12 dV, (146)
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Table 2. Sets of material parameters used in the 24–grain aggregate case
(Fig 6(a)). The intrinsic length scale, ls =

√
A/Hχ, is given for each set.

Set μ [MPa] τc [MPa] Hχ [MPa] A [MPa mm2] ls [μm]

a 35000 40 3.0 106 1.0 10−2 5.8 10−2

b 35000 40 1.0 106 1.0 10−2 1.0 10−1

c 35000 40 3.5 105 1.0 10−2 1.7 10−1

d 35000 40 8.8 104 1.0 10−3 1.1 10−1

where V denotes each polycrystal unit cell. The simulated response il-
lustrates the kinematic hardening produced by the microcurl model. The
stress–strain curves obtained in the next case (see Fig. 9) show that this
kinematic hardening is size dependent: it increases for smaller grains. Note
that the observed overall kinematic hardening has two distinct sources: the
intragranular back–stress induced by plastic strain gradients, and the inter-
granular internal stress that originate from the grain to grain plastic strain
incompatibilities. The latter contribution is also predicted by classical crys-
tal plasticity models.

Figure 8 presents the effect of the mean grain size, d, on the macroscopic
flow stress at 1% plastic strain in the 24–grain aggregate in a log–log dia-
gram for different intrinsic length scales, ls, introduced through the sets of
material parameters (labelled a, b, c and d) given in Table 2. The curves
exhibit two plateaus for large (d > 20μm) and small (d < 0.1μm) mean
grain sizes with a transition domain in between. This tanh–shape indicates
that when d is large compared to the intrinsic length scale, ls, strain gradi-
ent effects are small and the kinematic hardening arising from the microcurl
model vanishes. The model saturates when d is of the order of ls or smaller.
The transition domain exhibits a strong size dependence, the polycrystalline
aggregate becoming harder for decreasing grain sizes. The position of the
transition zone, the maximum extra–stress (the distance between the two
plateaus) and the scaling law exponent, m, in the size dependent domain
are controlled by the material parameters used in the model. The two latter
effects are controlled by the coupling modulus, Hχ, they both increase for
higher values of Hχ as shown in Fig. 8. The scaling exponent is defined
as the slope in the log–log diagram in the inflection domain, reflecting the
scaling law:

Σ12 ∝ dm. (147)

It is obtained with the sets of material parameters given in Table 2. The
found values range from −0.26 to −0.64 including the well–known Hall–
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Figure 8. Effect of the mean grain size, d, on the macroscopic flow stress,
Σ12|1%, at 1% plastic strain. The results are obtained for the 24–grain
aggregate using the different sets of material parameters given in Table 2.
The scaling law exponent, m, is identified in each case.

Petch exponent m = −0.5. In fact it was shown in (Cordero et al., 2010)
that values of m ranging from 0 to −2 can be simulated with the microcurl
model in the case of two–phase microstructures. In each case, these val-
ues are obtained without classical isotropic hardening, meaning that the
linear kinematic hardening produced by the model is able to reproduce a
wide range of scaling laws. Note that conventional strain gradient plasticity
models do not lead to tanh–shape curves but rather to unbounded stress
increase for vanishingly small microstructures (Cordero et al., 2010).

4.3 Grain size effects in idealised aluminium polycrystals

Similar finite element simulations have been performed on idealised alu-
minium aggregates of 52 grains shown in Fig. 6(b). An additional isotropic
hardening component is added as in (Méric et al., 1991) to obtain a more re-
alistic response of large aluminium grains. The size–independent hardening
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Figure 9. Macroscopic stress–strain response of the 52–grain aggregate
under simple shear for various mean grain sizes, d. The set of material
parameters used is labelled (g) in Table 3.

law reads:

Rα = τc +Q

n∑
β

hαβ
(
1− exp

(
−b γβ

cum

))
, (148)

where n is the number of slip systems (here n = 2), Q and b are material
coefficients defining non–linear isotropic hardening, hαβ is the interaction
matrix and γβ

cum is the accumulated micro–plastic slip on the slip system
β. Cumulative plastic slip results from the integration of the differential
equation γ̇β

cum = |γ̇β |. The material parameters used in these simulations
are given in Table 3. The macroscopic stress–strain curves presented in Fig.
9 are obtained by applying a simple shear loading controlled by the average
strain component E12 on the 52–grain aggregate with various mean grain
sizes, d, taken in the size dependent domain. The chosen set of material
parameters has the label (g) in Table 3. These parameters are such that
an acceptable description of aluminium polycrystals is obtained for large
grains and that a Hall–Petch–like behaviour is found in a plausible range
of grain sizes. However we did not attempt to calibrate the amplitude of
the extra–hardening so that simulation predictions remain qualitative. The
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Table 3. Sets of material parameters used in the 52–grain aggregate case
(Fig 6(b)).

Set μ [MPa] τc [MPa] Q [MPa] b hαα hαβ, α�=β

e 27000 0.75 7.9 10.2 1 4.4
f 27000 0.75 7.9 10.2 1 4.4
g 27000 0.75 7.9 10.2 1 4.4

Set Hχ [MPa] A [MPa mm2] ls [μm]

e 1.0 106 1.0 10−2 1.0 10−1

f 3.5 105 1.0 10−2 1.7 10−1

g 5.0 104 1.0 10−2 4.5 10−1

curves of Fig. 9 show again that the kinematic hardening produced by the
model is strongly size dependent. The evolution of the macroscopic flow
stress at 1% plastic strain in the 52–grain aggregate is shown in Fig. 10 in
the same way as it was done in Fig. 8. The set of material parameters (g)
of Table 3 gives the ideal Hall–Petch scaling law exponent m = −0.5.

An important output of the simulations is the dependence of the stress
and strain fields in the grains of the polycrystal on grain size. Figures 11 and
12 show the contour plots of the field of accumulated plastic slip, computed
as

ṗ =

√
2

3
ε̇
∼

p : ε̇
∼

p, (149)

where ε
∼

p is the symmetric part of the plastic deformation, H
∼

p, and the
contour plots of the norm Γ of the dislocation density tensor,

Γ =
√

Γ
∼

: Γ
∼

, (150)

respectively. The considered grain sizes are taken in the size dependent
domain where the evolution of the fields is assumed to be physically rele-
vant. The chosen set of material parameters has the label (g) in Table 3,
it corresponds to an intrinsic length scale ls = 0.45μm and gives a scaling
law exponent m = −0.5. The mean value of the accumulated plastic slip
is the same in every case, only its distribution varies with the size of the
microstructure as shown in Fig. 11.

The first contour plot of each figure is obtained for d = 200μm � ls =
0.45μm, at the very beginning of the size–dependent behaviour domain ac-
cording to Fig. 10. At this size, the simulated fields show that p is quite
inhomogeneous and that some deformation bands appear; Γ is localised at
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Figure 10. Effect of the mean grain size, d, on the macroscopic flow stress,
Σ12|1%, at 1% plastic strain. The results are obtained for the 52–grain
aggregate using the different sets of material parameters given in Table 3.
The scaling law exponent, m, is identified in each case.

the grain boundaries and almost vanishes in the grain cores. The contour
plots obtained for 2μm< d < 20μm show a significant evolution of both
fields. One observes the progressive building of a network of strain localiza-
tion bands. These bands are slip bands as they are parallel to the slip plane
directions represented on the 1μm contour plot of Fig. 11. They compensate
the larger blue zones where plastic strain cannot develop due to the higher
energy cost associated with its gradient. Plastic strain becomes stronger
inside the localization bands. This is due to the fact that the contour plots
are given for fixed mean value of p, which implies that the applied total
strain is higher for small grain sizes as suggested by Fig. 9. The field of the
norm of the dislocation density tensor is still high close to grain boundaries
and spreads over the grain cores. The last contour plot of each figure is
obtained for d = 1μm, a size close to ls. Here the model starts to saturate,
which can be seen from the simulated fields. The field of p does not evolve
anymore and Γ decreases. In fact, as ls controls the strain gradient effects,
strong strain gradients cannot develop because they become energetically
too expensive when the microstructure size is too small.
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d = 200μm d = 20μm d = 10μm

d = 4μm d = 2μm d = 1μm

Figure 11. Grain size effect on the accumulated plastic slip. These contour
plots are obtained with the 52–grain aggregate for the same mean value of
p = 0.01. The set of material parameters (g) of Table 3 is used. The pairs
of slip plane directions are represented for each grain on the 1μm contour
plot.
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d = 200μm d = 20μm d = 10μm

d = 4μm d = 2μm d = 1μm

Figure 12. Grain size effect on the norm of the dislocation density tensor.
These contour plots are obtained with the 52–grain aggregate for the same
mean value of p = 0.01. The set of material parameters (g) of Table 3 is
used. The pairs of slip plane directions are represented for each grain on
the 1μm contour plot.



Micromorphic Approach to Crystal Plasticity… 175

5 Micromorphic approach vs. phase field models

There are strong links between generalized continuum mechanics and phase
field models which are striving in modern field theories of materials. Mindlin’s
and Casal’s second gradient model of mechanics and the Cahn–Hilliard dif-
fusion theory were developed almost simultaneously. More generally, the
necessity of introducing additional degrees of freedom in continuum models
arose in the 1960s in order to account for microstructure effects on the over-
all material’s response. However, generalized continuum mechanics, with
paradigms like Eringen’s micromorphic model and Aifantis strain gradient
plasticity, developed along an independent track from phase field approach
embodied by Khachaturyan’s views, for instance.

The links have been seen recently within the context of plasticity and
damage mechanics. The computational mechanics community aimed at in-
troducing the evolution of microstructures into their simulations (Ubachs
et al., 2004; Ammar et al., 2009a) whereas physicists started introducing
plasticity into the thermodynamical setting (Gaubert et al., 2008). Cooper-
ation between these communities becomes necessary when tackling damage
mechanics and crack propagation simulation (Aslan and Forest, 2009; Miehe
et al., 2010a). First attempts to present a general constitutive framework
encompassing classical enhanced mechanical and thermodynamical models
have been proposed recently (Forest, 2009; Aslan and Forest, 2011; Miehe,
2011). Such an approach is presented in this chapter and extended to so-
phisticated descriptions of interactions between viscoplasticity and phase
transformations.

The micromorphic model originates from Eringen’s introduction of mi-
crodeformation tensor at each material point that accounts for the changes
of a triad of microstructure vectors. In the present chapter, the micro-
morphic approach denotes an extension of this theory to other variables
than total deformation, namely plastic strain, hardening variables, and even
temperature and concentration. The gist of the micromorphic model is to
associate a microstructure quantity (e.g. microdeformation) to an overall
quantity (e.g. macroscopic deformation). The deviation of the microvariable
from the macrovariable and the gradient of the microvariable are sources of
stored energy and dissipation. They are controlled by generalized stresses
which contribute to the power of internal forces.

On the other hand, the phase field approach has proved to be an efficient
method to model the motion of interfaces and growth of precipitates based
on a sound thermodynamical formulation including non convex free energy
potentials (Finel et al., 2010). The effect of microelasticity on the morpho-
logical aspects and kinetics of phase transformation is classically studied but
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the occurrence of plasticity is recent (Ubachs et al., 2004; Gaubert et al.,
2008, 2010). Beyond plasticity, damage and crack propagation are the sub-
ject of both generalized continuum and phase field approaches (Frémond
and Nedjar, 1996; Ubachs et al., 2007; Aslan and Forest, 2009; Miehe et al.,
2010a,b). Phase field simulations usually rely on finite differences or fast
Fourier methods. More recently, the finite element method was also used
in order to tackle more general boundary conditions (Ammar et al., 2009a;
Miehe et al., 2010a; Rajagopal et al., 2010).

The objective of the present chapter is to formulate a thermomechanical
theory of continua with additional degrees of freedom. It is shown in a first
part that the theory encompasses available generalized continuum theories
and phase field models provided that well–suited free energy and dissipa-
tion potentials are selected. The current strain gradient plasticity models
are then extended to account simultaneously for plastic strain gradient and
plastic strain rate gradient in order to address viscoplastic instabilities oc-
curring in metal plasticity like dynamic strain ageing. The second part of
the work exposes how the well–known elastoviscoplastic constitutive frame-
work can be incorporated into the available phase field approach in order to
investigate the coupling between viscoplasticity and phase transformation.
An original approach is proposed that resorts to standard homogenization
techniques used in the mechanics of heterogeneous materials.

5.1 Thermomechanics with additional degrees of freedom

General setting. The displacement variables of mechanics can be com-
plemented by additional degrees of freedom (dof), φ, that can be scalars as
well as tensor variables of given rank:

DOF = {u , φ}, (151)

A first gradient theory is built on the basis of this set of degrees of freedom :

STRAIN = {ε
∼

, φ, ∇φ} (152)

The strain tensor, ε
∼

, is the symmetric part of the gradient of the displace-
ment field. The main assumption of the proposed theory is that the gradient
of the additional degrees of freedom contribute to the work of internal forces
in the energy equation, in contrast to internal variables and concentration
in diffusion theory. Depending on the invariance properties of the variable
φ, it can itself contribute to the work of internal forces together with its
gradient. It is not the case for the displacement itself which is not an ob-
jective vector. The virtual power of internal forces is then extended to the
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virtual power done by the additional variable and its first gradient:

P(i)(u̇ �, φ̇�) = −

∫
D

p(i)(u̇ �, φ̇�) dV

p(i)(u̇ �, φ̇�) = σ
∼

: ∇u̇ � + aφ̇� + b .∇φ̇� (153)

where D is a subdomain of the current configuration Ω of the body. Stars
denote virtual fields. The Cauchy stress tensor is σ

∼

and a and b are gen-
eralized stresses associated with the additional dof and its first gradient,
respectively. Similarly, the power of contact forces must be extended as
follows:

P(c)(u̇ �, φ̇�) =

∫
D

p(c)(u̇ �, φ̇�) dV, p(c)(u̇ �, φ̇�) = t .u̇ � + ac φ̇� (154)

where t is the traction vector and ac a generalized traction. In general, the
power of forces acting at a distance must also be extended in the form:

P(e)(u̇ �, φ̇�) =

∫
D

p(e)(u̇ �, φ̇�) dV, p(e)(u̇ �, φ̇�) = ρf .u̇ �+aeφ̇�+b e·∇φ̇�

(155)
where ρf accounts for given simple body forces and ae for generalized vol-
ume forces. The power of inertial forces also requires, for the sake of gen-
erality, the introduction of an inertia I associated with the acceleration of
the additional degrees of freedom :

P(a)(u̇ �, φ̇�) =

∫
D

p(a)(u̇ �, φ̇�) dV, p(a)(u̇ �, φ̇�) = −ρü .u̇ � − Iφ̈ φ̇�

(156)
Following (Germain, 1973a), given body couples and double forces working
with the gradient of the velocity field, could also be introduced in the theory.
The generalized principle of virtual power with respect to the velocity and
additional dof, is formulated as

P(i)(u̇ �, φ̇�)+P(e)(u̇ �, φ̇�)+P(c)(u̇ �, φ̇�)+P(a)(u̇ �, φ̇�) = 0, ∀D ⊂ Ω, ∀u̇ �, φ̇
(157)

The method of virtual power according to (Maugin, 1980) is used then to
derive the standard local balance of momentum equation:

divσ
∼

+ ρf = ρü , ∀x ∈ Ω (158)

and the generalized balance of micromorphic momentum equation:

div(b − b e)− a+ ae = Iφ̈, ∀x ∈ Ω (159)
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The method also delivers the associated boundary conditions for the simple
and generalized tractions:

t = σ
∼

.n , ac = (b − b e).n , ∀x ∈ ∂D (160)

The local balance of energy is also enhanced by the generalized power al-
ready included in the power of internal forces (153):

ρε̇ = p(i) − div q + ρr (161)

where ε is the specific internal energy, q the heat flux vector and r denotes
external heat sources. The entropy principle takes the usual local form:

−ρ(ψ̇ + ηṪ ) + p(i) −
q

T
.∇T ≥ 0 (162)

where it is assumed that the entropy production vector is still equal to the
heat vector divided by temperature, as in classical thermomechanics. Again,
the enhancement of the theory goes through the enriched power density
of internal forces (153). The entropy principle is exploited according to
classical continuum thermodynamics to derive the state laws. At this stage
it is necessary to be more specific on the dependence of the state functions
ψ, η,σ

∼

, a, b on state variables and to distinguish between dissipative and
non–dissipative mechanisms. The introduction of dissipative mechanisms
may require an increase in the number of state variables. These different
situations are considered in the following subsections.

Micromorphic model as a special case. The micromorphic model
as initially proposed by Eringen (Eringen and Suhubi, 1964) and Mindlin
(Mindlin, 1964) amounts to introducing a generally non compatible mi-
crodeformation field:

φ ≡ χ
∼

where χ
∼

is a generally non–symmetric second order tensor defined at each
material point. When the microdeformation reduces to its skew symmetric
part, the Cosserat model is retrieved (Ehlers and Volk, 1998; Forest and
Sievert, 2006). The microdeformation is to be compared to the deformation
gradient:

e
∼

= u ⊗∇− χ
∼

(163)

If the internal constraint e
∼

≡ 0 is enforced, the microdeformation coincides
with the deformation and the micromorphic model reduces to Mindlin’s
second gradient theory. The free energy density depends of the following
state variables:

STATE = {ε
∼

, e
∼

, K
∼

:= χ
∼

⊗∇, T, α}
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where α denotes the set of internal variables required to represent dissipative
mechanical phenomena. The Clausius–Duhem inequality (162) becomes, in
the isothermal case,

(σ
∼

− ρ
∂ψ

∂ε
∼

) : ε̇
∼

+(a
∼

− ρ
∂ψ

∂e
∼

) : ė
∼

+(b
∼

− ρ
∂ψ

∂K
∼

)
...K̇
∼

− (ρη+ ρ
∂ψ

∂T
)Ṫ − ρ

∂ψ

∂T
α̇ ≥ 0

(164)
where a

∼

was taken as the stress conjugate to the relative deformation rate
ė
∼

in the power of internal forces, which corresponds to an alternative form
for (153). The state laws for micromorphic media are obtained by assuming
that the first four contribution are non–dissipative:

σ
∼

= ρ
∂ψ

∂ε
∼

, a
∼

= ρ
∂ψ

∂e
∼

, b
∼

= ρ
∂ψ

∂K
∼

, η = −
∂ψ

∂T
(165)

Elastoviscoplastic micromorphic media are then obtained by a specific choice
of the internal variables α and their evolution rules (Forest and Sievert,
2006).

Phase field model as a special case. Enhancing the mechanical power
in the energy balance is plausible in the presence of microstructure induced
mechanical phenomena, as proposed by Eringen. However, this is also pos-
sible in other contexts, namely when the dof φ has a more general meaning
of an order parameter. Fried and Gurtin (Fried and Gurtin, 1993; Gurtin,
1996) suggested to consider the following reduced state space:

STATE = {ε
∼

, φ, ∇φ, T, α} (166)

and the following state laws

σ
∼

= ρ
∂ψ

∂ε
∼

, b = ρ
∂ψ

∂∇φ
, η = −

∂ψ

∂T
(167)

so that, in the isothermal case, the dissipation rate reduces to

avφ̇+Xα̇ ≥ 0, with av = a− ρ
∂ψ

∂φ
, X = −ρ

∂ψ

∂α
(168)

The choice of a convex potential Ω(av, X) providing the evolution laws:

φ̇ =
∂Ω

∂av
, α̇ =

∂Ω

∂X
(169)

ensures the positivity of the dissipation rate.
As an illustration, let us consider a quadratic contribution of av to the
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dissipation potential. We are lead to the following relationships

φ̇ =
1

β
av =

1

β
(a− ρ

∂ψ

∂φ
) (170)

where β is a material parameter. The latter equation can be combined with
the balance law (159), in the absence of volume or inertial forces, and the
state law (167) to derive

βφ̇ = div

(
ρ

∂ψ

∂∇φ

)
− ρ

∂ψ

∂φ
(171)

which corresponds to a general Ginzburg-Landau equation.
The authors in (Ubachs et al., 2004) have combined the micromorphic ap-
proach and the Cahn–Hilliard approach to diffusion in order to derive an
alternative equation to Cahn–Hilliard.

5.2 Constitutive framework for gradient and micromorphic vis-
coplasticity

We now exploit the established general structure to propose a constitu-
tive framework for elastoviscoplastic materials exhibiting plastic strain gra-
dient. The attention is focused on an isotropic elastoviscoplastic medium
characterized by the cumulated plastic strain, p. The proposed formulation
encompasses Aifantis–like strain gradient plasticity models and introduces
additional strain rate gradient effects. The total strain is split into its elastic
and plastic parts: ε

∼

= ε
∼

e+ ε
∼

p. In this context, the additional dof φ has the
meaning of a microplastic strain (Forest and Aifantis, 2010) to be compared
with p itself.

Two variants of the constitutive framework are considered which handle
in a slightly different way the dissipative contribution due to the generalized
stresses.

Introduction of viscous generalized stresses The free energy density
is assumed to depend on the following state variables:

STATE = {ε
∼

e, e := φ− p, p, K := ∇φ} (172)

The isothermal Clausius–Duhem inequality take the form:

(σ
∼

−ρ
∂ψ

∂ε
∼

e
) : ε̇

∼

e+(a−ρ
∂ψ

∂e
) : ė+(b −ρ

∂ψ

∂K
) ·K̇ +σ

∼

: ε̇
∼

p+aṗ−ρ
∂ψ

∂T
α̇ ≥ 0

(173)
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The following state laws are adopted

σ
∼

= ρ
∂ψ

∂ε
∼

e
, R = ρ

∂ψ

∂p
(174)

To ensure the positivity of the dissipation rate associated with the general-
ized stress a and b , we adopt the viscoelastic constitutive equations

a = ρ
∂ψ

∂e
+ βė, b = ρ

∂ψ

∂K
+ κK̇ (175)

where β and κ are generalized viscosity coefficients. This viscoelastic for-
mulation amounts to splitting the generalized stresses a and b into elastic
(reversible) and viscous parts. Regarding viscoplastic deformation, a vis-
coplastic potential Ω(σ

∼

, a−R) is chosen such that:

ε̇
∼

p =
∂Ω

∂σ
∼

, ṗ =
∂Ω

∂a− R
(176)

In order to evidence the kind of gradient elastoviscoplastic models we aim
at, we illustrate the case of a quadratic free energy potential:

ρψ =
1

2
ε
∼

e : C
≈

: ε
∼

e +R0p+
1

2
Hp2 +

1

2
Hφe

2 +
1

2
AK ·K

σ
∼

= C
≈

: ε
∼

e, R = R0 +Hp, a = Hφe + βė, b = AK + κK̇

The viscoplastic potential is based on the yield function that introduces the
equivalent stress measure σeq and a threshold

Ω(σ
∼

, a−R) =
K

n+ 1

〈
σeq + a−R

K

〉n+1

ε̇
∼

p = ṗ
∂σeq

∂σ
∼

, ṗ =

〈
σeq + a−R

K

〉n

where 〈·〉 denotes the positive part of the quantity in brackets, and K and
n are usual viscosity parameters. The decomposition (175) and the gener-
alized balance (159) become

a = Hφ(φ− p) + β(φ̇ − ṗ) = div(AK + κK̇ ) (177)

We finally obtain the following linear partial differential equation, under the
condition of plastic loading, in the absence of volume and inertial forces:

Hφφ−AΔφ + βφ̇− κΔφ̇ = Hφp+ κṗ (178)
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where Δ is the Laplace operator. When the viscous parts are dropped
in (175), the Helmholtz type equation used in strain gradient plasticity
and damage (Peerlings et al., 2001; Engelen et al., 2003; Forest, 2009) is
retrieved. It is classically used for the regularization of strain localization
phenomena. The rate dependent part in the previous equation is expected
to be useful in the simulation of strain rate localization phenomena which
occur for instance in strain ageing materials (Mazière et al., 2010).

Under plastic loading, the equivalent stress can then be decomposed into
the following contributions:

σeq = R− a+Kṗ1/n = R0 +Hp−AΔφ − κΔφ̇+Kṗ1/n (179)

If κ = 0, the micromorphic model is retrieved. If, furthermore, the con-
straint φ ≡ p is enforced, Aifantis well–known strain gradient plasticity
model is recovered.

Decomposition of the generalized strain measures. It is proposed
now to consider the decomposition of the additional dof and its gradient
into elastic and plastic parts:

φ = φe + φp, K = K e +K p (180)

The decomposition of φ itself is allowed only if it is an objective quantity.
This would not apply for instance for φ ≡ R

∼

, the Cosserat microrotation.
But it is allowed for a strain variable (Forest and Sievert, 2006). Such
generalized kinematic decompositions were proposed in (Forest and Sievert,
2006) for strain gradient, Cosserat and micromorphic media, also at finite
deformation. It is generalized here for more general dofs, possibly related
to physically coupled phenomena.

The selected state variables then are

STATE = {ε
∼

e, φe, K e, p} (181)

which leads to the following Clausius–Duhem inequality

(σ
∼

−ρ
∂ψ

∂ε
∼

e
) : ε̇

∼

e+(a−ρ
∂ψ

∂φe
)φ̇e+(b−ρ

∂ψ

∂K e )·K̇
e+σ

∼

: ε̇
∼

p+aφ̇p+b ·K̇ p−Rṗ ≥ 0

(182)
The retained state laws are

σ
∼

= ρ
∂ψ

∂ε
∼

e
, a = ρ

∂ψ

∂φe
, b = ρ

∂ψ

∂K e (183)

The residual dissipation then is

σ
∼

: ε̇
∼

p + aφ̇p + b · K̇ p −Rṗ ≥ 0 (184)



Micromorphic Approach to Crystal Plasticity… 183

A simple choice of dissipation potential is

Ω(σ
∼

, R, a) =
K

n+ 1

〈
σeq + a−R

K

〉n+1

+
Ka

ma + 1

(
|a|

Ka

)ma+1

+
Kb

mb + 1

(
beq
Kb

)mb+1

where beq is a norm of b and from which the evolution rules are derived

ε̇
∼

p = ṗ
∂σeq

∂σ
∼

, ṗ = −
∂Ω

∂R
=

〈
σeq + a−R

K

〉n

, (185)

φ̇p =
∂Ω

∂a
= ṗ+

(
|a|

Ka

)ma

signa, K̇ p =
∂Ω

∂b
=

(
beq
Kb

)mb ∂beq
∂b

(186)

The time variation of the additional dof therefore deviates from the cumu-
lated plastic strain rate by a viscous term characterized by the material
parameters Ka and ma. The residual dissipation rate becomes

(σeq −R+ a)ṗ+
|a|ma+1

Kma
a

+

(
beq
Kb

)mb ∂beq
∂b

· b ≥ 0 (187)

which is indeed always positive.
Let us illustrate the type of partial differential equation provided by

such a model. For that purpose, a simple quadratic free energy potential is
chosen:

ρψ =
1

2
ε
∼

e : C
≈

: ε
∼

e +R0p+
1

2
Hp2 +

1

2
Hφφ

e2 +
1

2
AK e ·K e (188)

As a result, the corresponding state laws can be combined with the extra–
balance equation (159):

a = Hφφ
e = div b = div(AK e) (189)

which leads to the following partial differential equation, under the condition
of material homogeneity:

Hφ(φ− φp) = AΔφ −AdivK p (190)

If Ka = ∞ (infinite viscosity), equation (186) shows that φp coincides with
p. If, furthermore, Kb = ∞, the plastic part of K vanishes. The equation
(189) then reduces to the Helmholtz–type equation (178) where β and κ are
set to zero. An alternative expression of (189) can be worked out by taking
the viscous laws into account

a = Ka(φ̇
p − ṗ) = div b = divKbK̇

p (191)
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which leads to the following partial differential equation

Ka(φ̇
p − ṗ) = Kb div K̇

p (192)

When the elastic contributions φe and K e are neglected, the previous equa-
tion reduces to

Ka(φ̇− ṗ) = KbΔφ̇ (193)

which is identical to (178) after taking A = Hφ = 0.

5.3 Phase field models for elastoviscoplastic materials

In this section, the additional degree of freedom is a phase field variable.
We show how the constitutive framework for elastoviscoplastic materials
can be embedded in the existing phase field approach which combines diffu-
sion and phase field equations to model the motion of boundaries between
phases. The migration of interfaces and growth of precipitates are strongly
influenced by the mechanical behaviour of the phases.

One observes in current literature a strong endeavour to develop mi-
crostructure evolution simulation schemes coupled with complex mechanical
material behaviour ranging from heterogeneous elasticity to general elasto-
viscoplasticity. The main difficulty of such a task lies in the tight coupling
between the complex interface evolutions and the fields, common to many
moving boundary problems. The phase field approach has emerged as a
powerful method for easily tackling the morphological evolutions involved
in phase transformations. Phase field models have incorporated elastic-
ity quite early (Wang et al., 1993) and have succeeded in predicting some
complex microstructure evolutions driven by the interplay of diffusion and
elasticity. It is only very recently that some phase field models have been
enriched with nonlinear mechanical behaviour, extending the range of ap-
plications and materials which can be handled by the phase field approach
(Ubachs et al., 2004; Gaubert et al., 2008; Ammar et al., 2009b; Gaubert
et al., 2010).

There are essentially two ways of introducing linear and nonlinear me-
chanical constitutive equations into the standard phase field approach:

1. The material behaviour is described by a unified set of constitutive
equations including material parameters that explicitly depend on the
concentration or the phase variable. Each parameter is usually in-
terpolated between the limit values known for each phase. This is
the formulation adopted in the finite element simulations of Cahn–
Hilliard like equations coupled with viscoplasticity in (Ubachs et al.,
2004, 2007) for tin–lead solders. The same methodology is used in
(Gaubert et al., 2008, 2010) to simulate the role of viscoplasticity on
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rafting of γ’ precipitates in single crystal nickel base superalloys under
load.

2. One distinct set of constitutive equations is attributed to each indi-
vidual phase k at any material point. Each phase at a material point
then possesses its own stress/strain tensor σ

∼k
, ε
∼k

. The overall strain
and stress quantities σ

∼

, ε
∼

at this material point must then be aver-
aged or interpolated from the values attributed to each phase. This
is particularly important for points inside the smooth interface zone.
At this stage, several mixture rules are available to perform this aver-
aging or interpolation. This approach makes possible to mix different
types of constitutive equations for each phase, like hyperelastic non-
linear behaviour for one phase and conventional elastic–plastic model
with internal variables for the other one. No correspondence of ma-
terial parameters is needed between the phase behaviour laws. This
is the approach proposed in (Steinbach and Apel, 2006) for incorpo-
rating elasticity in a multi–phase field model. For that purpose, the
authors resort to a well–known homogeneous stress hypothesis taken
from homogenization theory in the mechanics of heterogeneous materi-
als (Besson et al., 2009). In the present work, we propose to generalize
this procedure to nonlinear material behaviour and to other mixture
rules also taken from homogenization theory.

It must be emphasized that the latter procedure is very similar to what has
already been proposed for handling diffusion in phase field models by (Kim
et al., 1999). Two concentration fields cα and cβ are indeed introduced, and
the real concentration field is obtained by a mixture rule together with an
internal constraint on the diffusion potentials. Introducing two concentra-
tion fields gives an additional degree of freedom for controlling the energy of
the interface with respect to its thickness. If this possibility is not obvious
when mechanics is introduced, adding a degree of freedom for describing
the stresses/strains within a diffuse interface could be valuable to get rid of
some spurious effects due to unrealistic interface thickness.

Coupling with diffusion. In the context of mass diffusion and phase
field evolution, the local form of the energy principle is

ė = σ
∼

: ε̇
∼

+ aφ̇+ b ·∇φ̇ (194)

The total strain is partitioned into the elastic strain ε
∼

e, the eigenstrain ε
∼

�

due to phase transformation and the plastic strain ε
∼

p:

ε
∼

= ε
∼

e + ε
∼

� + ε
∼

p (195)
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According to the thermodynamics of irreversible processes, the second law
states that the variation of entropy is always larger than or equal to the
rate of entropy flux induced by diffusion:

T η̇ −∇.(μJ ) � 0 (196)

where J is the diffusion flux and μ is the chemical potential. The conser-
vation law for mass diffusion is then

ċ = −∇.J (197)

Accordingly, the fundamental inequality containing first and second princi-
ples in the isothermal case is written as

−ρψ̇ + σ
∼

: ε̇
∼∼

+ aφ̇+ b ·∇φ̇+ μċ− J .∇μ � 0 (198)

Assuming that the free energy density depends on the order parameter φ
and its gradient, the concentration c, the elastic strain ε

∼

e and the set of
internal variables Vk associated to material hardening5:

STATE = {φ, ∇φ, c, ε
∼

e, Vk}

The Clausius-Duhem inequality now becomes:(
a− ρ

∂ψ

∂φ

)
φ̇+

(
b − ρ

∂ψ

∂∇φ

)
·∇φ̇+

(
μ− ρ

∂ψ

∂c

)
ċ

+

(
σ
∼

−
∂ψ

∂ε
∼

e

)
: ε̇

∼∼

e − J .∇μ+ σ
∼

: ε̇
∼∼

p − ρ
∂ψ

∂Vk

V̇k � 0 (199)

The following reversible mechanisms and corresponding state laws are cho-
sen:

b = ρ
∂ψ

∂∇φ
, μ = ρ

∂ψ

∂c
, σ

∼

= ρ
∂ψ

∂ε
∼

e
, Ak := ρ

∂ψ

∂Vk

(200)

The residual dissipation then is(
a− ρ

∂ψ

∂φ

)
φ̇− J .∇μ+ σ

∼

: ε̇
∼∼

p −AkV̇k � 0 (201)

Three contributions appear in the above residual dissipation rate. The first
is the phase field dissipation, associated with configuration changes of atoms
and related to the evolution of the order parameter:

Dφ = avφ̇ with av = a− ρ
∂ψ

∂φ
(202)

5
In this section, the notation for internal variables is changed to (Vk)k∈{α,β} since α is

now an index denoting one phase.
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where av is the chemical force associated with the dissipative processes
(Gurtin, 1996). The second contribution is the chemical dissipation due
to diffusion, associated with mass transport. The last contribution is the
mechanical dissipation, as discussed earlier.

An efficient way of defining the complementary laws related to the dis-
sipative processes and ensuring the positivity of the dissipation for any
thermodynamic process is to assume the existence of a dissipation potential
Ω(av,∇μ,σ

∼

, Ak), which is a convex function of its arguments:

φ̇ =
∂Ω

∂av
, J = −

∂Ω

∂∇μ
, V̇k = −

∂Ω

∂Ak

, ε̇
∼∼

p =
∂Ω

∂σ
∼

(203)

These equations represent the evolution law for the order parameter, the
diffusion flux as well as the evolution laws for the internal variables.

Partition of free energy and dissipation potential. The total free
energy is postulated to have the form of a Ginzburg-Landau free energy
functional accounting for interfaces through the square of the order param-
eter gradient. The free energy density ψ is then split into a chemical free
energy density ψch, a coherent mechanical energy density ψmech, and the
square of the order parameter gradient:

ρψ(φ,∇φ, c, ε
∼

e, Vk) = ρψch(φ, c) + ρψmech(φ, c, ε∼, Vk) +
A

2
∇φ ·∇φ (204)

The irreversible part of the behaviour is described by the dissipation poten-
tial, which can be split into three parts related to the three contributions
in the residual dissipation in Eq.(201): the phase field part Ωφ(φ, c, a

v)
, the chemical part Ωc(φ, c,∇μ) and the mechanical dissipation potential
Ωmech(φ, c,σ∼ , Ak):

Ω(av,∇μ, φ, c,σ
∼

, Ak) = Ωφ(c, φ, a
v) + Ωc(c, φ,∇μ) + Ωmech(φ, c,σ∼ , Ak)

(205)
The chemical free energy density ψch of a binary alloy is a function of the
order parameter φ and of the concentration field c. The coexistence of both
phases α and β discriminated by φ is possible if ψch is non–convex with
respect to φ. Following (Kim et al., 1998), ψch is built with the free energy
densities of the two phases ψα and ψβ as follows:

ψch(φ, c) = h(φ)ψα(c) + (1− h(φ))ψβ(c) +Wg(φ) (206)

Here, the interpolating function h(φ) is chosen as h(φ) = φ2(3 − 2φ), and
g(φ) = φ2(1−φ)2 is the double well potential accounting for the free energy
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penalty of the interface. The height W of the potential barrier is related
to the interfacial energy σ and the interfacial thickness δ as W = 6Λσ/δ.
Assuming that the interface region ranges from θ to 1−θ, then Λ = log((1−
θ)/θ). In the present work θ = 0.05 (Kim et al., 1998; Ammar et al., 2009a).

The densities ψα and ψβ are chosen to be quadratic functions of the
concentration only:

ρψα(c) =
kα
2
(c− aα)

2 and ρψβ(c) =
kβ
2
(c− aβ)

2 (207)

where aα and aβ are the unstressed equilibrium concentrations of both
phases which correspond respectively to the minima of ψα and ψβ in the
present model. kα and kβ are the curvatures of the free energies.

Quadratic expressions are chosen for the chemical dissipation, which
ensures the positivity of the dissipation rate:

Ωφ(a
v) =

1

2
(1/β)av2 and Ωc(∇μ) =

1

2
L(φ)∇μ.∇μ (208)

where av is given by Eq. (202), β is inversely proportional to the interface
mobility and L(φ) is the Onsager coefficient, related to the chemical diffu-
sivities Dα and Dβ in both phases by means of the interpolation function
h(φ) as:

L(φ) = h(φ)Dα/kα + (1− h(φ))Dβ/kβ (209)

The state laws and evolution equations for the phase field and chemical
contributions can be derived as:

b = A∇φ, μ = ρ
∂ψch
∂c

+ ρ
∂ψmech

∂c
(210)

φ̇ =
1

β
av =

1

β

(
a− ρ

∂ψch
∂φ

− ρ
∂ψmech

∂φ

)
, J = −L(φ)∇μ (211)

Substituting the previous equations into the balance equations for general-
ized stresses and mass concentration, the Ginzburg-Landau and usual dif-
fusion equations are retrieved, which represent respectively the evolution
equations for order parameter and concentration:

div b − a = −βφ̇+ div(A∇φ) − ρ
∂ψch
∂φ

− ρ
∂ψmech

∂φ
= 0 (212)

ċ = −∇.(−L(φ)∇μ) = −∇.

(
−L(φ)

(
∇

∂ρψch
∂c

+∇
∂ρψmech

∂c

))
(213)

Note the coupling of mechanics and diffusion and phase field evolution
through the partial derivatives of the mechanical free energy with respect
to concentration and order parameter.
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Multiphase approach for the mechanical contribution. The sec-
ond contribution to the free energy density is due to mechanical effects.
Assuming that elastic behaviour and hardening are uncoupled, the mechan-
ical part of the free energy density ρψmech is decomposed into a coherent
elastic energy density ρψe and a plastic part ρψp as:

ρψmech(φ, c, ε∼, Vk) = ρψe(φ, c, ε
∼

) + ρψp(φ, c, Vk) (214)

Moreover, the irreversible mechanical behaviour, related to the dissipative
processes, is obtained by a plastic dissipation potential Ωmech(φ, c,σ∼ , Ak).
It is assumed to be a function of order parameter, concentration, Cauchy
stress tensor as well as the set of thermodynamic force associated variables
Ak in order to describe the hardening state in each phase.

In the diffuse interface region where both phases coexist, we propose to
use well-known results of homogenization theory to interpolate the local be-
haviour. The homogenization procedure in the mechanics of heterogeneous
materials consists in replacing an heterogeneous medium by an equivalent
homogeneous one, which is defined by an effective constitutive law relating
the macroscopic variables, namely macroscopic stress σ

∼

and strain ε
∼

tensors,
which are obtained by averaging the corresponding non-uniform local stress
and strain in each phase. Each material point within a diffuse interface can
be seen as a local mixture of the two abutting phases α and β with propor-
tions given by complementary functions of φ. The strain and stress at each
material point are then defined by the following mixture laws which would
proceed from space averaging in a conventional homogenization problem,
but which must be seen as arbitrary interpolations in the present case:

ε
∼

= χ ε
∼
α + (1− χ) ε

∼
β and σ

∼

= χσ
∼
α + (1 − χ)σ

∼
β (215)

where ε
∼
α, ε

∼
β are local fictitious strains and σ

∼
α, σ

∼
β are local fictitious

stresses in α and β phases respectively and χ(x , t) is a shape function
which must take the value 0 in the β–phase and 1 in the α–phase. The
following choice is made in the phase field context:

χ(x , t) ≡ φ(x , t) (216)

The partition hypothesis, already used for the effective total strain tensor
in Eq. (195), requires, in a similar way, a decomposition of the total strain
in each phase into elastic, transformation and plastic parts:

ε
∼
α = ε

∼

e
α + ε

∼

�
α + ε

∼

p
α and ε

∼
β = ε

∼

e
β + ε

∼

�
β + ε

∼

p
β (217)

where each point may depend on the local concentration c, but not on
order parameter φ. In the proposed model, the elastoplastic and phase
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field behaviours of each phase are treated independently and the effective
behaviour is obtained using homogenization relation (215). It is assumed
that the mechanical state of α and β phases at a given time are completely
described by a finite number of local state variables (ε

∼

e
k, Vk) defined at each

material point. The set of internal variables Vk, of scalar or tensorial nature,
represents the state of hardening of phase k: for instance, a scalar isotropic
hardening variable, and a tensorial kinematic hardening variable. According
to the homogenization theory, the effective elastic and plastic free energy
densities are given by the rule of mixtures as follows:

ρψe(φ, c, ε
∼

) = φρψeα(c, ε
∼

e
α) + (1 − φ)ρψeβ(c, ε

∼

e
β) (218)

ρψp(φ, c, Vk) = φρψpα(c, Vα) + (1− φ)ρψpβ(c, Vβ) (219)

Similarly, a mixture rule is used to mix the dissipation potentials of the
individual phases:

Ωmech(φ, c,σ∼ , Ak) = φΩmechα(c,σ∼α, Aα) + (1− φ)Ωmechβ
(c,σ

∼
β , Aβ)

(220)
where the Aα,β are the thermodynamic forces associated with the internal
variables attributed to each phase.

Knowing the free energy and dissipation potentials, the evolution of all
variables can be computed. The remaining questions is the way of estimat-
ing the previously defined fictitious stress and strain tensors ε

∼α,β
,σ
∼α,β

from
the knowledge of the stress and strain tensors ε

∼

and σ
∼

. Several homoge-
nization schemes exist in the literature that can be used to define these
new fictitious variables. The most simple schemes are the Voigt/Taylor and
Reuss/Static models. We develop the Voigt/Taylor scenario in the sequel.

Voigt/Taylor model coupled phase field mechanical theory. Ac-
cording to Voigt’s scheme, the fictitious strains are not distinguished from
the local strain. The local stress is then computed in terms of the fictitious
stress tensors by averaging with respect to both phases weighted by the
volume fractions:

σ
∼

= φσ
∼
α + (1− φ)σ

∼
β, ε

∼

= ε
∼
α = ε

∼
β (221)

The stresses of both phases σ
∼
α and σ

∼
β are given by Hooke’s law for each

phase:

σ
∼
α = C

≈

α : (ε
∼
α − ε

∼

�
α − ε

∼

p
α), σ

∼
β = C

≈

β : (ε
∼
β − ε

∼

�
β − ε

∼

p
β) (222)

where C
≈

α and C
≈

β are respectively the tensor of elasticity moduli in α and
β phases. As a result,

σ
∼

= φC
≈

α : (ε
∼
α − ε

∼

�
α − ε

∼

p
α) + (1 − φ)C

≈

β : (ε
∼
β − ε

∼

�
β − ε

∼

p
β) (223)
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From the above relation, it follows that the strain-stress relationship in
the homogeneous effective medium obeys Hooke’s law with the following
equation:

σ
∼

= C
≈
eff : (ε

∼

− ε
∼

p − ε
∼

�)

where the effective elasticity tensor C
≈
eff is obtained from the mixture rule

of the elasticity matrix for both phases:

C
≈
eff = φC

≈

α + (1 − φ)C
≈

β (224)

and the effective eigenstrain ε
∼

� and plastic strain ε
∼

p vary continuously be-
tween their respective values in the bulk phases as follows:

ε
∼

� = C
≈

−1

eff
: (φC

≈

α : ε
∼

�
α + (1− φ)C

≈

β : ε
∼

�
β)

ε
∼

p = C
≈

−1

eff
: (φC

≈

α : ε
∼

p
α + (1 − φ)C

≈

β : ε
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In the case of nonhomogeneous elasticity, it must be noted that ε
∼

� and ε
∼

p

are not the average of their respective values for each phase.
The proposed approach differs from the one most commonly used in

phase field models, as popularized by Khachaturyan and co-workers, e.g.
(Khachaturyan, 1983). The latter rely on mixture laws for all quantities
within the interface, including the elastic moduli, the transformation and
plastic strain. The effect of these different choices on the simulation of
moving phase boundaries has been tested in (Ammar et al., 2009b) and
(Ammar et al., 2011). In particular, the impact of plasticity on the kinetics
of precipitate growth has been evidenced.

6 Summary and Outlook

The general thermomechanical setting for modeling size effects in the me-
chanics and thermodynamics of materials is based on the main assumption
that microstructure effects can be accounted for by the introduction of ad-
ditional degrees of freedom in addition to displacement, temperature and
concentration. The additional dof and its gradient are expected to con-
tribute to the power of internal forces of the medium and to arise in the
energy local balance equations and/or entropy inequality. They induce gen-
eralized stresses that fulfill an additional balance equation with associated
extra boundary conditions. A clear separation between balance equations
and constitutive functionals is adopted in the formulation. Constitutive
equations derive from the definition of a specific free energy density and
dissipation potential.
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The crossing of mechanical and physical approaches turns out to be fer-
tile in providing motivated coupling between both kinds of phenomena. As
an example, we have shown that the mechanics of heterogeneous materials
can be useful to develop a sophisticated and flexible constitutive framework
of coupled viscoplasticity and diffusion.

It was not possible to address applications that already exist in this
context. In particular, the presented models predict that viscoplasticity
affects the morphology and kinetics of precipitate growth in metals or during
oxidation (Ammar et al., 2009a; Gaubert et al., 2010; Ammar et al., 2011).

Special attention must now be dedicated to more precise description of
coherent vs. incoherent interfaces (Murdoch, 1978; Johnson and Alexander,
1986; Appolaire et al., 2010), and the associated specific interface conditions
that can be deduced from asymptotic analysis of phase field models. On the
other hand, the targeted applications of strain gradient plasticity are crys-
tal plasticity and grain boundary migration (Cordero et al., 2010; Mayeur
et al., 2011; Abrivard, 2009), whereas strain rate gradients are thought to
be relevant for ageing materials (Mazière et al., 2010).

Bibliography

Guillaume Abrivard. A coupled crystal plasticity–phase field formulation
to describe microstructural evolution in polycrystalline aggregates. PhD,
Mines ParisTech, 2009.

E.C. Aifantis. On the microstructural origin of certain inelastic models.
Journal of Engineering Materials and Technology, 106:326–330, 1984.

K. Ammar, B. Appolaire, G. Cailletaud, F. Feyel, and F. Forest. Finite
element formulation of a phase field model based on the concept of gen-
eralized stresses. Computational Materials Science, 45:800–805, 2009a.

K. Ammar, B. Appolaire, G. Cailletaud, and S. Forest. Combining phase
field approach and homogenization methods for modelling phase trans-
formation in elastoplastic media. European Journal of Computational
Mechanics, 18:485–523, 2009b.

K. Ammar, B. Appolaire, G. Cailletaud, and S. Forest. Phase field modeling
of elasto-plastic deformation induced by diffusion controlled growth of a
misfitting spherical precipitate. Philosophical Magazine Letters, 91:164–
172, 2011.

B. Appolaire, E. Aeby-Gautier, J. D. Teixeira, M. Dehmas, and S. Denis.
Non-coherent interfaces in diffuse interface models. Philosophical Maga-
zine, 90:461–483, 2010.

R.J. Asaro. Crystal plasticity. J. Appl. Mech., 50:921–934, 1983.



Micromorphic Approach to Crystal Plasticity… 193

O. Aslan and S. Forest. Crack growth modelling in single crystals based
on higher order continua. Computational Materials Science, 45:756–761,
2009.

O. Aslan and S. Forest. The micromorphic versus phase field approach
to gradient plasticity and damage with application to cracking in metal
single crystals. In R. de Borst and E. Ramm, editors, Multiscale Methods
in Computational Mechanics, pages 135–154. Lecture Notes in Applied
and Computational Mechanics 55, Springer, 2011.

O. Aslan, N. M. Cordero, A. Gaubert, and S. Forest. Micromorphic ap-
proach to single crystal plasticity and damage. International Journal of
Engineering Science, 49:1311–1325, 2011.

V.P. Bennett and D.L. McDowell. Crack tip displacements of microstruc-
turally small surface cracks in single phase ductile polycrystals. Engi-
neering Fracture Mechanics, 70(2):185–207, 2003.

J. Besson, G. Cailletaud, J.-L. Chaboche, S. Forest, and M. Blétry. Non–
Linear Mechanics of Materials. Series: Solid Mechanics and Its Appli-
cations, Vol. 167, Springer, ISBN: 978-90-481-3355-0, 433 p., 2009.

B.A. Bilby, R. Bullough, L.R.T. Gardner, and E. Smith. Continuous distri-
butions of dislocations iv: Single glide and plane strain. Proc. Roy. Soc.
London, A236:538–557, 1957.

P. Cermelli and M.E. Gurtin. On the characterization of geometrically
necessary dislocations in finite plasticity. Journal of the Mechanics and
Physics of Solids, 49:1539–1568, 2001.

Y. Chen and J.D. Lee. Connecting molecular dynamics to micromorphic
theory. (I) instantaneous and averaged mechanical variables. Physica A,
322:359–376, 2003a.

Y. Chen and J.D. Lee. Connecting molecular dynamics to micromorphic
theory. (II) balance laws. Physica A, 322:377–392, 2003b.

Y. Chen and J.D. Lee. Determining material constants in micromorphic
theory through phonon dispersion relations. International Journal of
Engineering Science, 41:871–886, 2003c.

W.D. Claus and A.C. Eringen. Three dislocation concepts and micromor-
phic mechanics. In Developments in Mechanics, Vol. 6. Proceedings of
the 12th Midwestern Mechanics Conference, pages 349–358, 1969.

W.D. Claus and A.C. Eringen. Dislocation dispersion of elastic waves. In-
ternational Journal of Engineering Science, 9:605–610, 1971.

J.D. Clayton, D.J. Bamman, and D.L. McDowell. A geometric framework
for the kinematics of crystals with defects. Philosophical Magazine, 85:
3983–4010, 2005.

N.M. Cordero, A. Gaubert, S. Forest, E. Busso, F. Gallerneau, and S. Kruch.
Size effects in generalised continuum crystal plasticity for two–phase lam-
inates. Journal of the Mechanics and Physics of Solids, 58:1963–1994,
2010.



194 S. Forest et al.

W. Ehlers and W. Volk. On theoretical and numerical methods in the
theory of porous media based on polar and non–polar elasto–plastic solid
materials. Int. J. Solids Structures, 35:4597–4617, 1998.

R.A.B. Engelen, M.G.D. Geers, and F.P.T. Baaijens. Nonlocal implicit
gradient-enhanced elasto-plasticity for the modelling of softening be-
haviour. International Journal of Plasticity, 19:403–433, 2003.

A.C. Eringen and W.D. Claus. A micromorphic approach to dislocation
theory and its relation to several existing theories. In J.A. Simmons,
R. de Wit, and R. Bullough, editors, Fundamental Aspects of Dislocation
Theory, pages 1023–1062. Nat. Bur. Stand. (US) Spec. Publ. 317, II,
1970.

A.C. Eringen and E.S. Suhubi. Nonlinear theory of simple microelastic
solids. Int. J. Engng Sci., 2:189–203, 389–404, 1964.

Y. Estrin. Dislocation density related constitutive modelling. In Uni-
fied Constitutive Laws of Plastic Deformation, pages 69–106. Academic
Press, 1996.

A. Finel, Y. Le Bouar, A. Gaubert, and U. Salman. Phase field methods:
Microstructures, mechanical properties and complexity. Comptes Rendus
Physique, 11:245–256, 2010.
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Abstract Deformation substructures control plastic, creep, fatigue
and fracture properties of ductile crystalline solids. The key in-
gredient of a substructure is a spontaneously formed dislocation
arrangement – dislocation structure. The present notes provide 5
different, complementary points of view which present the disloca-
tion structure formation as a multi scale phenomenon: (i) The basic
concepts of dislocation theory and plasticity of single crystals and
polycrystals (Section 2). (ii) A ”gallery” of commented pictures
of dislocation structures as seen by a transmission electron micro-
scope (Section 3). (iii) Discrete dislocation dynamics (Section 4).
(iv) An attempt to formulate statistics of dislocations as a transi-
tion from discrete dislocation dynamics to continuum crystal plas-
ticity capable of modeling dislocation structure formation (Section
5). (v) Two continuous models of dislocation structure formation:
one dimensional model simulating a formation of vein structure and
its transformation into a ladder structure of a persistent slip band
(Section 6.1), and a model of misoriented dislocation cells (Section
6.2).

1 Introduction

The most outstanding feature of deformed ductile crystalline solids at mi-
croscale is a spontaneous structuralization. The electron micrograph in
Fig. 1 displays ”fossils” left in a thin foil prepared from a FeSi single crystal
specimen exposed to cyclic deformation. We can see ”frozen” crystal lattice
defects called dislocations. A few thin lines are glide dislocations, the short
thicker objects are dislocations in a form of dipolar loops. As seen, disloca-
tions tend to cluster into regions of high density separated by regions of low
density. This phenomenon which underlines such effects as work hardening
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and localization of plastic deformation occurs in single crystals as well as in
polycrystals.

1 μm

Figure 1. Dislocation pattern in FeSi single crystal deformed by cycling
(courtesy of S. Libovický).

The dislocations are generated within the crystal and carry plastic de-
formation during their short active life. Then they are to a large extent
annihilated by mutual interactions leaving dislocation leftovers. Only few
of them escape to the surface thus forming the characteristic surface relief.
The leftovers, mostly in a form of dislocation loops, are swept into high den-
sity regions seen in Fig. 1 as the clusters. This dislocation pattern represents
a special case of a so called deformation substructure. The substructures
control plastic, creep, fatigue and fracture properties of ductile materials
and depend on a chemical composition of the material, its processing, the
thermal treatment and temperature-loading conditions. At the scale of μm
there is a broad spectrum of features as in Fig. 1 further enriched by grain
boundaries, precipitates, texture, a composite structure of multi-phase al-
loys, and concentrated plastic strain into shear and kink bands.

General feature of the dislocation pattern formation seems to be similar
to a spontaneous structuralization of other nonlinear physical systems op-
erating at non-equilibrium thermodynamic conditions (e.g. Benard’s cells
in fluids, lamellar structures formed during solidification, patterns in chem-
ically reacting systems). In each case an initially homogeneous structure
becomes unstable at a critical value of a control parameter and then resta-
bilizes into a complex space configuration. As the control parameter further
increases, the system may undergo additional transitions into even more
complex states. The successive stages of the formed dislocation patterns
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may be understood as a sequence of such restabilized states.
The basic phenomenon underlying the process of plastic deformation at

microscale is a large difference between the internal energy of an ideal crys-
tal and a crystal with dislocations deformed by the same amount of strain.
The difference creates a thermodynamic driving force which is probably the
reason for the highly uncorrelated generation of dislocations by the bursts
of activated dislocation sources. This process results in an overproduction
of dislocations. Only a small fraction of them is needed to carry plastic
deformation, the rest is stored in the crystal. The deformed crystals su-
persaturated with dislocations tend to decrease the internal energy by the
mutual screening of their elastic fields. If dislocations possess a sufficient
maneuverability (solids with wavy slip) the leading mechanism is individual
screening. The dislocations form dipoles which are partly annihilated and
transformed by various mechanisms to dislocation dipolar loops. Observa-
tions on a wide range of materials, deformation modes and temperatures
show that the dipolar loops are basic building elements of dislocation dipolar
loops arrays: tangles, veins, walls. The example of the tangles can be seen
in Fig. 1. On the other hand, in solids with low dislocation maneuverability
(solids with planar slip) the dislocations screen their elastic field collectively
forming a quasi regular arrangement which can be roughly modeled as a so
called Taylor lattice. The description in the present notes is restricted to
the ductile solids with wavy slip character.

A brief simplified view of dislocation pattern evolution includes a pro-
gression from dipolar loops arrays carried by single slip to the formation of
misoriented dislocation cells (subgrains) formed by double or multi slip. The
cells are separated by dislocation boundaries that have a net crystal lattice
rotation across them. Extended nearly planar dislocation boundaries are
integral features of the dislocation pattern in advanced stages of deforma-
tion. These boundaries separate regions of differing slip and must thereby
accommodate the resulting mismatch in lattice rotations. This role has
earned them the name geometrically necessary boundaries (GNBs). One of
the most decisive factors influencing substructure formation is the number
of activated slip systems, Section 3.4. Observed dislocation patterns arising
at single slip are presented in Section 3.1 and 3.2, double slip and multislip
is treated in Sections 3.3 – 3.5.

Plastic deformation is a multi-scale phenomenon, where the mecha-
nisms and governing equations at the microscale (the level of order of nm),
at the mesoscale (the level of order of μm), and at the macroscale (the
level of a specimen size) are strongly interrelated with each other. The
current approaches to modeling of plasticity can be roughly divided in
five groups: (i) atomistic simulations, (ii) discrete dislocation dynamics,
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(iii) mesoscale continuum dislocation-based models of spontaneous struc-
turalization, (iv) phenomenological crystal plasticity theories, possibly en-
dowed with higher plastic strain gradients, and (v) dislocation statistics as
an attempt to transfer information among levels (ii)-(iv). The scope of the
present notes is limited. I will try to outline the current knowledge on why
and how are the dislocation patterns formed and some methods employed
in their modeling. The description follows the scheme shown in Fig.2.

Figure 2. Lecture topics.

Dislocations and plasticity (Section 2). The introductory survey re-
calls fundamental concepts of the dislocation theory as needed in other
sections: slip systems, dislocations, their stress fields, forces and inter-
actions. Additionally, I try to incorporate the concept of dislocations
into a broader perspective of inelastic properties of crystalline solids.

Observed dislocation patterns (Section 3). This section is devoted to
nearly impossible task: to review the observed dislocation patterns.
The short excursion through this vast territory is limited to a few
typical examples of dislocation patterns appearing in cubic metals
exposed to tension, cycling and severe plastic deformation where most
detailed systematic observations were done. Only dislocation patterns
formed during deformation carried by dislocation slip are considered.
Dislocation climb, which occurs at temperatures above TM/3, where
TM is the melting temperature expressed in the absolute (Kelvin)
scale, as well as dislocation patterns directly connected with cracks
and surface effects are not considered.
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The classical theory of dislocations has led to the understanding of the
behavior of individual crystal defects and elementary interactions among
them. However, it does not seem to be suitable for the description of com-
plex highly organized behavior of dislocation population under dynamic
conditions. For that reason three approaches have emerged: discrete dis-
location dynamics, dislocation statistics, and spontaneous structuralization.
These complementary points of view and mathematical tools employed are
confronted with the challenge exposed by the micrographs presented in Sec-
tion 3.

Discrete dislocation dynamics (Section 4). Discrete dislocation dyna-
mics is an effective tool providing objective guidelines for the modeling
of plastic deformation of crystalline materials by studies of the mecha-
nisms of dislocation interactions and patterning. Applications of these
models spanned a number of important mesoscale plasticity problems.
Let me note, however, that despite recent improvements and ever in-
creasing computing capacity the discrete dislocation dynamics still
remains far from an adequate modeling of realistic pattering precesses
as seen in the micrographs of Section 3.

Methods developed in discrete dislocation dynamics can be cat-
egorized into groups according to the dislocation line discretization
scheme and the representation of a general dislocation segment. In
Section 4 the method of moving polygons is described in detail and
applied to interacting glide dislocations. The dislocations are mod-
eled as planar flexible curves employing the flowing volume method
and the method of lines. The evolving positions and shapes of the
dislocations are governed by the equation of motion where each dis-
location segment is subjected to a line tension, to interactions with
segments of other dislocations and to the stress field imposed by load-
ing conditions. As an example the proposed method is employed to
evaluate a bowing-out of dislocations from a dislocation wall and their
subsequent interactions.

Dislocation statistics (Section 5). Statistical dislocation dynamics rep-
resents an attempt to formulate a continuous mesoscale crystal plas-
ticity derived from dislocation dynamics by a statistical treatment of
discrete dislocations. The first successful dislocation statistical model
considered straight parallel edge dislocations of a single slip system
represented by points of intersections of the dislocation lines with the
plane of deformation. In this way the problem was transformed to the
statistics of point objects, where tools of standard statistical mechan-
ics were employed. However, standard tools of statistical mechanics
are not directly applicable to the flexible dislocation lines. It has been
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suggested to separate the dislocation population into groups suitable
for averaging based on a concept of so called ”single valued fields”.

In Section 5 a statistical model of straight parallel edge disloca-
tions of double slip is studied in detail. As a next step, the principle
ideas of a more sophisticated statistics of a population of flexible dislo-
cations and dislocation loops are outlined. The analysis has revealed
one of the main obstacles: an adequate description of the close range
correlation among dislocations. In the derived averaged continuous
model the correlation results in non-local effects which play a decisive
role in modeling of dislocation pattering and size effects. However,
an adequate quantification of non-local terms has not been accom-
plished. Till now the attempts to formulate an adequate statistics of
dislocations rises more questions than it gives answers.

Spontaneous structuralization (Section 6). The spontaneous structu-
ralization approach suits well the description of the global coopera-
tive behavior of the dislocation population and the coupling with the
stress field. The formation of dislocation structures seems to be gov-
erned by two classes of instability transitions accompanied by sponta-
neous structuralization processes. The first class causes a formation
of dislocation dipolar loops arrays: tangles, veins, walls. The second
class is of the continuum mechanics nature. In the second class two
main subclasses can be distinguished: strain localization (shear bands,
avalanches, persistent slip bands) and/or misoriented dislocation cells
(subgrains). The bands of localized shear and misoriented cell struc-
tures dominate the deformation microstructure at advanced stages of
plastic deformation as a prelude to damage and fracture of ductile
solids. In Section 6 two models of spontaneous structuralization are
presented: (i) the model of formation and disintegration of vein dislo-
cation structure, (ii) the plane strain model of misoriented dislocation
cells formed by symmetric double slip.
(i) A qualitative one dimensional model of dislocation structure evolu-
tion during cycling is treated as a process of spontaneous structuraliza-
tion. The main mechanisms of the dislocation structure development
are a generation of dipolar loops, their sweeping by glide dislocations
to high density regions and their annihilation. The model is described
by three equations: the balance law for density of dipolar loops, the
local yield condition governing the motion of glide dislocations and the
equation controlling the local stress. The results of numerical solution
of the model simulate the formation of the dislocation vein structure,
its disintegration and formation of dipolar walls in a persistent slip
band in a qualitative agreement with the microscopic observations re-
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called in Section 3.2.
(ii) Within the framework of continuum mechanics, the formation of
the misoriented dislocation cells can be explained as a result of a trend
to reduce the energetically costly hardening in multi slip by decreas-
ing locally the number of active slip systems. In the standard (local)
approach, the continuum theory predicts an infinitesimally small cell
size. The finite size of real cells is controlled by short-range disloca-
tion interactions: (i) the line tension, (ii) the short-range correlation
among dislocations. Within the proposed framework the cell size is
a result of a compromise: bulk strain and dissipative energy tends to
decrease the size, while short-range interactions restrict that tendency.
The non-local effects are analyzed using an idealized model of an in-
finite crystal deformed by symmetric double slip, where plastic strain
is carried by straight, parallel, edge dislocations. The constitutive
equations for non-local effects are represented by the short-range cor-
relation among dislocations derived from the statistics of dislocations
presented in Section 5.

2 Elementary dislocation theory and plasticity of
crystalline materials

In a tensile test one observes two distinguished types of a mechanical re-
sponse. For most materials at sufficiently small strain the stress response is
reversible, insensitive to the rate of strain and very little sensitive to tem-
perature and small changes of chemical composition. Above all, the stress
response is independent of deformation and thermal history experienced by
the material. This mechanical property is called elasticity, Fig. 3.

If the strain exceeds a certain limit, then the stress response is quite
different. It is irreversible, very often sensitive to the rate of straining,
to temperature and to a small change of chemical composition (impurity
content, e.g., C in Fe). However, the most distinguished feature is a strong
dependence of the response on a previous straining and thermal treatments,
the crystalline materials exhibit a peculiar type of memory. This mechan-
ical property is called inelasticity and includes the following special cases:
creep, visco-plasticity and plasticity, Fig. 4. Further, there is a big practical
difference between elasticity and inelasticity. Theory of elasticity, namely
the linear isotropic version, is well developed and understood. It is one
of the most successful and reliable theoretical tools of engineering. On the
other hand, inelasticity is not yet fully understood and its use in engineering
depends often on testing, experience and empirical rules. There are many
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theories of inelasticity, but their range of validity is uncertain.

ELASTICITY
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ε

strain

st
re
ss

1. History independent
2. Reversible
3. Insensitive to rate, temperature, che-

mical composition

Figure 3.

INELASTICITY

σ

ε

strain
st
re
ss

1. History strongly dependent
2. Irreversible
3. Sensitive to rate, temperature, chemi-

cal composition

Figure 4.

Irreversibility of inelastic deformation shown in Fig. 4 comes from the
fact that inelasticity is an dissipative process: no plastic work, shown as the
dashed area, can be recovered. Most of it dissipates to heat and only approx-
imately 5% is stored in the material in a form of structural changes which
accompany the inelastic deformation. Therefore, inelastic deformation and
thermal effects are always connected. A proper theoretical framework within
which inelasticity can be described is irreversible thermodynamics. Inelas-
tic and thermal behavior can be treated separately only approximately at
slow deformation processes (at slow processes heat conduction suffices to
keep the temperature field uniform and constant). In the course I use this
approximation. The theory is then formally simpler.

The inelastic response of crystalline materials is rate and temperature
sensitive. The inelastic response of some materials in a certain loading and
temperature range is nearly rate-independent. Then the stress response
depends only on the values of the strain history and not on the rate with
which these values have been attained. The following considerations are
mostly restricted to the rate (and temperature) independent materials. Such
models of materials exclude creep and viscous properties, their response is
elasto-plastic (rate independent plasticity).
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2.1 Mechanism of plastic deformation

In Fig. 5 there is a schematic ”close look” at a piece of a crystalline
material. It consists of grains which are single crystals. In each single
crystal grain there is a number of so called slip systems. In each slip system
there operate dislocations which carry plastic deformation.

A polycrystal aggregate:

dislocations in a
slip system

slip systems in a grain

a single crystal grain

Figure 5. Scheme of a polycrystal

Plastic deformation is controlled at three levels:
1. Interactions among dislocations in a slip system
2. Interactions among slip systems in a single crystal grain
3. Interactions among the single crystal grains within a polycrystal ag-

gregate.

Geometry of slip. The discovery of X-ray diffraction at the beginning of
XX-century established that the basic structure of crystalline solids is a
periodic array of atoms arranged in a crystal lattice. At the atomic scale
the difference between the elastic and plastic deformations is significant.
In elastic deformation each atom takes a part and the elastic anisotropy
is usually mild, elasticity is a team work. On the other hand in plastic
deformation only few atoms participate (i.e. plastic deformation is very
inhomogeneous) and the deformation is strongly anisotropic (see Fig. 6)

The inhomogeneity and anisotropy of plastic deformation at the mi-
croscale is connected with the fundamental finding that the crystal struc-
ture tends to be preserved during a plastic change of shape (a consequence
of energy minimization). This severely limits the number of ways in which
the plastic deformation may occur. A common way is slip shown in lower
part of Fig. 6. The slip (called also glide) occurs in a certain slip plane in
a certain slip direction. A slip plane with a slip direction is called a slip
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elastic

plastic
(slip)

Figure 6. Rearrangement of atoms in elastic and slip deformation

system. The set of slip systems is a characteristic of the material (temper-
ature can change one set of slip systems to another). The slip systems in a
crystallographic structure are determined by the simple rule: the slip vector
�b, called Burgers vector, is the shortest possible vector between atoms in the
crystal structure (this rule is practically always obeyed); the slip direction

is a unit vector �s = �b/|�b|. The slip plane is mostly a crystallographic plane

which has the highest density of atoms and contains the vector �b.
Examples:

a) Cubic face centered structure (e.g. Cu, Al, Ni)

slip vectors (a/2)[1, 0, 1] shortest vectors between atoms
slip planes {1 1 1} (111 means the vector normal to the

slip plane)

there are 4 slip planes, in each 3 slip directions (see Fig. 7) totally: 12
slip systems

b) Cubic body centered structure (e.g. Fe, Nb)

slip vectors (a/2)[1, 1, 1]
slip planes {1 1 0}
there are 3 {1 1 0} slip planes, in each 4 slip directions: 12 slip systems
(three slip planes of one of the slip directions are shown in Fig. 8).
There are other possibilities: 24 {123} and 12 {112} planes with one
[111] direction, i.e. additionally 36 systems, for a total of 48.
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a

�b

Figure 7. Slip systems in a face centered cubic crystal

Figure 8. Slip systems in a body centered cubic crystal

Slip strain and macroscopic strain

The scheme of a tensile test of a single crystal where only one slip system is
active is shown in Fig. 9. Slip has the discrete character as we know from
Fig. 6. Two slip planes S1 and S2 which delimit the plastically active part
are schematically illustrated in Fig. 9, �n means the unit normal to the slip
plane and �s denotes the slip direction. In Fig. 10 there is a cross-section
through the single crystal in the plane of tensile axis z and �s.

Consider a deformation carried by slip as shown in the lower part of
Fig. 6. The elastic strain shown in the upper part of Fig. 6 is usually much
smaller than the deformation caused by the slip, therefore in the present
consideration it is neglected. Due to the slip δ the material between the slip
planes S1 and S2 of the distance L0 in z-direction is elongated to the length
L. Therefore, the tensile plastic strain εpzz is

εpzz =
L− L0

L0
, (1)

where for small δ there is L− L0 = δ cosλ, hence

εpzz =
δ cosλ

L0
. (2)
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On the other hand, for slip strain γ

γ =
δ

L0 cosφ
. (3)

z

S2

S1

�s

�n

φ

λ

L0

Figure 9.

z

λ �s

L0

L

δS1

S2

L0 cosφ

Figure 10.

Combination of (2) and (3) yields

εpzz = γ cosφ cosλ , (4)

which expresses the relation between the shear strain in the slip system and
macroscopic plastic tensile strain in terms of the orientation angles φ, λ of
the slip systems in the coordinate system of the specimen.

Relation between slip strain and macroscopic strain for general state of
strain. We can look at the relation (4) from a more general point of view:
cosφ is the z-component of the vector �n, i.e. cosφ = nz, cosλ is the z-
component of �s, i.e. cosλ = sz. Instead of (4)

εpzz = γsznz , (5)

and for the extensions in x and y directions

εpxx = γsxnx, εpyy = γsyny . (6)
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From a similar consideration as above one gets for the shearing defor-
mation in terms of the displacement vector �u = (ux, uy, uz)

∂ux

∂y
= γsxny ,

∂uy

∂x
= γsynx , etc. (7)

For the shear strain (7) yields

εpxy =
γ

2
(sxny + synx) . (8)

Summarizing (5), (6), (8) and the analogical formula for the strain compo-
nents εpyz, ε

p
xz one gets: α, β = x, y, z,

εpαβ = Aαβγ , (9)

where Aαβ is the so called orientation factor (tensor) of the slip system

Aαβ =
1

2
(nαsβ + sαnβ) , (10)

in the tensor notation (⊗ means a tensor product of vectors)

AAA =
1

2
(�n⊗ �s+ �s⊗ �n) , εεεp = AAAγ . (11)

So far only a single active slip system has been considered.
If more slip systems are active simultaneously (multi slip) situation is

much different, as then only slip rates are physically meaningful. Existence
of slip strain γ such as γ̇ = ν, where the superposed dot means a time deriva-
tive and ν is a slip rate, is unique to single slip. Therefore, a generalization
of (9) to multi slip reads

Dp
αβ =

N∑
i=1

A
(i)
αβν

(i) ,

(
DDDp =

N∑
i=1

AAA(i)ν(i)

)
, (12)

where N is the number of the active slip systems, A
(i)
αβ are components of

the orientation tensor AAA(i) in (i) slip system and ν(i) is the corresponding
slip rate. DDDp is the plastic stretching (kinematics of crystal plasticity is
presented in more detail in Section 6.2). The relation (12) can be used
approximately also for small slip strain increments dγ(i), i.e.

dεpαβ =

N∑
i=1

A
(i)
αβ dγ

(i)

(
dεεεp =

N∑
i=1

AAA(i) dγ(i)

)
. (13)
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Response to stress: resolved shear stress

The stress component that does most of work during plastic deformation
is the shear stress which acts on the slip plane in the slip direction. This
stress component is called the resolved shear stress τ . The relation between
the tensile stress Tzz in a single crystal and τ is seen in Fig. 11.

�P

S

�s

�n

φ

λS0

Figure 11.

The force P acting on the cross-section S0 is

P = TzzS0 . (14)

The force Ps in the slip direction �s on the cross-section S of the slip plane
is

Ps = P cosλ . (15)

The cross-sections S and S0 are related by

S cosφ = S0 . (16)

For the resolved shear stress τ equations (14) – (16) yield

τ =
Ps

S
= Tzz cosφ cosλ , (17)

where the value of cosφ cosλ is called the Schmid factor.
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Note that

Tzz dεzz =
τ

cosφ cosλ
cosλ cosφ dγ = τ dγ , (18)

i.e. incremental work done by the external force equals the plastic work
increment done in the slip system (the elastic work is neglected).

The same way as in (5) we can instead of (17) write

τ = Tzzsznz (19)

and generalized relation (17) for a general stress state

τ = AαβTαβ (τ = AAA ·TTT = �s.TTT�n) , (20)

where AAA ·TTT means dot product; the summation convection is employed. For
the plastic work increment in the case of the single slip

Tαβ dε
p
αβ = τA−1

αβAαβ dγ = τ dγ (21)

or for more slip systems acting simultaneously (multi slip)

Tαβ dε
p
αβ =

N∑
i=1

τ (i) dγ(i) . (22)

Schmid’s law of critical resolved shear stress

One of the main discovery of plasticity of single crystals is Schmid’ law: a
slip system begins to operate when the shear stress resolved on its slip plane
in its slip direction reaches a critical value. The critical value is independent
of the normal stress in the slip plane.1

Schmid’s law means that the crystal which contains crystallographically
equivalent slip systems (e.g. systems in Figs.7 and 8) all of them having
the same initial critical resolved shear stress begins to yield on the slip
system with the maximum resolved shear stress. If the critical values of the
resolved shear stress are reached on the different slip systems at the same
time these systems start to operate simultaneously, the multi slip occurs.
Mathematically Schmid’s law is expressed in the form of so called yield
criterion,

if |τ (i)| = AAA(i) ·TTT < τ (i)y ⇒ ν(i) = 0, (23)

if |τ (i)| = AAA(i) ·TTT = τ (i)y ⇒ ν(i) may be �= 0. (24)

1In a strict sense Schmid’s law is valid for rate independent plasticity models. For real

materials it represents a convenient approximation.
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In (23) , (24), τ
(i)
y means the critical value of the resolved shear stress in

the (i) slip system, called the yield stress. If the stress in a single crystal is
so small that the resolved shear stress in no slip system reaches the critical
value, i.e. (23) holds for all slip systems, the crystal is deformed elastically.

When at least in a single slip system τ (i) reaches the critical value τ
(i)
y ,

i.e. (24) is obeyed, plastic deformation may occur, the crystal may start to
yield. In plasticity of single crystals and polycrystals the relations (23) and
(24) represent an important part of constitutive relations.

However, the main problem of (23), (24) is that τ
(i)
y are not constants and

they may be spatially nonuniform; they change due to the slip deformation

in a complicated way. A change of τ
(i)
y in the process of plastic deformation

(called work hardening or softening) is the main unsolved difficulty of the
plastic theory. Sections 4 – 6 concern this problem.

Summary

• Plastic deformation on the microscale is strongly inhomogeneous and
anisotropic.

• The main mechanism of plastic deformation is the slip in the single
crystal grains of the material. The slip may occur only in certain
crystallographic planes (slip plane) and in the certain crystallographic
directions (slip direction) which are both characteristic of the material
(slip plane + slip direction = slip system).

• The slip is governed by Schmid’s law (23), (24): a slip system begins
to operate when the magnitude of the resolved shear stress τ (i) reaches

the critical value τ
(i)
y – the yield stress.

• The main unsolved difficulty of plasticity is a specification of the
change of the critical value of the resolved shear stress in a process of
plastic deformation.

2.2 Dislocations

The purpose of this section is to indicate why the work hardening of a
slip system, i.e. a change of the yield stress with plastic deformation, is
such a difficult problem. The reasons are: a complexity of forces acting
on dislocations, a dislocation flexibility and a spontaneous arrangement of
dislocations into patterns (dislocation structures). Prior to discussion of
these problems, which are explained in more detail in Sections 3 – 6, a few
basic concepts from the dislocation theory are recalled.
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Concept of dislocation

The slip of the crystal shown in the lower part of Fig. 6 is not a result of a
sliding of the parts of the crystal as rigid blocks. To carry on such process
very large forces would have to be applied. The crystal deforms plastically
in much more efficient way. Between a non-slipped and slipped states of the
crystal there is an intermediate process, a motion of a dislocation. The net
result of the dislocation motion from the left to the right is the slip by a slip
vector (Burgers vector) �b, Fig. 12. The dislocation reduces substantially the
force needed to cause slip according to a principle that the given amount
of work can be done by a small force moved for a large distance, instead
of a large force moving for a short distance (the analogy in Fig. 12). Of
course, there is a question how dislocations appear in the crystal. Number
of them originate during solidification of the material and additionally they
multiply easily in a deformation process.

Fig. 12 shows only a special case of the dislocation. The situation in
Fig. 13 is more realistic, there the dislocation is presented as a line defect
of the crystal lattice. The dislocation is characterized by Burgers vector
�b (slip vector), i.e. the elementary slip carried by the dislocation, and the
dislocation line which determines the position of the dislocation. The unit
tangent vector �t to the dislocation line and the vector �b determine the slip
plane at a given point of the dislocation line, �b is the same for the whole
dislocation, the tangent �l changes along the dislocation line (the dislocation

need not to be a plane curve). If �l ⊥ �b we talk about an edge orientation of

the dislocation (the case in Fig. 12), �l is parallel to �b in a screw orientation

(the case in Fig. 15). A dislocation segment has a mixed orientation, if �l

is neither parallel nor perpendicular to �b. In the edge or mixed orienta-
tions the slip plane of the dislocation is uniquely determined. The motion
of the dislocation is restricted to this slip plane as the motion perpendic-

b

analogy

Figure 12. Concept of dislocation
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ular to the slip plane requires diffusion of atoms to the dislocation center
(available only at higher temperatures). In the screw orientation the slip
plane is not uniquely defined; a screw dislocation segment can change the
slip planes, so called cross-slip may occur. A possibility to change the slip
plane of the screw dislocation segment is controlled by the structure of the
dislocation center, so called dislocation core. An easy cross-slip provides a
high maneuverability of the dislocation, the crystal then exhibits so called
wavy slip.

b

dislocation line
edge
orientation

screw
orientation

Figure 13. Dislocation line in a crystal

Forces exerted on dislocation

The forces acting on dislocation are of three types: long range forces (e.g.
force from the external stress field applied to the crystal, the forces between
dislocations), short range forces (e.g. forces between intersecting disloca-
tions, forces between dislocations and impurities, vacancies, etc.) and the
line tension. In this section just a brief overview of basic notions is pre-
sented. A more detail analysis of the forces is given in Section 4.

Long range forces. Consider a block of a single crystal with a dislocation
and the resolved shear stress τ acting on it (Fig. 14). The force on the block
is F = τwL, where w and L are the dimensions of the block as shown in
Fig.14. If the dislocation moves the distance dx the corresponding shear
displacement of the block is du = b dx/L, where b = |�b| is the magnitude
of the Burgers vector. The work done by the force F is then

dWex = F du =
τwLb

L
dx = τb dx . (25)
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T12

b

L

w

Figure 14. Force exerted on an edge dislocation

The force f per unit length of the dislocation which causes the dislocation
to move does the work

dWint = fw dx . (26)

The two works have to be equal, i.e. dWex = dWint, hence, we get from
(25) and (26)

f = τb . (27)

Since the work associated with the force f is done when the dislocation
moves perpendicular to itself (a force parallel to the dislocation line causes
no external displacement) the force f is perpendicular to the dislocation line.

If more than one stress component is present or if the dislocation line is
not parallel to one coordinate axis as in the case of Fig. 13, a more general
expression for the force acting on the dislocation is needed (see e.g. Gilman
(1969))

�f = �l × �P , Pα = TD
αβbβ , (28)

where TTTD is the deviatoric stress tensor TTTD = TTT− trTTT/3.
The resolved shear stress in (27) may originate from the external field

applied to the crystal according to the equation (20) or it is exerted by
other dislocations, as each dislocation has its own stress field. We can see
that easily in the case of a screw dislocation (Fig. 15). From the geometry
of this figure, we get the shear strain component εθz at the distance r from
the dislocation core

εθz =
b

2πr
. (29)

(in the case of a screw dislocation the other strain components are equal
zero), hence, the stress field of the screw dislocation is

Tθz =
Gb

πr
, (30)
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where G is the shear modulus. Note that the stress field is of a long range
character, as it decreases with distance r from the core of the dislocation as
1/r. If we combine (30), (20) and (27) we see that the force between parallel
dislocations can be quite large. Expressions for the stress field derived for
other orientations of dislocations are more complex. They are specified in
Section 4.

r
b

z

Figure 15. Screw dislocation

Short range forces. The short range forces acting on the dislocations are
connected with the properties of the dislocation core. The dislocation core
changes its structure during the dislocation motion in the crystal lattice
and in interactions with other crystal defects. The change of the atomic
structure of the core results in dissipation of energy and causes a friction
force (drag) on the dislocation. The cores of the dislocations interact when
the dislocations cut each other during the motion in the crystal lattice.
The interaction of the core with impurities, vacancies, etc. has the similar
character. The short range forces are of interatomic nature. The formula
(27) cannot be applied to them as on the atomic scale the concept of stress
has no meaning. There is another kind of short range forces. In assembles
the long range forces among dislocations mainly screen each other giving a
zero overall mean stress field. Then close range interactions among nearby
dislocations become important. This type of forces can be modeled by
means of higher plastic strain gradients as shown in dislocation statistics in
Section 5.

Line tension. The line tension on the dislocation exists because its potential
energy is proportional to the length of the dislocation line. Hence, the dis-
location tends to be straight if no other forces act on it (the line tension is
analyzed in Section 4.2 in more detail). Estimates show that the line tension
is relatively small in comparison with other forces acting on the dislocation.
As the result dislocations are highly flexible. The dislocation flexibility and
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various types of interactions allow an exceedingly large variety of disloca-
tion shapes and configurations to appear: localized irregularities on dislo-
cation lines (kinks, jogs, cusps), multiplication of dislocations (Frank-Read
sources, multiple cross-slip), local array of dislocations (dipoles, multipoles,
tangles, veins, walls), planar arrays (pile-ups, low angle grain or subgrain
boundaries), three-dimensional dislocation networks. Some of the disloca-
tion arrangements are shown in Section 3. Various types of forces acting on
dislocations and variety of possible dislocation configurations are far from
to be understood. It makes any reliable microscopic estimate of the critical
value of the resolved shear stress and its changes during deformation rather
difficult.

Summary

• Plastic deformation is caused by the motion of dislocations.

• The dislocation motion is controlled by several types of forces. Many
of them are not well understood at present.

• Uncertainty in the understanding of controlling dislocation forces and
dislocation arrangements make any reliable estimate of the critical
value of the resolved shear stress (yield stress) and its change during
deformation difficult, as demonstrated in Sections 4–6.

2.3 Plasticity of single crystals

The knowledge outlined in the previous sections is employed in brief
description of plastic behavior of single crystals. In summary, the single
crystal plasticity is governed by three rules:

(a) Plastic deformation is caused by motion of dislocations which results
in a slip in a particular slip system. The type and number of slip
systems is a characteristic of the single crystal material. If dγ(i) and
A(i) mean an increment of slip strain and the orientation factor of a
(i) slip system, respectively, then the increase of plastic strain dεp is
(equation (13))

dεεεp = AAA(i) dγ(i) single slip (31)

dεεεp =

N∑
i=1

AAA(i) dγ(i) multi slip (32)

Throughout the following text we use a convenient convention that
the same slip plane with two opposite slip directions forms two slip
systems, and the increment of the slip strain is always non-negative
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dγ(i) ≥ 0 (the convention means that the cubic crystallographic struc-
tures mentioned in Section 2.1 have now 24 systems each).

(b) A single crystal yields on any particular slip system, if the correspond-

ing resolved shear stress τ (i) reaches a critical value τ
(i)
y . Schmid’s law

expressed by (23), (24) in a more detailed form reads:

AAA(i) ·TTT < τ (i)y for each inactive system ( dγ(i) = 0) (33)

AAA(i) ·TTT = τ (i)y for each active system ( dγ(i) ≥ 0) (34)

active system remains active, dγ(i) > 0, if AAA(i) · dTTT = dτ (i)y (35)

active system becomes inactive, dγ(i) = 0, if AAA(i) · dTTT < dτ (i)y

(36)

(c) It is generally accepted that the origin of the work hardening in single
crystals comes from the long and short range interactions among dis-
locations and other crystal defects. In mathematical terms, we need to

know how the increment in work-hardening dτ
(i)
y in (35), (36) depends

on slip increments dγ(i), i = 1, .., N . It should be emphasized that the
dislocation interactions cause hardening not only of the active slip
system where the slip takes place, but also in other slip systems, the
effect is called latent hardening, see the constitutive equations (41),
(42).

Initial yield surface The rules (a) – (c) may be expressed by means of
a geometrical representation called a yield surface (yield locus). For this
purpose, it is useful to use a vector representation of the stress and strain:

�T = (T11, T22, T33, T12, T13, T23), �εp = (εp11, ε
p
22, ε

p
33, 2ε

p
12, 2ε

p
13, 2ε

p
23),

�A(i) = (A
(i)
11 , A

(i)
22 , A

(i)
33 , 2A

(i)
12 , 2A

(i)
13 , 2A

(i))
23 , i = 1, ..., N.

The relations (31), (32) can be rewritten as (α = 1, . . . 6)

d�εp = �A(i) dγ(i) ( dεpα = A(i)
α dγ(i)) single slip, (37)

d�εp =

N∑
i=1

�A(i) dγ(i) ( dεpα =

N∑
i=1

A(i)
α dγ(i)) multi slip. (38)

The Schmid’s law reads:

�A(i) · �T < τ (i)y (A(i)
α Tα < τ (i)y ) inactive system, (39)

�A(i) · �T = τ (i)y (A(i)
α Tα = τ (i)y ) active system. (40)
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The equation (40) may be interpreted as describing a set of planes (one
per each system) in a six dimensional stress space (α = 1, . . . , 6) whose

coordinates are the six components of the stress vector �T ); �A(i) is the unit
normal determining the orientation of the i-plane of the yield surface in the
stress space. The inequality (39) shows that the yield surface which delimits
stress states where no slip occurs is the inner envelope of these planes.

The equation (37) shows that the strain increment d�εp has the direction

of the normal �A(i), hence it is perpendicular to the i-facet of the yield surface
in the stress space in the case of single slip. The Schmid’s law says nothing
about how much plastic strain occurs upon yielding, it only says that it must
be positive (or zero) in the direction specified. For multi-slip the situation
is different. More slip systems may be activated simultaneously as soon as
an edge or a corner on the yield surface is reached. Again Schmid’s law does
not specify how much slip strain occurs on either system only that it must
be positive (or zero) in the direction of the outward normal to each of the
facets (38). Thus the plastic strain increment d�εp may be in any direction
contained within the fan of normals at the edge or in the corner of the yield
surface. In cubic crystals with 24 slip systems the facets meet in edge states
or corner states, where theoretically up to 6 or 8 slip systems can operate
simultaneously. As hydrostatic stress has no influence on yield process, the
yield surfaces are always extended to infinity in (111000) direction in stress
vector space.

Subsequent yield surfaces. The form of the initial yield surface can be de-
duced from the symmetry of the crystallographic structure and the number
of available slip systems. In the initial annealed state, all slip systems have
the same critical value of the resolved shear stress. Now there is a question

how these initially equal critical values τ
(i)
y change in the process of plastic

deformation, i.e. what is the shape of a subsequent yield surface.
The shape of the subsequent yield surface depends on the change of the

critical value τ
(i)
y in the active slip system and the changes of the critical

values τ
(i)
y in the inactive slip systems. As has been already mentioned, the

forces acting on dislocations and dislocation configurations can be roughly
divided into the short range and long range forces. Usually, the short range
forces of statistical nature and configurations with no preferred orientation
(e.g. randomly distributed jogs, three-dimensional dislocation networks)
give no preference to any slip system, hardening is isotropic and the critical
values τ (i)y for all systems change in the same way. On the other hand the
long range forces between dislocations and the configurations with preferred
directions cause anisotropic work hardening. The presence of both short and
long range forces and the various dislocation configurations in the crystal
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suggests that the real crystal hardens in a way close to a combination of
isotropic and anisotropic (kinematic) hardening.

As changes of the critical values τ
(i)
y and changes of the subsequent yield

surface shape are related to changes in slip strains, the rates τ̇
(i)
y can be

symbolically expressed in terms of slip rates ν(j), i, j = 1, . . . , N

τ̇ (i)y =

N∑
j=1

H(ij)ν(j) , (41)

in the incremental form

dτ (i)y =
N∑
j=1

H(ij) dγ(j). (42)

The lack of our knowledge is concentrated in the work hardening ma-
trix H(ij) in (41) or (42) and modifications of these hardening constitutive
equations. The complexity of the problem is demonstrated by an attempt to
construct a hardening constitutive relation by means of statistical treatment
of an assemble of discrete dislocations presented in Section 5.

Summary

• Plasticity of single crystals is governed by: the relation between slip
strains and plastic strain (31), (32), Schmid’s law (39), (40), and work
hardening (41) or (42).

• A convenient concept representing single crystal plasticity is the yield
surface.

• The problem of work hardening is the most difficult, i.e. the specifica-
tion of the change of the critical values of the resolved shear stresses
caused by the slip strains represented in (41) or (42) by the hardening
matrix H(ij).

2.4 Plasticity of polycrystals

The schematic picture of a polycrystal has been presented in Fig. 5.
There are two main differences between the plasticity of a single crystal
and the plasticity of a polycrystal: 1) there is a strong interaction among
deformed single crystal grains in the polycrystal, which results in a complex
loading conditions in each grain and rotations of grains leading to a texture,
2) in the polycrystal there are grain boundaries, i.e. another type of crystal
defects that influence the mechanical properties of polycrystals.
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Plastic deformation in a polycrystal starts in the most favorably ori-
ented grains when according to Schmid’s law the resolved shear stress in
their slip systems reaches the critical value. The deformation of the non-
favorably oriented grains remains elastic. The deformation becomes locally
inhomogeneous and the internal stresses are developed. In a progress of de-
formation the internal stresses tend to minimize deformation energy, i.e. to
suppress further plastic deformation in already plastically deformed grains
and to promote plastic deformation in the non-favorably oriented grains.
There is a tendency to smooth the inhomogeneity of deformation caused by
the local anisotropy, i.e. to make deformation uniform as much as possible.
For instance, the study Hafok and Pippan (2007a) revealed that after se-
vere plastic deformation single crystals with different initial crystallographic
orientations and polycrystals develop a similar microstructure and texture.
The reason is that a spontaneous structuralization in the grains overshadows
the original structure of the material.

One of the main problems of polycrystal plasticity is to evaluate the
internal stresses arising due to differences in deformed states of the grains
and determine their influence on plastic behavior of the polycrystal. In a
simplified sense, one can schematically write

single crystal plasticity + internal stress arising due to local anisotropy

+ grain boundaries = polycrystal plasticity (43)

To illustrate the nature of the internal stresses in a polycrystalline aggregate
one of the idealized models proposed by Kröner (1961) and Budiansky and
Wu (1962) is recalled.

In an idealized sense a polycrystal can be viewed as an infinite collection
of single crystal grains subjected to macroscopically uniform states of stress
and strain with the following features:

(a) there is a great number of grains of each crystallographic orientation,

(b) the orientations are randomly distributed, which means that there is
overall isotropy, no texture is considered,

(c) there is no correlation among grains, specifically, grains in the vicinity
of a given grain are randomly oriented,

(d) the number of surface grains is negligible (note that in a tube of the
diameter 20 mm, the thickness of the wall 1 mm and the grain size 0.1
mm, there are 20 % surface grains, due to the free surface the surface
grains have a different stress state than a typical grain in the bulk
material),

(e) the influence of grain boundaries is neglected.



224 J. Kratochvil

In Kröner’s model of the polycrystal, a grain interacts with its surround-
ing grains in an average sense. Using the idealization (a) – (e) Kröner as-
sumed that all grains of one crystallographic orientation can be represented
as an average spherical single crystal grain of the orientation α. The average
surrounding of such grains is modeled by an infinite surrounding matrix in
which the spherical single crystal grain is embedded. For this surrounding
matrix Kröner assumed isotropic properties.

An external stress applied to the infinite matrix leads to a deformation
which is different in the isotropic matrix and the anisotropic average grain.
This difference causes the internal stress (the nature of the internal stress
in Kröner’s idealization of the interaction of grains in the polycrystal is
schematically shown in Fig. 16). Hence, the external stress TTT and the stress
in the grain of the orientation α, TTT∗(α) differ from each other. To evaluate

= + +

T

T

T

T

α T
T∗

T−T∗

due to anisotropy of the grains,
the internal stresses arise

deformed hole deformed grain

internal stress
needed to fit the
grain back into
the hole

grain does not fit the hole

Figure 16. Origin of the internal stress in Kröner’s model

TTT∗(α), Kröner used the result of Eshelby (1957) that the stress inside the
grain of an elliptical shape is uniform and that the internal stress TTT∗(α)−TTT
is directed opposite to the difference between plastic strains of the spherical
grain and the isotropic surrounding matrix (Eshelby’s result guarantees the
equilibrium in this model of the polycrystal)

TTT∗(α)−TTT = −λ(εεεp
∗
(α)− εεεp). (44)

where λ = 2G(7− 5ν)/[15(1− ν)] ≈ G for ν = 0.3; G and ν mean the shear
modulus and Poisson’s ratio, respectively. From Hooke’s law for the grains



Formation of Deformation Substructures… 225

and for the polycrystal, and the incremental form of (44), one gets

dεεε∗(α) = dεεε+

(
1− λ

2G

)(
dεεεp

∗ − dεεεp
)
. (45)

The condition for the active slip in a grain (20),(42), the interaction relation
(44) and (32) yield

AAA(i)(α) ·
⎡
⎣2G ( dεεε− dεεεp)− λ

⎛
⎝ N∑

j=1

AAA(j)(α) dγ(j)(α)− dεεεp

⎞
⎠
⎤
⎦ =

N∑
j=1

H(ij) dγ(j)(α). (46)

To evaluate the equations (46) of Kröner’s model is not straightforward
as the slip strains of the grains are interrelated. In the system (46) for
unknown slip strain increments dγ(i)(α) we do not know additionally

dεεεp =
[
dεεεp

∗
(α)

]
ave

=

⎡
⎣ N∑
j=1

AAA(j)(α) dγ(j)(α)

⎤
⎦
ave

and therefore the system (46) has to be solved by iterations. From the value
of dεεεpk of the k-iteration step we must determine dγμ

k (α) from (46) for each
orientation α and the value of dεεεpk+1 of the next iteration step is given by

dεεεpk+1 =

⎡
⎣ N∑
j=1

AAA(j)(α) dγ
(j)
k (α)

⎤
⎦
ave

. (47)

For dγ(j)(α) established by the iteration we get the stress increment dTTT
corresponding to the prescribed strain increment dεεε.

The disadvantage of Kröner’s model is that the relation (44) overesti-
mates the interaction among grains, which makes the internal stresses in
the polycrystal model too high. The reason is that the parameter λ in (44)
being of the order of G represents an elastic interaction between grain and
its surrounding in the polycrystal. In reality, this interaction softens when
the polycrystal becomes plastic. This disadvantage of Kröner’s model was
corrected by Hill (1965) (see also Berveiller and Zaoui (1978); Hutchinson
(1970)). Kröner’s model has been presented as an example of idealized poly-
crystal shown in Fig. 5. The attempts of this kind encounter two problems.
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The first problem is the work hardening of the grains. It is not only the
question of which work hardening matrix H(ij) to use in the equations (46),
but also the practically important question of a realistic number of avail-
able slip systems, as many theoretically possible systems may be effectively
blocked by hardening. In general, isotropic hardening will tend to cause a
uniform distribution of slips over all activated slip systems, whereas high
latent hardening will tend to restrict slips on as few systems as possible.
On the other hand, the question of hardening of the grains in the polycrys-
tal need not to be so severe for polycrystal plasticity. Even the first order
approximative description of single crystal properties leads to the strong in-
teractions among grains in the polycrystal and the arising internal stresses
mask the work hardening behavior of the grains. In this sense polycrys-
tal plasticity is less sensitive to errors in an estimate of the single crystal
hardening than single crystal plasticity.

The second problem is that the standard models deal with the ideal
polycrystal. In real polycrystals, there are grain boundaries and the grains
are deformed inhomogeneously and rotate. This causes at least four addi-
tional effects: First, the discrete structure of slip (Fig. 6) leads to a higher
work-hardening at the grain boundaries and as a consequence these parts
of grains behave as a different material. Second, another inhomogeneity
in deformation of the grains arises from an accommodation of a grain to
its individual neighbors. This leads to a fragmentation of the grains into
domains of more nearly uniform deformation (the grains of the ideal poly-
crystal are more likely to be these domains). Third, the grain rotations
lead to a development of a texture. Fourth, the grain boundaries are very
effective obstacles to dislocation motion. The slip distances moved by dis-
locations are restricted by the grain size, which contribute to hardening.
The grain size dependence of hardening, well known experimentally, is not
explicitly included in Kröner’s or Hill’s models. The mentioned effects lead
to the conclusion that the properties of a single crystal grain in the poly-
crystal are different from properties measured on macroscopic single crystal
specimens. A grain in the polycrystal has similar plastic anisotropy but the
effective hardening properties are modified.

Summary

• One of the most important effects of polycrystal plasticity are the
interactions among grains in the polycrystal causing the internal stress
demonstrated by Kröner’s model.

• Another problem is the work hardening of the grains modified by
accommodation of a grain to its individual neighbors and a higher
work-hardening at the grain boundaries.
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• The distances moved by dislocations are restricted by the grain size.
This effect contributes significantly to hardening.

3 Observed dislocation patterns

Plastic properties of ductile solids depend strongly on the evolution of the
dislocation arrangement. Deformation substructures are mostly complex
and rich in details; a tendency to form a succession of regular dislocation
patterns is apparent. The micrographs shown and commented in this sec-
tion are restricted to metal single crystals and polycrystals of face centered
cubic (fcc) or body centered cubic (bcc) crystallographic symmetries (the
corresponding slip systems are shown in Fig. 7 and Fig. 8, respectively)
where dislocations possess a sufficient maneuverability (solids with wavy
slip). Only typical examples of references are cited; they cannot be under-
stood as a survey of the literature in this field. Let me note that reading of
the dislocation structure literature requires a knowledge of basic concepts
of crystallography and its standard notation. The space reserved for the
present notes does not allow to recall these concepts, therefore the following
text tries to avoid them.

In micrographs of dislocation structures one can recognize individual
dislocations and dislocation clusters, Fig. 1. There are two basic categories
of dislocation clusters: (i) dipolar clusters, e.g. Figs. 1, 17–21, and (ii) polar
clusters, e.g. Figs. 23, 27–29, 31. They differ in their origin, the dislocation
arrangement and their role in the plastic deformation process.

(i) The dipolar dislocation clusters contain mostly dislocation dipole
loops, dislocation dipoles and multipoles. Their common characteris-
tics is a close to zero total Burgers vector, i.e. in a dipolar cluster the
densities of + and - dislocations are nearly the same. The voluminous
dipolar loop clusters called variously tangles, braids, veins, dislocation
patches (see Figs. 1, 17–19) serve as storage facilities for leftovers of
ex-service dislocations; this type is observed namely in initial stages
of deformation. In advanced stages the voluminous clusters transform
into flat arrangements called walls (Fig. 21) or incidental boundaries,
Fig. 23, which serve as annihilation centers of the leftovers and often
as sources of fresh glide dislocations.

(ii) The polar clusters, mostly in a form of planar arrays, contain excess
dislocations of one sign and form a network of boundaries between
misoriented regions of the crystal lattice, Figs. 23, 27–29, 31; they are
called geometrically necessary dislocation boundaries (GNBs), sub-
grain boundaries, misoriented cell boundaries. They seem to be of a
continuum mechanics origin having the character of an internal buck-
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ling, Biot (1965a); Kratochv́ıl and Orlová (1990); Kratochv́ıl (1990a);
Kratochv́ıl et al. (2007). According to the continuum mechanics model
the misoriented crystal lattice regions with the polar boundaries are
formed to avoid energetically costly multi slip (Section 6).

There is another deformation substructure similar to the internal buck-
ling governed by laws of continuum mechanics: localization of plastic
strain. It is related to the dislocation structure indirectly through the
hardening (softening) effect (cf. Section 6.2). In a form of lamellae of local-
ized slip, shear bands or persistent slip bands (see Fig. 21.) it is a prelude
of ductile fracture, fatigue or damage of materials. Another form of the de-
formation substructure of a continuum mechanics origin are kink bands.
They facilitate the plastic flow as commented at the end of Section 3.3

Using an allegory, a ductile material in a plastic regime tries to build
a highway system of misoriented regions and lamellae of localized shear to
minimize the energy cost of the plastic traffic. In the system the dipolar
clusters serve as service stations which provide fresh carriers of plastic de-
formation and store or destroy out-of-service carriers (the dipolar clusters
provide often a subsidiary service only, as polar boundaries can annihilate
and generate glide dislocations as well). The art of metallurgy is to hin-
der the plastic traffic as much as possible and to allow it only at higher
applied stresses and temperatures, but not to stop the traffic entirely. Hin-
dering raises material strength, but stopping it could result in a dangerous
brittleness.

Dislocation structures observed in early stages of cyclic or tensile defor-
mation, mostly carried by single slip, are reviewed in Section 3.1. Structures
produced by cycling and in tension experiments are commented in Sections
3.2 and 3.3, respectively. A remarkable unifying classification of dislocation
structures appearing both in single crystals and in polycrystal at advanced
stages of deformation discovered by Winther (2005); Huang and Winther
(2007); Winther and Huang (2007) is recalled in Section 3.4. Finally, dislo-
cation structures produced by severe plastic deformation are commented in
Section 3.5.

3.1 Early formed dislocation structures

The systematic experimental study of unidirectional (tension and com-
pression) and cyclic plastic deformation of silicon-iron measured at two tem-
peratures 295K and 524K, reported in papers Gemperle et al. (1962); Low
and Turkalo (1962); Libovický and Šesták (1983) and summarized in Kra-
tochv́ıl and Libovický (1986) is recalled here as a typical example:

• At the beginning of plastic deformation of FeSi crystals oriented for
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a) b)

c) d)1 μm

Figure 17. Dislocation pattern in FeSi single crystals oriented for single slip
after cyclic (a,b,d) and tension (c) deformation at room temperature 295K.
The foils are parallel to the slip plane, the scale is indicated in the figure.
(a) Fe-3%Si, cyclic strain amplitude �ε = 0.0006 and cumulative strain
εcum = 4, (b) Fe-3%Si, �ε = 0.01, εcum = 2.3, (c) Fe-0.9%Si, tension strain
ε = 0.23, (d) Fe-0.9%Si, �ε = 0.01, εcum = 9 (courtesy of S. Libovický).
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single slip a homogeneous distribution of dislocations is observed after
tension, Gemperle et al. (1962); Low and Turkalo (1962). Nearly the
same array of screw dislocations on the background of a homogeneous
distribution of dislocation loops of edge character may be also observed
in the case of cyclic deformation before clusters of loops are formed
(Fig. 17a).

• At higher deformation the dislocations aggregate to clusters in the
form of tangles (Fig. 17c) or veins (Fig. 17b and Fig. 17d). Predom-
inantly edge dislocation loops, dislocation dipoles and multipoles are
present in the clusters, Libovický and Šesták (1983).

• The density of clusters and their size increase with proceeding defor-
mation. In the relatively free space between the clusters (channels)
the low dislocation density remains unchanged.

• In the early stage of deformation there is no principle difference be-
tween the dislocation pattern developed during tension (compression)
and cycling (compare Fig. 17c and Fig. 17d). Only the surface of the
clusters is better defined after cycling than after tension, and there is
a higher dislocation density in channels after tension.

• The crystallographic orientation and size of the dislocation structures
are the same for both modes of deformation; this is observed at both
testing temperatures.

• The size of the structural clusters, however, sharply decreases with
increasing silicon content (compare Fig. 17b and Fig. 17d).

In tension (compression) experiments the extension of a specimen is accom-
panied by a rotation of slip systems, the scheme in Fig. 22. The rotation
increases the resolved shear stress which may activate a secondary slip sys-
tem and as a consequence the close similarity to the single slip cycling
dislocation structures is lost. On the other hand, in cycling at sufficiently
low strain amplitudes the accompanied rotation remains small and a sec-
ondary slip system is not activated and single slip regime is preserved even
for high cumulative strain.

3.2 Cyclic deformation

For single slip orientation the dislocation arrangements has been studied
in great detail by transmission electron microscopy in cyclically deformed
cubic metal single crystals with wavy slip character (Cu, Ni, FeSi) and
described in several papers and reviews, e.g. Kuhlmann-Wilsdorf and Laird
(1977); Mughrabi (1981); Jin (1989); Holzwarth and Essmann (1993a,b).
The complex evolution process proceeds in three main stages, Holzwarth
and Essmann (1993a,b, 1994); Mecke et al. (1982):



Formation of Deformation Substructures… 231

• Development of the vein structure. The homogeneous dislocation dis-
tribution is unstable and a pattern of quasi periodically arranged veins
is formed. In initial stages of cycling at low plastic strain amplitudes
(typically Δε < 10−3) dislocation rich regions form a pattern known
as a matrix structure (a very early stage is seen in Fig. 1) consisting of
snake-like veins oriented in average along the edge dislocation direc-
tion, Fig. 18, e.g. Winter et al. (1981); Ackermann et al. (1984); Jin
and Winter (1984); Laird et al. (1986); Šesták et al. (1988); Jin (1989);
Basinski and Basinski (1992); Bretschneider and Holste (1998). The
veins exhibit irregular cross-sections loosely organized in quasi peri-
odic pattern. An example of the vein cross-section pattern is shown in
Fig. 19. With increasing number of cycles the dislocation density in
the veins gradually increases. The dislocation density in the channels
between the veins nearly does not change.

Figure 18. The snake-like veins in the FeSi crystal oriented for single slip
cycled at constant low plastic strain amplitude (courtesy of S. Libovický).

• The onset of instability. At a certain stage of cycling the veins become
saturated and start to be unstable. As documented by the experi-
ments Holzwarth and Essmann (1993a), the stress amplitude jumps
to a maximum value in the first quarter cycle with increased strain
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Figure 19. The cross-section through the vein structure shown in Fig. 18
(courtesy of S. Libovický).

amplitude and then declines sharply during further cycling revealing
strong dynamic softening. The dislocation vein structure observed af-
ter the first two cycles has strongly reduced dislocation density, the
veins have lost their compact appearance and become dilapidated.
Only small vein fragments remain, it seems they belong preferably to
the out-of-center parts of the former veins.

Figure 20. Scheme of PSB
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• Strain localization. The direct consequence of the onset of the insta-
bility of the vein structure is a localization of shear strain into thin
lamellae parallel to the primary slip plane called persistent slip bands
(PSBs). In the tests on Cu, Holzwarth and Essmann (1993a), the slip
bands of localized strain were detected on the surface already during
the first two cycles of the increased amplitude, while no evidence of
the typical dislocation pattern of PSBs was observed in the bulk. First
PSB-like structures comprising up to 10 wall spacings were observed
after 20 cycles. The width of these embryonic PSBs, i.e. the extension
perpendicular to the primary glide plane, is only about one third of
the typical width of a well-developed PSB lamella. After 100 cycles
ladder-like wall structures of PSBs become extended. The ladder-like
dislocation pattern of the PSBs attains perfection after some 1000
cycles. In the bulk fully developed PSBs consist of the lamellae, typi-
cally 1-2 μm high, traversing the specimen in a direction of the active
slip plane as shown schematically in Fig. 20. In the case of pure f.c.c.
metal crystals deformed by single slip a PSB consists of thin disloca-
tion walls which are arranged in fairly equal spacings perpendicular
to the primary slip direction and divide the PSB lamellae into long
channels, Fig. 21. The dislocation density in the walls is two orders of
magnitude higher than the density in the dislocation-poor channels.
The building elements of veins and walls are predominantly edge type
dipolar loops. In the channels of PSBs and the matrix structure indi-
vidual primary screw dislocations dominate.

Figure 21. PSB – vein structure (courtesy of H. Mughrabi)
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In Kratochv́ıl (1993); Kratochv́ıl and Saxlová (1993) it was noted that
the formation of the vein structure, its decomposition, the appearance of
localized slip and the following evolution of the ladder structure in PSBs
can be understood as a sequence of restabilized states resulting in the spon-
taneous structuralization. One dimensional model adopted for single slip is
presented in Section 6.1. It is shown that a vein structure of a characteristic
wavelength is developed from an initial perturbation of a homogeneous loop
distribution and the dislocation density in veins gradually grows. When
the density there reaches a critical level, the annihilation of the dislocations
becomes dominant and the vein structure starts to be rebuilt into thinner
walls. The simulation of the vein disintegration and the formation of the
walls exhibits a marked qualitative resemblance to three evolution stages
described above.

3.3 Tensile deformation

As indicated schematically in Fig. 22 the slip systems rotate during a
tension test. The rotation causes an increase of the resolved shear stress
in a secondary slip system and its activation leads to the increased hard-
ening. Dislocation structures which appear at the onset of the secondary
slip activity have been intensively studied e.g. in Basinski (1964); Steeds
and Hazzledine (1964); Essmann (1965); Steeds (1966); Essmann and Rapp
(1973); Mughrabi (1975); Basinski and Basinski (1979) Moon and Robin-
son (1967); Pande and Hazzledine (1971a,b); Foxall et al. (1967); Libovický
and Šesták (1983), Wasserbach (1986); Karnthaler et al. (1974); Prinz and
Argon (1980); Hughes et al. (2001).

Figure 22. The rotation of the slip systems during a tension test

A misoriented dislocation structure illustrative of the early stages of an
arrangement of geometrically necessary dislocations (GNBs), called a slab
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structure (layered structure, sheets, carpets), is formed in some cubic metal
crystals, originally oriented for single slip, when deformed in tension at
sufficiently low temperatures. The GNBs are long planar high density arrays
of dislocations, predominantly of one sign, separated by bands filled by some
dislocation cells, Hughes et al. (2001). The GNBs frequently tend to form
a regular chessboard layered arrangement of pairs made up of dislocations
of the opposite sign as seen in Fig. 23 , Libovický and Šesták (1983); the
dark regions are misoriented with respect to the rest of the crystal and the
GNBs form their boundaries. The layers end, often by becoming narrower
and coalescing, or sometimes abruptly. The arrangement is thus probably
more accurately described as interleaving slabs, the term used here, rather
than layers, Basinski and Basinski (1979). The principal features of the

Figure 23. Alternate dislocation slabs in Fe-0.9%Si. There are layers of
lower (L) and higher (H) density of secondary dislocations between disloca-
tion sheets. The cross-sections of bundles (incidental boundaries) (B) can
be seen in layers of lower density. (courtesy of S.Libovický)

structure of the misoriented slabs can be summarized as follows:

• The dimension of the array of misoriented slabs is in the range from
several μm2 to 20 x 20 μm2, Essmann (1965), Mughrabi (1975); Basin-
ski and Basinski (1979); Pande and Hazzledine (1971a,b). The slabs
become narrower with straining Essmann (1965); Mughrabi (1975);
Pande and Hazzledine (1971a,b). The minimal critical thickness of
slabs observed seems to be comparable with the wavelength of dipolar
cell structure, Moon and Robinson (1967). The characteristic ratio of
the length of slabs and their thickness is of the order 10, Wasserbach
(1986).

• The observations reported reveal that the misorientation between
slabs increases with strain and reaches about 1◦ in the most hardened
state. It seems to be the same for all materials observed. The axis of
rotation is often identified with the edge direction of the primary slip
system, e.g. Basinski (1964); Mughrabi (1975); Basinski and Basinski
(1979). Sometimes at lower deformation, the twist component about
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the normal to the primary slip plane is present, Mughrabi (1975);
Basinski and Basinski (1979).

• The slabs which lie parallel to the primary slip plane only approx-
imately are mainly composed of dislocation grids (networks). The
grids may be looked upon as the consequences of incomplete intersec-
tions of primary and secondary forest dislocations just forming attrac-
tive junctions. The grids consist of short segments of junction dislo-
cations joined by segments of the dislocations which have reacted to
form them. With increasing deformation the networks become denser
forming a fine mesh of the order 0.1 μm, Basinski (1964); Essmann
and Rapp (1973); Mughrabi (1975); Basinski and Basinski (1979). The
short mesh length of the grids does not allow a sufficient dislocation
bowing to break down the junctions even at higher stresses.

• It is noteworthy that in the slab structure the plastic deformation is
carried by the primary dislocations, Libovický and Šesták (1983). The
secondary dislocations seem to assist a construction of the misoriented
crystal lattice path for easier primary single slip.

According to Libovický and Šesták (1983) the slab structure is formed
in two stages. At the end of the easy glide region the bundles of primary
dipolar loops start to dissolve causing avalanches, Fig. 24. The avalanches
spread over a distance of several bundles in the direction of primary Burgers
vector. At the crossing with the bundles, the density of primary disloca-
tions decreases and bundles are dissolved. During dissolution long parallel
primary screw dislocations remain stretched out among the remaining bun-
dles forming warps of one sign only. At the second stage, the secondary

Figure 24. The avalanches in Fe-0.9%Si denoted by the arrows (courtesy
of S.Libovický)

dislocations are caught on the warps. That way in the avalanche regions
the primary and secondary dislocations interact forming crossed grids, the
scheme in Fig. 25. The avalanches and the screw dislocation warps are
factors which influence the characteristic size of the slab structure.
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Figure 25. Sketch of an avalanche

As an additional deformation substructure let me recall the detailed mi-
croscopic and X-ray observations on copper single crystals subjected to uni-
axial tensile or cyclic deformation reviewed by Mughrabi and Obst (2005);
Mughrabi (2006a,b). The observed dislocation structures of the type de-

Figure 26. Scheme of shear and kink bands. A micro photograph of such
structures can be found e.g. in Mughrabi and Obst (2005)

scribed in this and the previous Section 3.2 may be accompanied by kink
bands oriented perpendicularly to the primary slip plane as schematically
shown in Fig. 26, which is a slight modification of the picture proposed
by Mughrabi and Obst (2005). The kink walls representing a GNB have
pronounced tilt misorientations around an axis that corresponds roughly to
the line direction of the primary edge dislocations. In cycling the misori-
entation is weaker than in tension. The wavelength of the misorientation
related to kink bands is an order of magnitude larger than distances between
the tangles and between PSB walls or larger than the widths of PSB and
the grid layers. These distances are typically of the order μm, on the other
hand, the kink walls have been found to be spaced between about 100 μm
and 20 μm., Mughrabi and Obst (2005). In the interpretation proposed in
Kratochv́ıl et al. (2010b) the kink bands arise as a consequence of energy
minimization to compensate deviations from an ideal simple shear lattice
orientation. The kinks adjust the lattice orientation in an average to the
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applied shear and that way facilitate energetically preferred single slip.

3.4 Advanced stage of dislocation structures

At advanced stages of deformation two main categories of dislocation
boundaries have been identified, e.g. Kuhlmann-Wilsdorf and Hansen (1991);
Hansen (2001); Bay et al. (1992): extended planar geometrically necessary
boundaries (GNBs) of the polar nature (type (ii) specified in the introduc-
tion of this section) and shorter incidental dislocation boundaries of the
dipolar nature (type (i)). Mostly GNBs and IDBs coexist so that GNBs de-
lineate regions in which IDBs are found, Fig. 23. Based on an extended
database of microscopic studies of dislocation structures in cubic single
crystals and polycrystals deformed at room temperature by tension or cold-
rolling to moderate strain ε < 1 Winther (2005); Huang andWinther (2007);
Winther and Huang (2007) proposed a universal classification of the dislo-
cation structures. According to the observed GNBs character three types
of structures were found. The key parameter controlling the formation of
the different structural types is the crystallographic orientation of a crystal
or a polycrystalline grain with respect to the loading direction, irrespective
of deformation conditions (deformation mode, strain and strain rate) and
of material parameters (grain size, impurity). The orientation dependence
reflects an underlying correlation to the active slip systems namely to the
number of active slip planes. Five slip classes consist of one to four active
slip systems, each of them leading to the same type of the dislocation struc-
ture. The detail analysis is given in Huang and Winther (2007); Winther
and Huang (2007), here a short summary is presented.

The slip classes are correlated with the dislocation structural types ac-
cording to the following classification scheme:

• Type 1 structure, Fig. 27, is generated by slip along a single slip
plane in a single slip direction, class 1a: single slip, or generated by
slip in a single slip plane along two slip directions laying in this plane,
class 1b: coplanar double slip.

• Type 2 structure, Fig. 28, is generated by multi slip usually along
four slip planes, class 2: multi slip.

• Type 3 structure, Fig. 29, is generated by double slip along two slip
planes with a common slip direction, class 3a: codirectional dou-
ble slip, or by three slip systems: one is coplanar and codirectional,
respectively, to the two others, class 3b: dependent coplanar and
codirectional slip.

The type 1 structure (Fig. 27) is formed by GNBs aligned approximately
with slip planes. GNBs are straight and parallel and have a well-defined ori-
entation with respect to the loading direction. One set of GNBs is generally
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Figure 27. Dislocation structure Type 1, TA denotes tensile direction
(Huang and Winther (2007)).

related to the slip plane defined by the largest resolved shear stress. The
slab structure described in Section 3.3, Fig. 23, is one of typical examples
of the type 1, class 1a.

Figure 28. Dislocation structure Type 2 (Huang and Winther (2007)).

The type 2 structure (Fig. 28) is a cell structure without extended GNBs.
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A large scale subdivision occurs characterized by the formation of regions,
each of which contains a group of cells of a similar orientation. The cells
are approximately equiaxed in shape, however, in some situations the cells
are cylindrical and elongated along the loading direction. The regions are
associated with relatively large misorientations forming local GNBs between
them.

Figure 29. Dislocation structure Type 3 (Huang and Winther (2007)).

The type 3 structure (Fig. 29) is similar to type 1 with extended straight
GNBs, however, GNBs can deviate substantially from the slip planes. More
often than in type 1 two sets of GNBs are developed; in some cases one
GBN set being aligned closely with a slip plane while one or two another
sets being away from slip planes. Also for type 3 the GNBs align with
certain crystallographic directions and slip planes – only the relation is
more complex than the simple alignment with the slip plane seen for type
1. In the case of the type 3 each GNB consists of a number of long and short
segments. The majority of the segments are oriented in similar directions
with respect to the loading direction. The types 1 and 3 often coexist.

3.5 Dislocation structures formed by severe plastic deformation

Within the last 20 years it was recognized that severe plastic deforma-
tion provides an opportunity for achieving exceptionally fine deformation
substructure, often close to the nanometer level, and exceptionally high
strength accompanied by relatively good ductility. Several metal forming
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processes achieving severe plastic deformation are now available, three pro-
cedures receive the most attention at the present: equal-channel angular
pressing (ECAP), accumulative roll-bonding (ARB), high-pressure torsion
(HPT), e.g. Valiev and Langdon (2006); Zhilyaev and Langdon (2008).

The simplest method to reach severe plastic deformation is HPT. This
method allows the application of very high strains without interruption.
The strain can be defined approximately as simple shear γ = rθ/h, where
θ is the twist angle, h is the height of the cylindrical specimen and r is
the distance from the torsion axis, Fig. 30. Due to the dependence of γ on
r the material is exposed to various amount of strain in different parts of
one specimen. For the relatively small size and structural inhomogeneity
of the specimens, HTP is less convenient as a practical technological tool.
However, for its relative simplicity of loading conditions, the HPT method
is suitable for experimental and theoretical studies of the microstructure
evolution during severe plastic deformation.

Figure 30. Scheme of HPT specimen

Systematic parameter studies of the microstructure evolution with in-
creasing strain in copper, nickel and Armco iron deformed by conventional
and cyclic HPT have been reported in Hebesberger et al. (2005); Wetscher
and Pippan (2006); a typical micrograph is shown in Fig. 31. The exper-
iments were directed towards exploring the following basic questions: the
way of fragmentation of the original grains into much smaller structural
elements, the question of the existence of a saturation in the structural
refinement, and how temperature, pressure and cycling affect these phe-
nomena. The results of these measurements provide a base for theoretical
analysis and modeling of the fragmentation process.
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Figure 31. The electron micrograph in the radial direction of Cu speci-
men deformed by shear strain γ = 220, the shear direction is horizontal
(Hebesberger et al. (2005))

In Hebesberger et al. (2005); Wetscher and Pippan (2006), the mi-
crostructure was observed in sections perpendicular to the radial direction
and to the axial direction. The observations provide detailed data on the
shapes and preferred alignment of the structural elements, their misorien-
tation, size and texture. They can be summarized as follows:

• Preferred alignment of structural elements. As reported in Hebes-
berger et al. (2005), for modest strain (for HPT Cu γ ∼ 2) one sees
rather hazily the beginning of the formation of a substructure on the
micrometer scale. With increasing strain, the contrasts become more
obvious and the scale of substructure decreases. For strain sufficiently
high (for HPT Cu γ ∼ 55), there is no further change. A striking
feature observed in the radial direction is a preferred alignment of
structural elements inclined with respect to the torsion axis, Fig. 31.
For moderate strains, their aspect ratio is significantly larger than 1.
For larger strains, the observations indicate that the preferred align-
ment is not a remnant of the original grain structure. It seems that
the new smaller equiaxed structural elements are continuously formed
during the deformation process. This conclusion is supported by the
results of cyclic HPT of nickel and Armco iron where it is observed
that the direction of the preferred alignment is changing with the re-
verse of twist, Wetscher and Pippan (2006).

• Misorientations. The misorientation between neighboring structural
elements increases with strain and finally reaches a nearly random
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distribution. As reported in Hebesberger et al. (2005) for copper ob-
served in axial direction, we can see for γ = 2.1 slight misorientations,
whereas large misorientations on the micrometer scale are observed at
γ = 4.7. Large misorientations appear on a submicrometer scale at
γ = 25. The misorientation does not change appreciably for γ = 75
and γ = 250. The misorientation between points which are farther
apart than the element size becomes nearly random already at mod-
erate strains. The boundaries between adjacent structural elements
are not ‘true’ grain boundaries; frequently the term ‘non-equilibrium
boundaries’ is used. Even at large misorientation angles, the elements
seem to be separated by layers of finite thickness, which might be bet-
ter described as arrangements of dislocations. With increasing tem-
perature, the steady state boundaries between adjacent elements seem
to be better defined. It is only after deformation at elevated temper-
atures that grain boundaries in the classical sense are observed.

• Size of structural elements. As a general feature, the size of the struc-
tural elements decreases with increasing strain and reaches a steady-
state. The measurements on copper, Hebesberger et al. (2005), showed
that in the axial direction, the mean size of the structural elements
first decreases with increasing strain and then reaches a saturation
value at a strain γ > 10. In the radial direction, we can see the forma-
tion of substructure on a scale well below 1μm, which does not seem to
change beyond γ = 27. With increasing temperature, the steady-state
size markedly increases and the steady-state structure is achieved al-
ready at a strain γ < 6.8. An increase in axial pressure leads to a
somewhat finer structural size. In cyclic HPT, the strain amplitude
determines the resulting structure size. For nickel and Armco iron,
the experiments Wetscher and Pippan (2006) demonstrated that af-
ter a total equivalent strain larger than approximately 20, no further
refinement of the structure occurs. The higher the strain amplitude,
the smaller the structural size in the saturation regime. The smallest
structure size was measured for monotonously deformed samples.

• Saturation. No further work hardening is observed above a certain
strain, in many cases there even work softening occurs. In cycling,
the saturation is reached earlier in terms of number of cycles for large
plastic strain amplitudes; the accumulated strain needed to reach sat-
uration decreases with decreasing amplitude. The highest total strain
to reach the saturation is needed for monotonous deformation. In con-
trast to the saturation in size and the mechanical strength, it seems
that the increase in misorientation between neighboring elements does
not saturate as fast as the strength. Hence, one can assume that the
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mechanical strength is mainly determined by the size of the structural
elements and not by the misorientation between these elements. A
characteristic feature observed in the saturated state is a pronounced
shear texture. The study of Hafok and Pippan (2007a) revealed that
HPT nickel single crystals with different crystallographic orientations
and nickel polycrystals develop in saturation a similar microstructure
and microtexture. A major difference between these two types of ma-
terials was that the stable microtexture was achieved earlier in the
polycrystalline aggregates.

• Deformation mechanism. The guideline for an interpretation has been
provided by the observations reported by Hafok and Pippan (2007b).
Nickel samples pre-deformed by HPT in a saturated state were sheared
by an additional HPT. The observed deformation mechanism was
shearing with micro shear bands, which corresponds to the imposed
torsion on the sample with no change of the substructure pattern.
The width of the bands was about twice that of the average size of
the substructure elements. From their observations Hafok and Pip-
pan (2007b) concluded that the deformation was achieved by an in-
tergranular glide. Grain boundary sliding was excluded as the main
deformation mechanism in the explored HPT process.

An interpretation of the fragmentation process within the framework
of crystal plasticity has been suggested in Kratochv́ıl et al. (2009, 2010a).
Here the considerations are restricted to spatially homogeneous plane-strain,
rigid-plastic deformation carried by double slip. A rate-independent mate-
rial response is considered. Despite of these simplifications, the idealized
framework provides a possible explanation of the observations summarized
above. The basic feature of the model is a rotation of the slip systems car-
rying the imposed HPT strain. The slip activity is governed by the shear
stress imposed by torsion and by axial compression. It has been suggested
that the results of the paper Kratochv́ıl et al. (2007) summarized in Section
6.2 can be employed in a qualitative analysis of the fragmentation process.
The formation of a structural element pattern (misoriented cell pattern) has
been explained as a result of a trend to reduce energetically costly multi slip.
In the context of HPT, this means that at each orientation of the slip sys-
tems, there is a tendency to build the corresponding pattern. The rotation
of the slip systems causes a continuous reconstruction of the pattern. The
necessary destruction of the previous pattern can be hindered by the high
pressure. The effect leads to an increase in the dislocation density and to an
enhanced hardening. In the deformation process, the orientation of the slip
systems approaches asymptotically a steady state related to the saturation
effect.
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4 Discrete Dislocation Dynamics

Discrete dislocation dynamics (DDD) is a very useful and effective tool for
the modeling of plastic behavior at μm scale. The aim of this section is
to illustrate the underlying philosophy of DDD presenting one of the meth-
ods of modeling of interacting dislocations. The methods of DDD can be
categorized into two groups according to the dislocation line discretization
scheme and representation of a general curved dislocation segment. The
first group of methods is based on an edge-screw or edge-mixed-screw dis-
cretization of the dislocation lines, e.g. Devincre and Kubin (1997); Fivel
and Canova (1999); Rhee et al. (1998); Tang et al. (1998). The basic idea
of this approach is that the connected line segments of the edge or screw
orientation (eventually, of the edge or mixed or screw orientation) jump on
a discrete network. The second category of methods simulates dislocations
as flexible lines discretized either by curved segments, Ghoniem and Sun
(1999); Ghoniem et al. (2002), or by line segments, Minárik et al. (2004);
Minárik and Kratochv́ıl (2007); Křǐst’an and Kratochv́ıl (2007a).

In papers Minárik et al. (2004); Minárik and Kratochv́ıl (2007); Křǐst’an
and Kratochv́ıl (2007a,b); Beneš et al. (2009); Křǐst’an et al. (2009); Minárik
et al. (2010); Křǐst’an and Kratochv́ıl (2010) the method of flexible lines dis-
cretized by straight line segments has been applied in the simulation of the
following problems: a dislocation moving in a field of dislocation loops, an
estimate of a so-called saturation stress in a channel of a persistent band
(PSB), and a generation of glide dislocations by the process of bowing-
out from PSB walls. In this section the DDD simulations of interacting
dislocations modeled as flexible lines are described in detail. A bowing
out of dislocations from a dipolar walls of a channel of a persistent slip
band (PSB) is presented as an example of an application of the simulation
method, Křǐst’an et al. (2009). The evolving positions and shapes of the
dislocations are governed by the equation of motion where each dislocation
segment is subjected to a line tension, to interactions with segments of other
dislocations and to the stress field imposed by loading conditions. Two dif-
ferent loading regimes approximating boundary conditions are considered:
”stress control” and ”total strain control”.

4.1 Mathematical model

Governing equation. Inspired by papers Gage and Hamilton (1986);
Sedláček (1997); Mikula and Ševčovič (2004), a gliding dislocation curve
Γ(t) at time t is described by a C1–smooth (not necessarily closed) one di-
mensional non-self intersecting curve in a plane R2. It can be parameterized
by a smooth vector function �X(u, t) : S × I → R

2, where u is a parameter
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from a fixed interval S = [U1, U2], U2 > U1, and I = [0, T ) is a time interval;
i.e. the dislocation curve is given as

Γ(t) = Image( �X(·, t)) := { �X(u, t);u ∈ S}
and for which the local length g = |∂u �X| > 0 (| · | denotes the Euclidean
norm in R

3 and ∂ξF = ∂F/∂ξ). A motion of a gliding dislocation then
corresponds to the family of planar curves {Γ(t)}t≥0 evolving from initial
configuration Γ0 = Γ(0) at t = 0. The mapping is shown schematically in
Fig. 32. Since at low temperatures the dislocations move along the crys-
tallographic planes, we assume that the set { �X(u, t); (u, t) ∈ S × I} is a
subset of the corresponding glide plane in the Cartesian coordinate system
identified (for simplicity) with the xz–plane.

U1 U2
u

xO Xx(u, t)

�Xu(u, t)

ϕ(u, t)
Γ(t)

z

Xz(u, t)

Figure 32. The mapping Γ(t) = Image( �X(·, t)) of the interval [U1, U2] into
the glide plane xOz.

The tangent and normal vectors to the dislocation line in the glide plane
are denoted ∂u �X and ∂u �X⊥, respectively; the outward normal vector ∂u �X⊥

is defined in such a way that the determinant of the 2×2 matrix with column
vectors ∂u �X and ∂u �X⊥, i.e. det(∂u �X, ∂u �X⊥) = 1. A unit arc–length

parameterization of the curve Γ is denoted by s and it satisfies |∂s �X(s, t)| =
1 for any s and t. Furthermore, the arc–length parameterization is related to
the original parameterization u via the equality ds = g du. The interval of
values of the arc–length parameter depends on the curve Γ; more precisely,
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s ∈ [0, LΓ(t)], where LΓ(t) is the total length of the curve Γ at time t. Then
�l = ∂s �X and �m = ∂s �X

⊥ represent unit tangent and normal vectors to the
curve in the glide plane, respectively: �l = ∂s �X = ∂u �X du/ ds = ∂u �X/|∂u �X|
and �m = ∂s �X

⊥ = ∂u �X⊥/|∂u �X|.
The glide of a planar dislocation segment is governed by a linear viscous

law assumed in the form of the standard mean curvature flow equation, Gage
and Hamilton (1986); Dziuk (1994),

Bv = Jκ+ f , (48)

where the material constant B is the drag coefficient, v = v(s, t) is the
magnitude of the normal velocity �v of the evolving segment of the curve,
J = J(s, t) is the line tension, and the local curvature κ = κ(s, t) of the

curve in the direction �m at s is defined by Frenét’s equation: ∂2
s
�X = κ∂s �X

⊥.
The magnitude of the driving force f = f(s, t) in the equation (48) can be
written as f = bτeff (a force per unit length of the curve); b is the magnitude

of the Burgers vector �b and τeff represents the local resolved shear stress
acting on the dislocation segment which is specified in the next subsection.

The scalar equation (48), by using v = ∂t �X · ∂s �X⊥, can be written in
the form of an intrinsic diffusion equation,

B∂t �X = J∂2
s
�X + f∂s �X

⊥ . (49)

The equation (49) which can be seen in the form ∂t �X = β �m is a special

case of general geometric equation ∂t �X = β �m+ α�l; here β and α represent
suitable smooth functions. Since for closed curves or curves with pinned end
points the presence of a tangential velocity α in the position vector equation
has no impact on the shape of the evolving curve, a natural setting α ≡ 0
has been chosen for analytical as well as numerical treatment. However, as
it was shown in Mikula and Ševčovič (2001), for general curvature driven
motions a suitable tangential velocity may significantly stabilize numerical
computations. It prevents the Lagrangian algorithm from its main draw-
backs, the merging of numerical grid points and it also allows for large time
steps without loosing stability.

Commenting the line tension force approximation Jκ employed in Eqs.
(48) and (49) let us note that the curved dislocation feels its own elastic field
as a straightening self-force. The self-interaction would require computation
of the stress caused by one piece of dislocation at the location of another, so
that self-stress effects with logarithmic singularities would occur, see Brown
(1964). However, as was shown by Schmid and Kirschner (1988), in the limit
of mild curvature the self-stress is proportional to the line tension, which is
the approximation introduced by De Witt and Koehler (1959) (a drawback
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is that the line tension approximation could negatively influence the shape of
dislocation close to the wall where the curvature is the highest). In Foreman
(1955) it has been shown that in an elastically anisotropic crystal, the elastic
energy E per unit length of a long straight dislocation is given by E =
(Kb2/4π) ln(R/r0); the distance R has the dimension of the crystal, r0 ≈ b
is the inner cut-off radius of the dislocation core and K is a function of the
elastic constants of the crystal and the orientation with respect to the crystal
axes of both the Burgers vector and the dislocation line. For an elastically
isotropic crystal, K can be expressed as a function of the angle ϕ between
the Burgers vector and the dislocation line: K = G

(
1− ν cos2 ϕ

)
/(1− ν),

where G is the shear modulus and ν the Poisson’s ratio. To distinguish the
edge, screw or mixed character of the dislocation segment the orientation
dependent line tension J = J(ϕ), Foreman (1955); De Witt and Koehler
(1959), which can be expressed as

J(ϕ) = E +
∂2E

∂ϕ2
=

Gb2

4π

(
1− 2ν + 3ν cos2 ϕ

1− ν

)
log

R

r0
. (50)

Especially, Jscrew = Eedge(1 + ν) and Jedge = Eedge(1 − 2ν) are the line
tensions for screw and edge dislocation, respectively; Eedge = E(ϕ = π/2).

Resolved shear stress. Four contributions to the resolved shear stress
are considered:

τeff = τdisl + τwall + τapp + τ0 .

τdisl is the resolved shear stress exerted by other gliding dislocations, τwall

represents the wall interaction (treated as the elastic field of rigid edge
dipoles) and τapp approximates the stress in the channel determined by the
applied boundary conditions (the applied stress). In the present considera-
tions the influence of a friction stress and debris left by shuttling dislocations
is incorporated in the term τ0.

Shear stress exerted by a dislocation. The resolved shear stress in the channel
at �r caused by the elastic field of the curved dislocation Γ can be expressed
as (omitting the dependence on time t)

τdisl(�r) =

∫
Γ

τ d(�r, s) ds . (51)

Here, τ d(�r, s) is the resolved shear stress at a point �r exerted by a dislocation
segment ds of Γ; τ d will be specified in the Section 4.2. The integral is taken
along the curve Γ at time t. In the model, a general shape of a dislocation
line with no symmetry constraints is considered.
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Wall interaction. The long range stress, caused by the different deforma-
bility of the walls and the channel, is incorporated into the stress τapp de-
termined by the boundary conditions. However, there are also short range
interactions among the dipolar loops clustered in the walls and parts of
dislocations close to the walls. Following Brown (2006), these short range
interactions are incorporated in the model as elastic fields of fixed rigid
edge dipoles located at the surface of the walls (more realistic walls consist-
ing of dipolar loops has been studied in Křǐst’an and Kratochv́ıl (2010)).
Segments of gliding dislocations deposited at the walls are trapped in the
elastic potential valleys produced by the dipoles parallel to the walls. A
sufficiently strong stress can bow-out a dislocation segment from the wall
into the channel. Each dipole is formed by the two edge dislocations in a
stable equilibrium configuration. For simplicity, the centers of dipoles are
placed in the slip planes of dislocations (the effects of the dipolar structure
of the walls have been explored in more detail in El-Awady et al. (2007)).
The height of individual dipoles, hdip, controls the distance of the elastic
valleys from the walls as well as their strength. The shear stress field of
the dipole consists of the stress field of edge dislocations. The shear stress
produced at a point �r = (x, y) by an infinitely long straight edge dislocation
located at the origin along the z–axis is

τedge(x, y) = ± Gb

2π(1− ν)

x(x2 − y2)

(x2 + y2)2
. (52)

The sign “+” or “−” depends on the orientation of the dislocation line
representing the corresponding edge dislocation.

Applied stress. Instead of solving the full boundary value problem of the
stress distribution in the channel, two simplified limit cases are considered:
(i) the “stress controlled regime” in which the applied stress τapp in the
channel is kept uniform, (ii) the “strain controlled regime” in which the
total strain εtot remains uniform. The reality lies between these two limits.

In the stress-control the elastic strain γe coupled to the stress by Hooke’s
law γe = τapp/G remains uniform. Therefore, it cannot adjust to the gener-
ally nonuniform plastic strain produced by the dislocation glide (the com-
patibility of total strain in the channel is violated). Such artificial rigidity
causes the stress level to be higher than in reality.

In the strain-control, the total shear strain as the sum of an elastic part
γe and a plastic part γp, εtot = τapp/G + γp, is assumed to be uniform in
the channel. It is not required that the stress in the channel satisfies the
stress equilibrium; only the equilibrium of the forces exerted on the disloca-
tion lines are guaranteed by the equation of motion (48). Accordingly, the
resulting applied stress is smaller than in reality.
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To estimate the plastic strain represented by slip γp the considered dislo-
cations are taken as representatives of glide dislocations in the channel. The
rate of slip (at a fixed position in the space) is given by Orowan equation
∂γp/∂t = b�v; b is the magnitude of the Burgers vector, � density of glide
dislocations and v their average velocity. In agreement with the observation
that the density � of glide dislocations in PSB channels practically does not
change during the deformation process, Mughrabi (1983), � is taken as a
material constant. Under these simplifying assumptions the infinitesimal
plastic strain dγp carried by a dislocation segment of length dl at a point
s of gliding dislocation Γ at time t is

dγp(s, t) = b�v(s, t) dt dl = b� dS(s, t) ,

and consequently plastic strain carried by dislocation segment dl during the
time interval [t0, t],

γp(s, t) = b�

∫ t

t0

dS(s, t) = b�S(s, t0, t) .

The integral is taken along the time interval [t0, t]. Initially γp(s, t0) = 0.
S(s, t0, t) denotes the area slipped by the dislocation segment dl at the
point s in the time interval [t0, t]. The applied stress τapp exerted on a
dislocation segment of length dl at the point s and time t can be then
explicitly expressed as

τapp(s, t) dl = G[εtot(t) dl − b�S(s, t0, t)] . (53)

Recall that the length dl of the dislocation segment at s can change during
the evolution of a dislocation curve.

4.2 Numerical method

In numerical simulations we employed a semi-implicit scheme and the
discretization based on the flowing finite volume approach in space, Mikula
and Ševčovič (2001), and the method of lines in time, Dziuk (1994). By
discretization in space the governing equations are reduced to a system of
ordinary differential equations which are solved by the standard Runge–
Kutta method of the fourth order with fixed time step.

Discretization. In the numerical scheme a smooth dislocation curve Γ(t)

is represented by a M -sided moving polygon P(t) =
⋃M

i=1[
�Xi−1, �Xi], i.e.

the curve is approximated by M linear segments [ �Xi−1, �Xi], i = 1, . . . ,M .
M + 1 is a constant number of points on the curve. In the arc–length



Formation of Deformation Substructures… 251

�Xi−1

�Xi

�Xi+1

�X
i−

1

2

�X
i+

1

2

Γ(t)

�X0

�XM

di

di+1

Figure 33. Discretization of the curve by linear segments.

parameterization s the points are denoted by the subindex i, i = 0, . . . ,M :

�Xi = �Xi(t) = �X(si, t) ; 0 = s0 < s1 < . . . < sM = LΓ(t) ,

where LΓ(t) is the total length of the curve Γ at time t; see Fig. 33.

The linear segments [ �Xi−1, �Xi], i = 1, . . . ,M , are called the flowing fi-
nite volumes. The corresponding dual volumes Vi are defined as Vi =
[ �Xi−1/2, �Xi+1/2] ≈ [ �Xi−1/2, �Xi] ∪ [ �Xi, �Xi+1/2] for i = 1, . . . ,M − 1. For

an arbitrary j = 0, . . . ,M −1, �Xj+1/2 = 1
2 (

�Xj + �Xj+1) denotes a midpoint

of the line segment �Xj
�Xj+1. Note that �X(i−1)+1/2 ≡ �Xi−1/2.

In the considerations we distinguish between different time levels. For
that let us introduce the following notation: Pj is a polygonal approxima-
tion of Γ(t) at time t = tj , where the time node tj =

∑j−1
k=1 Δtk is the

j-th time (t0 = 0) with the time step Δtj . At t0 = 0 the initial P0 is an

approximation of Γ0. The polygon Pj =
⋃M

i=1[
�Xj
i−1,

�Xj
i ] is made by the

discrete points �Xj
i ; here i = 1, . . . ,M , denotes a space discretization and

j = 0, 1, . . ., denotes a discrete time stepping.

System of equations. The equation of motion for the point �Xi is derived
from the equation (49). As the interior and the end points of the polygon
behave differently, they are treated separately.

Interior points of the polygon. Integrating the evolution equation (49) at
time t over a dual volume Vi, i = 1, . . . ,M − 1, we get

B

∫
Vi

∂t �Xds =

∫
Vi

Ji ∂
2
s
�Xds+ b

∫
Vi

τi ∂s �X
⊥ds ,
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where the discrete quantities Ji and τi are constant over the dual volume Vi

at the corresponding point �Xi; Ji is an approximation of a line tension J ,
τi is an approximation of τeff. Using the Newton-Leibniz formula we have
at any time t:

B
di + di+1

2

d �Xi

dt
= Ji [∂s �X]

i+ 1
2

i− 1
2

+ bτi [ �X
⊥]i+

1
2

i− 1
2

,

where di = | �Xi − �Xi−1| is the distance of the two neighboring points �Xi

and �Xi−1 of the polygon. By taking central differences (of the first order)

in space we obtain (∂s �X)i+1/2 = ( �Xi+1 − �Xi)/di+1 for i = 0, . . . ,M − 1. In

result, the equation of motion for the corresponding point �Xi in the dual
volume Vi can be written in the form, i = 1, . . . ,M − 1,

B
d �Xi

dt
=

2Ji
di + di+1

(
�Xi+1 − �Xi

di+1
−

�Xi − �Xi−1

di

)
+

2bτi
di + di+1

�X⊥
i+1 − �X⊥

i−1

2
.

(54)
In the equation (54) we employ the orientation dependent line tension (50)
in the form

Ji = Eedge

(
1− 2ν + 3ν cos2 ϕi

)
,

with

cosϕi = (∂s �X)i ·
�b

b
≈

�Xi+1 − �Xi−1

di + di+1
·
�b

b
;

the symbol “·” stands for the scalar product of vectors.

End points of the polygon. To derive the equations of motion for the
end points of the polygon: �X0 and �XM , the degenerate dual volumes
V+
0 = [ �X0, �X1/2] for �X0 and V−M = [ �XM−1/2, �XM ] for �XM are constructed.

Integrating the evolution equation (49) in dual volumes V+
0 and V−M , we

have

B
d0
2

d �X0

dt
= J0 [∂s �X]

1
2
0 + bτ0 [ �X

⊥]
1
2
0 ,

B
dM
2

d �XM

dt
= JM [∂s �X]MM−1/2 + bτM [ �X⊥]MM−1/2 .

Using central differences in space, as above, one gets (∂s �X)0 = ( �X1− �X0)/d1
and (∂s �X)M = ( �XM − �XM−1)/dM . Note, that (∂s �X)0 = (∂s �X)1/2 and

(∂s �X)M = (∂s �X)M−1/2. Therefore, the first terms on the right-hand sides
of the last equations vanish. This is in agreement with the fact that for
the straight segments [ �X0, �X1/2] and [ �XM−1/2, �XM ] the curvature κ is zero.



Formation of Deformation Substructures… 253

Finally, exploiting the definition of the points �Xj+1/2 for j = 0 and j =
M − 1, the corresponding equations of motion can be written in the form

B
d �X0

dt
=

2F0

d1 + d1
( �X⊥

1 − �X⊥
0 ) ; B

d �XM

dt
=

2FM

dM + dM
( �X⊥

M − �X⊥
M−1) . (55)

The Eqs. (54) and (55) have to be supplemented with initial and boundary
conditions. An example of such conditions is given in Section 4.3.

Resolved shear stress. In the numerical implementation of the model
the components of the resolved shear stress, i.e. the resolved shear stress
exerted by other gliding dislocations τdisl, the wall interaction τwall and the
applied stress τapp, have to be adjusted to the dislocation representation as
a moving polygon.

O

�r

�ξ
�η

�b

�R

L�ξ

�r0

Figure 34. Vectors appearing in the definition of the stress tensor gener-
ated by semi–infinite straight dislocation. The unit vector �ξ is parallel to
the dislocation line, �R is the vectorial distance between a point �r0 of the
dislocation line and an arbitrary point �r at which the stress produced by
the semi–infinite straight dislocation is calculated. �η is the component of �R
perpendicular to �ξ.

Shear stress exerted by a dislocation. In τdisl given by the equation (51)
we employ for evaluation of τ d(�r, s) de Wit’s formula for the stress field of
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finite straight dislocation segment AB, de Wit (1967);

τ d(�r, s) ≈ T (AB)
xy = Txy(�r − �XB)− Txy(�r − �XA) , (56)

where �XA and �XB are the end points of a straight segment of the polygon at
s. Tij are the stress components generated at �r by the semi-infinite straight

dislocation of the Burgers vector �b, with the end point at �r0, and of a line
direction �ξ. Using Devincre’s formula (the equation (25) in Devincre (1995))
within isotropic elasticity Tij can be expressed as

Tij(�r − �r0) = (57)

G

4π

1

R(R+ L)

{
(�b× �P )iξj + (�b× �P )jξi − 1

1− ν

(
(�b× �ξ)iPj + (�b× �ξ)jPi

)

− (�b× �η) · �ξ
1− ν

[
δij + ξiξj + (ηiξj + ηjξi + Lξiξj)

R+ L

R2
+ ηiηj

2R+ L

R2(R+ L)

]}

The geometrical meaning of the symbols can be seen in Fig. 34. In the
equation (57): i, j ∈ {1, 2, 3} and the following symbols are used: R is

the magnitude of the positional vector �R = �r − �r0; η the magnitude of
the vector �η = �R− L�ξ (which is perpendicular to the straight dislocation);

L = �R · �ξ is the projection of vector �R to the dislocation line; Pi and Pj are

the components of the vector �P = �R−R�ξ; ξi and ξj the components of the

vector �ξ; finally, ηi and ηj are the components of the vector �η. δij stands
for Kronecker delta. The symbols “·” and “×” mean the scalar and cross
product of vectors, respectively.

In the approximation of τ d(�r, s) introduced by the equation (56) the
length of straight segments of a polygon can be, in principle, as small as
requires the accuracy of the numerical method. However, de Wit’s for-
mula (57) is correct only for a semi-infinite dislocation in a homogeneous
infinite crystal. The equation (57) should be corrected by image forces at
the walls, which are not incorporated in the present version of the model.

In the investigation of mutual interactions of gliding dislocations the
stress exerted by other dislocation can be computed as a sum of the stress
contributions produced by straight finite segments of its polygon. Therefore,
we can use Eqs. (56) and (57). Let the polygons P(t) =

⋃M
i=1[

�Xi−1, �Xi] and

P ′
(t) =

⋃M
i=1[

�X
′
i−1,

�X
′
i ] be approximations of the dislocations Γ and Γ

′
,

respectively. Then, the shear stress acting at the point �Xi of the polygon
P is a sum of the stress contributions from all segments �X

′
j
�X

′
j+1 of the
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polygon P ′
(to simplify the notation, time dependence is omitted):

Txy( �Xi) =

∫
Γ′
τ d( �Xi, s

′)ds′ ≈
M−1∑
j=0

(
Txy( �Xi − �X

′
j+1)− Txy( �Xi − �X

′
j)
)
.

(58)

In the above evaluated stress the orientation of the dislocation curves has
to be taken into account: if two dislocations have the same line orien-
tations (the dislocations of the same signs) the corresponding interaction
shear stress is repulsive; if the dislocations have the opposite line directions
(the dislocations of the opposite signs), the shear stress is attractive. The
orientations of Γ and Γ

′
, respectively, are specified in the next section.

Wall interaction. As was mentioned in section 4.1, the PSB dislocation walls
are modeled as dislocation dipoles. The elastic shear stress field produced
by the dipole at a point �r = (x, y) in the glide plane of a mobile dislocation
can be computed by using the equation (52). Let (x̂1, ŷ1) and (x̂2, ŷ2) be
the relative coordinates between the point �r and the positions of straight
dislocations forming the dipole. By using the equation (52), the expression
for the elastic shear stress field at �r is

τwall(x, y) = ± Gb

2π(1− ν)

(
x̂1(x̂

2
1 − ŷ21)

(x̂2
1 + ŷ21)

2
− x̂2(x̂

2
2 − ŷ22)

(x̂2
2 + ŷ22)

2

)
.

The sign, either “+” or “−”, depends on the type of dipole.

Applied stress. In the stress-control regime, the applied stress τapp is uniform
at each point of the dislocation line. It is a prescribed function of time and it
approximates the stress induced by the loading conditions. In the numerical
simulations we explore the case of constant applied stress; i.e. the constant
approximation of applied stress τapp in dual volume Vj

i at corresponding

point �Xj
i is

(τ j
i )app = τapp = const.

In the total strain-control regime, for the evaluation of the applied stress
τapp in the equation (53), one has to specify an area ΔSj+1

i slipped in

time interval (tj , tj+1) by a dual volume Vj
i in the corresponding point �Xj

i ,

i = 1, . . . ,M − 1. For simplicity, the area ΔSj+1
i is replaced by the area of

parallelogram with the vertices { �Xj
i−1/2,

�Xj
i+1/2,

�Xj+1
i−1/2,

�Xj+1
i+1/2}, Fig. 35.

Then the slipped area ΔŜj+1
i on a unit length of the dislocation curve can

be approximated as
ΔŜj+1

i ≈ |�mj+1
i ×�l j+1

i | .
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Figure 35. Slipped area by dislocation segment in corresponding dual vol-
ume.

The reason for the evaluation of the area on the unit length of the dislocation
follows from the equation (59), since the stress (τ j

i )app is also outspread on
the unit length.

The non-unit normal vector is approximated by �mj+1
i = �Xj+1

i − �Xj
i for

i = 1, . . . ,M − 1, and a unit tangent vector by

�l j+1
i ≈ 1

2

(
�Xj+1
i+1 − �Xj+1

i−1

dj+1
i+1 + dj+1

i

+
�Xj
i+1 − �Xj

i−1

dji+1 + dji

)
for i = 1, . . . ,M − 1 .

d j
i = | �Xj

i − �Xj
i−1| is the distance of the two neighboring points �Xj

i and �Xj
i−1

of the polygon at time tj . For i = 0 and i = M we set up ΔSj
i = 0 for all j.

The total area Ŝ j
i (on unit length of dislocation) slipped by dual volume

Vi during evolution of dislocation curve from initial time t0 = 0 to current
time tj is Ŝ j

i =
∑j

k=1 ΔŜ k
i and a constant approximation of the applied

stress τapp in dual volume Vj
i at the corresponding point �Xj

i is

(τ j
i )app = G[ε̇tj − b�Ŝ j

i ] , (59)

where ε̇ is a prescribed constant.
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4.3 Simulations of a bowing out of dislocations from PSB walls

The geometry of the channel and the walls is shown in Figs. 36 and
37. The model is represented by two originally edge glide dislocations and
four edge infinitely-long dipoles. The coordinates of the midpoints of the
rigid dipoles in the xy–plane are (−600, 0), (+600, 0), (−600, hc = 42) and
(+600, hc = 42), respectively (all units are in nm).

hc

dw
dc dw

x

y

O

�b

Γ′

Γ

hdip

hdip

dipole

wall wallchannel

xz − plane

Figure 36. A model of PSB - a perpendicular cut through the channel and
the walls.

In Fig. 37 there is a schematic plot of dislocation curves Γ and Γ′ which
bow-out into the channel from the walls. The dislocations glide in two slip
planes which are parallel to the xz–plane. A distance of these planes is
hc = 42nm.2 During the evolution the dislocations are pinned at the end
points, in particular in the xyz–system, Γ at D1(560, 0, 0), D2(560, 0, 700)
and Γ′ at D′1(−560, 42,−500), D′2(−560, 42, 0), Fig. 37.

If not specified otherwise, the material parameters summarized in Table 1
are used. The height of the wall dipoles hdip = 5 nm is identified with the
average height of dipolar loops which are the main building blocks of the
walls, Tippelt et al. (1996). The values of the parameters dc, dw, b, G and ν
correspond to cyclically deformed copper at room temperature, Mughrabi
and Pschenitzka (2005); Mughrabi (1981). According to Mughrabi (1981,

2The distance of the considered slip planes is equal to the critical separation distance

below which the screw dislocations of opposite sign annihilate mutually by cross-slip

(the annihilation process is excluded in the present model).
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hc

dc

D1

D2

�t

D
′

1

D
′

2

�t
′

Γ
′

Γ

Figure 37. A model of PSB in three-dimensional space.

Table 1. Material parameters (for Cu single crystal cyclically deformed at
room temperature) used in the simulations.

Height of wall dipoles hdip = 5 nm
Width of channel dc = 1200 nm
Width of dislocation walls dw = 150 nm
Spacing between slip planes h = hc = 42 nm
Magnitude of the Burgers vector b = 0.256 nm
Shear modulus G = 42.1 GPa
Poisson ratio ν = 0.33
Density of glide dislocations � ≈ 1013 m−2

Drag coefficient B = 1.0 · 10−5 Pa s
Energy of edge dislocation Eedge ≈ 2.3 nJ m−1

Friction stress τ0 = 5 MPa

1983) the density of screw dislocations in the PSB–channel � ≈ 1013 m−2.
The energy of edge dislocations Eedge ≈ 2.3 nJ m−1 is chosen in such a
way that the line tensions of edge and screw dislocations, Jedge ≈ 0.8 nN
and Jscrew ≈ 3.0 nN, are comparable to the experimental values, Mughrabi
(1981, 1983).

Simulations. Initially, in the stress-control regime τapp = 0 MPa and in
the strain-control regime εtot = 0 . The initial configuration of Γ and Γ′
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Figure 38. A detail of positions of bowing out curve Γ from the wall in the
stress-control regime.

is identified with the linear segments D1D2 and D′1D
′
2 as shown by dotted

lines in Fig. 37. The vectors �l and �l′ determine the initial orientations of the
dislocation curves. These vectors are chosen in such a way that the dislo-
cation dipoles representing the walls attract the dislocation curves inwards
to the corresponding walls. These positions of the trapped dislocations are
starting positions for the bow-out simulations. A starting position of Γ (at
time level t = 0), is shown in Fig. 38, the position 1. In a large part of its
length, the dislocation segment is straight and parallel to the wall dipoles.

When the dislocations Γ and Γ′ are exposed to a sufficiently strong stress,
they bow-out and expand into the channel. We used τapp = 40 MPa in the
stress-control and ε̇ = 9.3 · 10−4 s−1 in the strain-control. Fig. 38 shows
in detail sequential positions of the curve Γ bowing out from the wall in
the stress-control; the sequential positions of Γ and Γ′ at the stress control
can be seen in Fig. 39. In addition, the trajectories of some selected points
of Γ are shown as dotted lines; e.g. p126 denotes the midpoint of Γ. In
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strain-control regime the sequential positions of both Γ and Γ′ can be seen
in Figs. 40 (a) and 40 (b).

As long as the dislocations are far from each other, they almost do not
feel the elastic field of the other dislocation. On the other hand, if the dis-
locations are close enough the interaction stress can be very strong. The
sequential positions of the dislocations shown in Figs. 39 and 40 for the
stress-control and the strain-control, respectively, demonstrate rather big
difference in the dislocations’ shapes and the extend of their “contact”.
These upper and lower estimates of the bow-out and passing processes em-
phasize the need to evaluate correctly the stress field in the channel by
solving a boundary value problem. Moreover, the strain-control simulation
in Figs. 40 (a) and (b) differ in the starting positions. The simulation in
Fig. 40 (a) started at the same positions as in the stress-control, while in
the simulation in Fig. 40 (b) the straight segments D1D2 and D′1D

′
2 were

used as the starting positions. The differences seen in Figs. 40 (a) and (b)
indicate the sensitivity of the bow-out to details of modeling of the close
range interaction between a dislocation and a wall.

As was mentioned in Section 4.1, the tangential velocity of the points of
the dislocation lines in a curvature driven motion has no impact on the shape
of the evolving curves. Therefore, an introduction of a tangential velocity
can provide a convenient redistribution of the grid points Xi of the polygons
approximating the dislocations. Two methods have been tested Beneš et al.
(2009); Minárik et al. (2010). The first version of the redistribution keeps
the grid points equidistant. The method prevents the main drawback of the
present simulation that in faster moving parts of the curve the length of the
linear segments of the polygon increases faster than in the rest of the curve.
Another possibility is to design a redistribution which increases the density
of the grid points in the parts of a high curvature. Both methods improve
the accuracy of the numerical method, may reduce a computational time
and allow larger time steps without loss of stability.

From the computer simulation point of view a higher accuracy and ef-
ficiency of the numerical method would be useless without a simultaneous
improvement of the model itself. One of such steps would be to formulate
and solve the corresponding boundary value problem instead of to estimate
the upper and lower limits of the stress field in a PSB–channel by the stress-
control and strain-control regimes. The boundary value problem means to
consider a PSB sandwiched between two elastic half-spaces which approx-
imate the parts of the crystal filled with a vein structure. Far from the
interfaces between the PSB and the vein structure, the half-spaces can be
thought of as being exposed to loading conditions of the specimen. The
PSB has a composite structure of walls and channels. The plastic prop-
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Figure 39. A sequence of positions of the curves in the stress-control.
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Figure 40. A sequence of positions of the curves in the strain-control.
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erties of the relatively rigid walls consisting mainly of edge dipolar loops
are controlled by polarization of the loops, absorption of dislocations de-
posited at the walls and the loop and dislocation annihilation. Much softer
plastic properties of the channels are governed by dislocation glide. The
stress field in the channel is strongly influenced by the dislocation motion.
For a computer simulation the specification, formulation and solution of
the PSB boundary value problem presents a challenging task. The compu-
tation method requires a combination of the discrete dislocation dynamics
and the finite element method. The homogenization method for a discrete-
continuum simulation of dislocation dynamics Lemarchand et al. (2001) is
a promising attempt to design such combination.

4.4 Summary

• The interacting dislocations are modeled in the arc-length parameter-
ization as moving flexible planar curves. The glide of a dislocation
segment is governed by a linear viscous law assumed in the form of
the standard mean curvature flow equation where each infinitesimal
dislocation segment is subjected to the line tension, the interactions
with other moving dislocations and the stress field imposed by the
loading conditions.

• The presented DDD simulation method is suitable for study of elemen-
tary microscopic mechanisms of plastic deformation. We employed an
semi-implicit scheme and the discretization based on flowing finite
volume approach in space and the method of lines in time. By dis-
cretization in space the governing equations are reduced to a system
of the ordinary differential equations solved by standard Runge–Kutta
method of the fourth order with a fixed time step.

• The proposed simulation method might give a new insight into ele-
mentary processes of dislocation interactions in a PSB–channel. It
has been employed in modeling of a generation of glide dislocations
by the process of bowing out from the PSB walls. The short range
interactions among the dislocations and the walls are incorporated in
the model as the elastic stress fields of the edge dipoles located at the
surface of the walls. Two different physical situations are explored:
(i) the stress-control and (ii) the strain-control regime. In the first
case the stress in the channel induced by the boundary conditions is
assumed to be uniform, in the second case a sum of the elastic and
plastic strain is uniform. These two situations roughly substitute a
solution of PSB boundary value problem which has not yet been ac-
complished.
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5 Dislocation Statistics

In general, continuous models of discrete systems are very effective tools for
description of collective behavior of large assemblies of interacting “parti-
cles”. In plasticity the “particles” are represented by dislocations. Their col-
lective behavior should enter the continuum mechanics framework as crystal
plasticity constitutive equations. It is natural to ask, how to reach such goal
by averaging the ensemble of discrete dislocations discussed in Section 4.

The continuum theory of dislocations formulated by Bilby, Kondo, Krö-
ner, Kroupa, Mura, and Kosevich, e.g. Kröner (2001); Kosevich (1979), has
been the first attempt to treat rigorously large dislocation ensembles. Most
of the early versions of the theory focused on the geometric description of
the incompatibility and on the internal stresses arising due to a dislocation
distribution. In this sense, the continuum theory of dislocations has became
a classical part of theoretical physics. However, despite expectations, the
theory has not provided an adequate background for a physically justified
theory of plastic properties of solids. The basic problem, already hinted by
Kosevich (1965), is how to find a suitable average of the dislocation dis-
tribution in deformed crystals. By using the usual averaging, which leads
to the standard dislocation density tensor, some factors governing plastic
deformation at the mesoscale are lost. Mainly it concerns the dislocation
density tensor which is a measure of the local total Burgers vector; dis-
locations of opposite signs provide zero contribution to it, however, both
of them carry a part of plastic deformation. The aim of attempts to for-
mulate dislocation statistics is to find out how to modify and to refine the
classical continuum theory of dislocations to provide a constitutive frame-
work of crystal plasticity and explain the observed spontaneous formation
of dislocation structures and their transformations.

The first successful dislocation statistics has been proposed by Groma
(1997); Groma and Balogh (1999); Groma and Bakó (2000); Zaiser et al.
(2001); Groma et al. (2003); Yefimov et al. (2004a); Groma et al. (2007).
The idea was to study the idealized plane strain model of straight parallel
edge dislocations of a single slip system represented by points of intersec-
tion of the dislocation lines with the plane of deformation. In this way
the problem was reduced to statistics of point objects, where the tools of
standard statistical mechanics were employed. The model revealed one of
the main problems: an adequate description of the short range correlations
among dislocations. The correlations result in non-local effects which play
a decisive role in modeling of dislocation pattering and size effects.

In Section 5.1 Groma’s et al. idealized statistical approach is applied to
a crystal deformed by plane strain symmetric double slip, Kratochv́ıl et al.
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(2007). The derived constitutive equations are employed in the model of
misoriented dislocation cell structure formation presented in Section 6.2.

A statistical treatment of curved glide dislocations outlined in Section
5.2 is far less straightforward. The standard tools of statistical mechanics
are not directly applicable to the glide dislocations treated as curved flex-
ible lines. The principal guideline is a refined averaging, Kratochv́ıl and
Sedláček (2008). Dislocations in a deformed material are sorted out into
several groups, each of them being averaged separately. The resulting con-
tinuum model is formed by superposition of the smoothed out dislocation
distribution of the groups. The interaction forces are divided into long range
and short range interactions. The long range interactions are incorporated
in the mean field approximation directly in the continuum mechanics equa-
tions via the solution of the boundary-value problem with eigenstrain. The
short range interactions controlled by the short range correlations among
dislocations are expressed in integral form as constitutive functionals. The
specification and evaluation of the constitutive functionals is the main open
problem of the approach.

5.1 Statistics of the idealized double slip

It is assumed that plastic strain is carried by straight parallel edge dis-
locations. In this idealized model, the nonlocal effects are represented by
the short-range correlations only. As a consequence, the self-force of curved
dislocations equally important in reality is excluded from the consideration.

Kinematics. A crystal deformed by double slip (α = 1, 2) in a plane strain
approximation is considered. It is supposed that the crystal contains Nα(t)

positive straight edge dislocations with Burgers vector �bα, and Nα(t) nega-

tive straight edge dislocations with Burgers vector −�bα; the position vectors
are �r±αi(t), i = 1, ..., Nα(t), α = 1, 2. We assume that the number Nα(t) of
+ and − dislocations is the same as the dislocations are generated or anni-
hilated in + − pairs.

Following Groma and Balogh (1999) we introduce the discrete densities
of positive dislocations ρ+α ≥ 0 and negative dislocations ρ−α ≥ 0, α = 1, 2,

ρ+α (�r, t) =

Nα(t)∑
j=1

δ(�r − �r+αj(t)), ρ−α (�r, t) =
Nα(t)∑
j=1

δ(�r − �r−αj(t)) . (60)

Nα(t) =

∫
ρ±α (�r, t)dV , (61)

where the integration is carried over the volume of the crystal; δ(.) means a
delta function. The dependence of the densities (60) on time is twofold: (i)
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through dislocation motions �r±αi(t), (ii) through the creation/annihilation of
dislocations expressed in Nα(t). The rate of change of the total number of
± dislocations

dNα(t)

dt
=

∫
fαdV , (62)

where fα is introduced as the density of the generation/annihilation rate.
Combining (61) and (62)∫

fαdV =
dNα(t)

dt
=

d

dt

∫
ρ±α (�r, t)dV =

∫
[
∂

∂t
ρ±α + div(ρ±α�v

±
α )]dV , (63)

where v±α represents the dislocation velocity; in the local form

∂

∂t
ρ±α + div(ρ±α�v

±
α ) = fα . (64)

Equation (64) yields the balance equation for the discrete density of
geometrically necessary dislocations, κα = ρ+α − ρ−α , α = 1, 2

∂

∂t
κα + div

(
�v+α ρ

+
α − �v−α ρ

−
α

)
= 0 , (65)

and the balance equation for the total discrete dislocation density
ρα = ρ+α + ρ−α ,

∂

∂t
ρα + div

(
�v+α ρ

+
α + �v−α ρ

−
α

)
= 2fα . (66)

The alternative derivation of the single slip version of balance equations
(65) and (66) was given by Groma and Balogh (1999).

To arrive at a continuous description, the introduced discrete quantities
are averaged over an ensemble of statistically equivalent dislocation sys-
tem (for details of the averaging procedure see Groma and Balogh (1999);
Groma (1997); Groma et al. (2003)). The balance equation for the ensemble
averaged density κ̂α = 〈κα〉 can be deduced from (65)3

∂

∂t
κ̂α = −

�bα
b2α

· ∇να , (67)

where slip strain rate να is related to the ensemble averaged dislocation
flux 〈�v+α ρ+α − �v−α ρ

−
α 〉, i.e. να = �bα · 〈�v+α ρ+α − �v−α ρ

−
α 〉. The relation between

density κ̂α and the slip strain rate να expressed trough (67) justifies the
interpretation of κ̂α as the geometrically necessary dislocation density of
slip system α.

3There is employed that for constant �bα, ∇(�bα · �vα) = �bαdiv�vα.
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The balance equation for the ensemble averaged total dislocation density
ρ̂α = 〈ρα〉 follows from (66)

∂

∂t
ρ̂α = −

�bα
b2α

· ∇ηα + 2f̂α , (68)

where the difference slip strain rate ηα is related to the ensemble averaged
difference dislocation flux 〈�v+α ρ+α + �v−α ρ

−
α 〉, i.e. ηα = �bα · 〈�v+α ρ+α + �v−α ρ

−
α 〉.

To specify the generation/annihilation term f̂α = 〈fα〉 various possibili-
ties has been suggested, Groma and Balogh (1999); Groma (1997); Yefimov
et al. (2004a). We accept the assumption proposed in Yefimov et al. (2004a)

(equations(16) and (17) there) that f̂α is proportional slip strain rate να

2f̂α = C|να| , (69)

where C is a phenomenological parameter.

Dynamics. The equations for slip strain rates να and ηα are constructed
from the equations of motion of discrete dislocations. With the commonly
accepted assumption of an over-damped motion the linearized velocity equa-
tion for i -the dislocation of α slip system is:
wherever ταext + ταint ≥ τ0

B�v±α (�ri) = ±�bα[τα(�ri)− τ0] , (70)

wherever ταext + ταint ≤ −τ0

B�v±α (�ri) = ±�bα[τα(�ri) + τ0] , (71)

and wherever |ταext + ταint| < τ0

B�v±α (�ri) = 0 . (72)

B is the drag coefficient, τ0 ≥ 0 the friction stress, both assumed to be
the same for all dislocations, and τα(�r) = ταext(�r) + ταint(�r) is the resolved
shear stress in α slip system at �r; ταext is the local applied resolved shear
stress determined by boundary conditions, and ταint represents the resolved
shear stress in α system at �r created by + and − dislocations of α and β slip
systems, α, β = 1, 2 (the following summation is carried over all dislocations
except i-the one considered in (70)-(72)),

ταint(�r) =

2∑
β=1

{
N ′

β∑
j=1

ταβ(�r − �r+βj)−
N ′

β∑
j=1

ταβ(�r − �r−βj)} . (73)
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ταβ(�r) is the resolved shear stress in α slip system at �r created by a positive
edge dislocation of β slip system located at the origin, Groma and Bakó
(2000)

ταβ(�r) =
Gbβ

2π(1− ν)
(
�bα
bα

· ∇)(�nα · ∇)(�nβ · ∇)[
r2

2
ln(r)] , (74)

where r = |�r| and �nα is a unit vector perpendicular to the α slip plane; G
is the elastic shear modulus and ν Poisson’s ratio (in the paper Groma and
Bakó (2000) the elastic factor Gb/[2π(1− ν)] has been incorporated in the
drag coefficient B).

Using the discrete dislocation densities (60), α = 1, 2,

N ′
β∑

j=1

ταβ(�r − �r±βj) =
∫

ταβ(�r − �r′)ρ±β (�r′)dV
′. (75)

For discrete fluxes �v+α ρ
+
α and �v−α ρ

−
α , α = 1, 2, we get from (70) and (73)–

(75):
wherever ταext + ταint ≥ τ0

�v+α ρ
+
α =

�bα
B

2∑
β=1

∫
ταβ(�r − �r′)[ρ+α (�r)ρ

+
β (

�r′)− ρ+α (�r)ρ
−
β (

�r′)]dV ′+ (76)

�bα
B

[ταext − τ0]ρ
+
α (�r),

�v−α ρ
−
α =−

�bα
B

2∑
β=1

∫
ταβ(�r − �r′)[ρ−α (�r)ρ

+
β (

�r′)− ρ−α (�r)ρ
−
β (

�r′)]dV ′− (77)

�bα
B

[ταext − τ0]ρ
−
α (�r) .

In the case ταext+ταint ≤ −τ0 the sign at τ0 is opposite, if −τ0 ≤ ταext+ταint ≤
τ0 the fluxes are zero.

The slip strain rate να and the differential slip strain rate ηα are ex-
pressed through the ensemble averaged fluxes (the upper signs are valid for
να, the lower signs for ηα)

να(�r)
↘
↗

ηα(�r)

= �bα · 〈�v+α ρ+α ∓ �v−α ρ
−
α 〉 = (78)
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b2α
B

2∑
β=1

∫
ταβ(�r− �r′)[ρ̂++

αβ (�r, �r′)− ρ̂+−αβ (�r, �r′)± ρ̂−+
αβ (�r, �r′)∓ ρ̂−−αβ (�r, �r′)]dr′+

b2α
B

[ταext − τ0]〈ρ+α (�r)± ρ−α (�r)〉

where according to previous definitions 〈ρ+α −ρ−α 〉 = κ̂α and 〈ρ+α +ρ−α 〉 = ρ̂α.
The conditions of the validity of (78) that follows from the averaging will
be stated after a brief analysis of the terms in that equations.

The two-particle density functions ρ̂ss
′

αβ(�r,
�r′) = 〈ρsα(�r)ρs

′
β (

�r′)〉 may be

interpreted as follows: ρ̂ss
′

αβ(�r,
�r′)dV dV ′ represents the joint probability to

find α-dislocation of sign s in a volume element dV at �r and β-dislocation
of sign s′ in a volume element dV ′ at �r′. The system of equations (67),
(68) and (78) represents the double-slip version of the equations derived in
Groma et al. (2003) (equations (4) and (5)).

As proposed by Groma et al. (2003) the two-particle density functions
ρ̂ss

′
αβ can be expressed approximately as the products of the single-particle

functions ρ̂αs and ρ̂βs′ corrected for a short range correlation effects, α, β =
1, 2 and s, s′ = +,−,

ρ̂ss
′

αβ(�r, �r
′) = ρ̂sα(�r)ρ̂

s′
β (�r

′)[1 + d̂ss
′

αβ(�r − �r′)] . (79)

As suggested in Groma et al. (2003) the correction d̂ss
′

αβ corresponds to the
short range arrangement in a homogeneous dislocation system. As a conse-
quence, d̂ss

′
αβ depends only on the relative coordinate �r − �r′.

Introducing (79) in (78) and using the same arguments as in Appendix
of Groma et al. (2003) we get

να(�r) =
b2α
B

ρ̂α(�r){
2∑

β=1

[ταβsc (�r)− ταβnon(�r)− ταβf (�r)] + ταext(�r)− τ0} , (80)

ηα(�r) =
b2α
B

κ̂α(�r){
2∑

β=1

[ταβsc (�r)− ταβnon(�r)− ταβf (�r)] + ταext(�r)− τ0} . (81)

In (80) and (81)

ταβsc (�r) =

∫
ταβ(�r − �r′)κ̂β(�r′)dV ′, (82)

ταβnon(�r) = −1

4

∫
ταβ(�r − �r′)κ̂β(�r′)d̄αβ(�r − �r′)dV ′, (83)
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ταβf (�r) = −1

4

∫
ταβ(�r − �r′)ρ̂β(�r′)d̃αβ(�r − �r′)dV ′, (84)

where
d̄αβ = d̂++

αβ + d̂+−αβ + d̂−+
αβ + d̂−−αβ , (85)

d̃αβ = d̂++
αβ + d̂+−αβ − d̂−+

αβ − d̂−−αβ . (86)

As in (80) and (81) the expressions in the curl brackets are the same,
these equations yield (ρ̂α are assumed non-zero)

ηα =
κ̂α

ρ̂α
να . (87)

The stress ταβsc given by (82) is the part of the resolved shear stress in
α slip system caused by all geometrically necessary dislocations belonging
to the same, i.e. β = α, or to the other slip system, i.e. β �= α. Through
(67) ταβsc is related to the gradient of plastic strain rate να in both slip sys-

tems. Following the analysis of ταβnon and ταβf given by Groma et al. (2003)
we utilize the results of the discrete dislocation dynamics simulations that
the dislocation-dislocation correlation functions d̂ss

′
αβ decay to zero within a

few dislocation distances, Zaiser et al. (2001). Because of that the density

functions κ̂β(�r′) and ρ̂β(�r′) in the integrals in (83) and (84) can be approx-
imated by their Taylor expansions around the point �r. Taking into account
that ταβ(�r) = −τβα(−�r), as follows from (74), and that d̂ss

′
αβ(�r) = d̂s

′s
βα(−�r),

hence, d̄αβ(�r) = d̄βα(−�r) and d̃αβ(�r) = −d̃βα(−�r), and keeping only the

first non-vanishing terms we arrive at, �ζ = �r − �r′,

ταβnon(�r) = −1

4
∇κ̂β(�r) ·

∫
�ζταβ(�ζ)d̄αβ(�ζ)d�ζ , (88)

ταβf (�r) = −1

4
ρ̂β(�r)

∫
ταβ(�ζ)d̃αβ(�ζ)d�ζ . (89)

Accepting Groma et al. (2003) interpretation, ταβnon has a diffusion like
character. In physical terms this behavior stems from the short range re-
pulsion between individual dislocations of the same sign. Due to (67) ταβnon

is related to the second derivative of the plastic strain rate νβ representing

a non-local hardening effect. ταβf is interpreted as a friction type stress,
called “back” stress, which causes local hardening by + and − dislocations
of densities ρ̂β ; through (68) and (69) the rate τ̇αβf is related to the rate
|νβ(�r)| and to the gradient ∇ηβ .
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It is interesting to note that the short range elastic interactions between
individual dislocations are transformed by ensemble averaging into ταβnon and

ταβf of a dissipative nature. That is reflected in the conditions of the validity
of (78) and, hence, of the validity (80) and (81); να and ηα are non-zero
only if

2∑
β=1

ταβsc (�r) + ταext(�r) >

2∑
β=1

[ταβnon(�r) + ταβf (�r)] + τ0 (90)

or only if

2∑
β=1

ταβsc (�r) + ταext(�r) < −
2∑

β=1

[ταβnon(�r) + ταβf (�r)]− τ0 , (91)

otherwise να and ηα are zero.
The attempt to evaluate the integrals in (88) and (89) for the case of

single slip from the data of the discrete dislocation dynamics, Groma et al.
(2003), was only partly successful (in that case ταβnon and ταβf are reduced
to τb and τf , respectively). In the applications τf was identified as the
macroscopic flow stress and the value of the integral in τb was employed as a
fitting parameter Groma et al. (2003); Yefimov et al. (2004a,b). According

to equation (21) in Groma et al. (2003) τb = −K�b.∂κ(�r)/∂�r, where the
density of geometrically necessary dislocations κ ≈ κ̂β , and the material
constant K with total dislocation density ρ ≈ ρ̂β is

K =
G

2π(1− ν)

D

ρ
. (92)

From the comparison with the illustrative example of deformation of a con-
strained channel evaluated by discrete dislocation dynamics in Groma et al.
(2003) there was deduced that D = 0.8. Expressing an averaged geometry
of the correlation among dislocations the factor D is independent of the
distances among them. The influence of the distances is introduced in the
non-local stress τb through the total dislocation density ρ in K. The higher
ρ causes the lower τb, it means that the total density “overshadows” the
effect of GND gradients.

In view of this situation we accept in (80) and (81) the basic structure

of the stress terms and express the evolution equations for ταβnon and ταβf in
the linearized form:

τ̇αβnon(�r) = −Kαβ
�bα · ∇ ˙̂κβ(�r) = Kαβ [�bα · ∇][�bβ · ∇]νβ(�r)/b

2
β , (93)
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where according to (88)

Kαβ = (1/4)
Gbβ

2π(1− ν)bα

∫
[(�ζ ·∇)(�nα ·∇)(�nβ ·∇)

ζ2

2
ln(ζ)]d̄αβ(�ζ)d�ζ . (94)

is the non-local hardening matrix; values of the components are supposed to
be of the order of K. In deriving (93) and (94) we employ (67) and utilize

that for d̄αβ(−�ζ) = d̄βα(�ζ) the integral

∫
�ζ[(�bα · ∇)(�nα · ∇)(�nβ · ∇)(ζ2/2) ln(ζ)]d̄αβ(�ζ)d�ζ =

�bα

∫
[(�ζ · ∇)(�nα · ∇)(�nβ · ∇)(ζ2/2) ln(ζ)]d̄αβ(�ζ)d�ζ.

Similarly,
τ̇αβf (�r) = Hαβ

˙̂ρβ(�r) = CHαβ |νβ(�r)| , (95)

where

Hαβ = −(1/4)

∫
ταβ(�ζ)d̃αβ(�ζ)d�ζ =

− 1/4

∫
[(�bα · ∇)(�nα · ∇)(�nβ · ∇)(ζ2/2) ln(ζ)]d̃αβ(�ζ)d�ζ (96)

is the standard (local) hardening matrix. In the relation (68) it is assumed
that the local hardening is dominated by the generation-annihilation term
2f̂α given by (69). The gradient term in (68) expressed through (87), i.e.
∇ηα = ∇(κ̂α/ρ̂α)γ̇α + (κ̂α/ρ̂α)∇γ̇α, can be understood as a correction to

ταβsc and ταβf , however, the correction would need further analysis.

Constitutive equations. In summary, the constitutive relations con-
structed from the equations of motion of discrete dislocations (70)–(72)
are represented by the equations (80), (81) for slip strain rates να and ηα

να(�r) =
b2α
B

ρ̂α(�r){τα(�r)− ταy (�r)} , (97)

ηα(�r) =
b2α
B

κ̂α(�r){τα(�r)− ταy (�r)} , (98)

where it is assumed that plastic strain is carried by parallel + and – straight
edge dislocations with Burgers vectors ±�bα of two active slip systems α =
1, 2. The slip strain rate να is related to the ensemble averaged dislocation
flux: να = �bα · 〈�v+α ρ+α −�v−α ρ

−
α 〉; the difference slip strain rate ηα is related to
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the ensemble averaged difference dislocation flux: ηα = �bα · 〈�v+α ρ+α +�v−α ρ
−
α 〉,

where ρ±α , represent the discrete densities of positive and negative disloca-
tions (60) and v±α denote their velocities. ρ̂α = 〈ρ+α + ρ−α 〉 is the ensemble
averaged total discrete dislocation density; κ̂α = 〈ρ+α − ρ−α 〉 represents the
ensemble averaged discrete density of geometrically necessary dislocations;
B is the drag coefficient assumed to be the same for all dislocations.

τα(�r) denotes the resolved shear stress in α slip system and ταy (�r) its
critical value

τα(�r) =

2∑
β=1

ταβsc (�r) + ταext(�r) , ταy (�r) =

2∑
β=1

[ταβf (�r) + ταβnon(�r)] + τ0 , (99)

ταext means the local applied resolved shear stress determined by boundary
conditions, and the stress ταβsc given by (82) represents the part of the re-
solved shear stress in α slip system caused by all geometrically necessary
dislocations belonging to the same, i.e. β = α, or to the other slip system,
i.e. β �= α; τ0 ≥ 0 is the friction stress. The stress rate τ̇αβsc is related to the
gradient of plastic strain rate να in the slip systems (67).

The validity conditions (90), (91) read:
να and ηα are non-zero if

τα(�r) > ταy (�r) , (100)

or if

τα(�r) < −ταy (�r) , (101)

otherwise να and ηα are zero.
The stress ταβnon given by (88) has a diffusion like character which stems

from the short range repulsion between individual dislocations of the same
sign. As it is related through (67) to the second derivative of the plastic
strain rate νβ , the stress ταβnon represents a non-local hardening effect. The
linearized form (93) reads

τ̇αβnon(�r) = Kαβ [�bα · ∇][�bβ · ∇]νβ(�r)/b
2
β , (102)

where Kαβ is the non-local hardening matrix (94).

The stress ταβf given by (89) causes local hardening; through (68) and

(69) the rate τ̇αβf is related to the rate |να(�r)|. The linearized form given
by (95) reads

τ̇αβf (�r) = CHαβ |να| , (103)

where Hαβ is the local hardening matrix (96).
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From (99)2, (102) and (103) we get the hardening law, i.e. the evolution
equations for the critical resolved shear stresses ταy (�r)

τ̇αy (�r) =

2∑
β=1

{CHαβ |να(�r)|+Kαβ [�bα · ∇][�bβ · ∇]νβ(�r)/b
2
β} . (104)

The constitutive equations (97), (98) (or equivalently (80), (81)) can be
further simplified by considering the rate independent limit B −→ 0. Then
the constitutive relations are reduced to the yield condition:
the rates να and ηα can be non-zero only if

τα(�r) = ±{
2∑

β=1

[ταβnon(�r) + ταβf (�r)] + τ0} = ±ταy (105)

and να and ηα are zero otherwise.
Introducing the linearized stresses (103) and (102) (or equivalently (95)

and (93)) in (105) the hardening constitutive equations can be expressed in
the explicit form

τ̇ (1)y = CH11|ν1|+CH12|ν2|+K11(�s1 ·∇)2ν1+K12(�s1 ·∇)(�s2 ·∇)ν2 , (106)

τ̇ (2)y = CH21|ν1|+CH22|ν2|+K21(�s2 ·∇)(�s1 ·∇)ν1+K22(�s2 ·∇)2ν2 . (107)

The constitutive equations of hardening (106) and (107) have the format
(41) assumed in the plasticity of single crystals presented in Section 2.3
enriched by the higher gradient terms. Despite of high idealization of the
model represented by the parallel edge dislocations the non-local hardening
matrix (94) suggest a possible interpretation of the higher gradients terms.
Through d̄αβ in (94) they model the short range correlations among dis-
locations. The described construction and the structure of the hardening
matrices Hαβ and Kαβ seen in (94) and (96) reflex the complexity of the
hardening problem.

5.2 Note on statistics of curved dislocations

A statistical treatment of curved glide dislocations is far more compli-
cated than the model presented in previous Section 5.1. Here only the main
ideas of such statistics are outlined, technical details can be found in the
papers cited in the following text. The principle problem is that the con-
nectivity of the dislocation segments forming the dislocation lines must be
accounted for, Kratochv́ıl and Sedláček (2008) (alternative approaches can
be found in Malygin (1999); El-Azab (2000a,b); Hochrainer (2006); Zaiser
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and Hochrainer (2006); Hochrainer et al. (2007); Ispánovity et al. (2010)).
In the model proposed by Kratochv́ıl and Sedláček (2008) dislocations are
sorted out into several groups, each of them being averaged separately. The
resulting continuum model is formed by superposition of the smoothed out
fields.

As already mentioned, in plastically deforming crystals two types of dis-
location populations are observed, with very different characteristic length
scale and mobile properties: (i) glide dislocations which carry the plastic
deformation, (ii) dislocation debris, mostly in the form of small dipolar dis-
location loops, which are the main building elements of dipolar dislocation
structures. Segments of glide dislocations may extend over distances of mi-
crometers. They are moved by the resolved shear stress and their density
remains nearly the same, being of the order 1011 − 1014 m−2, Mughrabi
(1983); a highly localized higher density of geometrically necessary disloca-
tions may appear in boundaries of misoriented cells or subgrains, Bay et al.
(1992). On the other hand, the size of the loops is of the order of 10 nm,
they are drifted by stress gradients and/or swept by glide dislocations, and
during the deformation process their density may increase from zero up to
1014 − 1016 m−2 in loop clusters (veins, walls) Mughrabi (1983). There-
fore, in the proposed model the glide dislocations and the dipolar loops are
treated as different entities.

Being prismatic with their long arms in two neighboring slip planes and
short arms in cross slip planes, the loops can move in the slip direction only.
Moreover, the computer simulations in Huang et al. (2004) indicate that the
changes in the loop size and geometry caused by the stress field of the order
of the yield stress are very small. Hence, the dipolar loops may be treated
as rigid objects and the statistics of the loops can be formulated as a 3D
version of Groma et al. (2003) statistics presented in the Section 5.1. In the
model of Kratochv́ıl and Sedláček (2008) the loop population is treated as
a single group. In reality the dipolar loops are of four types: vacancy and
interstitial loops, each in two possible stable configurations, cf. Fig. 1 in
Verecký et al. (2002); they display a spectrum of sizes. An advanced model
of dipolar loop clustering could distinguish this variety. On the other hand,
in number of situations, namely at advanced stages of plastic deformation,
the deformation substructure is dominated by misoriented dislocation cells
or subgrains and/or shear and kink bands, where the spontaneous loop
clustering plays only a subsidiary role. Then the effect of the loop population
may be modeled as a part of a friction stress and the proposed statistical
treatment of the loops can be disregarded.

The standard tools of statistical mechanics are not directly applicable
to the glide dislocations treated as curved flexible lines. Therefore the
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glide dislocations are first separated into groups suitable for averaging. The
model uses the concept of single-valued dislocation fields, originally devel-
oped within the framework of continuum theory of dislocations, Kratochv́ıl
and Sedláček (2003); Sedláček et al. (2003). In analogy to standard con-
tinuum mechanics, where material points are labeled by their positions in
a reference configuration, we should label the glide dislocations in a refer-
ence configuration and follow their changes during deformation. To do that,
the standard vector space of point positions would have to be replaced by
a functional space of parametric curves representing the glide dislocations.
To avoid such a complexity and to stay within the framework of the vec-
tor space of positions an approximation of single-valued dislocation fields is
employed. Roughly speaking, we need to keep information on the connec-
tivity of the segments of glide dislocation lines in the averaged continuum
description. It is suggested that in many cases of practical interest, a real
dislocation configuration can be approximated by a superposition of single-
valued dislocation fields. To achieve this, in a reference configuration the
glide dislocations are sorted into groups in such way that, for a sufficiently
small volume element, the properties of the segments of the glide disloca-
tions belonging to the same group remain sufficiently close, i.e. they form
smooth line bundles, where nearby dislocations are nearly parallel and have
the same orientation. One may say that the flow of glide dislocations in
each group is ‘laminar’. In this way, the quantities averaged over statisti-
cally equivalent systems of segments of the dislocations belonging to a given
group can be expressed as single-valued fields of the position and time. The
membership in a group is preserved during a deformation process. How-
ever, if needed, a subsequent configuration can be taken as a new reference
configuration in which the dislocation groups can be modified. There are
many possibilities to group dislocation populations. One possibility would
be to label the dislocation groups according to the sources from which the
dislocations were generated. A possibility to group a random chaotic initial
dislocation arrangement in an infinite crystal would be to approximate it
e.g. by an arrangement of straight dislocations of all orientations. Then the
dislocations could be sorted into groups according their initial orientation
in the reference configuration. Several other possibilities have been utilized
in the papers, e.g. Kratochv́ıl and Sedláček (2003); Sedláček et al. (2003,
2007).

The statistics of curved dislocations, Kratochv́ıl and Sedláček (2008), is
based on the balance equation for the loop density, the evolution equations
for the densities and orientations of glide dislocations for each single-valued
field, the conservation law of Burgers vector, and crystal plasticity equa-
tions. The equations for the flow of glide dislocations for each single-valued
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field and the balance equation for the density of dipolar loops are derived
from the discrete equations of motion. The dynamic equations contain con-
stitutive functionals representing short range dislocation interactions. An
adequate specification and evaluation of the short range correlations among
the dislocations for both the glide dislocations and the loops presents the
main obstacle to the quantification of the proposed statistical model.

5.3 Summary

• In my opinion, out of three current approaches to modeling of plastic-
ity outlined in these notes, i.e. discrete dislocation dynamics, disloca-
tion statistics, and mesoscale continuum dislocation-based models of
spontaneous structuralization, the statistics is least developed. The
main problem is that it is not known how to formulate statistics of
interacting flexible lines and how to incorporate in the statistics the
connectivity of the segments forming the dislocation lines.

• Groma’s et al statistics of the plane strain model of straight parallel
edge dislocations is relatively successful. It is represented by points of
intersection of the dislocation lines with the plane of deformation. In
this way the problem was reduced to statistics of point objects, where
the tools of standard statistical mechanics can be employed. How-
ever, such statistics is not directly applicable to the glide dislocations
treated as curved flexible lines.

• Despite of the drastic simplification, Groma’s et al model has revealed
the problem of an adequate description of the short range correlations
among dislocations. The correlations result in non-local effects which
play a decisive role in modeling of dislocation pattering and size effects.
The model has exposed the complexity and roughness in the now
popular description of these effects by higher plastic strain gradients.

6 Spontaneous structuralization

As has been mentioned in Section 1, the spontaneous structuralization ap-
proach suits well a description of the global cooperative behavior of the dis-
location population. Two classes of spontaneous structuralization processes
are observed: dislocation dipolar loops arrays (tangles. veins, walls) and
strain localization (shear bands, avalanches, persistent slip bands) and/or
misoriented dislocation cells (sungrains). To illustrate methods used in a
description of a spontaneous structuralization each class is represented by a
model. We will see that the method of description and mathematical tools
employed may be quit different.
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In Section 6.1 a one dimensional model of formation and transforma-
tion of dipolar loop array is presented, Saxlová et al. (1997). The main
mechanisms of the dislocation structure development are a generation of
dipolar loops, their sweeping by glide dislocations to high dislocation den-
sity regions, and their annihilation leading to formation of dislocation walls.
Despite of the drastic simplification the results simulate the formation of the
dislocation vein structure, its disintegration and formation of dipolar walls
in a good qualitative agreement with the available electron microscopic ob-
servations as presented in Section 3.

In Section 6.2 a framework of continuum crystal plasticity with higher
plastic stain gradients is employed in description of the formation of the
misoriented dislocation cells (subgrains). The formation is interpreted as a
result of a trend to reduce the energetically costly hardening in multi slip
by decreasing locally the number of active slip systems. In the standard
(local) approach, the continuum theory predicts an infinitesimally small
cell size. The finite size of real cells is controlled by short-range disloca-
tion interactions: (i) the line tension, (ii) the short-range correlation among
dislocations. Within the proposed framework the cell size is a result of a
compromise: bulk strain and dissipative energy tends to decrease the size,
while short-range interactions restrict that tendency. The non-local effects
are analyzed using an idealized model of an infinite crystal deformed by
symmetric double slip, where plastic strain is carried by straight parallel
edge dislocations. The constitutive equations for non-local effects are repre-
sented by the short-range correlation among dislocations derived from the
statistics of dislocations presented in Section 5.

6.1 The model of formation of vein dislocation structure and
their transformation into walls

As has been described in Section 3.2, at initial hardening stages of sin-
gle slip cycling a vein structure appears. The density of edge dipole loops
stored in the veins increases with deformation. At a certain stage of cycling
the veins become saturated and start to be unstable. Let me recall that
detailed study of the electron micrographs reveals three main features of
vein disintegration processes Jin (1989); Holzwarth and Essmann (1993a) :
(a) The originally thicker veins transform gradually into thinner walls. (b)
The interiors of some veins disintegrate locally forming areas free of dis-
locations. (c) Small dislocation rich clusters can be observed in channels.
The disintegration of vein structure is a prelude of the global effect of lo-
calization of strain into thin lamellae which penetrate into the whole cross
section of the crystal. In the lamellae of concentrated slip (called persistent
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slip bands) the characteristic ladder structure of dipolar dislocation walls
develops gradually from leftovers of the veins.

In Kratochv́ıl (1993); Kratochv́ıl and Saxlová (1993) it was noted that
the formation of the cycling dislocation structure can be understood as a
sequence of instability transitions accompanied by processes of the spon-
taneous structuralization. The instability causes dynamical changes of the
internal structure consisting of the dislocation population and internal stress
and strain fields. Using the highly simplified one dimensional model, Saxlová
et al. (1997), it has been shown that from an initial perturbation a vein
structure of a characteristic wavelength is developed and the dislocation
density in the veins gradually grows. When the density there reaches a
critical level, the annihilation of the dislocations becomes dominant and the
vein structure starts to be rebuilt into thinner walls. The simulation of
vein disintegrations exhibits a marked qualitative resemblance to the three
observations (a)-(c) stated above. However, due to the one-dimensional ap-
proximation the model considered cannot describe the strain localization.
Using a linear stability analysis the localization effect has been studied using
a two dimensional version of the model Gregor et al. (1997). For illustration
of the basic idea of the spontaneous structuralization method the simpler
one dimensional version of the model is presented here, Saxlová et al. (1997).

One dimensional model. The one dimensional approximation with
the axis x along the slip direction �b treats main changes in the vein struc-
ture observed in the slip plane. In agreement with experimental results any
variation in the glide dislocation density �m is neglected. Under this sim-
plifying assumption the dislocation displacements ϕ(x, t), representing the
resulting slip deformation γ(x, t) through the relation γ(x, t) ≡ b�mϕ(x, t),
determine at given time t the representative ’shape’ of glide dislocations.
As b and �m are constant, γ(x, t) and ϕ(x, t) are equivalent variables of the
model. Equally, the slip strain rate γ̇ is related to the ’speed’ ϕ̇ of glide
dislocations at x and t; γ̇(x, t) ≡ b�mϕ̇(x, t).

The principal variables of the model considered as evolving fields at the
scale of μm are: the density of stored dislocation loops �(x, t), the shape
ϕ(x, t) of glide dislocations and the shear stress τ(x, t) which controls their
motions. These variables are governed by three equations: the balance law
for stored dislocation loops, the equation of motion of glide dislocations and
the equations for the stress and strain.

Equations of the stress and strain. We adopt here a convenient one di-
mensional approximation essentially the same as in the composite model
proposed for PSBs by Mughrabi (1981, 1983). We consider the total shear
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strain rate ˙εT in the slip plane given by external loading conditions and

ε̇T =
1

2G
τ̇(x, t) + γ̇(x, t), (108)

where G is elastic shear modulus; τ̇ /2G is the local elastic part of the shear
strain rate.

The equation of the motion of glide dislocations. The slip force f acting
on a dislocation at x, t consists of resolved shear stress contribution bτ(x, t)
and of the additional force caused by the flexibility of the dislocation line
with the line tension J . The dislocation line at a point x will move if the
force f exceeds the total friction force consisting of the lattice friction force
τ0b and the resistance τl�b caused by the stored loops. The speed ϕ̇ of
dislocations is taken proportional to the force excess as expressed in the
local yield condition:

B
∂ϕ

∂t
=

⎧⎨
⎩

f + τ0b+ τl�b if f < −τ0b− τl�b
0 if f ≤ τ0b+ τl�b
f − τ0b− τl�b if f > τ0b+ τl�b

(109)

B is the drag coefficient and

f = τb+ J
∂2ϕ

∂x2

[
1 +

(
∂ϕ

∂x

)2
]−3/2

,

where the second term represents the force caused by the glide dislocation
curvature, Kratochv́ıl and Saxlová (1992).

The balance equation for stored dislocation loops. The density of loops
�(x, γ) is governed by the balance law written in the standard form

∂�

∂γcum
= − ∂Φ

∂x
+A, (110)

where the cumulative slip strain γcum is taken as an evolution parameter;
Φ(x, γ) and A(x, γ) are the flux of loops and the net generation or annihi-
lation of loops produced by the unite slip strain, respectively. The equation
(110) means that the rate of accumulation of dipolar loops per the unite
slip strain must be equal to the net flux of these loops plus the rate of loop
generation or annihilation.

Probably the most efficient part Φ1 of the flux Φ in (110) is caused by
the sweeping of dipolar loops by glide dislocations Kratochv́ıl et al. (1997).
Roughly speaking, the flux Φ1 is realized by those loops for which the in-
teraction force with the glide dislocation segment exceeds the critical force
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needed to slip a loop together with the interacting glide dislocation; C�
means the flux which would be caused by a pure edge dislocation segment;
a pure screw segment causes no flux. By a convenient interpolation between
these two limit cases we get

Φ1 = − C�
∂ϕ/∂x√

1 + (∂ϕ/∂x)
2
.

The second part of the flux Φ2 arising from the interaction among dipolar
loops is assumed in the ’diffusion’ type form, Kratochv́ıl et al. (1994)

Φ2 = −H∂�/∂x.

In the equation (110) the rate A of net generation (annihilation) of loops
produced by the unit slip strain is approximately expressed in the form

A = A0 −A1�
n.

The parameters A0, A1, n are phenomenological substitutes of the not yet
well understood processes of the dislocation generation and annihilation.
Their quantification similarly as quantification of parameters in the flux
term, C and H, seems to us a rather challenging problem. This deficiency
together with one dimensionality of the model cause that the model provides
the rough qualitative results only.

Taking time t as the evolution parameter and combining relations stated
above one gets the balance equation (110) for the loop density �(x, t) in the
form

∂�

∂t
= |γ̇| ∂

∂x

[
C�

∂ϕ/∂x√
1 + (∂ϕ/∂x)2

+H
∂�

∂x

]
+ |γ̇|[A0 −A1�

n]. (111)

Results and Discussion. The above system of the model equations is too
complicated to be solved analytically, however, it is suitable for numerical
simulation of the dislocation structure evolution. For this, it is necessary to
choose an appropriate discretization, and boundary and initial conditions.
The discretization was done on the regular mesh of equidistant nodes in x
and t. In the considered infinite region the periodical boundary conditions
were used as a suitable approximation. The initial density of dipole loops at
each spatial nodal point was randomly selected from the interval of densities
(�i, �i +Δ�i), where �i and �i +Δ�i are very low in comparison with the
critical dislocation density �c at which the annihilation of loops starts to
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prevail under their generation; �c = (Ao/A1)
1/n. The random dislocation

density distribution represents a weak perturbations from which the disloca-
tion pattern develops by spontaneous structuralization. The straight screw
orientation ϕi = 0 is chosen as the initial shape of the glide dislocation. The
process of cyclic deformation at the constant plastic strain amplitude εpamp

is controlled by the total shear strain εT . The latter strain is assumed to be
a linear function of time t with the slope ε̇T which alternates in each half
cycle; |ε̇T | is taken constant and εT (t) independent of the space coordinate
x. The vein evolution is demonstrated by the changes in profiles along x
and the corresponding hysteresis loops. The macroscopic response in shear
stress τ̄(t)) and plastic strain εp(t) is represented by the volume averages of
local stresses τ(x, t) and slips γ(x, t), respectively.

The simulation of Fig. 41. has been done for the following model values
of parameters in corresponding units: C = 0.4, H = 0.48, A0 = 10−3,
A1 = 10−3, n = 10, B = 1, J = 2.4, τ0b = 0, τlb = 1.5, 2G| ˙εT |b = 0.05,
2Gb2�m = 10−2 and εpamp = 10.

Figure 41. Evolution of vein structure and corresponding hysteresis loops

From the quasi homogeneous loop distribution, Fig. 41 a, the vein struc-
ture with a dominant wavelength emerges (1c). The wavelength agrees well
with the wavelength of the fastest growing perturbation wave of loop den-
sity evaluated by the linear stability analysis of the model Kratochv́ıl et al.
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(1994). The dislocation density in the veins gradually increases and reaches
the critical value �c. Then the loop annihilation becomes significant and
veins are disintegrated. The forming of thinner profiles is typical. The se-
ries of profiles, Fig. 41 d–f, models the disintegration of veins. The small
dislocation rich clusters (called islands in persistent slip bands) are formed,
Fig. 41 d and e. The complementary small motion of the walls regulates
their distances to an optimum value of the steady state, Fig. 41 f. The re-
sults of numerical simulation show the main features of vein disintegration
(a)–(c) stated at the beginning of this section qualitatively quite well. For
further study a more accurate specification of model parameters is neces-
sary. The main problem is a lack of these parameters. An expectation that
DDD and dislocation statistics will provide such data is still far from to be
fulfilled.

6.2 Continuous model of misoriented dislocation cell structure
formation

Formation of misoriented structural elements, typically in a form of sub-
grains or misoriented dislocation cells (in the following text we use the
short term “subgrains”), is a fundamental process of dislocation pattern-
ing accompanying plastic deformation, Bay et al. (1992); Hansen (2001).
Subgrains can be found in plastically deformed metals on very different
scales, from sub-micron subgrains induced by severe plastic deformation to
mm-size subgrains in metals deformed near the melting temperature. The
importance of the phenomenon is recognized by considering the process of
work hardening, which is clearly correlated with formation of subgrains.

Conventional explanations of formation of subgrains assume either a
pre-existing structure of obstacles in the crystal, Orlová and Čadek (1970);
Kocks et al. (1980), or use the statistical arguments, Kuhlmann-Wilsdorf
and Hansen (1991); Pantleon (1998); Pantleon and Hansen (2001); Pantleon
(2005). In the statistical approach misoriented dislocation structures are
considered as a random accumulation process of excess dislocations in dis-
location boundaries. As was already mentioned in Section 3.4 two types of
boundaries are distinguished: the incidental dislocation boundaries (IDB)
are assumed to be caused by a statistical mutual trapping of dislocations,
whereas a different activation of slip systems is expected on both sides of
planar dislocation boundaries termed geometrically necessary boundaries
(GDB). As noted in Pantleon (2005), such imbalance in the activation of
slip systems between different regions can arise from an intrinsic instability
of the deformation process.

As shown in the paper Kratochv́ıl et al. (2007), the intrinsic instability of
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homogeneous plastic flow is driven by energy minimization. The long-range
internal stresses which would be set up by deformation of a single volume
element are reduced by deformation and rotation of neighboring volume el-
ements Blum (1993); Blum and McQueen (1996); Blum (1996). According
to this approach, the dislocations are forced by the laws of non-linear con-
tinuum mechanics to arrange themselves into patterns of varying density.
From this point of view, the intrinsically developed inhomogeneity of plastic
deformation is the basic reason for subgrain formation. The inhomogeneity
is caused by the instability in the form of internal buckling, Biot (1963,
1965b,a). This instability is made possible by the inherent anisotropy of
plastic deformation. Under certain circumstances, more energy is needed in
the uniform plastic deformation than it is required to initiate an internal
mode of buckling. In Kratochv́ıl (1990b); Kratochv́ıl and Orlová (1990);
Kratochv́ıl and Sedláček (2003); Kratochv́ıl et al. (2007) it has been shown
that the internal buckling leads to the build up of lattice misorientations
between neighboring volume elements. The periodic patterns of excess dis-
locations necessary to accommodate the lattice misorientations were inter-
preted as the beginning of subgrain formation.

The method is based on mechanics of incremental deformations pro-
posed by Biot (1965a). Biot’s theory provides rigorous and completely
general equations governing the dynamics and stability of solids and fluids
under initial stress in the context of small perturbations. It is applicable to
anisotropic, viscoelastic, or plastic media. Biot’s approach is employed in
an analysis of a strain gradient rigid-plastic model of crystalline solids, Kra-
tochv́ıl et al. (2007). It provides an insight into an initiation of the subgrain
formation and into the mechanism controlling the subgrain size. In order
to introduce a physically relevant scale to our problem we assume, follow-
ing the earlier work Dillon and Kratochv́ıl (1970), that the energy in the
system depends also on the gradient of the plastic variables. The gradient
terms represent non-local effects caused by short-range interactions among
dislocations. It is not clear, however, which function of the gradients should
be used. We refer to Kratochv́ıl and Sedláček (2008), and to Groma and
Bakó (2000) for the attempts to derive a gradient constitutive equation
from the statistics of discrete dislocations which reveals the complexity of
the problem, as has been shown in Section 5. The constitutive relations of
gradient continua are advocated e.g. by Gurtin (2000), Mainik and Mielke
(2009), or Conti and Ortiz (2005) and also investigated in Svendsen et al.
(2009), mostly in the relation to the so-called size effect. The mathematical
theory of a rate-independent isothermal evolution with gradients of plastic
variables is developed in Giacomini and Lussardi (2008). An interesting
recent contribution by Gurtin and Anand (2009) discusses the flow rules for
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rate-independent gradient plasticity proposed by Fleck and Hutchinson. As
a key result they showed that the flow rule of Fleck and Hutchinson (1997)
is incompatible with thermodynamics unless its nonlocal term is skipped.
A physically sound gradient plasticity theory within the framework of small
deformations is developed in Gurtin et al. (2007). A survey of non-local
models in plasticity appeared in Jirásek and Bažant (2002).

Crystal plasticity
The energetic and incremental methods are based on the crystal plas-

ticity framework introduced in classical papers, e.g. Asaro (1983); Harren
et al. (1988) and recalled e.g. in Gurtin (2000). Here the rigid-plastic rate
independent approximation to crystal plasticity is considered; this frame-
work seems to be sufficient to catch the essence of the subgrain formation
problem.

Each material point of a crystal can be identified by its position in a
reference configuration. The point which was at the position �X in the ref-
erence configuration is in the current configuration in time t in the position
�x( �X, t). The difference u = �x − �X is the displacement of the material

point �X. The deformation of the material is described by the transforma-
tion F of an infinitesimal material fiber from the reference to the current
configuration,

d�x = Fd �X . (112)

Assuming that �x( �X, t) is a continuous and differentiable vector field, this

transformation can be introduced as the deformation gradient F = ∂�x/∂ �X =

I+∂�u/∂ �X, where I is the second order identity tensor. In the rigid-plastic
approximation the crystal lattice can (rigidly) rotate but it is not (elasti-
cally) strained. The plastic deformation of a crystal can be decomposed in
two steps. First, the material flows through the crystal lattice by shearing
along the active slip systems to reach an intermediate configuration. This
step is described by the plastic deformation gradient F p, detF p = 1. Sec-
ond, the plastic deformation F p is followed by a rigid rotation R(�x, t) of
the lattice representing the elastic part of the deformation gradient4. The
corresponding decomposition reads

F = RF p , (113)

hence, detF = 1. The plastic deformation gradient F p transforms the ref-
erence configuration into the lattice (intermediate) configuration, R trans-

4In terms of Rajagopal and Srinivasa (2001) R represents the rotation of the crystal

lattice from its natural configuration.
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forms the lattice configuration to the current configuration, and F trans-
forms the reference configuration into the current configuration.

Unlike F , the tensors F p and R do not generally correspond to a gradi-
ent of a vector field, i.e. they may be individually incompatible. In case of
inhomogeneous plastic deformation F p, the lattice rotation R can reestab-
lish the compatibility of the overall material deformation. The density of the
geometrically necessary dislocations, required for the material to be com-
patible, can be characterized by the GND density tensor Λ = RT curl(RT)
(an overview and analysis of various measures of GND density is given in
Cermelli and Gurtin (2001)). The GND density tensor Λ represents the
misoriented deformation substructure seen in electron micrographs.

The velocity �v of a material point is given by the material time deriva-
tive of its position, �v(�x, t) = �̇x( �X, t). Now we perform the material time
derivative of eq. (112),

d�̇x = Ḟd �X =
∂�v(∂�x, t)

∂ �X
d �X =

∂�v

∂�x
FF−1d�x = Ld�x , (114)

where L(�x, t) = Ḟ F−1 = ∂�v/∂�x is the velocity gradient. Using eq. (113)

L = Lp + ṘRT , (115)

where Lp is the plastic flow represented by the rate of plastic distortion in
the current configuration and ṘRT is the lattice spin.5

The flow takes place on prescribed slip systems (i), i = 1, 2, . . . , I. In
the current configuration (i)th slip system is defined by the unit vector �s(i)

in the direction of slip and by the unit normal to the glide plane �n(i). The
lattice vectors �s(i) and �n(i) rotate rigidly from the lattice configuration into

the current configuration, �s(i) = R�s
(i)
0 and �n(i) = R�n

(i)
0 where �s

(i)
0 , �n

(i)
0 are

the unit vectors fixed in the lattice configuration. They are determined by
the crystallographic structure of the material.

The plastic flow is governed by slip rates ν(i)(�x, t) on the individual slip
systems via the flow rule

Lp =

I∑
i=1

ν(i)�s(i) ⊗ �n(i) . (116)

5In detail: L = Ḟ F−1 = RḞ p(F p)−1RT + ṘRT , where Ḟ p(F p)−1 is the rate of

plastic distortion in the reference lattice, RḞ p(F p)−1RT = Lp is the rate of plastic

distortion rotated with the lattice into the current configuration and ṘRT is the lattice

spin.
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The slip rate ν(i) in the current configuration is driven by the resolved
shear stress τ (i),

τ (i) = �s(i) · (T �n(i)) , (117)

where T (�x, t) is the Cauchy stress tensor. In a quasi static process with no
body forces the stress T has to satisfy the equilibrium equation

divT = 0 . (118)

Within the present mechanical framework the second law of thermody-
namics is reduced to the requirement that the plastic dissipation be non-
negative,

T ·D =
I∑

i=1

τ (i)ν(i) ≥ 0 , (119)

where D = 1/2(∇�v + (∇�v)T ) and the equality in (119) follows from (115)-
(117). The constitutive relations of the rate-independent rigid-plastic ma-
terial are represented by the yield condition: the slip system remains active,
i.e. ν(i) may be non-zero, if and only if

τ (i) = τ (i)y sign ν(i) , (120)

if |τ (i)| < τ
(i)
y , the rate ν(i) = 0. The critical resolved shear stress τ

(i)
y (�x, t) ≥

0 represents local dissipative internal forces that oppose slip. In a rate-

independent material, τ (i) ≤ τ
(i)
y . The requirement τ

(i)
y ≥ 0 and the yield

condition (120) guarantee the validity of the dissipation inequality (119).
Gurtin (2000) has shown that as a consequence of rate-independence the

hardening evolution equation for τ
(i)
y has the form

τ̇ (i)y =

I∑
j=1

Hij |ν(j)| , (121)

which was introduced in Section 2.3, equation (41). Here the hardening con-
stitutive equations enriched with the higher gradient terms (106) and (107)
and adopted to symmetric double slip will be used in the next subsection.

Symmetric incremental double slip
The crystal plasticity model of symmetric double slip, Fig. 42 , was

proposed by Asaro (1979) and considered e.g. by Peirce et al. (1982, 1983).
It falls into the class of orthotropic-symmetric models investigated by Biot
(1963, 1965b,a) and Hill and Hutchinson (1975). Here it is reviewed the
incremental rigid-plastic version of the model which includes higher plastic
strain gradients, Kratochv́ıl et al. (2007).
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Figure 42. Symmetric double slip

Within the framework of crystal plasticity summarized above the incre-
mental deformation of a pre-stressed crystal deformed in plane strain by
symmetric double slip is represented by increments ∇u, ω∗ and βp such
that

F = I +∇�u , F p = I + βp , R = I + ω∗ , (122)

βp is a plastic distortion which transforms the pre-stressed homogeneous
(reference) configuration into the lattice (intermediate) configuration, ω∗

measures the lattice rotation from the lattice configuration into the incre-
mental (current) configuration, and ∇�u transforms the reference configura-
tion into the current configuration. With higher order terms neglected the
decomposition (113) in the incremental form reads

∇�u = βp + ω∗ . (123)

From (116) for i = 1, 2, and from RḞ p(F p)−1RT = Lp in footnote 5
the rate of plastic distortion β̇p correct in the first order results in the form
β̇p = ν(1)�s(1) ⊗ �n(1) + ν(2)�s(2) ⊗ �n(2). Assuming that βp = 0 initially, the
time integration yields

βp =

2∑
i=1

γ(i)�s(i) ⊗ �n(i) , ν(i) = γ̇(i) , γ(i) = 0 initially . (124)

Hence, the incremental plastic distortion is expressed as the sum of two
incremental single slips. As has been already noted in Section 2.1 the slip
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increments γ(1) and γ(2) have the physical meaning only in this limited
sense6.

In the pre-stressed state the slip systems are characterized by the slip
planes with unit normals �n(1) = (− cosφ, sinφ), �n(2) = (cosφ, sinφ) and slip
directions �s(1) = (sinφ, cosφ), �s(2) = (− sinφ, cosφ); φ is the orientation
angle of the slip planes with respect to the symmetry axis that coincides
with axis y of x − y coordinate system, Fig. 42. The lattice rotation ω∗

is related to the material rotation ω = ωxy = (∂yux − ∂xuy)/2 and plastic
rotation ωp = (γ(1) + γ(2))/2

ω∗ = ω − ωp . (125)

The density of GNDs Λ = RT curl(RT) in the incremental form, re-
quired for the material deformation to be compatible, is Λ = curl βp =
− curl ω∗. Λ can be resolved in the densities Λ(i), i = 1, 2,

Λ = Λ(1) +Λ(2) =
2∑

i=1

curl
(
γ(i)�s(i) ⊗ �n(i)

)
. (126)

If misoriented cell boundaries are present in the crystal, the tensors Λ(i)

represent their GND composition.
The slip increments γ(i) are driven by the resolved shear stress τ (i) given

by (117)

τ (i) = �s(i) · (T �n(i)) = �s
(i)
0 · S �n

(i)
0 , (127)

where S = RT T R is the stress in the lattice configuration. Assuming the
incremental stress σ′ and rotations to be first order quantities the lattice
stress S consists of three contributions7,

S = σ̄ + ωpσ̄ + σ̄(ωp)T + σ′ , (128)

where we suppose that the pre-stress tensor σ̄ has only diagonal components
σ̄xx and σ̄yy, Fig. 42; we denote �σ̄ = σ̄yy − σ̄xx. The term ωpσ̄+ σ̄(ωp)T

is of the geometrical origin caused by rotation of the lattice with respect to
the pre-stress configuration; it accounts for so called “geometrical harden-
ing/softening”. The incremental stress σ′ is of the physical nature induced
by incremental straining8. In the pre-stress configuration the projection of

6In this section slip increment is denoted γ(i) instead of dγ(i) used in Section 2.
7For the increment σ′ of the pre-stress σ̄ in the reference configuration one gets to the

first order S = (I + ωp)(σ̄ + σ′)(I + ωp)T
.
= σ̄ + ωpσ̄ + σ̄(ωp)T + σ′.

8The pre-stressed (reference, laboratory), current (material) and lattice configurations

relevant to crystal plasticity are analyzed e.g. in Sedláček et al. (2001b,a)
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the pre-stress tensor σ̄ into each slip system has to be equal at yield to the
initial value of critical yield stress ±τ0, i.e. �σ̄ sinφ/2 = ±τ0.

The constitutive relations (120) adjusted to the double slip model are
represented by the yield condition: the slip system remains active, i.e. γ̇(i),
i = 1, 2, may be non-zero, if and only if

τ (i) = τ (i)y sign γ̇(i) . (129)

The hardening constitutive equations are taken in the form (106) and (107)
derived by the statistical consideration in Section 5.1 adjusted to the sym-

metric double slip for increments τ
(i)
y − τ0

τ (1)y = hγ(1) + qγ(2) + h̃(�s(1) · ∇)2γ(1) + q̃(�s(1) · ∇)(�s(2) · ∇)γ(2) + τ0 , (130)

τ (2)y = qγ(1) + hγ(2) + h̃(�s(2) · ∇)2γ(2) + q̃(�s(2) · ∇)(�s(1) · ∇)γ(1) + τ0 , (131)

where an unidirectional incremental loading is considered; h = H11 = H22

and q = H12 = H21 are the components of the symmetric matrix of the
local hardening, h̃ and q̃ represent nonlocal hardening coefficients, τ0 is the
friction stress.

In analogy to (128) the Cauchy stress T in the current configuration can
be expressed in the incremental form

T = σ̄ + ωσ̄ + σ̄ωT + σ′ , (132)

hence, the incremental stress tensor σ′ has to satisfy the condition of
the quasi-static stress equilibrium (118) for the pre-stressed sample, Biot
(1965a)

∂xσ
′
xx + ∂yσ

′
xy +�σ̄∂yω = 0 , ∂xσ

′
xy + ∂yσ

′
yy +�σ̄∂xω = 0 . (133)

A variational formulation of the quasi-static stress equilibrium for a pre-
stressed sample has been found in Fürst et al. (2003); Kratochv́ıl and
Sedláček (2004) using the principle of virtual displacements (weak formula-
tion of the problem). The formulation requires that an energy functional A
attains a minimum

δA = 0 . (134)

As has been shown in Kratochv́ıl et al. (2007), the functional A in domain
Ω can be expressed in the form

A =

∫
Ω

{h(γ(1) + γ(2))2 + 2qγ(1)γ(2) + 2q̃(�s(1) · ∇γ(1))(�s(2) · ∇γ(2))

+�σ̄ cos 2φ(γ(1) − γ(2))(γ(1) − γ(2) + ω)/2

+ h̃[(�s(1) · ∇γ(1))2 + (�s(2) · ∇γ(2))2]} dV . (135)
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In general, the variational formulation leads to a difficult optimization
problem deciding which of kinematically admissible instability modes take
place in the material under load. The admissible modes are formed by
linear combinations of stream functions ϕ(x + ξy). The stream function ϕ
is related to the displacement �u, so that ux = ∂yϕ, uy = −∂xϕ. The modes
represent deformation bands perpendicular to the direction ξ = tan θ, where
θ is the angle between the y-axis and the normal to the band.

To illustrate the proposed incremental variational method a reduced
problem has been analyzed in Kratochv́ıl et al. (2007). The set of defor-
mation modes to be optimized has been restricted to subgrain structures
arising from superposition of two periodically arranged sets of parallel de-
formation bands in a form of lamellae perpendicular to directions ξ and −ξ.
In each lamella, and hence in each subgrain, the increments γ(1), γ(2) and
ω are supposed to be uniform. Slip is adjusted so that in the direction per-
pendicular to the lamellae the incremental slips average to zero. The width
L of the lamellae, which specifies the size of the subgrains, is taken to be
the same for all the lamellae; for physical reasons it is required that L > 0.
In this case, the gradient terms �s(i).∇γ(i) are replaced by the difference in
slip increments γ(i) in the neighboring subgrains divided by the width of
the boundary δ. The non-local terms in (135) with h̃ and q̃ thus represent
the energy of the subgrain boundaries. The optimization is then reduced to
the problem to find out the subgrain structure of a preferred subgrain size
L and a preferred orientations ±ξ which minimize the functional A. With
�s(i).∇γ(i) replaced by the jump in γ(i) divided by δ and multiplied by the
subgrain boundary surface, the functional (135) becomes the function of L
and ξ

Ared(L, ξ) =
16V π2a2

L2

(
h+ q

sin2 2φ
ξ2 +

h− q +�σ̄ cos 2φ

4 cos2 2φ
(1− ξ2)2 −

�σ̄

4
(1− ξ4)

)
+

64V π2a2

L3

(
h̃+ q̃

sin2 2φ
ξ2 +

h̃− q̃

4 cos2 2φ
(1− ξ2)2

)
,

(136)

where V is the volume of the domain Ω and a is the amplitude of the
incremental displacement in the subgrain boundaries.

The subgrain structure will form if the difference between the function
Ared given by (136) and the corresponding function for the equivalent homo-
geneous deformation is negative. In that case the non-homogeneous defor-
mation is energetically preferred. As the average incremental deformation
is zero, the function for the equivalent homogeneous deformation vanishes
and the condition for appearance of the subgrain structure considered is
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Ared(L, ξ) < 0. For a given orientation of the slip systems φ and the pre-
stress �σ̄ the condition Ared < 0 delimits instability regions of the material
parameters under which the considered deformation substructure may oc-
cur. This finding represents an extension of the result for symmetric double
slip in plane strain where the non-local effect was excluded, Sedláček et al.
(2001b,a).

The necessary conditions Ared < 0 for the appearance of subgrains has
been expressed in Kratochv́ıl et al. (2007) in terms of the hardening coeffi-
cients

h̃ > 0 , −h̃ < q̃ < h̃ , q ≤ h+ 2� σ̄ cos 2φ cos2 φ . (137)

To specify sufficient conditions we are looking for L > 0, so that Ared < 0 is
valid. The sufficient conditions expressed in terms of hardening coefficients
are cumbersome to write; they are derived and stated in Kratochv́ıl et al.
(2007) together with the bifurcation maps. Let us note that there exist three
types of instability regions where both necessary and sufficient conditions
are satisfied: A, B and C. The regions A and C correspond to the existence
of shear and kink bands (Biot’s instability mode of the second kind, Biot
(1965a), somewhat modified by nonlocal hardening coefficients), the region
B corresponds to Biot’s instability mode of the first kind, which represents
the internal buckling.

The minimum of Ared, with respect to the subgrain size L and the ori-
entation ξ, indicates the most favorable structure formed in a bulk crystal.
The conditions ∂Ared/∂(ξ

2) = 0 and ∂Ared/∂L = 0 yield the formulas for
L and ξ derived and analyzed in Kratochv́ıl et al. (2007). Here the re-
sults are represented by a sketch of the preferred subgrain structure shown
in Fig. 43. The content of the geometrically necessary dislocations in the
subgrain boundaries is evaluated from (126).

The subgrain size L can be expressed as L = Rg(q/h, q̃/h̃,�σ̄/h, φ),
where g is the function of the parameters of the model specified in Kratochv́ıl
et al. (2007) assuming that h �= 0 and h̃ �= 0. R = 4h̃/δh is the leading
factor controlling the size L. The factor R demonstrates the characteristic
feature of the model: bulk strain and dissipative energy tend to decrease the
size, while short-range dislocation interactions restrict that tendency. The
size L grows with non-local effect represented by h̃ (if the non-local effect
is neglected, h̃ → 0 and the size L → 0). On the other hand, increasing
hardening represented by h decreases the size. As shown in Kratochv́ıl et al.
(2007), the pre-stress has the similar effect; the size L decreases with the
absolute value of the pre-stress.
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Figure 43. Sketch of the distribution of geometrically necessary dislocation
in subgrain boundaries

6.3 Summary and outlook

Any substantial progress in the problem of the dislocation structure for-
mation has to overcome at least three obstacles:

• To formulate crystal plasticity for multi slip. In incremental approach
the deformations are assumed small, hence, multi slip can be treated
as a sum of single slips. As noted by Gurtin (2000) the existence
of a physically meaningful kinematic variable γ whose material time
derivative is the slip rate ν is unique to single slip. A multi slip model
has to overcome this problem.

• To specify mechanisms controlling the scale represented by the sub-
grain size. It seems that the size is governed by the short range in-
teractions among dislocations. Unfortunately, it is not clear which
plastic variable would describe properly this non-local effect. The
current custom is to employ higher gradients of plastic strain. How-
ever, the attempt to describe the short range dislocation interactions
by averaging an ensemble of discrete dislocations, as shown in Section
5, reveals the complexity of the problem and demonstrates that the
gradients represent rather rough approximation.

• To combine the presented crystal plasticity approach with the statisti-
cal treatment of subgrain boundaries, Kuhlmann-Wilsdorf and Hansen
(1991); Pantleon (1998); Pantleon and Hansen (2001); Pantleon (2005).
The approaches seem to express just two aspects of the same reality.
As noted by Pantleon (2005), the imbalance in the activation of slip
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systems between different regions, which serves as the background of
the statistics, can arise from an intrinsic instability of the deformation
process. Therefore, it is feasible to propose a joint model combining
the deterministic origin of structuralization presented here with the
statistical nature of the boundaries.

7 Closing remark

Let me note that the present modeling is not able to explain fully why
features like that seen in Fig.1 and in the electron micrographs of Section
3 are formed, what are the mechanisms of their formation, and how they
influence the mechanical properties of ductile materials. The current un-
derstanding of the sketched scenario is still rather intuitive. Sections 4
to 6 present the examples of the attempts to answer these questions and
give a survey of some modeling methods. Section 4 recalls some aspects of
discrete dislocation dynamics, two continuum mechanics methods used for
modeling of dislocation patterns are presented in Section 6, and dislocation
statistics which should provide a transition between discrete and continuous
approaches is outlined in Section 5.

There are questions: are all these microscopic details sketched briefly in
the notes really necessary for a formulation of theory of plasticity reliable
in engineering practice? Are they not averaged out at the macroscopic
level? It is important to answer these questions as at present it seems that
there is no immediate hope to overcome soon the problem of critical values
of the resolved shear stress on microscopic level without a major break-
through in this field. On the other hand, a purely macroscopic approach
based on various extensions of the classical plasticity which disregards the
microscopic mechanism of plastic deformation has not be successful. The
problem is that there are too many possible extensions of classical plasticity
and without some other information they are guide less. In my opinion,
there is probably possible to come to a compromise: to use the microscopic
analysis to specify the theory of plasticity as realistically as possible and to
use meaningful experimental data to complete it. It means, there is lots of
work for us to be done.
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M. Jirásek and Z.P. Bažant. Nonlocal integral formulation of plasticity and
damage: a survey of progress. J. Engineering Mechanics, 128:1119–1149,
2002.

H.P. Karnthaler, F. Prinz, and G. Haslinger. Elektronenmikroskopische
Untersuchung der Versetzungsstrukturen plastisch verformter Cu-5 at.%
Al Einkristalle. Acta Metallurgica, 23:155–163, 1974.

U.F. Kocks, T. Hasegawa, and R.O. Scattergood. On the origin of cell walls
and of lattice misorientations during deformation. Scripta Metallurgica,
14:449–454, 1980.

A.M. Kosevich. Dynamical theory of dislocations. Soviet Physics - Uspekhi,
7:837–854, 1965.

A.M. Kosevich. Crystal dislocations and the theory of elasticity. In
F.R. Nabarro, editor, Dislocations in Solids, Volume 1, pages 33–142,
Amsterdam-New York-Oxford, 1979. North-Holland Publishing Com-
pany.

J. Kratochv́ıl. Stability approach to problem of work hardening of metals.
J. Mechanical Behavior of Metals, 2:353–368, 1990a.

J. Kratochv́ıl. Instability origin of dislocation cell misorientation. Scripta
Metallurgica et Materialia, 24:1225–1228, 1990b.

J. Kratochv́ıl. On the dynamic origin of dislocation structures in deformed
solids. Materials Science and Engineering, A164:15–22, 1993.



300 J. Kratochvil
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Abstract An extended crystal plasticity theory that accounts for
the length-scale effects in plastic strain gradient fields is presented.
First, foundations and kinematics of crystal plasticity theory is re-
viewed. Then, experimental evidences for the size-effects in small-
sized bent single crystals are presented. Total amounts of apparent
strain hardening, which were experimentally observed, are decom-
posed into isotropic and kinematic hardening components. Physically-
based models are formulated to describe the size-dependent isotropic
and kinematic hardening behaviors, utilizing possible micromechan-
ical information with respect to dislocations and their motions.
Roles of the geometrically necessary dislocations (GNDs) in strain
hardening behavior are studied in detail. Furthermore, some aspects
of numerical computations of the extended size-dependent crystal
plasticity theory are presented. The developed theory involves extra
boundary conditions for crystallographic slips and/or the GND den-
sities. Effects of these extra boundary conditions are demonstrated
through numerical simulations for some basic boundary value prob-
lems. Finally, a phenomenological strain gradient plasticity theory
is revisited, based on the knowledge from the present size-dependent
crystal plasticity theory.

1 Introduction

In use of phenomenological theories of plasticity, first, mathematical forms
of yield function and plastic potential function have to be assumed. Then,
values of the parameters included in them are identified using a series of me-
chanical testing such as uniaxial and biaxial tensile, and/or shearing tests.
With such theories, macroscopic material behavior observed in experiments
may be efficiently reproduced or simulated. The physical origins of the ma-
terial behavior, however, are not understood from the simulation results. If
our purpose is to understand origins of the material response, contribution
of the phenomenological theories is very limited.
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Efforts to develop material models accounting for microstructural effects
will result in deep understanding of the mechanics and physics of the ma-
terial behavior. The knowledge gained through such modeling may lead to
a fountain of ideas for new material designs. Crystal plasticity theory ini-
tiated by Taylor (1938) may be a suitable framework for such an advanced
modeling strategy. Crystal plasticity is a continuum mechanics-based the-
ory. Therefore, it can be directly applied to large-scale computations such
as metal forming simulations (Nakamachi et al. (2001)). Meanwhile, var-
ious kinds of micromechanical information with respect to crystal defects
(dislocations) can be incorporated into the crystal plasticity framework.

Predictability of realistic material behavior of crystalline materials in a
plastic regime rests on ability of the theory to express anisotropy of the
material and to describe exact instantaneous plastic straining modes. The
former is naturally incorporated in the conventional crystal plasticity the-
ory since slip systems reflecting a realistic crystal structure are directly
introduced to the theory. The latter nature is also inherently involved in a
standard crystal plasticity model. Generally, crystals are deformed in multi-
slip conditions. The loading point in a stress space is positioned at a vertex
point on the hyper-polygon constructed by the yield planes for different slip
systems. Due to this vertex effect, an abrupt change in the direction of plas-
tic strain rate is allowed with small change in the total stress state, which
relates to occurrence of strain localization behavior in the form of shear
bands that emerge abruptly from a uniformly straining field. This type of
abrupt change in plastic straining mode or strain localization behavior is
never predicted by phenomenological theories with a smooth plastic poten-
tial and the normality rule. Thus, the crystal plasticity model naturally
represents the two distinct features of crystalline materials: (i) anisotropic
material behavior due to a specific crystal structure and (ii) vertex effects
realized by multi-slip deformations.

At scales of the order of tens of microns or smaller, mechanical responses
of metallic materials are significantly dependent on their size. The frame-
work of the conventional crystal plasticity theories, however, does not in-
volve any material length scales.

In this article, an extension of crystal plasticity theory to incorporate
length-scale effect is presented. In Section 2, foundations and kinemat-
ics of the crystal plasticity theory is reviewed. In Section 3, experimental
evidences for the size-effects in small-sized bent copper single crystals are
presented. Total amounts of strain hardening, which were observed in the
experiments, are decomposed into isotropic and kinematic hardening com-
ponents. In Section 4, modeling of the size-effects is discussed. Physically-
based models are derived to describe the size-dependent isotropic and kine-
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matic hardening behaviors, utilizing possible micromechanical information,
i.e. knowledge of dislocations and their motions. Spatial gradients of the
crystallographic slip correspond to densities of the geometrically necessary
dislocations (GNDs), which are considered to be an origin of the size effects.
Roles of the GNDs in the strain hardening behavior are studied in detail,
and the GND densities are introduced into formulations of the extended
crystal plasticity model. In Section 5, some aspects of numerical computa-
tions of the scale-dependent crystal plasticity models developed in Section
4 are presented. In Section 6, a phenomenological strain gradient plasticity
theory, which was originally formulated by Aifantis (1984), is revisited using
the knowledge from the scale-dependent advanced crystal plasticity theory
developed in Section 4.

2 Basics of crystal plasticity

The deformation gradient F is assumed to be decomposed into elastic and
plastic parts multiplicatively (Kröner (1960); Lee (1969)) as

F =
∂x

∂X
= F e · F p, detF p = 1, detF ≡ J = detF e, (1)

where X and x denote the positions of material points in the undeformed
and the deformed configurations, respectively, F e involves small elastic
stretches and rigid body rotations of the lattice, F p involves plastic de-
formations, J is the ratio of the current volume to the volume at the un-
deformed state, and it is assumed that all volumetric changes result from
elastic stretches in the lattice. Based on Eq. (1), the velocity gradient L is
additively decomposed as

gradv ≡ L = Ḟ · F−1 = Le + F e · Lp · F e−1,

Le = Ḟ e · F e−1, Lp = Ḟ p · F p−1

}
(2)

where v is the velocity of the material point, grad denotes the spatial gradi-
ents with respect to x, the superscript -1 denotes the tensor inverse, and a
superposed dot denotes the material-time derivative. The plastic flow rate
Lp is presumed to be given by the superposition of crystallographic slips on
different slip systems (Peirce et al. (1983)), such that

Lp =
∑
α

γ̇(α)s(α) ⊗m(α) (3)

where γ̇(α) are slip rates on the individual slip systems, s(α) andm(α) denote
the constant slip-direction and slip-plane normal unit vectors, respectively,
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attached to the lattice space that resides in the intermediate configuration.
Substituting Eq. (3) into (2)1 gives

L = Le +
∑
α

γ̇(α)(F e · s(α) ⊗m(α) · F e−1) = Le +
∑
α

γ̇(α)s̄(α) ⊗ m̄α (4)

with
s̄(α) = F e · s(α), m̄(α) = m(α) · F e−1 = F e−T ·m(α) (5)

Here, s̄(α) and m̄(α) are viewed as s(α) and m(α) , respectively, pushed
forward from the lattice space to the deformed configuration, and the su-
perscript T denotes the transpose of a tensor. The rate of deformation
tensor D, which is the symmetric part of L, and the continuum spin W

being the anti-symmetric part of L are written as

D = De +
∑
α

γ̇(α)P (α), W = W e +
∑
α

γ̇(α)W (α) (6)

with
P (α) = 1

2 (s̄
(α) ⊗ m̄(α) + m̄(α) ⊗ s̄(α)),

W (α) = 1
2 (s̄

(α) ⊗ m̄(α) − m̄(α) ⊗ s̄(α))

}
(7)

Defining the Kirchhoff stress τ = Jσ with the Cauchy stress σ , we intro-
duce the following constitutive relation in terms of the material Jaumann
rate of τ formed on axes that spin with the lattice (Asaro and Needleman
(1985)):

∇

τ e= τ̇ −W e · τ + τ ·W e = C : De = C :

(
D −

∑
α

γ̇(α)p(α)

)
(8)

where C is a fourth-order elasticity tensor. This relation can be written in

terms of the standard Jaumann rate
∇

τ with respect to the continuum spin
W ,

∇

τ= τ̇−W ·τ+τ ·W = C : D−
∑
α

γ̇(α)(C : P (α)+W (α) ·τ−τ ·W (α)) (9)

We can further rewrite the relation in terms of the Jaumann rate of the
Cauchy stress as

∇

σ = σ̇ −W · σ + σ ·W

= J−1C : D −
∑

α γ̇(α)(J−1C : P (α) +W (α) · σ − σ ·W (α))− (trL)σ.

(10)
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Note that volumetric change resulting from elastic stretch of crystal is usu-
ally very small. Therefore, the assumption that J ≈ 1 (i.e. trL ≈ 0 ) is
generally justified. In most cases, no distinction between the Kirchhoff and
Cauchy stresses is needed in practical or engineering computations.

Eq. (3) has been derived on the basis of the kinematics of crystallographic
slip. From a viewpoint of plasticity theory, we can assume that plastic slip
on a slip system occurs when the shear stress reaches a certain critical value.
This is known as Schmid law, which is expressed as,

f (α) = |τ (α)| − τC = 0, (11)

where τ (α) is the resolved shear stress on slip system α, which is given by

τ (α) = s̄(α) · σ · m̄(α) = σ : P (α) (12)

and τC(> 0) is a critical resolved shear stress. The last expression in Eq. (12)
is derived using the symmetric character of the Cauchy stress σ. Eq. (11)
is viewed as a yield function for one slip system. Here, we consider an
associated flow rule in which the function f (α) is taken as a plastic potential
(adopting the last expression in Eq. (12)) and λ̇(α) is a positive plastic
multiplier, like in a phenomenological plasticity theory. Then, a plastic
strain rate tensor for slip system α is given by

Dp(α) = λ̇(α) ∂f
(α)

∂σ
= sgn(τ (α))λ̇(α)P (α) (13)

If sgn(τ (α))λ̇(α) is identified to the slip rate γ̇(α), the summation of Eq. (13)
over all active slip systems in a crystal coincides with the plastic part of
Eq. (6)1 that is purely derived from the kinematics of crystallographic slips.
For single slip deformations, the direction of plastic strain rate is fixed to the
normal to the yield plane represented by Eq. (11). However, in multi-slip
deformations, the loading point in a stress space is positioned at a vertex
point on the hyper-polygon constructed by the yield planes for different slip
systems. This yields vertex effects of plastic deformation, i.e. an abrupt
change in the direction of plastic strain rate is allowed without significant
change in the direction of the total stress, which relates to occurrence of
strain localization in the form of shear bands that emerge abruptly from
a uniformly straining field (Peirce et al. (1983); Kuroda and Tvergaard
(2001); Kuroda and Tvergaard (2007); Ikawa et al. (2011); an example of
shear band analysis will also be presented in Section 5). Crystal plasticity
model naturally has the abilities to represent (i) the anisotropic material
behavior due to a specific crystal structure and (ii) the vertex effects that
lead to strain localization behavior. The conventional framework, however,
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does not involve any material length scales. Therefore, they do not represent
realistic material behavior at the micron or smaller scales.

3 Size effects in plastic strain gradient field

Metals exhibit size-dependent mechanical responses both under strain-
gradient-dominated deformations (e.g. Fleck et al. (1994); Stölken and
Evans (1998) Haque and Saif (2003); Shrotriya et al. (2003); Motz et al.
(2005); Ehrler et al. (2008); Suzuki et al. (2009); Hayashi et al. (2011)) and
under uniform deformations (e.g. Uchic et al. (2004); Dimiduk et al. (2005);
Kiener et al. (2008)) at the micron scale. It is known that the plastic strain
gradient in a deformed specimen is compensated by geometrically necessary
dislocations (GNDs) (Ashby (1970); Fleck et al. (1994)). Understanding of
how the GNDs affect the mechanical response of metals, however, has not
yet been established. The interpretation of the size effect in the absence of
the plastic strain gradient is also still at an issue.

Here, we focus on the size effects under strain-gradient-dominated de-
formations. Two main roles of the GNDs in size effects are considered as
follows. One is that the GNDs in a plastic strain gradient field contribute to
the slip hardening behavior, in addition to the contribution of the statisti-
cally stored dislocations (SSDs). This should yield size-dependent isotropic
hardening. The other is that, according to the dislocation theory, the config-
uration of the GNDs produces an internal stress that acts as a backstress and
this internal stress affects the mobility of dislocations, which corresponds to
the magnitude of slip rate in the context of crystal plasticity. The backstress
effect should manifest itself as size-dependent kinematic hardening. In ex-
periments with monotonic loading, one cannot know whether the observed
strain hardening is isotropic or kinematic one. To ascertain the amounts
of these two types of size-dependent hardening, we need to perform reverse
or cyclic loading tests for strain-gradient-dominated deformations at the
micron scale.

In Hayashi et al. (2011), a series of systematic microbend tests with
reversal of the bending direction, as well as uniaxial tensile tests, were
conducted on copper foil specimens (nearly single-crystals) with different
thicknesses. The results presented below are condensed from this reference.

An oxygen-free copper (99.99% purity) sheet with a thickness of 1.4mm
was fully annealed and then cold-rolled to a thickness of about 40μm. Then,
the foil was reannealed at 200◦C for 30 min. When copper is subjected to
such a severe plastic deformation, recrystallization is generally promoted at
a rather low temperature (around 200◦C) (Yamagishi et al. (2006)). The
preferred orientation of recrystallization is (100). Fig. 1 shows {100} poles
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of the measured crystal orientations, and all the poles concentrate around
a near “cube” orientation, which was rotated clockwise (� 5◦) about the
normal direction (N.D.) of the foil and also slightly inclined from N.D. No
explicit grain boundary was detected, although scatter of the poles were
observed in Fig. 1. From these data, the foil was considered to be nearly
single-crystal. To investigate the size effect on the mechanical response of
the material, the foil thickness was reduced to 22−38μm by electropolishing.

Figure 1. {100} pole figures for the copper foil.

Two specific crystal orientations relative to the loading axis (the direc-
tion of tensile stress in tension and bending) were considered in order to
investigate whether the size effect is influenced by change in the combina-
tion of active slip systems. The first choice was that the longitudinal axis
of the specimens was directed counterclockwise at 40◦ from R.D. Fig. 2a
shows the orientations of the tensile direction in a stereographic triangle.
The poles of the tensile direction were scattered within a narrow area in the
triangle, and they were positioned close to coplanar double-slip orientations
(on 101 − 111 side of the triangle). The specimens cut at this direction
are referred to as “coplanar double-slip” specimens in brief. As the sec-
ond choice of the crystal orientation, the specimens were cut at −5◦ from
R.D. Fig. 2b shows the orientations of the tensile direction in the stereo-
graphic triangle. The positions of the tensile direction were close to [001],
but not exact one. The specimens cut at this direction are referred to as
“multi-planar multi-slip” specimens.

Curves of nominal stress versus nominal strain for uniaxial tensile tests
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Figure 2. The orientations of the tensile direction in stereographic triangle
and schematic diagram of the crystal orientation and the tensile direction:
(a) coplanar double-slip specimen; (b) multi-planar multi-slip specimen.

are shown in Fig. 3. Dumbbell-shaped specimens with a width of 4mm were
employed in the tests. Any systematic trend of thickness dependence is not
observed. In Kiener et al. (2008), the typical size effect, i.e. the smaller
is stronger behavior was observed in a copper single-crystal under uniaxial
tension for a much smaller range of specimen size (with sectional area of
below 8μm× 8μm).

The microbend tests were performed following the method and proce-
dure proposed by Stölken and Evans (1998). The specimens for the mi-
crobend tests were cut from the foil in a form of strip with 40mm length
and 2.5mm width, and then, the strips were further cut into rectangular
specimens of 10mm in length. The foil was bent around a cylindrical man-
drel into the plastic deformation range. The load required for bending was
applied through two profiled dies. Then, the load was removed and elas-
tic springback occured resulting in an increase in the radius of curvature
of the foil specimen. In the microbend tests, this springback phenomenon
plays a primary role in measuring the applied bending moment M. The mi-
crobend test method originally involved a monotonic increase in bending
deformation. The method was extended to include a reversal of the bend-
ing direction. At the reversal point during loading, the bent specimen was
carefully flattened step by step through pressing and rolling using tungsten
mandrels with different diameters on a flat table. Then, the microbend test
was restarted from the other side of the specimen.
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Figure 3. Relationships between nominal stress and nominal strain for ten-
sile tests on single-crystal copper foil specimens with different thicknesses.

In Fig. 4, measured bending moments normalized by BH2 are plotted as a
function of the surface strain, εs = H/(2R0) , for the microbend tests with
the reversal of bending. Here, B is the width of the foil specimen, H is the
foil thickness, R0 is the radius of curvature of the foil specimen at the mid-
dle of the thickness during plastic loading. Each marker corresponds to an
average of experimental values obtained for three different specimens under
the same conditions, and the error bars indicate the maximum and mini-
mum values among the three results. Regression lines for the experimental
plots, as well as linear elastic loading paths towards the initial yielding, are
added to the graphs. Furthermore, the unloading paths just before reversal
of bending are also added. As is first seen from Fig. 4, a typical size effect
has appeared in the forward bending process. The apparent strain harden-
ing is clearly larger in the thinner foils than in the thicker ones, unlike in
the tensile tests where no systematic size effect was detected. The multi-
planar multi-slip specimens (Fig. 4b) exhibit a more pronounced size-effect
than the coplanar double-slip specimens (Fig. 4a). The heights of the error
bars in the multi-planar multi-slip experiments (Fig. 4b) tend to be larger
than those in the coplanar double-slip experiments (Fig. 4a). This might
be attributed to the uncertainty of the actual active slip systems in the
multi-planar multi-slip specimens.
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Figure 4. Microbend test results: relationship between normalized bending
moment and surface strain for specimens with different thicknesses: (a)
coplanar double-slip specimens; (b) multi-planar multi-slip specimens.

All the multi-planar multi-slip specimens and some of the coplanar double-
slip specimens in the microbend tests exhibited the Bauschinger effect. The
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Figure 5. Relationships between amount of hardening at a surface strain
of 0.02 and foil thickness

present experiments have confirmed that the Bauschinger effect appears
even in single-crystal specimens when the plastic strain gradients exist.
Here, the amounts of total hardening in the normalized bending moments
during forward loading are divided into isotropic and kinematic components.
Curves of the amounts of kinematic hardening and isotropic hardening at
a surface strain of 0.02 versus foil thickness are plotted in Fig. 5. Both
isotropic hardening and kinematic hardening are strongly size-dependent
in the case of multi-planar multi-slip deformation, while in the coplanar
double-slip deformation case, isotropic hardening exhibits almost no size
dependence, and moderate size dependence is observed for kinematic hard-
ening.

4 Modeling of size-dependent hardening

4.1 Geometrically necessary dislocations

In the context of small strain conditions where geometry changes are
neglected, the gradient of the displacement vector u may be additively de-
composed into elastic and plastic parts, He and Hp , as

u⊗∇ = He +Hp, (14)
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where ∇ is the spatial gradient operator. The geometric properties of dislo-
cation densities may be quantified by a geometric dislocation tensor, often
called Burgers tensor (or Nyes tensor after Nye (1953)). This can be ex-
pressed by use of the slip gradients (e.g. Gurtin (2002)) as

G ≡ curlHp =
∑
β

(∇γ(β) ×m(β))⊗ s(β) (15)

With the tangent line direction of edge dislocation on slip system β,

l(β) = m(β) × s(β), (16)

the geometric dislocation density tensor can also be written in the following
form (Kubin et al. (1992); Sun et al. (1998); Sun et al. (2000); Arsenlis et al.
(2004); Acharya (2001); Gurtin (2002); Gurtin and Anand (2007))

G = b
∑
β

(ρ
(β)
G(e)l

(β) ⊗ s(β) + ρ
(β)
G(s)s

(β) ⊗ s(β), (17)

.

ρ
(β)
G(e) = −

1

b
∇γ(β) · s(β), ρ

(β)
G(s) =

1

b
∇γ(β) · l(β) = −

1

b
∇γ(β) · p(β), (18)

where b is the magnitude of the Burgers vector, p(β) = s(β)×m(β) = −l(β)1,

and ρ
(β)
G(e) and ρ

(β)
G(s) are, respectively, the edge and screw components of the

GND densities (henceforth referred to as the edge GND and the screw GND
densities). For the finite deformation kinematics, several different expres-
sions have been proposed for the Burgers (geometric dislocation) tensor
and the GND densities (Acharya and Bassani (2000); Cermelli and Gurtin
(2001); Arsenlis et al. (2004), Evers et al. (2004)). The plastic deformation
in the Kröner-Lee decomposition takes place in the lattice space (interme-
diate configuration) where Lp is defined. Cermelli and Gurtin (Cermelli
and Gurtin (2001)) have defined the Burgers tensor as G ≡ F p CurlF p in
the lattice space. Gurtin (Gurtin (2006); Gurtin (2008)) showed that the

plastically convected rate of G defined by
�

G = Ġ − Lp ·G −G · LpT can
be decomposed in a way similar to Eq. (17) as

�

G= b
∑
α

(−ρ̇
(α)
G(e)p

(α) ⊗ s(α) + ρ̇
(α)
G(s)s

(α) ⊗ s(α)), (19)

1
Different researchers sometimes use different sign conventions for the signed dislocation

densities. The reason for introducing p(β)
here is only to write ρ

(β)

G(e)
and ρ

(β)

G(s)
in the

same mathematical form for subsequent convenience.



On Scale-Dependent Crystal Plasticity Models 317

where ρ
(α)
G(e) and ρ

(α)
G(s) are the edge and screw GND densities on the indi-

vidual slip systems in the lattice space2 and

ρ̇
(α)
G(e) = −

1

b
∇#γ̇(α) · s(α) = −

1

b
Gradγ̇(α) · s

(α)
R = −

1

b
gradγ̇(α) · s̄(α), (20)

ρ̇
(α)
G(s) = −

1

b
∇#γ̇(α) · p(α) = −

1

b
Gradγ̇(α) · p

(α)
R = −

1

b
gradγ̇(α) · p̄(α) (21)

with
∇#γ̇(α) = Gradγ̇α · F p−1 = gradγ̇(α) · F e. (22)

Here, ‘Grad’ denotes the spatial gradients with respect to the coordinates
X in the undeformed configuration, ‘grad’ denotes the spatial gradients
with respect to the coordinates x in the deformed (current) configuration,

s
(α)
R = F p−1 ·s(α), p

(α)
R = F p−1 ·p(α) and p̄(α) = F e ·p(α). Here, ∇#γ̇(α) can

be viewed as the gradient of slip rate in the lattice space, because Gradγ̇(α) ·
F p−1 is interpreted as the material gradient of slip rate pushed forward from
the undeformed configuration to the lattice space and gradγ̇(α) · F e is the
spatial gradient of slip rate pulled back from the deformed configuration to
the lattice space (Gurtin (2008)).

The GND densities in the deformed configuration are written as ρ̄
(α)
G(e) =

J−1ρ
(α)
G(e) and ρ̄

(α)
G(s) = J−1ρ

(α)
G(s). However, as mentioned in section 2, the

volume change is usually negligible for dense metals. Practically, no dis-

tinction between ρ̄
(α)
G(·) and ρ

(α)
G(·) is needed in most cases.

4.2 Isotropic hardening

It is often assumed that the slip resistance τ
(α)
C depends on the GND

density through a modified Taylor relation (Fleck et al. (1994); W.D.Nix
and H.J.Gao (1998); Han et al. (2005)) as

τ
(α)
C = cμb

√
ρ
(α)
S + ||ρ

(α)
G ||, (23)

where the superscripted (α) denotes a quantity on the αth slip system,
c is an empirical coefficient (of magnitude 0.1 − 1.0), μ is the elastic shear

modulus, ρ
(α)
S is the statistically stored dislocation (SSD) density and ||ρ

(α)
G ||

denotes the magnitude of the GND density on slip system α , which is
defined (Ohashi (2004); Ohashi (2005)) as

||ρ
(α)
G || =

√
(ρ

(α)
G(e))

2 + (ρ
(α)
G(s))

2. (24)

2
Here, s(α)

and p(α)
are defined in the lattice space, and s̄(α)

and p̄(α)
are defined in

the deformed configuration (see Eq. (2) - (5)).
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Eq. (23) makes it possible to represent size-dependent hardening in the
presence of plastic strain gradients. That is, it is assumed that the absolute
magnitudes of the GND densities directly augment the slip resistance. Some
researchers, however, have questioned this scenario. Mughrabi (2004) ar-
gued that the GNDs are not expected to contribute to the self-hardening of
the slip system on which they reside. Weertman (2002) suggested that the
GNDs primarily contribute to the slip resistance as forest dislocations. The
experimental data shown in Fig. 5 exhibited that the amount of isotropic
hardening for the coplanar double-slip specimens is nearly independent of
the foil thickness, although the specimens with different thicknesses must
have different GND densities. This suggests that the GNDs on the ac-
tive slip plane did not significantly contribute to slip hardening on this slip
plane. The arguments by Mughrabi (2004) and Weertman (2002) appear to
be consistent with the experimental observation shown in Fig. 5 (Hayashi
et al. (2011)).

A slip-hardening model consistent with the above discussion has been
proposed by (Ohashi (2004); Ohashi (2005)). In his model, the slip resis-
tance for each slip system is determined solely by the SSD densities through
the Taylor relation. However, the mean free path of moving dislocations,
which governs the evolution of the SSD densities, is affected by the GNDs
that reside on other slip planes since they are considered to act as forest

dislocations. That is, in Ohashi’s model, τ
(α)
C is given by

τ
(α)
C = cμb

∑
β

Ω(αβ)

√
ρ
(β)
S , (25)

where Ω(αβ) is an interaction matrix for dislocations on slip systems α and
β. The GND densities are not introduced into the slip hardening law given
in Eq. (25), but affect evolution of the SSD density through the mean free
path of mobile dislocations, i.e.

ρ̇
(α)
S =

1

b

(
1

L(α)
− 2yCρ

(α)
S

)
|γ̇(α)|, (26)

where L(α) is the mean free path of moving dislocations on the slip system α ,
and yC is the critical annihilation length (Essmann and Mughrabi (1979.)).
The mean free path is given by

L(α) = K · l(α) (27)

l(α) = 1
√

∑

β

(

a1ρ
(β)

S
+a2||ρ

(β)

G
||

)

(no sum over β when the αth and βth systems are coplanar),

(28)
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where l(α) represents the effective average distance between forest dislo-
cations that obstruct the movement of dislocations on slip system α. In
Eq. (28), a1 and a2 are parameters that control the contributions from the
SSD and GND densities to l(α). The coefficient K in Eq. (27) represents the
assumed number of forest dislocations that are cut by a moving dislocation
before it ceases to move (usually K is assumed to be in the range of 10 -
100). The existence of the GNDs on one slip plane results in a reduction
of the mean free path of moving dislocations on other slip planes. Thus,
in the present model, the size-dependent isotropic hardening behavior is
reproduced for the multi-planar multi-slip deformation case only.

4.3 Kinematic hardening and backstresses

A shear stress at the origin (a material point under consideration) con-
tributed from an edge dislocation at a position (x, y) is given by

τ
(α)
(ind) = −

μb

2π(1− ν)

x(x2 − y2)

(x2 + y2)2
, (29)

where the direction of the Burgers vector coincides with that of the coor-
dinate x (e.g. Cottrell (1953)), and the ν is Poisson’s ratio. It is assumed
that a density of the GNDs near the origin is approximately evaluated with
a linearization (Evers et al. (2004)), i.e.

ρ
(α)
G(e)(x, y)

∼= ρ
(α)
G(e)(0, 0) +

∂ρ
(α)
G(e)

∂x
x+

∂ρ
(α)
G(e)

∂y
y. (30)

Introducing a polar-coordinate system, x = rcosφ and y = rsinφ, and con-
sidering Eqs. (29) and (30), a resultant internal shear stress due to the
collective dislocations is obtained as

τ
(α)
(disloc) =

∫ r0

0

∫ 2π

0

τ
(α)

(ind)
ρ
(α)
G(e)rdφdr = −

μbr20
8(1− ν)

∂ρ
(α)
G(e)

∂x
(31)

Here, r0 is a radius of an integration region to evaluate the internal stress,
which is regarded as a length-scale parameter 3. The effective shear stress,
τeff , to glide dislocations is given by

τ
(α)
(eff) ≡ τ (α) + τ

(α)
(disloc), (32)

3
Different definitions for length-scale parameter can be used for dimension consistency,

for example, as in Eq. (62).
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where τ (α) is the resolved shear stress (defined in Eq. (12)) and the “−τ
(α)
(disloc)”

is viewed as the backstress, i.e.

τ
(α)
b = −τ

(α)
(disloc), (33)

τ
(α)
(eff) = τ (α) − τ

(α)
b . (34)

For the screw GNDs, a relation similar to Eq. (31) can be derived straight-
forwardly. In the above, the theory of small strain elasticity, which is a basis
of the classical dislocation theory, has been adopted. Even in large strain
elasto-plastic problems, elastic strains themselves are still small. Thus, a
backstress in the deformed configuration, with both the contributions of the
edge and screw GND densities, may be written in the form (Kuroda and
Tvergaard (2008 b))

τ
(α)
b = B

[
gradρ̄

(α)
G(e) · s̄

(α) + gradρ̄
(α)
G(s) · p̄

(α)
]
; B =

μbr20
8(1− ν)

. (35)

Note that the above formulation takes into account only the shear stress
component produced by the gradients of the GND density on a slip system
α. The model of Eq. (35) may be the simplest model that illuminates
the origin of the backstress. In reality, however, the dislocations produce
other stress components (c.f. Cottrell (1953)) and the crystal has different
slip systems. A generalized formulation with full of these effects has been
proposed by Bayley et al. (2006), and a similar model can also be found in
Hayashi et al. (2011).

A possible form of the slip rate relation, which involves the backstress
effect, may be written as

γ̇(α) = γ̇0 sgn(τ
(α)
(eff))

⎛⎝ |τ
(α)
(eff)|

τ
(α)
C

⎞⎠
1
m

, (36)

where γ̇
(α)
0 is a reference slip rate (a material constant), and m is a slip

rate sensitivity parameter. This may be a simple extension of the relation
introduced by Peirce et al. (1983) and Asaro and Needleman (1985).
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4.4 Formulations of boundary value problems

With neglect of the body force effect, the standard equilibrium and
boundary conditions are

divσ = 0,

σT · n̄ = t on st,

v = v on su,

⎫⎪⎪⎬⎪⎪⎭ (37)

where n̄ is the normal to the surface of the deformed body, t denotes pre-
scribed traction on the surface st , and v is prescribed velocity on the
surface su , while s(= st+ su) is the surface of the deformed body. Eq. (37)
is equivalent to the virtual work principle∫

v

σ : δLdv =

∫
st

t · δvds, (38)

where v is the volume (region) of the deformed body, δv is an arbitrary
virtual velocity satisfying δv = 0 on su , and δL is the corresponding virtual
velocity gradient. Since we adopt the rate-type constitutive relation, it is
convenient to use a rate-type equilibrium equation and boundary conditions

divΠ̇ = 0,

Π̇T · n̄ = ˙̂
t on st,

v = v on su,

⎫⎪⎪⎬⎪⎪⎭ (39)

where Π̇ and ˙̂
t are the nominal stress rate and nominal prescribed traction

rate at the deformed configuration. The relationship between the nominal
stress rate defined at the deformed configuration and Cauchy stress rate is
given by

Π̇ = σ̇ −L · σ + (trL)σ. (40)

The corresponding incremental virtual work principle for an updated La-
grangian formulation takes the form (McMeeking and Rice (1975))∫

v

Π̇T : δLdv =

∫
st

˙̂
t · δvds. (41)

When only the GND density-dependent isotropic hardening model is taken
into account, an updated Lagrangian finite element analysis with scale-
dependent crystal plasticity can be performed using the virtual work prin-
ciple of Eq. (41). The crystal plasticity constitutive relation in the form of
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Eq. (10) is substituted into Eq. (40) and the quantity τ
(α)
C in the conven-

tional model is simply replaced by the GND-density-dependent model shown
in Eqs. (25)-(28). The boundary conditions that enter boundary value prob-
lems are the same as those in the conventional theory, i.e. Eq. (37)2,3 (or
equivalently, Eq. (39)2,3). No extra boundary condition is introduced. This
type of theory is classified into the lower-order theories. Numerical com-
putations with the lower-order type theory with Ohashi’s mean free path
model have been reported in Kuroda et al. (2007).

For the model involving the GND density-dependent backstress, the dif-
ferential equations for rates of the GND densities (i.e. Eqs. (20) and (21))
can play a role of additional governing equations. When we choose the third
expression on the right-hand side of Eq. (20), which is given in terms of the
quantities lying in the deformed configuration, i.e. gradγ̇(α) and s(α) , the
weak form of the differential equation takes the form (Kuroda and Tver-
gaard (2008 b)) ∫

v

(
ρ̇
(α)
G(e) +

1

b
gradγ̇(α) · s̄(α)

)
ρ̌ dv = 0. (42)

Applying the divergence theorem, it becomes∫
v

ρ̌ ρ̇
(α)
G(e)dv = 1

b

∫
v
gradρ̌ · s̄(α)γ̇(α)dv

+ 1
b

∫
v
ρ̌ divs̄(α)γ̇(α)dv − 1

b

∫
s
ρ̌ n̄ · s̄(α)γ̇(α)ds

(43)

where ‘div’ denotes the divergence with respect to x in the deformed con-
figuration.

The second expression on the right-hand side of Eq. (20), which is rep-
resented in terms of the quantities lying in the reference configuration, i.e.

Grad γ̇(α) and s
(α)
R , also can be used as an additional governing equation

instead of the third expression (Kuroda and Tvergaard (2008 b)).
The same arguments as the above are applied to the relations for the

screw GND density rates in Eq. (21), replacing s
(α)
R and s(α) by p

(α)
R and

p(α), respectively.
With the surface integral terms in Eq. (43), microscopic (extra) bound-

ary conditions can be imposed. For example, at a hard interface being im-
penetrable to dislocations, the boundary condition is given by n̄ · s̄(α)γ̇(α) =
0 in Eq. (43), which means that there is no flow of dislocations through the
interface.

The standard incremental virtual work principle, Eq. (41), and the GND
density rate relations for the slip systems, Eq. (43), are the governing equa-
tions to be solved simultaneously. It is emphasized that these equations
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are valid independent of constitutive modeling, but they are connected by
the constitutive relations involving the backstresses that are given by the
spatial gradients of the GND densities. This type of theory, in which an
additional governing differential equation is introduced and extra boundary
conditions are accounted for, is classified into the higher-order theories.

The present gradient theory does not necessitate introducing concepts
of higher-order stresses that appear in a work-conjugate type formulations
like in Gurtin (2002) and Gurtin (2008).

4.5 Connection to the work-conjugate-type formulations

If a relation for the backstress on each slip system can be expressed with
the divergence of a vector quantity, e.g. ξ(α), i.e.

τ
(α)
b ≡ −divξ(α), (44)

we can rewrite the slip rate relation, Eq. (36), in the form

τp(α) − τ (α) − divξ(α) = 0 (45)

with

τp(α) ≡ sgn(τ (α) − τ
(α)
b )τ

(α)
C

(
|γ̇(α)|

γ̇0

)m

. (46)

In consistent with the kinematics of Eq. (4), we may write the virtual ve-
locity gradient δL in Eq. (38) as

δL ≡ δLe +
∑
α

δγ̇(α)s̄(α) ⊗ m̄(α), (47)

where δLe is a virtual elastic distortion rate and δγ̇(α) is a virtual slip rate.
Substituting Eq. (47) into the virtual work principle (38) gives∫

v

(σ : δLe +
∑
α

τ (α)δγ̇(α))dv =

∫
st

t · δvds. (48)

Using Eq. (45), a relation

div(ξ(α)δγ̇(α)) = (divξ(α))δγ̇(α) + ξ(α) · gradδγ̇(α), (49)

and the divergence theorem, Eq. (48) can be rewritten as∫
v

σ : δLedv +
∑
α

∫
v

(τp(α)δγ̇(α) + ξ(α) · gradδγ̇(α))dv

=
∫
st
t · δvds+

∑
α

∫
s
n̄ · ξ(α)δγ̇(α)ds

(50)
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This exactly corresponds to the virtual work principle in Gurtin’s theory
(Gurtin (2002); Gurtin (2008)). In Gurtin’s theory, the vector quantities
ξ(α) and the scalar quantities n̄·ξ(α) on the surface are considered as higher-
order microscopic stresses4 andmicroscopic tractions, respectively. Eq. (45)
is viewed as the additional governing equation, which is called a microforce
balance equation in Gurtin’s theory. But, in the present formulation, this is
viewed as a gradient-dependent yield function, which is a part of constitutive
modeling.

The relation for the backstresses, Eq. (35), which was a simple postulate
from the classical dislocation theory, cannot be represented in the form of
Eq. (44), because s̄(α) and p̄(α) are not constant, but vary from place to
place under finite deformations. If we assume that5

τ
(α)
b ≡ B[gradρ̄

(α)
G(e) · s̄

(α) + gradρ̄
(α)
G(s) · p̄

(α)

+ρ̄
(α)
G(e)divs̄

(α) + ρ̄
(α)
G(s)divp̄

(α)],
(51)

then the vector quantities satisfying Eq. (44) have to be

ξ(α) = −B[ρ̄
(α)
G(e)s̄

(α) + ρ̄
(α)
G(s)p̄

(α)]. (52)

In Gurtin’s theory (Gurtin (2008)), the relation for the microscopic stress,
Eq. (52), is derived from the free-energy inequality based on the second law.
The free-energy is assumed to be augmented by a defect energy in the form

Ψ =
1

2
bB
∑
α

[
(ρ

(α)
G(e))

2 + (ρ
(α)
G(s))

2
]
. (53)

In Eq. (53), the defect energy is assumed to be a simple quadratic function
of the GND densities. In this case, the backstresses are given by the first
order gradients of the GND densities. When a different order of the GND
densities is introduced in the defect energy formulation, different relations
for the microscopic stresses and the backstresses are derived (Gurtin (2008)).

In summary, if the backstress relations can be written in the form of Eq.
(44) (i.e. the divergence of a vector quantity), the present gradient crystal
plasticity theory is consistent with the work-conjugate type6 of finite defor-
mation gradient crystal plasticity theory of Gurtin (2008) with quadratic

4
In Gurtin (Gurtin and Anand (2007)), the microscopic stress is further decomposed

into energetic and dissipative parts. In the present study only the energetic part is

taken into account.

5
No interaction between the slip systems is considered here.

6
This consistency was first discussed in Kuroda and Tvergaard (2006) for small strain

single-slip case, and subsequently the discussion was extended to multi-slip and finite

strain contexts (Kuroda and Tvergaard (2008 a); Kuroda and Tvergaard (2008 b)).
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forms of the defect energy. Eqs. (51) and (52) satisfy the key relation (44),
and Eq. (52) is derived from Eq. (53) and the free-energy inequality. There-
fore, when the backstress to be used in the slip rate relation (36) is given
by Eq. (51), the present theory automatically satisfies the thermodynamic
consistency discussed in Gurtin (2002) and Gurtin (2008). However, general

heuristic formulations for τ
(α)
b does not necessarily satisfy such a condition.

5 Computational aspects of the theory

For the lower-order theories, the boundary conditions that enter bound-
ary value problems are the same as those in the conventional theory, and
no extra boundary condition is needed. By contrast, in the higher-order
theories, additional governing equations and corresponding extra boundary
conditions are introduced. In this section, numerical aspects of the higher-
order theory are presented using some basic problems, including bending
of single-crystal foils, which corresponds to the experimental study shown
in Section 3. The computational results presented in the subsections (5.2 -
5.4) are condensed from Kuroda (2011), and the results presented in the
subsection 5.5 are taken from Hayashi et al. (2011).

5.1 Finite element formulations

A finite element formulation for the theory involving the higher-order
effects is presented (Kuroda and Tvergaard (2008 b); Kuroda and Tvergaard
(2009); Kuroda (2011)). Finite element equations are derived from the
relations (41) and (43), treating the GND density rates as additional nodal
degrees of freedom (Kuroda and Tvergaard (2008 b)). The finite element
equation based on the conventional virtual work relation, Eq. (41), is in the
usual form, and is not repeated here. In the present study, two-dimensional
problems are considered. Thus, only the edge GND densities are accounted
for in numerical computations. The edge GND density rates are interpolated
as

ρ̇
(α)
G(e) = [Nρ]{ρ̇

(α)
G(e)}, (54)

where [Nρ] is a vector-type array of finite element shape functions that
do not necessarily coincide with those for the displacement rate field, and

{ρ̇
(α)
G(e)} is a vector-type array of nodal values of the edge GND density rate.
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Then, the finite element equation corresponding to Eq. (43) becomes∫
v

[Nρ]
T[Np]dv{ρ̇

(α)
G(e)} = 1

b
[Bρ]

T{s̄(α)}γ̇(α)dv

+ 1
b

∫
v
[Nρ]

Tdivs̄(α)γ̇(α)dv

− 1
b

∫
s
[Nρ]

Tn̄ · s̄(α)γ̇(α)ds,

(55)

where the matrix [Bρ] contains the derivatives of each component of [Nρ]
with respect to x, and {s̄(α)} contains the Cartesian components of s̄(α).

The term divs̄(α) is evaluated in the following manner: (i) for each ele-
ment, the values of the components of s̄(α) are extrapolated from the inte-
gration points to the nodal points using an approximated plane determined
by a least-square method; (ii) the values of the components of s̄(α) asso-
ciated with a global node are taken to be the averages of the local nodal
values of each element which includes that node in its connectivity; (iii) the
gradients of s̄(α) at the integration points within an element are computed
using the derivatives of the shape functions, and divs̄(α) is computed as

∂s̄
(α)
1 /∂x1 + ∂s̄

(α)
2 /∂x2.

In the present computations, a straightforward linear incremental method
is adopted, while carefully choosing small time steps so as to retain stable
and convergent solutions. Since we here adopt the viscoplastic constitutive
model, the analyses of displacement rates and GND density rates can be
decoupled by applying a staggered-type solution scheme for time integration
as in Yefimov et al. (2004 b), Yefimov et al. (2004 a), Kuroda and Tvergaard
(2006), Kuroda and Tvergaard (2008 a), Kuroda and Tvergaard (2008 b)
and Kuroda and Tvergaard (2009).

To obtain relevant solutions at finite strains, a proper choice of finite
elements is essential. Here, three types of finite element formulation are
adopted (Kuroda (2011)). First, the 8RI-4FI formulation is considered, in
which the displacement field is solved using eight-node elements with 2× 2
Gauss points (i.e. reduced integration) and the GND density field is solved
using four-node elements with 2×2 Gauss points (i.e. full integration). The
coordinates of the nodes in the four-node elements are identical to those of
the corner nodes in the eight-node elements. The positions of Gauss points
in the eight-node and four-node elements do not coincide with each other in
a deformed state. Some preliminary computations showed that the effect of
this discrepancy on numerical results is negligible, at least, in the problems
solved in the following. This was confirmed through a comparison of a
solution obtained using the 8RI-4FI formulation with a solution obtained
using a modified 8RI-4FI formulation in which the biquadratic Jacobian was
also used in the four-node elements for the GND density rate field analysis.
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The second choice is the ‘8FI-8FI’ formulation, in which both the dis-
placement rate and GND density rate fields are solved using eight-node
elements with 3 × 3 Gauss points (i.e. full integration). The applica-
tion of reduced integration to Eq. (55) is not suitable, because the ma-
trix

∫
v
[Nρ]

T[Nρ]dv evaluated by the reduced integration carries several zero
eigenvalues that result in a singular matrix. The matrix for a rectangular-
shaped eight-node element evaluated by 2× 2 integration carries four zero
eigenvalues. Therefore, the full integration procedure is employed for the
GND density rate analysis. The third one is the ‘4FI-4FI’ or ‘4SRI-4FI’
formulation in which the displacement field is solved using four-node ele-
ments evaluated by full integration (2 × 2 Gauss points) or by selectively
reduced integration7 (2× 2 Gauss points for the deviatoric part and only a
single Gauss point for the volumetric part), depending on whether or not
the problem encounters a plastically incompressible difficulty, and the GND
density rate field is solved using four-node elements with 2×2 Gauss points
(full integration). In computations with the conventional theory, which do

not need additional degrees of freedom for ρ̇
(α)
G(e) , these element types are

simply denoted by 8RI, 8FI, and 4FI (or 4SRI).
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Figure 6. Constrained simple shear problem.

5.2 Constrained simple shear of a double-slip single crystal

In this first example, a thin strip having two-dimensional two slip sys-
tems with slip directions of 60◦ and 120◦, specified by angles measured
counterclockwise from the X1 -direction, is considered (Kuroda (2011)), as
indicated in Fig. 6. Only the edge dislocations are taken into account; i.e.
the direction of dislocation lines always coincides with the X3 -direction,

7
The B-bar method (Hughes (1980)) is adopted.
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p(α) = p̄(α) = e3, where ei are the Cartesian unit base vectors. The height
of the strip is H0 in the X2 -direction. This strip is subjected to a simple
shear (Fig. 6) under plane strain conditions.

The macroscopic boundary conditions are

v1 = 0, v2 = 0 along X2 = 0;

v1 = U̇ = H0γ̇0, v2 = 0 along X2 = H0,

⎫⎪⎬⎪⎭ (56)

and the macroscopic shear strain Γ is defined by

Γ = U/H0. (57)

Using the surface integration term in Eq. (43), the slip rate in the boundary
normal directions can be specified. The microscopic boundary condition for
the interfaces (at X2 = 0, H0) being impenetrable to dislocations is adopted
as

n̄ · s̄(α)γ̇(α) = 0. (58)

This means that there is no outflow of dislocations through the interface.
The strip is assumed to be extended infinitely in the X1 -direction. Con-

sequently, this problem is essentially one-dimensional, that is, all the quan-
tities vary only in the X2 -direction. Thus, when formulating the problem
in a two-dimensional format, all field quantities are required to be periodic
in the X1 -direction with an arbitrarily chosen periodic length B0 , i.e.

vi(0, X2) = vi(B0, X2)

ρ̇
(α)
G(e)(0, X2) = ρ̇

(α)
G(e)(B0, X2)

⎫⎪⎬⎪⎭ . (59)

The problem is solved using a model composed of a single column of
quadrilateral elements aligned in the X2 -direction. Here, N is defined as
the number of elements aligned in the columnar model.

Isotropic hardening is assumed to be size-independent, i.e.

τ̇
(α)
C =

∑
β

h(αβ)|γ̇(β) | , τ
(α)
C |t=0 = τ0. (60)

The material parameter values are taken as follows: Youngs modulus E =
130 GPa, Poisson’s ratio ν = 0.3, τ0 = 50 MPa, h(αβ) = 250 MPa (linear
slip hardening), and m = 0.02. A definition of the slip on slip system α ,

γ(α) ≡

∫ t

0

γ̇(α)dt, (61)
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is introduced as a measure of accumulated plastic deformation.
The backtress coefficient B in Eq. (35) is replaced by the following simple

expression,

B = bτ0l
2, (62)

where l is a length scale parameter.
The distributions of γ(α) at Γ = 0.24 for the length scale l/H0 = 0.3 are

depicted in Fig. 7. The result for the 4FI-4FI formulation with N = 40 has
been taken from Kuroda and Tvergaard (2008 b), which was confirmed to
be a convergent solution with respect to element discretization. As reported
in Kuroda and Tvergaard (2008 b), the solution obtained using 4SRI-4FI
is completely identical to that obtained using 4FI-4FI. The 4FI-4FI solu-
tion does not exhibit any symptom of locking in this problem. As can
be seen in Fig. 7, the 8RI-4FI formulation with N = 30 and the 8FI-8FI
formulation with N = 16 give solutions identical to that for the 4FI-4FI
formulation with N = 40. For the present problem in which every element
is deformed in the simple shear mode along two of the element boundaries,
all the element formulations produce satisfactorily accurate solutions with
a reasonable element number, at least, for the slips as shown in Fig. 7.
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Figure 7. Distributions of slip across the thickness for constrained simple
shear problem.

However, stress solutions are not identical. In the present problem, σ22

and σ12 must be uniform due to the requirement of the equilibrium con-
dition, divσ = 0 . Only 8FI-8FI exhibited small stress oscillations, which
violate the uniformity of σ22 and σ12. The mean values of the oscillatory
stress distributions completely coincide with the stress solutions obtained
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using 4FI-4FI, 4SRI-4FI and 8RI-4FI. Thus, the oscillatory behavior does
not relate to global stiffening of the material response.
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Figure 8. Compression problem of single-slip single crystal with loading
surfaces impenetrable to dislocations under plane strain conditions.

5.3 Compression of a single-slip single crystal

A rectangular-shaped single crystal with only one slip system oriented at
φ1 = 45◦ relative to the compressive axis is subjected to simple compression
under plane strain conditions (Kuroda (2011)) as shown in Fig. 8. The
macroscopic boundary conditions are assumed to be

v2 = 0, ˙̂t1 = 0 along X2 = 0,

v2 = U̇ , ˙̂t1 = 0 along X2 = L0,

˙̂t1 = ˙̂t2 = 0 along X1 = 0,W0,

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(63)

where L0 and W0 are the initial length and width of the specimen, re-
spectively, and U̇ is a prescribed end-displacement rate that is taken to be
−γ̇0 cosφ1 sinφ1L0. The aspect ratio of the specimen is L0/W0 = 3. The
nominal compressive strain and nominal stress are respectively defined as
−U/L0 and P/W0, where P is computed from the sum of the nodal forces
in the X2 -direction along X2 = 0.

In addition to the standard displacement/traction boundary conditions,
the loading surfaces are assumed to be impenetrable to dislocations (no
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plastic flow through the loading surfaces), while plastic straining can occur
freely on the left- and right-hand sides of the body, i.e.

n̄ · s̄(α)γ̇(α) = 0 along X2 = 0, L0,

ραG(e) along X1 = 0,W0.

⎫⎪⎬⎪⎭ (64)

The material parameter values are taken to be E = 130 GPa, τ0 = 50 MPa,
ν = 0.3, m = 0.05, and h(αβ) = 0 (no internal hardening). The present
problem is the same as that analyzed in Kuroda and Tvergaard (2009).
However, they employed 4SRI-4FI only and performed a computation up to
a nominal compressive strain of 0.05.

Fig. 9 shows the deformed meshes and contours of the accumulated slip
(γa ≡

∫ t

0

∣∣γ̇(1)
∣∣ dt) at a nominal compressive strain of 0.1 obtained using con-

ventional crystal plasticity theory (with zero length scale l = 0). All three
element formulations predict a similar highly nonuniform deformation mode.
Fig. 10 depicts curves of nominal compressive stress versus nominal com-
pressive strain. Beyond a nominal strain of 0.025, 4SRI predicts a slightly
stiffer response than the other two element formulations. The deformed
meshes and contours of an accumulated slip at a nominal compressive strain
of 0.1 for the gradient theory with a length scale of l/W0 = 1 are shown in

Figure 9. Deformed meshes and contours of accumulated slip γa a at a
nominal compressive strain of 0.1 for the compression problem obtained
using conventional crystal plasticity theory: results for (a) 8RI (16 × 48);
(b) 8FI (16× 48); (c) 4SRI (20× 60).
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Figure 10. Curves of nominal stress versus nominal strain for compression
problem obtained using conventional crystal plasticity theory.

Fig. 11. The deformation mode is significantly different from that for the
conventional theory. In the case of 8RI-4FI (Fig. 11a), the central region
of the specimen exhibits uniform simple shear deformation along the slip
direction, and the rest of the part (the wedge portions) is hardly deformed.
The deformation mode changes abruptly within a single row of elements.
In the present problem, there is no constraint on slip on the left- and right-
hand sides of the specimen. Thus, the whole diagonal region should be able
to deform in the simple shear mode with no constraint, i.e. with no back-
stress corresponding to no pile-up at the free side surfaces. The interface
between the simple shear region and the hardly deformed region, which is
not along element boundaries, is well captured by 8RI-4FI. The deforma-
tion behavior predicted by 8FI-8FI (Fig. 11b) is similar to that predicted
by 8RI-4FI. However, a transitional zone between the simple shear region
and the hardly deformed region can be seen, which is composed of two to
three rows of elements, and also bands with a slightly higher amount of
slip can be seen at the upper and lower portions of the simple shear region.
The deformation behavior predicted by 4SRI-4FI (Fig. 11c) is different from
those predicted by 8RI-4FI and 8FI-8FI. The amount of accumulated slip
gradually increases towards the center of the specimen. This is attributed
to the fact that 4SRI-4FI exhibits a stiffer response to shear deformation
in directions other than along the edges of the element. The corresponding
nominal compressive stress-nominal compressive strain curves are plotted
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Figure 11. Deformed meshes and contours of accumulated slip γa a at a
nominal compressive strain of 0.1 for compression problem obtained using
gradient-dependent crystal plasticity theory with l/W0 = 1.0: results for
(a) 8RI-4FI (16× 48); (b) 8FI-8FI (16× 48); (c) 4SRI-4FI (20× 60).

in Fig. 12. The 4SRI-4FI formulation predicts a larger amount of nominal
stress than 8RI-4FI and 8FI-8FI. Comparing Fig. 12 with Fig. 10, it can be
seen that the present length scale effect originating from the GND densities
does not change the macroscopic yield stresses of the material (they remain
at about 100 MPa).

5.4 Tension of single crystal with shear band formation

A rectangular-shaped single crystal having three slip systems whose slip
directions are specified by an angle φ(= 54.7◦) (Kysar et al. (2010)) is sub-
jected to tension under plane strain conditions (Kuroda (2011)) (Fig. 13).

The macroscopic boundary conditions are set to be

v2 = 0, ˙̂t1 = 0 along X2 = 0,

v2 = U̇ , ˙̂t1 = 0 along X2 = L0,

˙̂t1 = ˙̂t2 = 0 along X1 = − 1
2 (W0 +ΔW0),+

1
2 (W0 +ΔW0).

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(65)

In this problem, a geometrical imperfection is introduced as

ΔW0 = W0[ξ1cos(2πx2/L0) + ξ2cos(4πx2/L0)] (66)
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Figure 12. Curves of nominal stress versus nominal strain for compression
problem obtained using gradient-dependent crystal plasticity theory with
l/W0 = 1.0.

with ξ1 = 0.0042 and ξ2 = 0.0024. The prescribed displacement rate is given
by U̇ = 2γ̇0 cosφ sinφL0 and the aspect ratio of the specimen is L0/W0 =
2. For all the boundaries, the following GND density-free conditions are
applied:

ρ
(α)
G(e) = 0 alongX2 = 0,

ρ
(α)
G(e) = 0 alongX2 = L0,

ρ
(α)
G(e) = 0 alongX1 = − 1

2 (W0 +ΔW0),+
1
2 (W0 +ΔW0).

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(67)

The material parameter values are taken to be E = 1000τ0, τ0 =
60.84MPa, ν = 0.3, m = 0.005, and

h(αβ) = h = h0sech
2

(
h0γ

tot

a

τs − τ0

)
; γtot

a =
∑
α

∫ t

0

|γ̇(α)|dt, (68)

where h0 = 8.9τ0 and τs = 1.8τ0 (Peirce et al. (1983)). The nominal stress
and nominal strain used in the nominal stressnominal strain curves are
respectively defined as P/W0 (with P computed from the sum of the nodal
forces in the X2 -direction along X2 = L0 ) and U/L0.

Fig. 14 shows the deformed meshes and contours of the total accumulated
slip γtot

a at a nominal strain of 0.18 obtained using the conventional theory
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Figure 13. Tension problem of single crystal with dislocation-free surfaces
under plane strain conditions.

(l = 0). For 8RI and 8FI, a mesh of 32 × 64 quadrilaterals is employed,
while for 4SRI a slightly finer mesh (38× 76) is used. To observe the mesh
dependence of the solution for the conventional theory, the result with a
mesh of 16× 32 quadrilaterals of 8RI is shown. The mesh of 32× 64 for the
8RI formulation predicts the most severe shear band formation. Comparing
Figs. 14a and 14b, the mesh dependence of the solution can be observed.
The 8FI formulation predicts the formation of a little bit weaker shear
bands. By contrast, 4SRI predicts a diffuse neck-type deformation mode
with broad shear bands, which is significantly different from the deformation
model predicted by the other two element formulations.

The corresponding nominal stress-nominal strain curves are plotted in
Fig. 15. Only in the case of 8RI (32× 64), a noticeable decrease in nominal
stress associated with shear band development is seen. The 4SRI formula-
tion predicts a higher nominal stress response associated with less plastic
flow localization observed in Fig. 14d. It appears that 4SRI is not promising
for obtaining a relevant prediction of strain localization at finite strain.

Fig. 16 shows deformed meshes and contours of total accumulated slip
γtot

a at a nominal strain of 0.18 for the gradient-dependent solid. The figure
shows a comparison between results for two meshes of 16× 32 and 32× 64
quadrilaterals with the 8RI-4FI formulation. The length scale parameter is
here taken to be l/W0 = 0.12. The shear band width spans over several rows
of elements. It can be seen that these two meshes give identical deformation
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Figure 14. Deformed meshes and contours of total accumulated slip γtot

a

at a nominal strain of 0.18 for tension problem obtained using conventional
crystal plasticity theory: results for (a) 8RI (16×32); (b) 8RI (32×64); (c)
8FI (32× 64); (d) 4SRI (38× 76).

and slip distributions. The solution appears to be mesh-independent, and
the result for 32 × 64 quadrilaterals with the 8RI-4FI formulation is con-
sidered to be a convergent solution. The detailed behavior in the gradient-
dependent solid with l/W0 = 0.12 modeled by 32 × 64 quadrilaterals with
the 8RI-4FI formulation (at a nominal strain of 0.18) is shown in Fig. 17.
The backstress on slip system 1 becomes large along the shear band in which

the slip system 3 is the primary system. The effective shear stress τ (1)−τ
(1)
b

becomes almost constant in the band-type region that corresponds to a lo-
calized shear zone with a finite width. This stress behavior is unchanged
for a coarser mesh of 16 × 32 quadrilaterals with the 8RI-4FI formulation
(not shown here).

It has been confirmed that the backstress relation (51) with an additional

term ρ̄
(α)
G(e)divs̄

(α) leads to no significant difference in the computational

results at least for the three problems demonstrated in sections 5.2, 5.3 and
5.4.

5.5 Bending with reversal of loading direction

In this application, the Ohashi’s mean free path model is adopted for the
description of size-dependent isotropic hardening, and the generalized back-
stress model with full stress components (Bayley et al. (2006)) is employed
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Figure 15. Curves of nominal stress versus nominal strain for tension prob-
lem obtained using conventional crystal plasticity theory.

Figure 16. Deformed meshes and contours of total accumulated slip γtot

a at
a nominal strain of 0.18 obtained using gradient-dependent crystal plasticity
theory with l/W0 = 0.12: (a) 8RI-4FI (16× 32); (b) 8RI-4FI (32× 64).

for representing size-dependent kinematic hardening. The results presented
here are taken from Hayashi et al. (Hayashi et al. (2011)).



338 M. Kuroda

Figure 17. Stress behavior predicted by gradient-dependent crystal plas-
ticity theory with l/W0 = 0.12. (analyzed with the model composed of
32× 64 quadrilaterals with the 8RI-4FI formulation).

The ideal cube orientation is assumed in the analysis; i.e., the two crystal
axes, [100] and [010], coincide with the direction of tensile stress in bending
and the normal direction to the specimen surface. This situation is close to
the experimental condition illustrated in Fig. 2b.

In the problem formulation, taking an arbitrary periodic length of the
foil, the pure bending deformation is imposed by rotating both sides of a
square shaped analysis region. Plane stress8 and small strain conditions
are assumed. The coordinates x1 and x2 are taken to coincide with the
directions of length and thickness of the foil, respectively. The 4FI-4FI
elements are used, which lead to relevant solutions for plane stress problems
at small strains.

Regarding the higher-order boundary conditions, we assume a null GND
condition, as a first assumption, at the specimen surfaces. That is, it is
postulated that the dislocations can freely exit from the surfaces and no
geometrically necessary dislocation is required at the surfaces. This type
of higher-order boundary condition is called micro-free condition in pre-
vious strain gradient approaches (e.g. Gurtin (2002)). In the microbend
experiments, however, contact between the specimen and the mandrel was
necessary especially near the end points of the uniform curvature region
of the foil. At the flattening step for the reversal of loading, contact be-

8
We confirmed that the computational results for plane stress and plane strain assump-

tion were similar in the case of the present bending problem.
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tween the foil and the tools was also inevitable. But, effects of the contact
on the higher-order boundary conditions are not evaluated quantitatively
at present. Under such status, the GND-free condition at the specimen
surfaces is adopted here as the simplest assumption.
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Figure 18. Computed curves of normalized bending moment versus surface
strain for pure bending with the reversal of bending direction.

Computed curves of the bending moment normalized by the square of
thickness versus surface strain for two different foil thicknesses (43μm and
26μm) are shown in Fig. 18. The size-effect parameter r0 in Eq. (31) is
chosen to be 3.5μm. At the point of zero surface strain after the complete
reversal of loading, the curve for the thinner foil has returned to a normal-
ized bending moment slightly larger than, but almost the same as, that for
the thicker foil. This means that the size dependence of isotropic harden-
ing is not well described by the present model. In contrast, a pronounced
size-dependent kinematic hardening behavior is clearly predicted by the sim-
ulations. For comparison purposes and as a reference case, the normalized
bending moment-surface strain relation for a nonhardening (with constant

τ
(α)
C ) and size-independent foil (r0 = 0) is also shown in Fig. 18.
Distributions of the normal stress (bending stress), σ11 , across the thick-

ness at stages 1, 2 and 3 on the curves in Fig. 18 are shown in Fig. 19. At
stage 1 (immediately before unloading), the stresses near the top and bot-
tom surfaces are significantly larger than those in the inner portion9. There

9
The accuracy of the predicted stress near the neutral axis is inherently lower than those

near the surfaces, which depends on the finite element mesh discretization, because
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appear to be “boundary layers” in stress distribution near the surfaces. As
can be seen in Figs. 19a and 19b, the width of the boundary layers is con-
stant for the two different foil thicknesses. The effect of the boundary layers
on the bending moment should be more dominant in the thinner foil than
in the thicker foil. This manifests itself as the “smaller is stronger” behav-
ior observed during forward loading in the curves of normalized bending
moment versus surface strain. The boundary layers still remain after the
unloading with zero bending moment at stage 2 and the reversal of load-
ing at stage 3. The boundary layers in stress distribution at stage 3 lead
to the reduction of bending moment as can be understood from the stress
distribution profiles. This stress behavior is seen as the Bauschinger effect
in the bending moment-surface strain diagrams. In the nonhardening size-
independent case (Fig. 19c), the stress distributions are almost flat and no
boundary layer appears, as expected.

The resolved backstress distributions on slip system 1 are depicted in
Fig. 20: the backstress does not change their profiles after the unloading
and even after the reversal of loading because it arises from the second-
order spatial gradients of slips whose distributions change slowly after the
reversal of loading. This nature of backstress is the origin of the observed
Bauschinger effect. The boundary layers observed in the distribution profiles
of the stress and resolved backstress are attributed to the extra boundary
conditions set at the top and bottom surfaces, i.e., the null GND condition
at the boundaries.

The model captured the kinematic hardening behavior as well as the
Bauschinger effect qualitatively. The assumption of null GND as an ex-
tra boundary condition at the free surfaces indeed leads to higher-order
spatial gradients of slips in the bent specimens. This resulted in the size-
dependent kinematic hardening during forward loading and the Bauschinger
effect emerging after the reversal of loading. The size-dependent isotropic
hardening behavior (observed in Fig. 4b and 5), however was not well repro-
duced in the simulation. One of the reasons for this may be considered as
follows. The null GND condition leading to higher-order slip gradients near
the surfaces simultaneously causes a sparseness of the GNDs in the same
regions (Fig. 21). These regions with low densities of the GNDs correspond
to the boundary layers observed in the profiles of the stress and backstress
distributions. This sparseness results in a weaker effect of the GNDs on

the spatial gradients of the stress are extremely steep near the neutral axis in bent

specimens under plastic deformation. However, the stress values around the neutral

axis have only a negligible effect on the bending moment.
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Figure 19. Distributions of the normal stress, σ11, in the thickness direction
at stages 1, 2, and 3 on the computed curves in Fig. 18: (a) 43− μm-thick
specimen; (b) 26− μm-thick specimen; (c) nonhardening specimen with no
length scale.

isotropic hardening.
There may be some question about the physical basis of the extra bound-

ary condition for the GND densities at the top and bottom surfaces. As
discussed in Kuroda and Tvergaard (2008 a), formulations of higher-order
gradient crystal plasticity models are classified into work-conjugate and non-
work-conjugate types. In the former type of formulation proposed by Gurtin
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Figure 20. Distributions of resolved backstress, τb, on slip system 1 in the
thickness direction at stages 1, 2, and 3 on the computed curves in Fig. 18:
(a) 43− μm-thick specimen; (b) 26− μm-thick specimen.

(2002), vector type higher-order stresses are introduced as quantities that
are work-conjugate to the slip gradients into an extended virtual work prin-
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ciple. A micro-free condition in which the normal component of higher-order
stress at the boundaries is zero corresponds to the null GND condition as-
sumed in the present simulations. A full interpretation of higher-order stress
in the mechanics of materials has not yet been provided, and the micro-free
condition appears to be a rather mathematical setup.
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thickness direction at stage 1 on the computed curves in Fig. 18: (a) 43−μm-
thick specimen; (b) 26− μm-thick specimen.
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6 Phenomenological theory

In this section, a phenomenological higher-order strain-gradient plasticity
theory is presented through a formulation inspired by the higher-order gra-
dient crystal plasticity discussed above. A physical interpretation of the
phenomenological yield condition that involves second-order gradient of the
equivalent plastic strain is discussed, applying a dislocation theory-based
consideration. The investigation presented here is condensed from Kuroda
and Tvergaard (2010).

6.1 Constitutive relations

The theory considered here does not differ much from the conventional
plasticity theory. We confine attention to small strain conditions, where
geometry changes are neglected. An additive decomposition of the total
strain rate Ė is considered as

Ė ≡ (u̇⊗∇)sym = Ėe + Ėe, (69)

where superscripts e and p denote elastic and plastic parts, and (•)sym
denotes the symmetric part of the tensor. A standard Hooke’s law is adopted
for elasticity, and a coaxial flow rule is used for plasticity:

Ėe = C−1 : σ̇; Ėp = φ̇Np; Np =
σ′

|σ′|
, (70)

where σ′ is the deviatoric part of the stress, |(•)| =
√

(•) : (•) , and φ̇ is a
plastic multiplier.

Here we introduce the following conventional power law:

φ̇ = φ̇0

(
σe

S(εp)

)1/m

, (71)

where σe =
√

3
2 |σ

′| (the von Mises type of effective stress), φ̇0 is a reference

strain rate, and S represents a strain hardening state that is assumed as a
function of an equivalent plastic strain

εp =

∫ t

0

ε̇pdt, ε̇p =

√
2

3
φ̇ (72)

with time t. A simple gradient-enhanced model is introduced as

φ̇ =

⎧⎪⎨⎪⎩ φ̇0

(
σe+β∇2εp

S(εp)

)
for σe + β∇2εp > 0,

0 otherwise,
(73)
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where β is a positive scalar coefficient and ∇2(= ∇ · ∇) is the Laplace op-
erator. Although adding the term β∇2εp was first introduced by Aifantis
(1984), this also might be motivated by an argument based on the disloca-
tion theory.

Within a uniform field of dislocations with the same sign, dislocations
oppositely equidistant from the material point would give opposite stress
values to that point (Evers et al. (2004); Bayley et al. (2006)), according
to the classical elastic solution for the stress field caused by an isolated dis-
location (e.g. Cottrell (1953)). Namely, a resulting internal stress at the
material point, which is caused by uniformly distributed GNDs around that
point, completely cancels out. Therefore, a dislocation-induced internal
stress should arise in response to spatial gradients of the GND density, not
to the GND density itself (Groma et al. (2003); Evers et al. (2004); Bayley
et al. (2006); Geers et al. (2007); Kuroda and Tvergaard (2006); Kuroda
and Tvergaard (2008 a); Suzuki et al. (2009)). This has been discussed in
the subsection 4.310. The density of the GNDs corresponds to the spatial
gradient of crystallographic slip. Therefore, the internal stresses shall de-
velop in response to the second gradient of the slip. The introduction of
the term β∇2εp is consistent with this argument. The coefficient β involves
a material length scale. The physical interpretation of the material length
scale is still an open question. One may be able to find an appropriate value
of β for a specific material through identifying with experimental results as
in Fleck et al. (1994), Stölken and Evans (1998), and Suzuki et al. (2009).
In the context of crystal plasticity, (Groma et al. (2003)) and Geers et al.
(2007) have discussed a physical approach to material length scales, which
are set by dislocation densities.

It is noted that the present phenomenological model uses the effective
stress σe and the equivalent plastic strain εp to describe the external and
internal stress effects, respectively. Consequently, the positive or negative
direction of the resolved shear stress and the slip, which is appropriately
accounted for in the context of crystal plasticity, is not considered. So,
the Bauschinger-like effect caused by pile-ups of single-signed dislocations
cannot be represented within the present simplified theory.

As shown above, the terms σe+β∇2εp in Eq. (73) represent a net stress
at the material point, i.e. the superposition of the stress caused by external
forces and the internal stress due to nonuniform distribution of nonredun-
dant dislocations. This net stress activates plastic straining, i.e. the gener-
ation and movement of dislocations. Thus, the plastic dissipation may be
evaluated by D = (σe + β∇2εp)ε̇p ≥ 0. This consequence is consistent with

10
The detailed equations have been given in the subsection 4.3.
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a recent discussion in Gurtin and Anand (Gurtin and Anand (2009)) that
the nonlocal term β∇2εp in the Aifantis original theory should be energetic.

6.2 Formulations of boundary value problems

With neglect of the body force effect, the standard equilibrium and
boundary conditions are

∇ · σ = 0,

σ · n = t on st,

u̇ = u̇ on su,

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(74)

where n is the normal to the surface, t denotes a prescribed traction on the
surface st , u̇ is the prescribed displacement rate on the surface su, while
s(= st + su) is the surface of the body, and the underbars, ( ) , mean that
the values of the quantity are specified on the boundary. Eqs. (74) are
equivalent to the incremental virtual work principle∫

v

σ̇δĖdv =

∫
st

ṫ · δu̇ds, (75)

where v is the volume (region) of the body, δu̇ is an arbitrary virtual velocity
satisfying δu̇ = 0 on su , and δĖ is the corresponding virtual strain rate.
The constitutive relation (70) with Eq. (73), i.e.

σ̇ = C : (Ė − φ̇Np) (76)

is used together with Eq. (75).
With only the relations introduced above, extra boundary conditions for

εp cannot be imposed. Here, a quantity gp is introduced, which is defined
formally as a solution of the differential equation

gp +∇εp = 0. (77)

The gp may be interpreted as a measure of the GND density in a phe-
nomenological sense. Now, a weak form of Eq. (77) is considered as∫

v

(gp +∇εp) · ǧpdv = 0, (78)

where ǧp is an arbitrary weighting function. Using a relation ∇ · (εpǧp) =
∇εp · ǧp + (∇ · ǧp)εp and the divergence theorem, we obtain∫

v

gp · ǧpdv =

∫
v

εp(∇ · ǧp)dv −

∫
s

εpn · ǧpds. (79)
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With the surface integral term in Eq. (79), the extra boundary conditions
for εp can be specified.

In the present treatment of strain-gradient plasticity, the standard in-
cremental virtual work principle Eq. (75) and Eq. (79) are the governing
equations to be solved simultaneously. These equations themselves always
hold independent of constitutive assumptions, but they are connected by
the constitutive relations involving the higher-order gradient term as in
Eq. (73).

6.3 Work-conjugate form

Defining a vector quantity,τ = −βgp (with a constant β(> 0)), and a
scalar quantity,

Q = S(εp)(φ̇/φ̇0)
m, (80)

Eq. (80) may be written as

σe −Q+∇ · τ = 0 (81)

It is noted that Eq. (81) for the rate independent limit with m → 0 is
identical to the original proposition of Aifantis (1984),

σe = S(εp)− β∇2εp. (82)

The form of Eq. (81) itself is the same as the Fleck-Hutchinsons microforce
balance equation, but in their theory, different constitutive models have
been used for Q and τ .

Considering Eq. (69) and the relation σ : Ėp = σeε̇
p, the standard

virtual work relation is rewritten as∫
v

(σ : δĖe + σeδε̇
p)dv =

∫
st

t · δu̇ds (83)

Furthermore, substituting Eq. (81) into Eq. (83) and using a relation ∇ ·
(τδε̇p) = (∇ · τ )δε̇p + τ · ∇δε̇p together with the divergence theorem, one
can reach the relation∫

v

(σ : δĖe +Qδε̇p + τ · ∇δε̇p)dv =

∫
st

t · δu̇ds+

∫
s

χδε̇pds (84)

with the definition of χ = τ ·n. This expression is the same as the extended
virtual work principle of Fleck and Hutchinson (2001), which was introduced
as a major premise of their theory. As shown in the above, this kind of work-
conjugate type strain gradient theory can be recast into the alternative form
presented in subsections 6.1 and 6.2, and the latter vice versa.
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7 Concluding remarks

In this article, experimental evidences for the size-effects in plastic strain
gradient fields and possible modeling of the size-dependent crystal plastic-
ity have been presented. The microbend tests on single-crystal copper foils
with reversal of bending direction exhibited a pronounced Bauschinger ef-
fect (i.e. kinematic hardening behavior), and this observation suggested
that backstresses existed in the bent specimens. Strong size dependence of
isotropic hardening was observed for the multi-planar multi-slip deforma-
tion. However, the coplanar slip specimens exhibited no size dependence
of isotropic hardening. This suggests that the GNDs on the active slip
plane, whose densities must increase with reduction of the foil thickness, do
not contribute to self-hardening on that slip plane and the GNDs mainly
act as forest dislocations that affect hardening on other slip planes. Based
on the interpretation for the experimental observations, the GND-density-
dependent isotropic hardening model has been introduced, in which the
mean free path of moving dislocations is considered to be shortened by the
GNDs that act as forest dislocations. For kinematic hardening behavior, re-
lations for the backstress, which are linear in spatial gradients of the GND
densities, are derived, using the classical dislocation theory. The advanced
crystal plasticity theory with the GND density-gradient-dependent back-
stress model is a kind of higher-order type theory, which is accompanied by
extra boundary conditions for slips or the GND densities.

Numerical aspects of the present advanced theory with extra boundary
conditions have been presented. It has been shown that the choice of fi-
nite element type is very important to obtain reliable numerical solutions
for large strain higher-order crystal plasticity theory. Also, it has been
pointed out that relevant boundary conditions for the GND densities at
free boundary surfaces are still uncertain and should be subjected to fur-
ther investigation.

Finally, an alternative treatment for phenomenological higher-order
strain-gradient plasticity theory has been presented through a formulation
inspired by the higher-order gradient crystal plasticity model.
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Abstract In computational homogenization approaches the defini-
tion of a representative volume element (RVE) strongly influences
the performance of the resulting numerical scheme, not only with
respect to its physical accuracy but also with respect to the com-
putational effort required. Here, we propose a method for the con-
struction of statistically similar RVEs (SSRVEs), which are charac-
terized by a reduced complexity compared to real microstructures
and which therefore lead to computationally less expensive meth-
ods. These SSRVEs are obtained by minimizing a least-square func-
tional taking into account differences of statistical measures that
characterize the morphology of a real (target) microstructure and
the SSRVE. By comparing the mechanical response in a series of
numerical investigations it is shown that also the material behavior
obtained by considering the real microstructure is well represented
by the SSRVEs.

1 Introduction

In many fields of engineering applications the optimization of the material
properties with respect to stability and weight reduction becomes more and
more important. In this context micro-heterogeneous materials as e.g. ad-
vanced high strength steels turn out to excellently match those goals. For
the numerical simulation of such materials the incorporation of microme-
chanics is essential since phenomena occurring at the microscale strongly
govern the macroscopic material behavior. Therefore, computational ho-
mogenization has attracted interest in the past decade and one prominent
method in this context is the direct micro-macro transition approach of-
ten referred to as FE2-method, see e.g. Smit et al. (1998), Miehe et al.
(1999), Schröder (2000). Thismethod is based on the solution ofmicroscopic
boundary value problems at each macroscopic integration point. These mi-
croscopic boundary value problems in turn are based on the definition of a
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suitable representative volume element (RVE) which is typically obtained
by considering a sufficiently large substructure of a real micrograph. These
RVEs are often characterized by a complex arrangement of individual con-
stituents and therefore a rather high number of finite elements is required
for the discretization. This leads to an overall computationally expensive
approach making practically relevant boundary value problems difficult to
be solved in reasonable time. Therefore, here the focus is on the construc-
tion of statistically similar RVEs (SSRVEs), which are characterized by a
less pronounced complexity at the microscale such that a lower number
of finite elements is required for their discretization enabling more efficient
FE2-calculations. The main idea is to introduce a suitable parameterization
for the microstructure in the SSRVE and to minimize a suitable least-square
functional with respect to this parameterization, cf. Schröder et al. (2010).
The least-square functional takes into account differences of statistical mea-
sures describing the microstructure morphology which are computed for
a given real (target) microstructure and for the SSRVE. The choice of
suitable statistical measures is essential in this context. Various statistical
descriptors are summarized and recapitulated in e.g. Exner and Hougardy
(1986), Torquato (2002) or Zeman (2003); scalar-valued basic parameters
are described in Ohser and Schladitz (2006). In the context of microstruc-
ture reconstruction the classical approach is similar to the one considered
here because also a least-square functional based on statistical descriptors
is minimized. There, the two-point probability functions are often consid-
ered, but also e.g. cluster functions proposed in Torquato et al. (1988) are
taken into account, see e.g. Capek et al. (2009) or Jiao et al. (2009). A
further measure is the lineal-path function proposed in Lu and Torquato
(1992) which are used for reconstruction in Manwart et al. (2000). Rather
recently, a class of statistical measures based on entropic descriptors is pro-
posed for microstructure reconstruction in Piasecki (2011). A comparative
study with respect to different statistical descriptors with application to mi-
crostructure reconstruction is given in Li et al. (2012) and with respect to
the construction of SSRVEs in Balzani et al. (2010) and Ambrozinski et al.
(2012). In this contribution several scalar-valued parameters, the spectral
density and the lineal-path function are analyzed with respect to their per-
formance for the construction of SSRVEs. Then numerical examples are
provided showing that the SSRVEs lead to a mechanically similar behavior
compared with the original target microstructures.
This contribution is organized as follows: After the introduction, Section 2
recapitulates the basic equations for the FE2-scheme and the finite J2-
plasticity model which is used therein for the individual constituents at
the microscale. In Section 3 various statistical measures for the characteri-
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zation of microstructures are described and their graphical visualization is
explained. Then, Section 4 describes the method for the construction of
SSRVEs and details the issue of optimization. Section 5 presents an anal-
ysis of SSRVEs which are constructed for an artificially generated random
microstructure and includes numerical examples based on the constructed
SSRVE. In Section 6 another example focusing on a real DP-steel mi-
crostructure is provided which shows the performance of the SSRVE with
respect to computational efficiency; Section 7 concludes this paper.

2 Computational Homogenization

In the context of computational homogenization, cf. for more details the
contribution by Schröder in this book, continuum mechanical quantities as-
sociated to an infinitesimal vicinity of a material point at the macroscale
X ∈ B are computed based on informations at the microscale. For the def-
inition of the macroscopic quantities we consider a representative volume
element (RVE), parametrized in X ∈ B, where the microscopic field quan-
tities are determined. In general the macroscopic deformation gradient F
and the macroscopic first Piola-Kirchhoff stresses P are defined by suitable
surface integrals, see e.g. Schröder (2000). By application of some techni-
cally useful assumptions the macroscopic quantities can be reformulated in
terms of the volume averages over their microscopic counterparts, i.e.

F =
1

V

∫
B
F dV and P =

1

V

∫
B
P dV , (1)

respectively. Herein, V denotes the volume of a suitable RVE. In the se-
quel, macroscopic quantities are denoted as overlined quantities, i.e. (•).
Different stress measures, the Cauchy- or Kirchhoff stress tensors are then
calculated by

σ = (detF )−1P F
T

and τ = (detF )σ , (2)

respectively.

2.1 Boundary Value Problems at Different Scales

Neglecting acceleration terms the balance of linear momentum at the
macroscale reads Div[P ] + f = 0 in B, wherein f denotes the macro-
scopic volumetric force vector. The boundary conditions are given by u =

ũ on ∂Bu and t = P · n = t̃ on ∂BP , where u and t denote the macro-
scopic displacement and traction vectors, respectively. At the microscale
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the boundary value problem reads Div[P ] = 0 in B, where again acceler-
ation terms and volumetric forces are neglected. The boundary conditions
are derived from the macro-homogeneity condition, also referred to as Hill–
condition, see Hill (1963). It postulates that the macroscopic power is equal
to the volumetric average of the microscopic powers. Therefrom, we obtain
the three possible types of boundary conditions for the microscopic bound-
ary value problem, (i) the stress boundary condition t = PN on ∂B , (ii)
the linear boundary displacements x = FX on ∂B, and (iii) the periodic
boundary conditions

x = FX + w̃, w̃+ = w̃−, t+ = −t− on ∂B . (3)

Note that w̃ denotes fluctuations of the displacement field and that (•)+,
(•)− characterizes quantities at periodically associated points of the RVE-
boundary, for further details we refer to Miehe et al. (1999), Schröder (2000).
For a discrete formulation of the coupled micro-macro-transition the ba-
sic idea of the FE2-method is that a standard macroscopic boundary value
problem is computed, where at each integration point a microscopic bound-
ary value problem is driven by some of the above mentioned boundary
conditions. Focussing on periodic boundary conditions (iii) we solve the mi-
croscopic BVP and return the average of the resulting microscopic stresses
P according to Eq. (1)2 to the macroscale. At the microscale we consider
the weak form and its linear increment for a typical finite element

Ge =

∫
Be

δF̃ · P dV and ΔGe =

∫
Be

δF̃ · (A : ΔF̃ ) dV , (4)

with the microscopic nominal moduli A := ∂FP . The fluctuation parts of
the actual, virtual and incremental deformation gradient can be approxi-
mated by using standard ansatz functions for the fluctuation displacements
interpolating between the fluctuation parts of displacements d̃, virtual dis-
placements δd̃, and incremental displacements Δd̃. The resulting nonlinear
set of equations is solved by applying a Newton iteration and in the con-
verged state the macroscopic 1st Piola-Kirchhoff stresses are computed as
volumetric average over the microscopic ones. For details on deriving the
consistent macroscopic moduli we refer to Miehe et al. (1999); Schröder
(2000).

2.2 Elasto-Plastic Material Model at the Microscale

For the description of the material behavior of the individual phases on
the microscale an isotropic material behavior is assumed. For multiphase
steels it seems to be reasonable to use an isotropic finite elastoplasticity
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formulation based on the multiplicative decomposition of the deformation
gradient F = F e F p in elastic F e and plastic F p parts, see Kröner (1960),
Lee (1969). For details of the thermodynamical formulation as well as for
the numerical treatment we refer to Simo (1988, 1992), Simo and Miehe
(1992), Peric et al. (1992), Miehe and Stein (1992), and Miehe (1993). In
the sequel we give a brief summary of the used framework. The basic
kinematical quantities are

b = F F T = F e bp (F e)T , bp = F p (F p)T , and be = F e (F e)T . (5)

The spectral decomposition of the elastic finger tensor is considered, i.e.
be =

∑3
A=1(λ

e
A)

2nA ⊗ nA, where nA denotes the eigenvectors and λe
A the

eigenvalues of be. The strain energy function is then assumed to be of the
form ψ = ψe(be) + ψp(α), wherein α denotes the equivalent plastic strains.
Following Simo (1992) we use a quadratic strain energy function

ψe =
λ

2
[εe1 + εe2 + εe3]

2 + μ[(εe1)
2 + (εe2)

2 + (εe3)
2] (6)

in terms of the logarithmic elastic strains εeA = log(λe
A); λ and μ are the

Lamé constants. In order to model an exponential-type hardening of the
individual phases we apply the well-known function

ψp = y∞α− 1

η
(y0 − y∞) exp(−ηα) +

1

2
h α2 . (7)

Herein, y0 is the initial yield strength, y∞ and η describe an exponential
hardening behavior and h is the slope of a superimposed linear hardening.
The yield criterion is given by

φ = ||devτ || −
√

2

3
β ≤ 0 with β =

∂ψp(α)

∂α
. (8)

Herein, the Kirchhoff stresses are denoted by τ . The flow rule for the plastic
quantity is integrated using an implicit exponential update algorithm, which
preserves plastic incompressibility (Weber and Anand (1990), Simo (1992),
and Miehe and Stein (1992)). The first Piola-Kirchhoff stresses on the
microscale are computed by P = τ F−T . For the numerical implementation
we follow the algorithmic formulation in a material setting as proposed in
Klinkel (2000).

3 Characterization of Microstructure Morphology

For the analysis and reconstruction of microstructures an accurate char-
acterization and mathematical quantification of the microstructure is es-
sential. The basis for such analysis is typically a set of two-dimensional
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photographs of surfaces of the material, referred to as micrographs. These
micrographs should have a representative character and should therefore
be large enough to capture the characteristics of the microstructure. Due
to the fact that commonly only two-dimensional micrographs are available,
the abstraction of three-dimensional statistical measures from the analysis
of two-dimensional ones, referred to as stereology, is an efficient approach
to derive measures for the quantification of the real three-dimensional mi-
crostructure. Another possibility is to consider a stack of two-dimensional
micrographs, construct a three-dimensional geometry and directly calcu-
late three-dimensional statistical measures. Such measurements of stacked
micrographs can be done in an automated manner by e.g. the so-called
EBSD-FIB technology, see e.g. Konrad et al. (2006), Calcagnotto et al.
(2011).
The description of microstructures is based on statistical considerations,
see the basic literature in e.g. Beran (1968), Ohser and Mücklich (2000)
and Kröner (1971). Various statistical descriptors have been introduced in
the last decades, see. e.g. Exner and Hougardy (1986), Zeman (2003), or
Torquato (2002) for comprehensive overviews. Such descriptors can be di-
vided into scalar-valued quantities like e.g. some basic parameters such as
the volume fraction or the internal surface density, and statistical measures
of higher order.

3.1 Scalar-Valued Statistical Descriptors

Manymicrostructures can be interpreted as a collection of individual fea-
tures, e.g. the individual inclusions in an inclusion-matrix microstructure.
For their characterization feature parameters can be investigated. Not al-
ways a detailed analysis of the individual texture components is required and
scalar-valued quantities describing the microstructure in an overall manner
can be used. In the following sections feature parameters, cf. Exner and
Hougardy (1986), and basic field parameters following Ohser and Schladitz
(2006) are explained in detail.

Feature Parameters For the description of a feature B(i) various pa-
rameters can be analyzed. First, simple geometrical information such as
the volume V (i) :=

∫
B(i) dV , the surface S(i) :=

∫
∂B(i) dS or the associ-

ated quantities in a two-dimensional cross-section, the cross-section area
A(i) :=

∫
B(i)

C

dA and the circumference L(i) :=
∫
∂B(i)

C

dL can be considered.

The individual infinitesimal line, area, surface, and volume elements are
denoted by dL, dA, dS, and dV , respectively, see Fig. 1. These parameters
describe to some extent the size of the feature in three and two dimensions.
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∂B(i)
CB(i)

C

feature B(i)

∂B(i)

dA

dV

dS

dL

a) b)

Figure 1. a) Microstructure and b) extraction of one feature B(i).

An alternative is to consider a representative “diameter” D(i). For this pur-
pose the surface of the particle S(i) may be compared with the surface of a
sphere and then we obtain

S(i) = π(D(i))2 ⇒ D(i) =

√
S(i)

π
. (9)

For the representation of two-dimensional cross-sections further geometri-
cal parameters are often taken into account which are based on projection
lengths. These parameters are e.g. the vertical projection, the horizon-
tal projection, the maximal projection or the projection length p̂. The
projection length p̂ =

∑
j pj takes additionally into account overlapping

projections pj in the projection direction. Features can not only differ with
respect to their size, but also with respect to their shape. A rather simple
dimensionless parameter to describe a feature’s form can be defined as

F
(i)
SHP :=

4π

9

(V (i))2

(S(i))3
and F

(i)
SHP := 4π

L(i)

(A(i))2
, (10)

for the three- and two-dimensional case, respectively. A possibility to
capture the aspect ratios of a feature can be done in two dimensions by

F
(i)
ASP :=

√
I1/I2, wherein I1 and I2 denote the principle moments of iner-

tia. This measure does not only describe the actual aspect ratio of regular
structural elements as e.g. ellipsoids or rectangles but also of features of ar-
bitrary shape. For the description of the compactness of a two-dimensional
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feature the comparison of the polar moment of inertia with the one of a
circle having the same cross-section yields another reasonable parameter,

i.e. F
(i)
CP := (2π)−1 A(i)/(I1 + I2). Another reasonable shape measure char-

acterizes the waviness of the feature by comparing the surface with that
part of the surface which is convex. Then the three- and two-dimensional
waviness parameter reads

F
(i)
W :=

S
(i)
C

S(i)
and F

(i)
W :=

L
(i)
C

L(i)
, (11)

respectively, wherein S
(i)
C and L

(i)
C denote the convex part of the surface, i.e.

of the circumference. This measure is equal to one for convex features and
decreases for features of increasing non-convexity. The characterization of
the shape of two-dimensional features may also require symmetry aspects.
Then the symmetry parameter

F
(i)
SY M,j :=

pIj − z

pIj
with j = 1, 2 , (12)

can be considered. Herein, pIj represents the projection length in the direc-
tion of the principle axis associated with the moment of inertia Ij whereas z
denotes the distance of the other principle axis from its parallel that divides
the feature in two sections of the same cross-section area. For symmetric
features this parameter is equal to one. Further measures for the character-
ization of the shape of a feature the curvature κ(β) := 1/r(β) in a certain
tangential direction described by β can be taken into account and the two
additional feature parameters, the integral of mean curvature M (i) and the
integral of total curvature K(i), given by

M (i) :=
1

2

∫
∂B(i)

(
min
β

[κ] +max
β

[κ]

)
dS,

K(i) :=

∫
∂B(i)

min
β

[κ] max
β

[κ] dS ,

(13)

respectively, are considered. In two dimensions the dependency on the di-
rection angle β vanishes and the latter two feature parameters reduce to

M̂ (i) :=

∫
∂B(i)

C

κ dS and K̂(i) :=

∫
∂B(i)

C

κ2 dS . (14)

Field Parameters To obtain descriptors for randommicrostructures con-
sisting of different phases the feature parameters as e.g. the ones explained
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above can be considered and related to the observation space. Then, in
the general three-dimensional case, four basic parameters are obtained for

a phase (P ): the volume fraction P(P )
V := V (P )/V , the internal surface

density P(P )
S := S(P )/V , the density of the integral of the mean curvature

P(P )
M := M (P )/V , and the density of the integral of the total curvature

P(P )
K := K(P )/V . Herein the individual quantities represent the summation

over all features associated to one phase. Other often investigated quanti-
ties are obtained by relating the feature parameters of a phase (P ) to the
volume taken by the individual phase instead of the total volume. Then the

specific internal surface density P(P )
S,V p = S(P )/V (P ), the specific density of

the integral of the mean curvature P(P )
M,V p = M (P )/V (P ) and the total curva-

ture are given by P(P )
K,V p = K(P )/V (P ). While the volume fraction describes

how the volume of the individual phases assembles the microstructure, the
internal surface density is a measure for how fine the individual phases are
distributed. Aspects like convexity or non-convexity of the shape of individ-
ual phases can be characterized by the density of the integral of the mean
and the total curvature.
The above mentioned parameters require information regarding the three-
dimensional geometry of the individual phases, which is not available in
many applications. Then for some measures the three-dimensional quanti-
ties can be statistically estimated based on two-dimensional measurements.

The cross-section area fraction P(P )
A := A(P )/A0 and the point fraction

P(P )
P := N

(P )
p /N0

p of a phase (P ) are statistical expectation values for the
volume fraction, see Delesse (1848) and Glagolev (1934). Herein, A0 and N0

p

denote the analyzed cross-section area and the number of analyzed points,

respectively; A(P ) is the cross-section area associated to phase (P ) and N
(P )
p

is the number of points which are identified to be located in phase (P ) dur-

ing measurement. This means that the identity P(P )
V = P(P )

A = P(P )
P is

valid if the considered cross-section leads to a statistically representative
phase cross-section area A(P ) or the number of evaluated points is suffi-
ciently large. The internal surface density can also be calculated from one-
or two-dimensional measurements. Following Weibel (1980) the internal
surface density of a phase (P ) is equal to twice of the quotient of intersec-

tion points of a measurement line (number of intersection points N
(P )
p of a

measurement line L0 with the boundary line of the phase B(p)
C related to

the measurement line), i.e.

P(P )
S = 2

N
(P )
p

L0
=

4

π
P(P )
L with P(P )

L :=
L(P )

A0
. (15)
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The latter part of the equation shows that also the internal interface length

density P(P )
L is connected with the internal surface density by a factor of 4/π.

For the specific internal surface density a connection to the specific inter-

nal interface length density P(P )
L,Ap can be shown, too. Please note that

these identities are only valid for random microstructures and measurement
lines/areas that are large enough to be interpreted as statistically represen-
tative.

3.2 Statistical Measures of Higher Order

In this section parameters of higher order are explained which are able to
capture more morphological and/or textural information. Many statistical
measures of higher order are based on ensemble and volume averages. En-
semble averages represent averages that are calculated for a series of samples
at a certain position and volume averages are calculated for only one sam-
ple as an average over the positions in this sample. Please note that in this
section ensemble averages are denoted by overlined quantities.

Extension of Scalar-Valued Parameters In order to capture direction-
dependent information a set of scalar-valued parameters can be considered.
This set contains the values of simple parameters which are based on line
measurements evaluated for different directions. For this purpose a classi-
fication of all directions into a set of direction vectors ni|i = 1, 2 . . . ndir is
considered with ndir denoting the number of discrete directions to be ana-
lyzed. Then, suitable scalar-valued parameters are computed for each dis-
crete direction and included in a set of parameters. For a ndim-dimensional
measurement space a (ndim − 1)-dimensional set of parameters is obtained
due to the possible parameterization of the directions in polar- or spherical
coordinates. Another often used measure is the chord-length density going
back to Matheron (1975), see also Torquato and Lu (1993), which is defined
as the probability of finding a certain chord length in a phase of interest P .
The chord-length describes the sum of all line segments that are inside phase
P measured along one line of infinite length.
However, in each direction only one (mean) value can be computed and
therefore these one-dimensional (or vector-valued) parameters are of lim-
ited applicability when describing complex microstructures.

Orientation Distribution Function In microstructures where different
domains are characterized by different orientations (e.g., polycrystals), ori-
entation distribution functions (ODFs) are typically considered to describe
the texture. These ODFs are defined as the volume fraction of grains with
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a certain direction, i.e. P(ng)
ODF := V (ng)/V , with the direction vector ng.

Typically, for the analysis of polycrystals, Euler angles are used instead
of a direction vector and therefore, the ODF leads technically to a 2-/3-
dimensional set of parameters for 2-/3-dimensional measurement spaces,
respectively. However, since one type of information, here the orientation,
is measured this descriptor can also be interpreted as a one-dimensional set
of parameters.

n-Point Probability Functions Statistical data of higher order is cap-
tured by the n-point probability functions introduced in Brown (1955).
Let D(P )(α) denote the domain occupied by the considered phase P in
the particular sample α, then the indicator function

χ(P )(x) =

{
1, if x ∈ D(P ),
0, otherwise ,

(16)

identifies the associated phase in a given microstructure. The indicator
function fulfills in every point x the relation

∑n
P=1 χ

(P )(x) = 1 for n phases.
The n-point probability function often also referred to as n-point correlation
function considers the probability that n points x1, . . .xn are located in the
phase P . Then the n-point probability function reads

S(P )
n (x1, . . .xn) = χ(P )(x1, α)χ(P )(x2, α) . . . χ(P )(xn, α) . (17)

For statistically homogeneous microstructure the n-point probability func-
tion does not depend on the absolute position in space and difference vectors
between the particular points x1(i+1) = x(i+1) − x1|i = 1 . . . (n− 1) can be
considered. If additionally ergodicity is assumed where the ensemble aver-
age over a set of samples can be replaced by the volumetric average over
only one sample B the definition transforms to

S(P )
n (x12, . . .x1n) = lim

V →∞
1

V

∫
B
χ(P )(y)χ(P )(y + x12) . . . χ

(P )(y + x1n) dy .

(18)
With view to practical applications the analysis of samples with infinite size
is impossible and therefore, it is assumed that a sufficiently large sample can
be investigated instead. Furthermore, n-point probability functions of lower
order are often analyzed in order to keep computational costs low.
The probability function of first order (one-point probability function) is
given by

S(P )
1 (x) = χ(P )(x, α) , (19)

representing the probability that a point x is placed in phase P . The one-
point probability function coincides with the first basic parameter, the phase
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fraction. For ergodic microstructures the alternative expression in terms of
volumetric averages reads

S(P )
1 =

1

V

∫
B
χ(P )(x) dx , (20)

wherein x represents position vectors to any point in the considered do-
main B. If a discrete image of N = Nx × Ny pixels with N, Nx, Ny ∈ N

of one representative sample of an ergodic microstructure is analyzed and
each pixel is linked with its associated physical dimension, then the one-
point probability function is computed by

S(P )
1 =

1

NxNy

Nx−1∑
p=0

Ny−1∑
q=0

χ(P )(p, q) (21)

wherein p and q represent the pixel positions in the binary image. The color
of each individual pixel is linked with a certain phase P , i.e. for two-phase
microstructures binary images may first be generated using standard image
processing algorithms. Of course the evaluation of this summation leads to
the highest possible accuracy for a given image resolution since all possible
positions are evaluated. However, in most cases it is more efficient to only
evaluate Eq. (21) at a sufficient number N r < N with N r ∈ N of random
positions and then the equation

S(P )
1 = lim

Nr→∞

⎡⎣ 1

N r

Nr∑
j=0

χ(P )(pj , qj)

⎤⎦ (22)

holds. Herein, the pixel positions for each random generation j are denoted
by pj and qj . Since the one-point probability is equal to the phase fraction
and therefore a scalar-valued quantity it only represents a special case of an
n-point probability function providing limited statistical information.
The second-order function (two-point probability or autocorrelation func-
tion) is given by the ensemble average

S(P )
2 (x1,x2) = χ(P )(x1, α)χ(P )(x2, α) , (23)

which represents the probability that two points are located in phase P .
For ergodic microstructures we again replace the ensemble average by the
volumetric average and obtain the expression

S(P )
2 (y) =

∫
B
χ(P )(x)χ(P )(x+ y) dx . (24)
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When evaluating the two-point probability function for discrete two-dimen-
sional image data with a number of N = Nx × Ny pixels, the function is
calculated by

P(P )
S2

(m, k) :=
1

Ñ

pM−1∑
p=pm

qK−1∑
q=qk

χ(P )(p, q)χ(P )(p+m, q + k) (25)

with m, k ∈ N and m ∈ [−(Nx − 1), . . . (Nx − 1)], k ∈ [0, . . . Ny − 1],

Ñ = (pM − 1− pm)(qK − 1− qk), and the minimum and maximum values

pm = max[0,−m] , pM = min[Nx, Nx −m] ,

qk = max[0,−k] , qK = min[Ny, Ny − k] .
(26)

As for the one-point probability function a more efficient method for the
computation of the second-order probability function with a tolerable de-
viation is to evaluate only a suitable number of N r < N random points.
If periodic microstructures are to be analyzed it is sufficient to consider
only the periodic unitcell, then the two-point probability function for two-
dimensional data is computed by

P̃(P )
S2

(m, k) =
1

NxNy

Nx−1∑
p=0

Ny−1∑
q=0

χ(P )(p, q)χ(P )(p+m, q + k) . (27)

For statistically homogeneous and statistically isotropic microstructures the
n-point probability function is invariant with respect to the orientation of
y and only the magnitudes play a role. Then, the second-order probability

function reduces to S(P )
2 (y), wherein y is the length of the translational

vector y. Then, if the two-point probability function is computed for one
representative sample of an ergodic microstructure by evaluating random
pairs of points in a discrete sense we consider the representation

S(P )
2 (xmk) =

1

N r

Nr∑
j=1

χ(P )(pj , qj)χ
(P )(pj +mj , qj + kj) . (28)

Herein, xmk := xmk(mj , kj) denotes a reasonably defined difference magni-
tude. Typically, the maximum value of the two-point probability function
is found for xmk = 0, or m = 0, k = 0 which represents the value of the one-
point probability function S1, i.e. the phase fraction. For isotropic media
it then decays to its asymptotic value of S2

1 .
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Spectral Density A strong correlation to the two-point probability func-
tion is given by the spectral density for the indicator function defined in
Eq. (16). For discrete measurement data in a two-dimensional setting the
(discrete) Fourier transform for a phase P is calculated by

F (P )(m, k) =

Nx−1∑
p=0

Ny−1∑
q=0

exp

(
2 i πmp

Nx

)
exp

(
2 i π k q

Ny

)
χ(P )(p, q) . (29)

The discrete spectral density is then computed by the multiplication of the
discrete Fourier-transform with its conjugate complex

PSD :=
1

2πN
|F|2 , (30)

wherein the total number of pixels is given by N . It is remarked that
the spectral density is correlated with the two-point probability function in
terms of the Fourier-transform

S(P )
2 =

1

N
(F (P ))−1[F (P )[χ(P )]F (P )[χ(P )(α)]] , (31)

cf. Zeman (2003). Herein, F (P ) and (F (P ))−1 denote the discrete- and
the inverse discrete Fourier transform for phase P . Since direct information
concerning the periodicity of a given microstructure is provided by the spec-
tral density, this measure may be of particular interest when the challenge
is to simplify a (in general non-periodic) real microstructure by a periodic
one. A main advantage of using the spectral density compared to the two-
point probability function is that there exist a variety of efficient algorithms
for the computation of the discrete Fourier transform as for instance the
“FFTW” (“Fastest Fourier Transform in the West”) library, developed at
the Massachusetts Institute of Technology by M. Frigo and S.G. Johnson.

Lineal-Path Functions The lineal-path functions proposed in Lu and
Torquato (1992) describe the probability that a complete line segment−→z := −−−→x1x2 between two points x1 and x2 is located in the same phase.
For its mathematical description we consider the modified indicator func-
tion

χ
(P )
LP (−→z ) =

{
1, if −→z ∈ D(P ),
0, otherwise ,

(32)

checking if a whole line segment is located in the domain D(P ) of phase P .
Then the lineal-path function is given by the ensemble average

P(P )
LP (−→z ) = χ

(P )
LP (−→z , α) . (33)
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For statistically homogeneous microstructures the origin of the line segment
vanishes and the only dependency is on the orientation and length of the line
segment. In this case we are able to reformulate the alternative definition
for an arbitrary position x as

P(P )
LP (y) = χ

(P )
LP (

−−−−−−−−−−−→
x(α)[x(α) + y], α) , (34)

wherein y denotes the difference vector governing the line segment. If the
microstructure to be analyzed is statistically isotropic the definition reduces

to P(P )
LP (y), wherein y is the length of the line segment vector y. An im-

portant extreme value of P(P )
LP (y) is lim

y→0
P(P )
LP (y) = PV , showing that the

lineal-path function becomes the phase fraction for vanishing magnitudes y;
for the length of the line segment tending to infinity the lineal-path function

tends to zero, i.e. lim
y→∞P(P )

LP (y) = 0. In addition to that, a correlation to the

chord-length density is proven in Torquato (2002) for statistically isotropic
media. For the calculation of lineal-path functions in discrete represen-
tations of statistically homogeneous and ergodic microstructures only one
representative sample needs to be analyzed. Then, the lineal-path function
is calculated by

P(P )
LP (m, k) =

1

Ñ

pM∑
p=pm

qK∑
q=qk

χ
(P )
LP (−→y ) . (35)

Herein, the discrete line segment and the total number of pixels are−→y = [p+m, q + k]T and Ñ = (pM − 1− pm)(qK − 1− qk). The summation
bounds given in Eq. (26) have to be considered. For periodic unitcells the
lineal-path function is computed by

P̃(P )
LP (m, k) =

1

NxNy

Nx−1∑
p=0

Ny−1∑
q=0

χ
(P )
LP (−→y ) . (36)

Efficient procedures for the calculation of the lineal-path function can be
obtained by defining suitable templates, cf. Zeman (2003). Such a template
consists of Tx × Ty entries characterized by the coordinates (m, k) having
either the value one or zero. The value one means that the associated line
segment defined by the difference vector from the origin to the associated
coordinates (m, k) is part of the analysis, zero means the contrary. Then
each line segment defined by the template is compared with the original
image for each admissible position (p, q). Lineal-path functions are invariant
with respect to reflections of line segments. For discrete images each line
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segment to be analyzed has to be defined in an integer manner, which
means that for each end position of line segments (m, k) a unique discrete
line segment has to be constructed in the template. For this purpose the
classical Bresenham algorithm (Bresenham (1965)) can be used. In most
cases it is not necessary to compute a complete lineal-path function. The
first possibility to improve the efficiency of the algorithm is to reduce the
size of the template according to a characteristic maximal particle size. A
second possibility is to reduce the number of analyzed line segments; inmost
cases it will be sufficient to analyze only a certain set of line orientations. As
a third possibility it may not be required to evaluate the indicator function
for all positions in the original image. It may be sufficient to place the
line segments defined in the template at a random position and repeat this
process a number of Nr times, then the discrete form of the lineal-path
function reads

P(P )
LP = lim

Nr→∞
1

N r

Nr∑
j=1

χ
(P )
LP (−→yj) , (37)

with the line segments −→y j = [pj + m, qj + k]T . The random positions
represented by the three-dimensional coordinates (pj , qj) have to fulfill

pm ≤ pj ≤ pM − 1 , qk ≤ qj ≤ qK − 1 , (38)

following Eq. (26) for random microstructures and

0 ≤ pj ≤ Nx − 1 , 0 ≤ qj ≤ Ny − 1 , (39)

for periodic unitcells. With a view to practical applications a sufficiently
large number of random points N r that have to be evaluated can be com-
puted from standard statistics.

n-Point Cluster Functions Connectivity between points is not incorpo-
rated if lower order point probability functions are considered. The lineal-
path function takes into account the connectivity since the affiliation of line
segments to a certain phase is analyzed. However, the issue of percolation
can not be captured and then the n-point cluster function can be taken into
account. For this purpose the indicator function

χ
(P )
CL(

−→z ) =

{
1, if −→z ∈ D(P ),
0, otherwise ,

(40)

is considered, which analyzes if the whole connection line −→z connecting a
number of n points x1,x2 . . .xn is located in the domain D(P ) of phase P .
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This connection line represents the shortest connection of the points going
through phase P if possible. Then the n-point cluster function is defined as
the ensemble average of the indicator function

C(P )
n (−→z ) = χ

(P )
CL (

−→z , α) . (41)

This function represents the probability that a connection line between a
number of n points is located in phase P . For ergodic microstructures the
consideration of a volumetric average instead of an ensemble average can
be taken into account and the n-point cluster function is given by

C(P )
n (x1,x2, . . .xn) = lim

V→∞

∫
B
χ
(P )
LP

(−→z (y + x1,y + x2, . . .y + xn), α
)
dy ,

(42)
with −→z denoting the connection line between the points y+x1,y+x2, . . .y+
xn. Herein, y realizes a shift relative to the origin of a considered measure-
ment domain B. For practical applications cluster functions of lower order
as e.g., the two-point cluster function as proposed in Torquato et al. (1988)
are of particular importance. This function is defined by

C(P )
2 (x1,x2) = χ

(P )
LP (−→z (x1,x2), α) , (43)

and for ergodic microstructures where the ensemble average over a set of
samples is replaced by a volumetric average over only one sample we obtain

C(P )
2 (x1,x2) = lim

V→∞

∫
B
χ
(P )
LP

(−→z (y + x1,y + x2

)
dy . (44)

For the calculation in discrete representations of statistically homogeneous
and ergodic microstructures the two-point cluster function is calculated by

P(P )
CL (m, k) =

1

Ñ

pM−1∑
p=pm

qK−1∑
q=qk

χ
(P )
CL

(−→y (p+m, q + k)
)
. (45)

Herein, Ñ = (pM − 1 − pm)(qK − 1 − qk) denotes the total number of
elements, typically pixels, and the summation bounds are given by Eq. (26).
The connection lines → y are computed from points located at [p, q] to
points located at [p +m, q + k]. For periodic unitcells the cluster function
is computed by

P̃(P )
CL (m, k) =

1

NxNy

Nx−1∑
p=0

Ny−1∑
q=0

χ
(P )
LP

(−→y (p+m, q + k)
)
. (46)
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With contrast to the lineal-path function the definition of templates is not
possible since the connection lines are not unique for every combination of
points. Therefore, the calculation of the connection lines is typically com-
putationally expensive and requires rather sophisticated algorithms. One
possibility to decrease computational costs is to reduce the number of an-
alyzed point combinations. As a further possibility the evaluation for all
positions in the original image may not be required. Then a sufficiently
large number of N r random positions can be evaluated and the two-point
cluster function reads

P(P )
CL = lim

Nr→∞
1

N r

Nr∑
j=1

χ
(P )
CL

(−→yj(x1j ,x2j)
)

(47)

wherein the random positions x1j = [pj , qj ]
T and x2j = [pj +mj , qj + kj ]

T

have to fulfill the conditions given in Eq. (38) for random microstructures
and Eq. (39) for periodic unitcells. For two-dimensionalmicrostructures the
associated bounds have to be considered. Regarding practical applications
a sufficiently large number of random points N r has to be considered.

Graphical Visualization Different visualization schemes are considered
for the individual statistical measures of higher order. The visualization of
two-dimensional data sets is explained by means of an example focusing on
the oversimplified academic unitcell of a periodic microstructure shown in
Fig. 2a. The image is parameterized by the index pair [p, q] and its size is
Nx ×Ny = 10 × 10 pixels; the phase fraction of the inclusion phase P = I

is P(I)
V = (13 pixels)/(100 pixels) = 0.13. The spectral density, the complete

two-point probability function and the complete lineal-path function are
computed, see Fig. 2c,d,b, respectively. Please note that the horizontal and
vertical axis in the visualizations of the statistical measures are associated
with the index m and k. The origin of the coordinate system is located
in the center for the spectral density and in the lower center for the two-
point probability and the lineal-path function. The results are depicted

as normalized values: for the lineal-path function (P̃(I)
LP (m, k)/P(I)

V ) and

the two-point probability function (P̃(I)
S2

(m, k)/P(I)
V ) the distributions are

normalized with respect to their maximum value which is always equal to
the phase fraction and always located at the origin m = 0, k = 0. For the
spectral density first the trivial entry at m = 0, k = 0 is deleted because the
spectral density provides relative information, i.e. the individual entries give
the weights for the individual frequencies, and thus, the trivial entry does
not provide information. Then, the remaining distribution is normalized
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Figure 2. Example for statistical measures calculated for the inclusion
phase (P = I) morphology: a) Binary dataset of microstructure; graphical
illustrations of the normalized b) lineal-path function, c) spectral density
and d) two-point probability function.

with respect to its maximum value, i.e. P(I)
SD(m, k)/max[P(I)

SD(m, k)]. The
visualization of the results is color-coded in greyscale where white represents
the limit value 1 and black the limit value 0.
As an example for the interpretation of the statistical measures we consider
the line segment m = 2, k = 2 exemplarily marked in Fig. 2a. Its associ-
ated value of the lineal-path function is then marked in Fig. 2b. Since the
given line segment can be found 5 times in the microstructure the associated

value of the lineal-path function is P̃(I)
LP (2, 2) = 5/100 which corresponds to

a normalized value of 5/13 ≈ 0.39 which in turn corresponds to a medium
grey color. This means that the probability of finding a line segment with
m = 2, k = 2 in the microstructure is approximately 40 %.
The associated value of the two-point probability is marked in Fig. 2d and
now the number of pairs of pixels in the inclusion phase with a distance
of m = 2, k = 2 is also 5. Therefore the color is the same in the plot
of the two-point probability function as the one for the lineal-path func-
tion and the probability of finding that particular pair of pixels is again
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SSRVE (unitcell)

Hy

Hx hx

hy

a) b)

Figure 3. a) complex (non-periodic) RVE for a two-phase microstructure
with arbitrary inclusion morphology and b) simplified periodic microstruc-
ture with SSRVE.

approximately 0.4. The difference between those two statistical measures
becomes clear by noticing that for the lineal-path function (Fig. 2b) only
non-vanishing entries are observed in diagonal direction. This is obvious
since connected line segments with a length larger than 2 pixels are only
found in the original image (Fig. 2a) in diagonal direction as well. When
comparing this with the two-point probability function we observe that fur-
ther non-vanishing entries exist also in directions differing from the diagonal
one. This directly results from the fact that repeating pixels in different di-
rections exist. For instance, the upper and lower two pixels of the inclusion
in Fig. 2 are the only two pairs of pixels that have a horizontal distance of
6 pixels. This oriented distance (m = 6, k = 0) is able to be detected twice.
Hence, the probability of finding this distance in a microstructure of the

dimension 10× 10 pixels is P̃(I)
S2

(6, 0) = 2/100 = 0.02.

4 Statistically Similar RVEs

In the context of computational homogenization schemes the challenging
task is the estimation and identification of a representative volume ele-
ment (RVE). In most cases a usual RVE for a random inclusion/matrix-
microstructure is determined by the smallest possible sub-structure which
still leads to a qualitatively and quantitatively realisticmacroscopicmaterial
behavior. However, such RVEs are typically too complex for efficient cal-
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culations. Thus, the construction of statistically similar RVEs (SSRVEs),
which are characterized by a lower complexity than the smallest possible
random sub-structures, is described here for the reduction of computational
costs, cf. Schröder et al. (2010). The basic idea in this context is to replace
an in general non-periodic RVE with an arbitrary complex inclusion mor-
phology by a periodic one composed of optimal periodically arranged unit
cells, see Fig. 3. The main effort is that in FE2 calculations only the periodic
unit cell needs to be considered as a RVE provided that periodic boundary
conditions are applied. The lower complexity of the unit cell then leads to a
lower number of degrees of freedom in the finite element discretization and
reduces the computational cost.
For the construction of such SSRVEs the approach proposed here is based
on the ideas for microstructures with circular inclusions presented in Povirk
(1995). There, the position of the circular inclusions with constant and
equal diameters is optimized by the minimization of a least-square func-
tional taking into account the side condition that the spectral density of the
periodic RVE should be as similar as possible to the one of the non-periodic
microstructure. Motivated by this approach we consider a reasonable pa-
rameterization γ of the inclusion phase in the SSRVE. Then, the optimal
SSRVE defined by the parameterization γ̃ is calculated by minimizing a
least-square functional such that

γ̃ = arg

{
min
γ

[
nsm∑
L=1

ω(L)L(L)(γ)

]}
, (48)

wherein the individual least-square functionals for different statistical mea-
sures L are computed by

L(L)(γ) =
(
Preal

(L) − PSSRV E
(L) (γ)

)2
, (49)

cf. Balzani et al. (2009). A number of nsm statistical measures L(L)

describing the inclusion morphology is taken into account. The individ-
ual least-square functionals take into account the squares of differences of
the individual statistical measures Preal

(L) and PSSRV E
(L) (γ) computed for a

real (complex) microstructure, referred to as target structure, and for the
SSRVE, respectively. The weighting factors ω(L) levels the influence of the
individual measures. Here, splines are used for the two-dimensional param-
eterization of the inclusion phase morphology, and thus, the coordinates of
the sampling points enter the general vector γ, i.e.

γ := [x̂1 , ŷ1 , x̂2 , ŷ2 , . . . x̂nsp , ŷnsp ]
T (50)

with the number of sampling points nsp.
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4.1 Optimization Method

Due to the discrete character of the statistical measures entering the min-
imization problem (48), the energy surface is not smooth and therefore,
typically no gradient-based optimization method can be applied. To over-
come these difficulties themoving frame algorithm described in Balzani et al.
(2010) is applied. For this purpose random initial sampling point coordi-
nates x0,k, y0,k are generated first, which direct to the sampling point M0,k.
Then further nmov random points Mj,k(xj,k, yj,k) with j = 1 . . . nmov in a
frame of the size 2a×2a are generated, see Fig. 4a, and the objective function
is evaluated for each generated sampling point. Then the initial sampling
point moves to the sampling point M0,k+1 defined by the lowest value of L
and the iteration counter is initialized liter = 0, see Fig. 4b. If the frame
center remains unaltered, i.e. no lower value of L is found in this iteration
step (M0,k+1 = M0,k+2), we set liter = liter +1, see Fig. 4c. If the stopping
criterion liter = litermax is reached, the actual minimal value of L is inter-
preted as local minimum associated to the starting value. In addition, this
procedure is repeated a predefined number of cycles with different random
starting values. If a high fraction of minimizers of the individual optimiza-
tion cycles leads to similar sampling point coordinates, then we choose this
result as an appropriate solution. In order to improve the method the frame
size a can be modified depending on the difference |d| and liter . Further-
more, a combination with a line-search algorithm is implemented, where L
is also evaluated at a number of nline points interconnecting the frame cen-
ter point M0 with the random points M1,M2, . . .Mnmov .
Different possibilities for the solution of non-smooth optimization problems
can be found in e.g. Kolda et al. (2003), Conn et al. (2009) and Mäkelä and
Neittaanmäki (1992).

M4

M1

M3

M4

M2

M1

M3

M2
frame k

a

a

M0 ⇐ M1

L(M0,k) :
M1

frame k + 1

new random Mj

for j = 1...4:

L(M0,k+1)

if L(Mj,k+1) >
if L(M1,k) <

frame k + 2 =̂ frame k + 1

M0

M0

M0
d

a) b) c)

Figure 4. Moving frame algorithm: optimization frames a) k, b) k+1 and
c) k + 2, cf. Balzani et al. (2009).
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4.2 Mechanical Verification

In order to incorporate microstructure information mainly governing the
macroscopic response, no macroscopic mechanical measures are taken into
account in the least-square functional (48). Since the degree of microstruc-
ture complexity in the SSRVE is a priori unknown different complexity
levels need to be considered. Then for each resulting SSRVE a mechanical
verification has to be performed in order to estimate the required degree of
complexity. For this purpose a mechanical multiscale error analysis is con-
sidered where the macroscopicmechanical response of the individual SSRVE
realizations is compared with the response of the target structure. Three
different two-dimensionalmacroscopic virtual experiments are considered in
the x-y-plane: (i) horizontal uniaxial tension, (ii) vertical uniaxial tension
and (iii) simple shear. At themicroscale a discretization by triangular Finite
Elements with quadratic ansatz functions for the displacements are consid-
ered. Furthermore, plain stress conditions and periodic boundary conditions
are applied. Based on the resulting macroscopic stress-strain response we
define the relative errors rx, ry and rxy for each individual evaluation point
i, i.e.

r
(i)
j =

σreal
j,i − σSSRV E

j,i

σreal
j,i

with j = x, y, xy , (51)

where only values with non-vanishing denominators are taken into account.
In addition to that, the average errors over the total number of evaluation
points nep for each experiment

r̃j =

√√√√ 1

nep

nep∑
i=1

[r
(i)
j ]2 with r

(i)
j := rj

(
i
n �lmax/l0

)
(52)

and the overall comparative measure

r̃∅ =
√

1
3 (r̃

2
x + r̃ 2

y + r̃ 2
xy) (53)

are taken into account for quantitative statements with respect to the per-
formance of the individual SSRVEs.

5 Analysis of SSRVEs for a Virtual Target Structure

To show the performance of the proposed method and to analyze the in-
fluence of individual statistical measures, SSRVEs are constructed first for
a virtually generated target microstructure. This target structure is con-
structed such that an oriented inclusion morphology is obtained which leads
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to a macroscopically anisotropic response. Then, the mechanical response
of the SSRVEs is compared in simple virtual experiments with the response
of the target structure. To provide quantitative estimations for the ac-
curacy of the individual considered least-square functionals, a mechanical
error analysis is performed.
The virtual target structure is obtained by applying the Boolean method,
where a certain two-dimensional space of interest is first completely filled
with the inclusion material. Then, ellipsoids with the semi-axis ax and ay of
predefined aspect ratios, here ax/ay = 14.3, and random semi-axis
ax ∈ [3, 6]μm are randomly placed in the space of interest. This process
is stopped if a certain phase fraction of PV = 0.1872 is reached. The re-
sulting binary image is shown in Fig. 5a. Subsequently, the boundaries of
the inclusion phase are smoothened and a Finite-Element discretization is
automatically constructed, see Fig. 5b. Here, 14,982 triangular Finite Ele-
ments with quadratic ansatz functions for the displacements are taken into
account.
For the mechanical analysis we consider a simple J2-plasticity model with
isotropic hardening at the microscale for the description of the mechanical
behavior of the individual constituents. This model uses an exponential von
Mises type hardening law and is described in Section 2. Fig. 6 shows the
used material parameters and the macroscopic mechanical response of the
target structure in the three virtual experiments. The results of the tension
tests show the macroscopic anisotropic behavior of the target structure.

5.1 Analysis of Basic Parameters and Spectral Density

Four different types of SSRVEs are considered: one convex inclusion param-
eterized by three sampling points (type I), one inclusion with four sampling

a) b)
ax/ay = 14.3, ax ∈ [3, 6] PV = 0.1872 , nele = 14,982 , ndof = 60,410

Figure 5. Considered target microstructure: a) result of the Boolean
method and b) smoothened inclusion phase boundaries with FE-
discretization.
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Figure 6. Material parameters of the individual constituents (left) and the
macroscopic mechanical response of the target structure in the three virtual
experiments (right).

points (type II), and two inclusions with three and four sampling points each
(type III and type IV), respectively. Illustrations of these types are shown
in Fig. 7. During the optimization process the inclusions are constricted to
be located inside the frame of the unitcell such that no spline intersects the
limits of the unitcell. First, the significance of several statistical measures
on their influence on the quality of the SSRVEs is analyzed. In detail, sep-
arately the specific internal surface, the specific integral of mean curvature
and the spectral density are considered as statistical measures. In all cases
the phase fraction is additionally taken into account. Please note that due
to the fact that two-dimensional analysis are performed the two-dimensional
counterparts of the scalar-valued basic parameters are calculated.

Specific internal surface For the incorporation of the phase fraction PV

and the specific internal surface PS as statistical measures the least-square

I: nsp = 3 II: nsp = 4 III: nsp = 6 IV: nsp = 8

Figure 7. Considered SSRVE types with spline sampling points .
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functional

L1(γ) = ωV

(
1− PSSRV E

V (γ)

Ptarget
V

)2

+ ωS

(
1− PSSRV E

S (γ)

Ptarget
S

)2

(54)

is considered. The weighting factor ωV and ωS are set to one. The results
of the optimization process are shown in Fig. 8. Decreasing values of the
minimized value of the objective function with an increasing number of
sampling points is observed. This is reasonable since the number of sampling
points somehow correlates with the complexity of the SSRVE type. On the
other hand, this also induces a higher quantity of finite elements in the
discretization with an increasing number of sampling points.
In order to study the SSRVE’s capability to reflect the mechanical response
of the target structure we compare the mechanical errors described in Sec-
tion 4.2. The error values and their standard deviations for the virtual
experiments based on the SSRVEs constructed by L1 are shown in Table 1.
Note, that the rows are sorted by the two categories of convex and non-
convex inclusions, i.e. the first two rows show the SSRVE types with convex
inclusions and the following rows the ones with the non-convex inclusions.
As we can see the results for the horizontal tension test show significantly
higher mechanical errors than for the vertical tension. This also shows the
theoretical impossibility of the specific internal surface density to charac-
terize oriented microstructures that lead to a macroscopically anisotropic
response. The overall comparative mechanical error r̃∅ decreases in the
two categories with an increasing number of finite elements, which seems to
be physically reasonable. Furthermore, it is observed that the mechanical
response of even the most complex SSRVE type IV deviates by approxi-
mately 4 %.

I: nele = 566 II: nele = 658 III: nele = 982 IV: nele = 1130

L1 = 0.0188 L1 = 1.5 · 10−9 L1 = 1.5 · 10−9 L1 = 2.4 · 10−10

Figure 8. Discretizations of the SSRVEs resulting from the minimization
of L1.; nele denotes the number of finite elements in the discretization.
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Table 1. Values of the objective function L1 and the errors r̃ using the
SSRVEs shown in Fig. 8.

SSRVE L1 ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 0.0188 2394 12.44 ± 2.83 0.39 ± 0.40 9.18 ± 3.18 8.93

III 1.5·10−9 4058 9.12 ± 2.09 4.68 ± 1.35 2.16 ± 1.12 6.05

II 1.5·10−9 2762 9.67 ± 2.18 0.27 ± 0.16 2.23 ± 1.09 5.73

IV 2.4·10−10 4650 6.52 ± 1.43 3.00 ± 0.85 0.66 ± 0.17 4.16

Specific Integral of Mean Curvature Now the specific integral ofmean
curvature in combination with the phase fraction is investigated. The asso-
ciated least-square functional reads

L2(γ) = ωV

(
1− PSSRV E

V (γ)

Ptarget
V

)2

+ ωM

(
1− PSSRV E

M (γ)

Ptarget
M

)2

, (55)

where PM denotes the specific integral of mean curvature. The weight-
ing factors ωV and ωM are set to one again. The resulting realizations of
SSRVEs are depicted in Fig. 9.
We notice that again the horizontal tension test shows rather large mechan-
ical errors in contrast to the vertical tension. Thereby, it is again shown
that also the specific integral of mean curvature is not able to represent the
main anisotropy directions. The overall mechanical error r̃∅ is compara-
ble with the ones obtained for the specific internal surface density and no
significant improvement can be observed. However, a strange behavior is
observed for the category with the non-convex inclusions since here an in-
crease of r̃∅ is observed for an increasing number of inclusions and thereby
a higher complexity.

I: nele = 560 II: nele = 628 III: nele = 762 IV: nele = 1598

L2 = 0.2648 L2 = 8.5 · 10−4 L2 = 8.5 · 10−4 L2 = 8.5 · 10−4

Figure 9. Discretization of the SSRVEs resulting from the minimization of
L2. nele denotes the number of finite elements in the discretization.
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Table 2. Values of the objective function L2 and the errors r̃ using the
SSRVEs shown in Fig. 9.

SSRVE L2 ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 0.2648 2370 11.58 ± 2.66 0.33 ± 0.20 2.40 ± 0.65 6.83

III 8.5·10−4 3178 9.79 ± 2.21 2.65 ± 0.57 0.84 ± 0.19 5.88

II 8.5·10−4 2642 9.02 ± 2.00 0.58 ± 0.31 0.85 ± 0.18 5.24

IV 8.5·10−4 6522 10.20 ± 2.32 1.22 ± 0.54 1.99 ± 0.90 6.04

Spectral Density The results from the previous analyses show that sta-
tistical measures need to be incorporated that at least also capture the
main anisotropy directions of the microstructure. Therefore, additionally
the (discrete) spectral density (SD) for the inclusion phase is considered. In
order to end up in a more efficient optimization procedure a relevant area
of the spectral density is defined. For this purpose the complete spectral
density of the target structure is computed and normalized before optimiza-
tion. Since the target structure consists of 200 × 200 pixels the number of
entries in the complete spectral density is 200 × 200. Then the spectral
density is rebinned to the size 20 × 20, which seems to be reasonable be-
cause the important characteristics of the spectral density are maintained
by rebinning. For a further enhancement of the numerical procedure, the
minimal rectangular sub-area of the rebinned spectral density is identified,
where no entry higher than a predefined threshold value of 0.02 is placed
outside of the relevant area. Then only this rebinned relevant area of the
spectral density with the size 4× 12 enters the least-square functional. The

I: nele = 546 II: nele = 780 III: nele = 1046 IV: nele = 1384

L3 = 0.0144 L3 = 0.0133 L3 = 0.0127 L3 = 0.0100

Figure 10. Discretization of the SSRVEs resulting from the minimization
of L3. nele denotes the number of finite elements in the discretization.
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Table 3. Values of the objective function L3 and the errors r̃ using the
SSRVEs shown in Fig. 10.

SSRVE L3 [10
−2

] ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 1.44 2314 11.80 ± 2.70 1.35 ± 0.30 1.53 ± 0.35 6.91

III 1.27 4350 7.85 ± 1.74 1.24 ± 0.25 5.83 ± 2.37 5.69

II 1.33 3250 9.48 ± 2.15 0.96 ± 0.54 0.78 ± 0.41 5.52

IV 1.00 5666 5.04 ± 1.14 0.59 ± 0.25 4.52 ± 1.84 3.92

associated least-square functional reads

L3(γ) = ωV LV (γ) + ωSD LSD(γ) (56)

wherein the individual least-square functionals for the phase fraction PV

and the spectral density PSD are given by

LV =

(
1− PSSRV E

V (γ)

Ptarget
V

)2

LSD =
1

NxNy

Nx∑
m=1

Ny∑
k=1

(Ptarget
SD (m, k)− PSSRV E

SD (m, k,γ)
)2

,

(57)

respectively. Herein, Nx and Ny denote the number of pixels in the relevant
area. The weighting factors ωV and ωSD are set to one again.
In Fig. 10 the resulting SSRVEs from the optimization process are shown.
Again the three virtual experiments are performed and themechanical errors
are computed. Table 3 shows the corresponding values. As can be seen
for the horizontal- and the vertical tension tests a reasonable decreasing
mechanical error is observed with an increasing number of sampling points.
This is however not the case for the simple shear test such that the overall
mechanical error r̃∅ does not show a significant improvement again. It seems
that although the spectral density turns out to be a statistical measure
suitable for the description of directional information it seems not to be
sufficient for a characterization of a random microstructure.

5.2 Enhanced Construction Method

Since the results of the analysis in the previous section turn out to be
unsatisfying an enhancement may be obtained by modifying the technical
construction method of the SSRVE itself. First, the previous SSRVEs are
allowed to interpenetrate themselves or other inclusions and therefore un-
typical inclusions as shown in Fig. 7 for Type II and IV are obtained. This
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Figure 11. Illustration of improved SSRVE-construction method ensuring
periodic extensibility: a) required splines with the sampling points and b)
resulting binary SSRVE image (center) with the periodic expansion (trans-
parent).

leads also to Finite Element discretizations with singularities at the inter-
section points which should be avoided for numerical reasons. Second, it
might be too restrictive to assume that no inclusion crosses the unitcell
boundaries.
Therefore, now SSRVEs are constructed ensuring that no intersections of
splines with themselves and each other occur via checking admissible co-
ordinates and/or a penalty approach. Consequently, inclusion geometries
as shown in Fig. 7 for Type II and IV are not permitted. Additionally,
inclusions are enabled to be located at the SSRVE’s boundaries. This re-
quires a construction which ensures periodic extensibility. For this purpose
the construction procedure is as follows: The sampling point coordinates
are allowed in a specified space ((Nx + 2 f Nx) × (Ny + 2 f Ny)) where a
certain spatial overlap factor f with respect to the SSRVE space of inter-
est (Nx × Ny) is taken into account. This means that the sampling point
coordinates have to match

xi ∈ [−fNx, Nx+fNx] , yi ∈ [−fNy, Ny+fNy] for i = 1 . . . nsp . (58)

In the analysis performed in this contribution the overlap factor is set to
f = 0.1 and a SSRVE-resolution of Nx × Ny = 60 × 60 pixels is consid-
ered. The resulting splines are shown exemplarily in Fig. 11a as dark (blue)
splines. Then, the SSRVE is periodically expanded by inserting the gen-
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I: nsp = 3 II: nsp = 4 III: nsp = 6

IV: nsp = 8 V: nsp = 9

Figure 12. Five considered SSRVE-types with spline sampling points.

erated splines at the periodic positions, cf. the lighter (brown) splines in
Fig. 11a. In order to preclude inclusions that intersect with themselves
or with others, this construction procedure is repeated until a permitted
unitcell is obtained and a resulting binary image of the SSRVE as shown
in Fig. 11b is constructed. Furthermore, we consider an additional SSRVE
type containing three inclusions with three sampling points each. A total
number of five different SSRVE types are therefore analyzed, see Fig. 12.
Another aspect is the incorporation of an additional statistical measure of
higher-order. In preceding investigations (Balzani et al. (2009, 2010)) it
appears, that the spectral density seems to be a suitable measure capturing
information concerning periodicity as well as direction-depended informa-
tion and it is relatively efficient to be computed compared to the complete
two-point probability function. Therefore, the spectral density as well as the
phase fraction are considered further on. Even if “only” a three-point prob-
ability function is considered as an additional measure, the procedure will
likewise be very expensive to be computed since the three-point probability
function has a much higher dimension of solution space than the two-point
probability function. Therefore, the lineal-path function may be a further
reasonable statistical measure since it has the same solution space as the
two-point probability function and it captures further information with re-
spect to the type of connectivity of points and therefore the connectedness
of inclusions. This information is rather not covered by the spectral density.
Conversely, information regarding relative distances between the inclusions
can not be represented by the lineal-path function, but it is one of the main
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Target: nele = 14982 I: nele = 532 II: nele = 694

L3 = 22.51 · 10−3 L3 = 5.87 · 10−3

III: nele = 708 IV: nele = 816 V: nele = 790

L3 = 2.98 · 10−3 L3 = 1.17 · 10−3 L3 = 0.84 · 10−3

Figure 13. Target structure and discretization of the SSRVEs with cor-
responding relevant area of the spectral density (right) resulting from the
minimization of L3.

features of the spectral density. Consequently, in the sequel we analyze the
improvements eventually achieved by the modified construction technique
and/or by incorporating additionally the lineal-path function. The same
artificial target structure shown in Fig. 5 is considered.

Spectral Density The least-square functional including the phase frac-
tion and the spectral density is considered first, see Eq. (56) and again
the weighting factors are set to one. Minimizing the functional with re-
spect to the sampling point coordinates of the splines yields the SSRVEs
whose discretization is shown in Fig. 13. It can be observed that the num-
ber of finite elements nele, that is required for a suitable discretization,
increases with increasing complexity of the SSRVE. In addition to that,
the value of the computed minimum of the objective function is decreasing
from L3 = 22.51 · 10−3 for Type I to L3 = 0.84 · 10−3 for Type V. This is
kind of obvious since an increasing complexity of the inclusion morphology
coincides more or less with an increase of the number of sampling points,
which liberates the optimization problem given in Eq. (48). For the visual
comparison the rebinned relevant areas of the spectral density are provided
on the right hand side of the microstructure images. The spectral density of
Type V obviously matches the spectral density of the target structure most
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Table 4. Values of the objective function L3 and the errors r̃ using the
SSRVEs shown in Fig. 13, ndof denotes the number of global degrees of
freedom of the finite element discretization.

SSRVE L3 [10
−3

] ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 22.51 2254 8.44 ± 1.96 0.66 ± 0.22 0.95 ± 0.22 4.92

III 2.98 2962 2.43 ± 0.86 1.72 ± 0.40 5.06 ± 2.07 3.39

V 0.84 3290 0.14 ± 0.15 0.09 ± 0.06 3.08 ± 1.24 1.78

II 5.87 2914 2.56 ± 1.29 0.54 ± 0.26 9.12 ± 3.40 5.48

IV 1.17 3402 1.14 ± 0.39 0.97 ± 0.44 4.38 ± 1.85 2.67

accurately, significantly more than Type I. For the mechanical comparison
of the SSRVEs with the target structure the three virtual experiments are
calculated using the FE2-scheme. For a better quantitative comparative
analysis, the average errors, together with their standard deviation, and the
overall mechanical comparative measures are given in Table 4.

First, it is observed that the order of magnitude of the least-square func-
tion regarding the phase fraction LV is twice to four times lower than the
one regarding the spectral density LSD. Since we are interested in SSRVEs
where the phase fraction matches very well with the phase fraction of the
target structure the choice of ωV = ωSD = 1 seems to be reasonable. Sec-
ond, it can be observed that with increasing complexity in each category
(convex- and non-convex inclusions) the overall comparative error decreases
in general and Type V turns out to yield the best mechanical correspon-
dence to the response of the target structure. However, when analyzing the
individual average errors for the three virtual experiments a relatively high
value of r̃xy = 3.08 is obtained for the simple shear test. Although the other
two experiments of SSRVE Type V fit rather well the response of the target
structure, the simple shear test is only partly represented accurately. In
turn, the rather simple SSRVE Type I provides the best representation of
the simple shear test, but the horizontal tension test is reflected less accu-
rately such that the overall comparative measure is r̃∅ = 4.92. We conclude
that an improvement in the individual tests can be observed but the overall
results of the SSRVEs are still not satisfying.

Spectral Density and Lineal-Path Function The objective function
given in Eq. (56) is extended by the lineal-path function in order to incorpo-
rate further statistical measures of higher order. This leads to the objective
function

L4(γ) = ωV LV (γ) + ωSD LSD(γ) + ωLP LLP (γ) , (59)
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with the additional least-square function for the lineal-path function
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1
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LP (m, k,γ)
)2

. (60)

The weighting factors are set such that the order of magnitude of the in-
dividual least-square function values are in a reasonable range. From that
we end up with ωV = ωSD = 1 and ωLP = 10. To achieve an efficient
optimization procedure the definition of a relevant area is used for the spec-
tral density again. Due to the fact that computing the lineal-path function
demands even more operations than computing the spectral density, an im-
proved calculation method is required here, too. Therefore, only a number
of 40 line orientations distributed uniformly between the horizontal and the
vertical direction is taken into account by an appropriate definition of the
template, cf. Fig. 14b. Furthermore, the size of the template which is con-
sidered for the computation of the lineal-path function of the SSRVEs can
be significantly reduced by considering the typical length of inclusions in the
target structure. For this purpose, the complete lineal-path function taking
into account a template size Tx × Ty = 399 × 200 px2 is computed for the
target structure before optimization, see Fig. 14a. Then, all values which
are lower than a specified threshold value of 0.1 are set to zero. This defines
the relevant template analogous to the way the relevant spectral density is
identified. This leads to the fact that the size of the lineal-path function
and the template size coincide and the specific size Tx × Ty = 63× 9 px2 is
considered for the analysis performed here. In Fig. 14 blue boxes mark the
relevant regions of the lineal-path function and the template.

a) b)

Figure 14. a) Lineal-path function of the target structure and b) the used
template in order to improve the computational performance. The blue
boxes mark the relevant region taking into account during the optimization
procedure.
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Target: nele = 14982 Type I: nele = 730 Type II: nele = 772

L4 = 34.56 · 10−3 L4 = 7.76 · 10−3

Type III: nele = 726 Type IV: nele = 918 Type V: nele = 738

L4 = 5.04 · 10−3 L4 = 1.97 · 10−3 L4 = 1.65 · 10−3

Figure 15. Target structure and discretization of SSRVEs with correspond-
ing relevant area of the spectral density (right) and the lineal-path function
(bottom) resulting from the minimization of L4.

The objective function (59) is minimized with respect to γ and the SSRVEs
as illustrated in Fig. 15 are obtained. Again, a similar behavior of the
objective function is observed. For an increasing complexity of the SSRVE-
type the value of the minimized objective function decreases from L4 =
34.56 · 10−3 for Type I to L4 = 1.65 · 10−3 for Type V. Obviously, the abso-
lute values of the minimized objective functions for the individual SSRVE
types is now slightly higher than for L3, because an additional least-square
functional is taken into account. For a comparative analysis of the mechani-
cal response the averagemechanical errors as well as the overall comparative
measures are given in Table 5.
The most suitable SSRVE with the lowest overall comparative error is
Type V. Although Type I also leads to a rather low value of r̃∅, the average
error for the horizontal tension test is rather high with r̃x = 4.11. In turn,
SSRVE Type V yields low average errors for all three virtual experiments
and yields the best approximation of the overall mechanical behavior of the
target structure. Moreover it is observable, that the SSRVE types based on
a convex inclusion interface, i.e. 3 sampling points for each inclusion, show
better results compared to the corresponding SSRVE types with 4 sampling
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Table 5. Values of the objective function L4 and the errors r̃ using the
SSRVEs shown in Fig. 15, ndof denotes the number of global degrees of
freedom of the FE-discretization.

SSRVE L4 [10
−3

] ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 34.56 3054 4.11 ± 1.28 1.05 ± 0.30 0.49 ± 0.30 2.47

III 5.04 3042 1.87 ± 0.67 0.89 ± 0.20 3.03 ± 1.29 2.12

V 1.65 3082 0.32 ± 0.21 0.49 ± 0.13 1.47 ± 0.70 0.91

II 7.76 3238 7.74 ± 1.92 0.73 ± 0.32 6.39 ± 2.81 5.81

IV 1.97 3814 3.20 ± 0.78 0.86 ± 0.35 3.78 ± 1.58 2.90

points for each inclusion. Compared to the results obtained from minimiz-
ing L3, we can conclude that the incorporation of statistical measures of
higher order seems to be promising, since the additional incorporation of
the lineal-path function yields significantly improved SSRVEs.

5.3 Analysis of Macroscopically Inhomogeneous Problems

In this section themost suitable SSRVE, which is constructed in the previous
section, is applied to macroscopically inhomogeneous FE2-simulations to
show the applicability of SSRVEs in more realistic engineering problems.
These computations are performed using FEAP with an embedded self-
written FE2-environment, whereby the solution of themicroscopic boundary
value problem is achieved by the application of the direct solver SuperLU
(Vers. 3.1), for details see Demmel et al. (1999).

Radially Loaded Circular Disc As a first example a macroscopically
inhomogeneous FE2-simulation based on the SSRVE at the microscale is
compared with the one obtained by using the complex target structure at
the microscale. The considered problem is a radially expanded circular
disc with a hole, see Fig. 16a for the macroscopic boundary value prob-
lem. The outer radius is ro = 3.0 cm and the inner radius is ri = 0.5 cm.
The disk is discretized with 244 triangular elements with quadratic ansatz
functions and plain strain conditions are considered. During the simulation
the outer radius is driven by a radially orientated displacement condition
from u(t = 0) = 0mm up to u(t = tmax) = 1.725mm. At the microscale
periodic boundary conditions are applied and at first the target structure is
considered where a discretization with 5452 quadratic triangular elements
(21930 degrees of freedom) is taken into account, see Fig. 16b. Second,
the SSRVE Type V constructed by minimizing the objective function L4

is considered at the microscale, where a discretization with 738 quadratic
triangular elements (3082 degrees of freedom) is considered. In Fig. 16c
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the finite element mesh of the considered SSRVE (regular colors) with its
periodic expansion (transparent colors) of comparable size is shown. It is
emphasized that for the FE2-simulation only the unitcell of the periodic
microstructure is considered as the SSRVE (regular colors) and taken into
account by applying periodic boundary conditions.
First, the macroscopic response of both simulations is compared. Therefore,
Fig. 17 shows the stress distributions σ11 = σxx, σ22 = σyy and σ33 = σzz

in the radially expanded disk at the final load step. When comparing the
response of the second simulation, where the SSRVE is considered at the mi-
croscale (second row), with the first one based on the target structure (first
row), a qualitatively and quantitatively similar stress response is observed
at the macroscale. To get a quantitative estimation of the accordance the
relative deviation

rσii (x) =
∣∣∣[σtarget

ii (x)− σSSRV E
ii (x)

]/
max
x

[
σtarget
ii (x)

]∣∣∣ (61)

with i = 1, 2, 3 is defined as a function of the position x in the disk. This
relative error describes the difference of the macroscopic stresses between
both simulations relative to the maximal stress of the target structure at
each macroscopic point. From the corresponding plots in the third row of
Fig. 17 a relative deviation lower than 5% for all three stress components is
observed. However, the maximum values of the relative deviation are rather
localized, thus, a similar behavior of the macroscopic stress response can be
concluded when comparing the response obtained for the SSRVE with the
one based on the target structure. It is worthwhile mentioning that the
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Figure 16. a) Macroscopic BVP: radially expanded circular disk with a
hole discretized with 244 quadratic triangular elements under plain strain
conditions; discretization of the b) target structure with a reduced number
of nele = 5452 finite elements and c) of the SSRVE Type V based on L4

(with its periodic expansion).
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Figure 17. Macroscopic stress distribution for a) σ11, b) σ22 and c) σ33

of the FE2-simulations based on the target structure (first row) and the
SSRVE (second row), and the relative deviations a) rσ11

, b) rσ22
and c) rσ33

comparing these two results (third row), taken from Brands (2012).

macroscopic stress response shows a relatively low anisotropic character,
although the virtual experiments in the last section show a significantly dif-
ferent behavior for the horizontal- and the vertical tension test. In Fig. 17c
the contour plot of σ33 is quite close to a rotational-symmetric distribu-
tion. A more pronounced anisotropic response can be expected for larger
expansions.
Nevertheless, when comparing the microscopic stress distributions at dif-
ferent positions in the disk, a rather strong anisotropic character may be
observed. To show this, Fig. 18 provides the von Mises stress distribution
at the final load step in the disk (σvM ) as well as in the microstructures
(σvM ) at different macroscopic positions. For this multiscale comparison
three different macroscopic points are considered, which are located at the
same distance from the inner boundary close to the inner radius of the disk.
The symbols in the upper right corner of the images for the microscopic
response represent the link to the macroscopic position and the grey area
behind the microstructure indicates the undeformed configuration. The
maximum stress levels at the analyzed microstructures differ at the individ-
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Figure 18. Results of the FE2-simulations based on a) the target structure
and b) the SSRVE with the von Mises stress distributions in the deformed
microstructures for three selected positions, taken from Brands (2012).

ual macroscopic points significantly from approximately 1200 MPa to 1800
MPa due to the anisotropy of the RVEs. This represents a rather anisotropic
character at the microscale although the macroscopic von Mises stress dis-
tribution is close to a rotational-symmetric one. In addition to that, the
maximal stress levels at the microscales are significantly larger than the
ones at the macroscale. The latter two issues may play an important role
with respect to failure initialization analysis, since the microscopically ob-
servable orders of magnitude and positions of maximum stress levels can
not be observed in purely macroscopic simulations.
If we compare the microscopic results related to the same macroscopic point
of the simulation based on the SSRVE with the one based on the target
structure, again similar stress levels are observed. Furthermore, the quali-
tative response at themicroscale is similar, too. This accentuates the perfor-
mance of the SSRVE and shows that it seems to be possible to approximate
the response of random microstructures by much simpler SSRVEs.
Finally, the profit with respect to the costs of data storage of the history
variables is enormous when using SSRVEs compared with the chosen target
structure. In the proposed approach the required data storage capacity
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is approximately reduced about 95 %, for the considered coupled micro-
macro boundary value problem and the computation time is significantly
reduced. These are of course only rough estimates based on the considered
discretizations.

Deep-Drawing of a Hat-Profile As a second example the deep-drawing
of a sheet metal made of a micro-heterogeneous steel is simulated here.
During a deep-drawing process the sheet metal is stretched into the desired
part shape by pushing a tool on the sheet and forcing it into a die. The
plastic deformations resulting from the tensile strain enable that the desired
shape remains after removing the tools. Structural components made by
this method can be found in many fields, e. g. automotive bodies and fuel
tanks as well as kitchen sinks, cans and cups.
Before the forming process starts the sheet metal is clamped by a blank
holder over the drawing die. The die has a cavity representing the desired
outer shape of the part. By pushing the punch into the sheet, the material
is drawn into the die cavity. After reaching the final loading position the
clamping is released by removing the blank holder and the punch is moved
out of the sheet. In Fig. 19 the loading and unloading is schematically
shown including the aforementioned schedule for the releasing of the sheet
metal. In contrast to the multiscale analysis presented in the previous sec-
tion here no simulation is performed on basis of the target microstructure.
Although the number of integration points at the macroscopic boundary
value problems does not differ strongly from the radially loaded circular
disc, the simulation here exhibits a higher complexity due to the applica-
tion of the contact formulation and requires a higher number of load steps.
Here, the focus is to show that SSRVEs can be used to make such more re-
alistic and practically relevant multiscale simulations computable in rather
reasonable time.

a) b)

➀➁

➂

Figure 19. a) deep-drawing and b) unloading steps of a deep-drawing pro-
cess of a hat profile; the numbers represent the order of tool release.
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Figure 20. Discretization of the macroscopic BVP with 165 linear quadri-
lateral elements under plain strain condition.

For the computation the process is simplified to a two-dimensional boundary
value problem with plain strain conditions and furthermore exploit sym-
metry of the problem. In Fig. 20 the macroscopic discretization of the
sheetmetal based on 165 linear quadrilateral elements using a 4-Gauss-point
quadrature is depicted. Horizontal displacement boundaries are applied to
the nodes at the left end of the sheet representing the symmetry condition.
For a detailed view on the results of the microscale we consider three dif-
ferent locations along the sheet. In the final state they should be located
near the punch radius (I), in the vertical section (II) and near the die radius
(III), see Fig. 20. The contact of the tools are realized through a frictionless
penalty contact. For the analyzed hat profile we consider a punch radius
of 7mm, a die radius of 6mm and a drawing depth of 45.7mm. The sheet
has a half width of 100mm and a thickness of 1.4mm. In order to per-
form an efficient computation we use the most suitable SSRVE obtained in
the previous section at the microscale. The discretization of the SSRVE is
shown in Fig. 16c and it consists of 738 quadratic triangular elements and
3082 degrees of freedom. Applying periodic displacement boundary condi-
tions to its edges we achieve the boundary value problem at the microscale,
which is solved at each macroscopic integration point during the nonlinear
FE-simulation. For each locations along the sheet three points at different
thickness positions are considered: near the i) top side (���), ii) center (©)
and iii) bottom side (�). For these overall nine macroscopic points we
analyze the microscopic results at the final load and unload step.
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σvM σvM σvM

σvM

Figure 21. Location I, final load step: distribution of the von Mises stresses
at the macroscopic and three microscopic boundary value problems, taken
from Brands (2012).

σvM

σvM σvM σvM

Figure 22. Location II, final load step: distribution of the von Mises
stresses at the macroscopic and three microscopic boundary value problems,
taken from Brands (2012).
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σvM

σvM σvM σvM

Figure 23. Location III, final load step: distribution of the von Mises
stresses at the macroscopic and three microscopic boundary value problems,
taken from Brands (2012).

After the deep-drawing is finished, see Fig. 21, we observe a different stress
distribution in the three microstructures at location I. This aspect can be
addressed to the different loading states within the sheet in direction of
thickness due to the bending by the punch radius. Consequently, near the
bottom side a compression zone arises, which can be observed by a shorten-
ing of the horizontal edge length of the associated RVE (�). The opposite
– a tension zone – can be observed near the top side, since the edge of
the RVE (©) is longer in the deformed configuration. Since near the cen-
ter of the sheet the neutral axis should appear, the RVE located near this
location (©) shows a lower stress maximum compared to both the other
positions. At location II (Fig. 22) we also observe different stress distri-
butions in the related microstructures but all three RVEs show a similar
elongation of the edges, which are orientated in longitudinal direction. The
differences in the stresses may result from the previous forming process by
the die radius and the related plastic deformation. But with further progress
the formed shape is rolled back to a straight sheet and, consequently, the
differences in the length are removed. The final load state at location III
and the associated results at the microscale are shown in Fig. 23. Therein,
we observe qualitatively similar deformation and stress states at the differ-
ent positions along the sheet thickness. Again we measure compression in
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σvM σvM σvM

σvM

Figure 24. Location I, unloaded situation: distribution of the von Mises
stresses at the macroscopic and three microscopic boundary value problems,
taken from Brands (2012).

the RVE associated to the position close to the die radius and tension at
the opposite side of the sheet. One possible explanation can be a similar
bending characteristic, which is applied to the sheet during the forming pro-
cess by the die radius. Summarizing, at all locations we observe a strong
discrepancy between the maximal stress level at the microscale and the re-
lated macroscopic location. This aspect is important with respect to failure
analysis, where the initialization of crack propagation at the microscale is
to be investigated.

In Fig. 24, 25 and 26 the stress distribution in the released sheet and the
related microstructures are shown. All stress states are relaxed compared
to their counterpart at the final load step in Fig. 21-23, but the discrepancy
of the maximal stress levels between macro- and microscale still remains.
From the deformation state of the macroscopic BVP we observe a typi-
cal phenomenon, the spring back behavior, which occurs typically in many
metal forming processes after the release of the specimen. The right end of
the sheet is moved up, cf. upper left subframe in Fig. 24, compared to its de-
formed shape in the final load step, cf. upper left subframe in Fig. 21. This
behavior is explained by the release of the elastic deformations, which were
stored in the sheet during the loading. In many research fields the spring
back is a crucial topic, since the final shape of the deformed specimen is
strongly influenced by this phenomenon.
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σvM

σvM σvM σvM

Figure 25. Location II, unloaded situation: distribution of the von Mises
stresses at the macroscopic and three microscopic boundary value problems,
taken from Brands (2012).

σvM

σvM σvM σvM

Figure 26. Location III, unloaded situation: distribution of the von Mises
stresses at the macroscopic and three microscopic boundary value problems,
taken from Brands (2012).
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If we measure the deformations of the three microstructures at location I
along their horizontal reference axis we again observe the aforementioned
elongation of the RVE at the top side located structure, a nearly unchanged
RVE at the center and a compressed one at the bottom side. As also
mentioned before, this behavior is addressed to the nearly pure bending
at this location of the sheet. Whereas at the location II we observe a
shear in the microstructure at the top and bottom side of the sheet. In
the center shear is only slightly observable. At location III similar states
arise compared to those at location I. However, a significantly higher stress
level at the macroscale and the microscale occurs compared to the other
locations. This could be caused by either the smaller die radius and/or the
higher tensile force at this location in the sheet.
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6 SSRVEs for a DP Steel Microstructure

In the previous section we analyze the construction of SSRVEs based on
an artificial target structure of a two-phase material leading to a macro-
scopically anisotropic material response. Here, we study the applicability
of the proposed method to a real microstructure of a two-phase material.
Advanced high strength steels are important with respect to automotive
constructions due to their higher stability and formability at a lower weight
compared to common steels. The material behavior of these steels is mainly
governed by the microstructure which in case of DP-steels consists of a fer-
ritic matrix and a martensitic inclusion phase. Fig. 27a shows the binary
image of a characteristic DP-steel microstructure.

6.1 Construction of SSRVEs for a Real Microstructure

The micrograph of a DP-steel as shown in Fig. 27a serves as target structure
in the following analysis. For the constitutive modeling of the individual
constituents we use again the finite J2-plasticity model with a von Mises
type hardening law described in Section 2. The material parameters given
in the table in Fig. 6 are used for the matrix and the inclusion phase. For
the SSRVE construction that least-square functional is used which turns
out in the last section to yield the “best” results in the mechanical tests.
Consequently, we use the functional given by Eq. (59), where the volume
fraction, the spectral density and the lineal-path function is taken into ac-
cout and consider the weighting factors ωV = ωSD = 1, ωLP = 10. Since
the enhancements discussed in Section 5.2 show satisfying results in the
previous section, those construction principles are taken into account here,
too. Consequently, five different SSRVE types (I-V) are considered, which

a) b)

Figure 27. a) Real microstructure of a dual phase steel and b) the
discretization of the structure by 38,594 triangular finite elements with
quadratic ansatz functions.
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Figure 28. Macroscopic mechanical response of the real microstructure in
the three virtual experiments.

preclude any intersections of the splines and enable the periodic extensibil-
ity for splines located at the SSRVE’s boundaries. The minimization of the
least-square functional with respect to γ for the five different SSRVEtypes
results in the structures depicted in Fig. 29. Again, for each category of
SSRVEtypes (convex and non-convex inclusions) a decreasing value of the
objective function minimum from L4 = 39.41 · 10−3 to L4 = 4.22 · 10−3 is
observed with an increase of inclusions (and finite elements). For a com-
parision of the mechanical response first the stress-strain response in the
three macroscopically homogeneous virtual experiments investigated in the
previous section are considered, cf. Fig. 28.
As it is observed in the previous section the overall comparative error r̃∅
shows that SSRVE type V appears to be the “best” SSRVE, see Table 6.
There it can be seen that also the overall comparative mechanical error
decreases with an increase of inclusions and finite elements.

Table 6. Values of the objective function L4 and the errors r̃ using the
SSRVEs shown in Fig. 29, ndof denotes the number of global degrees of
freedom of the FE-discretization.

SSRVE L [10−3] ndof r̃x [%] r̃y [%] r̃xy [%] r̃∅ [%]

I 39.41 2254 1.16 ± 0.29 1.58 ± 0.39 3.34 ± 0.91 2.24

III 8.66 2962 0.26 ± 0.20 2.24 ± 0.52 0.41 ± 0.22 1.32

V 4.22 3290 1.12 ± 0.35 0.92 ± 0.26 1.10 ± 0.23 1.05

II 9.29 2914 8.24 ± 2.10 2.10 ± 0.31 7.45 ± 2.87 6.53

IV 3.70 3402 2.22 ± 0.80 4.89 ± 1.24 2.43 ± 1.22 3.40
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Target: nele = 38,594 Type I: nele = 656 Type II: nele = 582

L4 = 39.41 · 10−3 L4 = 9.29 · 10−3

Type III: nele = 670 Type IV: nele = 708 Type V: nele = 850

L4 = 8.66 · 10−3 L4 = 3.70 · 10−3 L4 = 4.22 · 10−3

Figure 29. Target structure (real micrograph) and discretization of
SSRVEs with corresponding relevant area of the spectral density (right hand
side of each microstructure) and the lineal-path function (beneath the mi-
crostructure images) resulting from the minimization of L4; nele denotes the
number of finite elements.

6.2 Analysis of the Bauschinger Effect

Typically the Bauschinger effect is observed for DP-steels, which results
from a kinematic hardening observed at the macroscale. Thus, a virtual
cyclic compression test is analyzed where the mechanical response of the
“best” SSRVE (Type V) from above is compared with the response of the
target structure. In the literature several parameters are defined which
quantify the Bauschinger effect. Here, a suitable Bauschinger factor is de-
fined as

fB = (|σI | − σII)
/
|σI | (62)

cf. Fig. 30. This factor is zero for the case where no kinematic hardening
occurs and increases for an increasing kinematic hardening. The setup of the
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a)

ε̄
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b) c)

Figure 30. a) Illustration for the calculation of the Bauschinger factor, b)
the real (target) microstructure and c) the SSRVE type V.

boundary value problem is almost identical to the horizontal tension test,
introduced in Section 4.2, however the load scenario involves compression
up to Δl/l0 = −0.05, tension back to Δl/l0 = 0 and then further tensile
loading. The resulting stress-strain diagrams are displayed in Fig. 31 and
from that we compute the Bauschinger factors

f
real

B =
447− 328

447
= 0.27 and f

SSRV E

B =
440− 348

440
= 0.21 . (63)

As can be observed the stress-strain response as well as the Bauschinger
factor of the SSRVE is similar to the one of the target structure. Interest-
ingly, a significantmacroscopic kinematic hardening is observed although no
kinematic hardening is considered in the individual phases. This is a result
of the complex interactions between the different phases showing a different
plastic behavior. At the microscale the distribution of the σ11-stress is com-
pared for the two different microstructures, see Fig. 32. At the size level
of a typical inlusion in the real RVE the stress distribution is also similar
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Figure 31. Stress-strain response of the a) real (target) microstructure

(f
real

B = 0.27) and b) SSRVE type V (f
SSRV E

B = 0.21) in the compression-
tension test.
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a)

σ11

b)

σ11

Figure 32. Distribution of the σ11-stress in the a) real (target) microstruc-
ture and b) SSRVE type V at maximum compression.

compared with the distribution in the SSRVE. We summarize that not only
a similar mechanical response is observed at the macroscale but also at the
microscale.

6.3 Application to Inhomogeneous Boundary Value Problem

To show the capability of the “best” SSRVE in a macroscopically inhomo-
geneous FE2-simulation a radially loaded circular disk with a hole is cal-
culated. The disk is discretized by 252 triangular elements with quadratic
ansatz functions and plain strain conditions are considered. The outer ra-
dius of the disk is ro = 4 cm and the inner radius is ri = 2 cm, see Fig. 33a.
The load is applied on the inner side of the disk as Dirichlet condition which
pull the inner border radially inwards up to a displacement of u = 0.35 cm.

u

u

u

uu

ro

ri
u

u
u

σvM

a) b)

Figure 33. Radially loaded circular disc: a) macroscopic boundary value
problem and b) the von Mises stress distribution resulting from a purely
macroscopic calculation.
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Figure 34. a) Material parameters for the finite J2-plasticitymodel applied
at themacroscale, comparision of themechanical behavior resulting from the
purely macroscopic calculation with the response resulting from the FE2-
simulation based on the target microstructure for the three virtual tests: b)
horizontal tension, c) vertical tension and d) simple shear test.

In a first simulation a purely macroscopic computation is analyzed where
the phenomenological elasto-plastic material model described in Section 2
is applied. The material parameters are adjusted such that the mechanical
behavior in the three virtual experiments matches the macroscopic response
of the target structure as similarly as possible. The material parameters are
provided in Fig. 34a. A comparision of the mechanical response of the FE2

computation using the real (target) microstructure and the purely macro-
scopic computation is shown in Fig. 34b-d. It is observed that not all tests
can be represented by the simple purely macroscopic material law, which
shows the complexity of themechanical behavior of themicro-heterogeneous
material. The resulting von Mises stress distribution in the disk from the
purely macroscopic calculation is depicted in Fig. 33b and only a slightly
graded stress distribution with a range about 350 MPa at the outer side
to 430 MPa at the inner side is observed. These results are now compared
with the FE2-simulation using the SSRVE TypeV at the microscale.
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In Fig. 35 the results of this FE2-simulation are depicted, where the macro-
scopic response is shown on the top at the left hand side. The stresses range
at the macroscale from about 400 MPa at the outer side to 630MPa at the
inner side. This distribution shows a wider range with higher maximum
stress values compared with the purely macroscopic calculation. Further-
more Fig. 35 shows the distributions of von Mises stresses inside the SSRVEs
for three different macroscopic locations, which are designated by the sym-
bols (�,�,�). The maximum stress level of approximately 1000MPa is
significantly higher at the microscale than at the macroscale. This shows
one of the advantages of a FE2-simulation because it offers a more critical
view on the (maximal) stress levels since it incorporates the stress distribu-
tions at the microscale. This is important with respect to the initialization
of failure.

σvM

σvM

σvM

σvM

Figure 35. Results of the FE2-simulation based on SSRVE Type V with
the von Mises stress distributions in the deformed macroscopic disc and in
the deformed microstructures of three different macroscopic locations.
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σvM

Figure 36. Distribution of the relative error rσvM defined in Eq. (64)
regarding the von Mises stresses at an inner radial displacement u =
0.0012 cm.

Finally, the above FE2-simulation is compared with a simulation where
the target structure is considered at the microscale. Since this leads to a
computationally highly expensive calculation a lower radial displacement of
u = 0.0012 cm is prescribed at the inner boundary. For the comparison of
the mechanical response of both calculations the relative error

rσvM
(x) =

∣∣∣∣∣∣σ
target
vM (x)− σSSRV E

vM (x)

max
x

[
σtarget
vM (x)

]
∣∣∣∣∣∣ , (64)

is defined. The resulting distribution of this relative error is depicted in
Fig. 36. Themaximum error is approximately 2% and inmost of the domain
lower than 1%. Thus, we conclude that also the FE2-simulation of the
macroscopically inhomogeneous boundary value problem using the SSRVE
at the microscale leads to satisfying results compared to those based on
the real microstructure. However, the computation time is dramatically
reduced for the SSRVE-based calculation: the calculation based on the real
microstructure is 200 times slower than the simulation based on the SSRVE.

7 Conclusion

In this contribution a method for the construction of statistically similar
representative volume 0 (SSRVEs) was described. These SSRVEs serve as



Construction of Statistically Similar Volume Elements 409

more efficient RVEs compared to typically used RVEs since the geomet-
rical complexity and therefore the number of finite elements required for
the discretization at the microscale have been significantly reduced. The
basic assumption of this method was that the macroscopic mechanical re-
sponse of the considered material is strongly governed by the morphology
of the microstructure. Starting from that, the SSRVEs were constructed
based on the minimization of an objective function considering the differ-
ences of statistical measures computed for a random microstructure and for
the SSRVE. The method was applied to different (target) microstructures
in order to show the applicability of the thereby constructed SSRVEs. In a
first sensitivity study some basic scalar-valued parameters turned out to be
not sufficient for an the construction of appropriate SSRVEs, and statistical
measures of higher order (spectral density and lineal-path function) were
analyzed. Macroscopically inhomogeneous FE2-simulations were performed
including the deep-drawing procedure of a hat profile where the SSRVE was
used at the microscale. By constructing a SSRVE for a real microstructure
of a DP-steel and by comparing with calculations based on the original
real microstructure it was shown that the presented method yields also
reasonable results regarding real microstructures. In this example the com-
putation time resulting from the calculation where the SSRVE was used
was 200 times faster than the calculation based on the target structure.
Summarizing, the proposed method enables the construction of SSRVEs
which capture the main attributes of random microstructures and which
still show a similar mechanical response. However, such SSRVEs have a
less complex microstructure and require therefore a lower number of finite
elements for the discretization at the microscale increasing significantly the
computational efficiency.

Acknowledgements: The authors greatly appreciate the Deutsche For-
schungsgemeinschaft (DFG) for the financial support under the research
grant SCHR 570/8-2 within the research group 797 on the “Analysis and
Computation of Microstructure in Finite Plasticity”.

Bibliography

M. Ambrozinski, K. Bzowski, L. Rauch, and M. Pietrzyk. Application of
statistically similar representative volume element in numerical simula-
tions of crash box stamping. 12:126–132, 2012.
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