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PREFACE

This book contains lecture notes from leading researchers in the
field of mechanical sciences of biological materials and structures,
with a focus on the behavior of biological materials under extreme
physical, chemical, physiological and disease conditions, as well as
on biomimetic and bioinspired material development for technological
applications. To provide a thorough foundation for this research, the
course will focus on the integration of advanced experimental, com-
putational and theoretical methods applied to the study of biological
materials across disparate length- and time-scales. Specific attention
is paid to the integration of theoretical, computational and experi-
mental tools that could be used to assess structure-process-property
relations and to monitor and predict mechanisms associated with the
function and failure of biological materials and structures composed
of them.

The chapters provide overviews of emerging fields of research and
highlight important challenges and opportunities. Hence, the three
core objectives of this book are to: (1) Provide a clear description of
methods and tools, (2) Present case studies that demonstrate the im-
pact of multiscale modeling approaches, and to (3) Provide a carefully
selected list of core references and citations for the interested reader.
The case studies include the analysis of key biological materials, the
biodegradation of implanted synthetics, the transfer of biological ma-
terial principles towards bioinspired applications, and the exploration
of diseases in which material failure plays a critical role. The ap-
proaches presented in this book emphasize the fundamental principles
of physics, chemistry and mechanics, and they rely on quantum me-
chanics, molecular dynamics and continuum analyses. The use of
basic sciences creates a powerful common platform regardless of the
specific material system considered, and can therefore be transferred
to other types of materials and structures.

The editors of this volume would like to thank the CISM team for
their help and support in preparing this book. They are also grateful
to the contributors of the various chapters for their time and efforts,
and acknowledge the support of their research on the mechanical be-
havior of materials and structures over the years from the National
Science Foundation, the Army Research Office, the Office of Naval



Research, DARPA, the Air Force Office for Scientific Research, and
the National Institutes of Health.

Roberto Ballarini and Markus Buehler
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Introduction

Roberto Ballarini * and Markus Buehler †
* Department of Civil Engineering, University of Minnesota, Minneapolis, USA
† Department of Civil and Environmental Engineering, Massachusetts Institute

of Technology, Cambridge, USA

1 The promise of multiscale modeling and bioinspired
engineering

The field of multiscale mechanics has witnessed an exciting development
over the past decades, culminating in recent years in breakthrough discov-
eries that have blurred the boundaries between living and synthetic mate-
rials, and have enabled the first wave of high-impact applications of new
materials and structures in biomedical, energy and structural engineering
applications. Multiscale modeling offers promise for facilitating the creation
of engineered materials and structures with properties that resemble those
of biological systems, in particular the ability to self-assemble, to self-repair,
to adapt and evolve, and to provide multiple functions that can be controlled
through external cues. In addition to their potential for enabling the re-
alization of advanced technological applications, the challenges posed by
the complex behavior of hierarchical tissues and cells in biological systems
represent terrific opportunities to open new chapters in the development
of the mechanical sciences. It is remarkable how the mechanics practiced
by da Vinci, Galileo, Newton and other great scientists has evolved to a
point where now it interconnects intimately with the life sciences, and that
it could ultimately contribute to the solutions of critical problems encoun-
tered in such disparate fields as medicine and the aging infrastructure.

Yet, in spite of significant advancements in the study of biological materi-
als in the past decade, a lack of sufficient understanding of the fundamental
physics of many phenomena in biology is hindering our progress towards the
building of sufficiently robust models, simulation tools and experimentation.
For example, the understanding of the mechanisms of failure in biological
systems remains elusive, including those involved in the breakdown of dis-
eased tissue, the failure of biological components due to injuries, and the
ability of biological systems to mitigate adverse effects of damage through

M. Buehler, R. Ballarini (Eds.), Materiomics: Multiscale Mechanics of Biological Materials 
and Structures, CISM International Centre for Mechanical Sciences, 
DOI 10.1007/978-3-7091-1574-9_1, © CISM, Udine 2013 



2 R. Ballarini and M.J. Buehler

self-healing mechanisms. The cost-effective manufacturing of bioinspired
products is also an enormous challenge, because humans have traditionally
relied on top-down fabrication paradigms that simply cannot be used to ef-
ficiently produce the highly hierarchical structures that Nature builds from
the bottom-up. Improved understanding of how biology originates from the
molecular scale and proceeds to genes (DNA), proteins, tissues, organs and
organisms can guide our development of self-assembly technologies that will
allow mass production and utilization of bioinspired materials for daily life
applications like consumer products, medical devices and large-scale systems
in the aerospace, defense and building industries.

The highly complex nature of biological structures, which involve mul-
tiphysics and multiple length and time scales, has inspired the new field of
study referred to as materiomics, which is defined in the next section and
is reflected by the contents of this book.

Figure 1. Schematic representing the materiomics approach (Cranford and
Buehler (2012)).

2 Materiomics

What is materiomics? As illustrated schematically in Figure 1, it is an
approach rooted in physics that extends the structure-process-property-
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requirement paradigm that has been developed by materials scientists to the
analysis of highly complex biological and synthetic materials and structures.
The schematic emphasizes that materiomics is a holistic systems approach
to the theoretical, computational and experimental study of materials that
aims to identify links between processes, structures, and properties across
multiple scales, from nano to macro. The integrated view and description
of the building blocks of a hierarchical structure and their fundamental
interactions is referred to as the material’s materiome. Materiomics thus
provides a systematic description of universal mechanisms by which com-
plex system functionality and failure can be explained from the materiome.
As sketched in Figure 2, similar to the way music is created from a finite
number of musical notes, the relationships between form and function found
in natural materials provide the mechanistic basis to explain the remarkable
mechanical properties of materials like nacre, bone, spider silk and collagen.
For example, it has been determined that the toughness of bone and of sea
shells of the crossed-lamellar type are the result of multiple and synergetic
toughening mechanisms made possible by a half-dozen distinct microstruc-
tural features (Kamat et al. (2000); Ballarini et al. (2005)). In fact, for
bone, sea shells and most other biological objects the traditional concepts
of “structure” and “material” are blurred, and integrated in a vision that
derives functional properties by systematically and strategically adapting
multiple levels across numerous length- and time-scales (Figure 2). This
viewpoint extends our current ability to engineer structures to the desired
scale, and requires a multidisciplinary treatment of problems to incorporate
physics, chemistry and advanced mathematics to develop complex models
to design and predict performance.

New approaches that take advantage of mathematical tools such as ma-
terial ologs (Spivak et al. (2011)) are important in arriving at a systematic
analysis that reduces complexity to distill the essential features. More-
over, a range of experimental and computational tools is needed to measure
and produce structures and properties at these variegated length- and time
scales. A summary of key computational methods, synthesis, processing
and experimental techniques is provided in Figure 3. It is evident that with
modern tools a very broad range of scales can be seamlessly explored, thus
allowing the realization of realistic multiscale analysis. Figure 4 depicts an
impressive example of a precise experimental analysis of collagen microfib-
rils using the microtechnology-based material testing described in Chapter
3, something that would have been impossible just a few years ago.
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Figure 2. Common principles of biological and bioinspired material design,
showing the merger of “structure” and “material” across different length
scales in hierarchical materials (Buehler and Ackbarow (2007)).
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Figure 3. Overview of various computational and experimental tools, in-
cluding synthesis, processing and imaging/manipulation techniques. The
emergence of tools operating at different length scales now enables the anal-
ysis of materials across all relevant scales (Gronau et al. (2012)).

3 Motivation for studying biological structures: The
superior performance of natural structures conferred
by their hierarchical designs

Why should humans study biological structures and paradigms? Because
Nature has created an extremely large number of high-performance proto-
types that humans can reverse engineer and in turn use as inspirations for
creating synthetic products with similar superior performances. This section
focuses on but one strategy used by Nature to create materials and struc-
tures whose survival requires superior mechanical properties and structural
behavior, namely highly hierarchical design.

The structures created by organisms, although made from rather mun-
dane materials, show impressive properties that are clearly well-suited for
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Figure 4. Example of advanced experimentation applied to test the
nanomechanics of individual collagen fibrils. Results from such experiments
can be compared to molecular modeling and enable us to ask fundamental
questions about the physiology and disease of key construction materials in
nature (adapted from Eppell et al. (2006)).

their intended functions. Structure/function/performance correlations have
been assumed by scientists to be a result of evolutionary pressures inherent
in natural selection. While proponents of “intelligent design” offer other ex-
planations, the diversity of microstructure in structures such as molluscan
shells and bone and their remarkable mechanical properties and self-healing
mechanisms testifies to the flexibility and power of this approach. Nature
achieves robust structures using as little mass as possible, through judicious
arrangements of mundane polymeric and ceramic components. Be they pri-
marily ceramic (tooth enamel, mollusc shell), polymeric (insect exoskeleton,
plant cell walls), or more evenly balanced composites (antler, bone), biolog-
ical materials are virtually all composites utilizing different proportions of
the basic components and a variety of hierarchical structural architectures.
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It is very instructive to compare the mechanical properties of biological
structures with materials created by humans through the performance index
paradigm pioneered by Ashby (Ashby (1992)). First, a brief primer on basic
structural mechanics. Consider the simple extension of a rod of length, L,
and cross-sectional area, A, made of a material with density, ρ (Figure 5). In
terms of the applied force, F , and the elongation, δ , the stress and strain are
defined as σ = F

A and ε = δ
L . For most engineering materials, the relation

between σ and ε is linear at small values of strain, with a slope defined as
the elastic (Young’s) modulus, E. At the elastic limit, σf , the curve ends
abruptly for brittle materials and is nonlinear for ductile materials up to the
ultimate stress required to fracture the rod, σu. The area under the linear

part of the curve up to a given strain, σ2

2E , is defined as the elastic strain
energy density and represents the potential energy conferred to the rod by
the work performed by the applied force. If the strain is limited to values
less than the yield strain, εf =

σf

E , then the tie will return to its original
length upon removal of the force. This behaviour is referred to as elastic,
in that no energy is dissipated during a loading-unloading cycle. The total
area under the σ−ε curve represents the work done by the force to fracture
the rod into two pieces; the work of fracture is defined as this work divided
by the area of the surfaces created by fracturing the rod into two pieces.

If a relatively brittle structure contains a crack-like flaw and is treated
as linear elastic, the stresses along the crack front are singular and therefore
cannot be directly used to predict load carrying capacity. Instead, the
force required to fracture the structure is determined by the stress intensity
factor, K, which characterizes the stress and strain intensities in the vicinity
of the crack front. The stress intensity factor depends on the geometry of
the structure, the type of loading, and the specific crack shape; according
to linear elastic fracture mechanics theory the crack will extend across the
specimen when K reaches a critical value defined as the fracture toughness,
Kc. The stress intensity factor is directly related to J , the energy available
to overcome the material’s resistance to crack extension, by the equation
K =

√
EJ . Therefore the fracture toughness can be expressed in terms

of the energy required to create the fracture surfaces, Jc, by the relation

Jc =
K2

c

E .
Quantitative comparisons between materials can be made using the con-

cept of material performance indices, parameters that quantify a material’s
ability to perform a certain function. The higher the value of the index,
the better suited is the material for a given application. For a thorough
discussion of the mechanical properties of natural materials and the origins
of their superiority, the reader is referred to Ashby et al. (1995) and Wegst
and Ashby (2004). Here we borrow from their discussions.
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Figure 5. Simple elongation experiment and representative stress-strain
curve.

Table 1. Performance indices for different types of structural elements.

Design Tie in tension Beam in flexure Plate in flexure

Maximum strength to weight
σf

ρ

σ
2/3
f

ρ

σ
1/2
f

ρ

Maximum stiffness to weight E
ρ

E1/2

ρ
E1/3

ρ

Large recoverable deformation
σf

E
σf

E
σf

E

Spring with minimum volume
σ2
f

E

σ2
f

E

σ2
f

E

Fracture safe displacement controlled design
(
Jc

E

) 1
2

(
Jc

E

) 1
2

(
Jc

E

) 1
2
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Consider first the minimum weight design of three simply loaded struc-
tures; a rod in tension, a flexed beam, and a flexed plate. The first two
rows of Table 1 list the performance indices relevant to a minimum weight
design of these structures that does not specify the shape of the element’s
cross-section. The fact that the most efficient material for a strong and
light tie (or similarly stiff and light) subjected to simple elongation is the
one that possesses the largest value of

σf

ρ (or similarly E
ρ ) is perhaps obvious

and can be guessed by someone that has never taken a course in mechan-
ics. However, those that have studied structural mechanics know that beam
and plates experience spatially varying stress and strain distributions that
lead to performance indices that involve different rational exponents to the
strength and stiffness.

Table 2. Stiffness to weight performance indices. The parentheses reflect
the elastic modulus along the stiffer direction, and therefore are not repre-
sentative of a stiff plate in bending that requires equal moduli in all direc-
tions (adapted from Ashby et al. (1995); Wegst and Ashby (2004)).

Material E/ρ (GPa/Mg/m3) E
1
2 /ρ (GPa

1
2 /Mg/m3) E

1
3 /ρ(GPa

1
3 /Mg/m3)

Palm (Iriartea) 23 12.5 (10.1)
Mild steel 27 1.8 (0.8)
Balsa wood 20 14.1 (12.6)

Consider specific materials. Table 2 shows that for the stiff and light
design, the performance index of mild steel is comparable (actually slightly
higher) to that of the two representative woods. However, steel is not nearly
as efficient as Palm or Balsa for beams or plate elements subjected to flex-
ure. This data suggests that the various hierarchical microstructures of
wood have evolved to ensure that trees are efficient in their response to the
principal loads they must carry; bending of branches under their own weight
and bending of trunks under wind loads. Similar insights are provided by
Table 3 for the strong and light design criterion.

We now turn our attention to material choices for an elastic hinge, a
component that is required to undergo relatively large deformation when
loaded, and to return to its original shape when the load is removed. The
performance index for the design of elastic hinges is

σf

E , and it as listed in
Table 4, leather, cartilage, and to a lesser extent, skin, are the best choices.
To man’s credit, rubber edges out its biological counterparts, although rub-
ber is not usually thought of as a bioinspired material.

Table 4 also shows that silk fibre is the top choice for springs that are
required to absorb the most energy per unit volume. In fact, it out performs
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man-made spring steel , and the natural elastic hinges leather and cartilage
by significant margins. Its molecular design guarantees that silk can absorb,
without fracturing, the energy introduced by the excursions of the spider
and/or the desperate movements of its entangled prey.

Table 4. Performance indices relevant to hinges and springs (adapted from
Ashby et al. (1995); Wegst and Ashby (2004)).

Material σf/E σ2
f/E (MJ/m3)

Spring steel 0.01 19.0
Soft butyl rubber 1.40 19.6
Single silk fiber 0.14 290.0

Cartilage 1.00 10.0
Skin 0.25 2.5

Leather 1.00 45.0

The last example involves cracked structures. Consider the specific case
of choosing a material for a cracked structure that is required to survive large
elastic deformation. Table 5 indicates that skin has the best performance
index, despite having a much lower fracture toughness than steel or highly
mineralized mollusc shell. Interestingly, the microstructural design of skin
may have evolved to make it ideally suited for being stretched around our
knuckles and elbows without tearing. We could not enjoy such movements if
our skin had the fracture properties of man-made alloys or other biological
materials.

The biological materials just described can therefore be considered pro-
totypes of successful structural designs that Nature has provided to gratis
and that can inspire us to create our own tailor made materials with sim-
ilar performances. The major challenge is the development of methods for
fabricating such highly hierarchical structures.

Nature is indeed impressive and inspiring.

Material σf/ρ (GPa/Mg/m3) σ
2
3

f /ρ (GPa
2
3 /Mg/m3) σ

1
2

f (GPa
1
2 /Mg/m3)

Mild steel 51 6.9 2.5
Balsa wood 160 64 (40.0)

Table 3. Strength to weight performance indices.The parentheses reflect the
elastic modulus along the stiffer direction, and therefore are not represen-
tative of a stiff plate in bending that requires equal moduli in all directions
(adapted from Ashby et al. (1995); Wegst and Ashby (2004)).
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Table 5. Performance indices for structures containing cracks (adapted
from Ashby et al. (1995); Wegst and Ashby (2004)).

Material Kc = (EJc)
1
2 (MPa−m

1
2 )

(
Jc

E

) 1
2 (mm

1
2 )

Mollusc shell 9.5 0.4
Mild steel 90.0 0.4

Skin 0.4 38.7
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Multi-scale modeling of biomaterials and
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Abstract
Computer simulation has emerged as a powerful tool to inves-

tigate and design materials without ever making them. Predicting
the properties and behavior of materials by computer simulation
from the bottom-up perspective has long been a vision of compu-
tational materials scientists and, as computational power increases,
modeling and simulation tools are becoming crucial to the investi-
gation of material systems. The key to achieving this goal is using
hierarchies of paradigms that seamlessly connect quantum mechan-
ics to macroscopic systems. Particular progress has been made in
relating molecular-scale chemistry to mesoscopic and macroscopic
material properties essential to define the materiome. This chap-
ter reviews large-scale atomistic and coarse-grain modeling methods
commonly implemented to investigate the properties and behavior
of natural and biological materials with nanostructured hierarchies.
We present basic concepts of hierarchical multiscale modeling ca-
pable of providing a bottom-up description of chemically complex
materials and some example applications related to the study of
collagen material at different hierarchical levels.

1 Introduction to the multi-scale modeling paradigm

In recent years, researchers consider computer simulations as a tool to de-
sign new materials, new structures, or to develop new drugs, without the
need to synthesize them. A vision of materials scientists has long been to
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partment of Civil and Environmental Engineering, Massachusetts Institute of Tech-

nology, 77 Massachusetts Ave., Room 1-235A&B, Cambridge, MA, USA.Tel.: +1-617-
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predict the properties and behavior of materials by computer simulation
from a fundamental or ab initio perspective. With the increasing compu-
tational power, modeling and simulation tools become indispensable to the
investigation of material systems. The key to achieving this aim is utiliz-
ing hierarchies of paradigms and scales that seamlessly connect macroscale
systems to first principal quantum mechanics. Particular progress has been
made in relating atomistic-scale chemistry to mesoscale and macroscale ma-
terial properties essential to define the materiome (see Fig. 1). This chap-
ter will review large-scale atomistic and molecular modeling methods com-
monly implemented to investigate the properties and behavior of natural
and biological materials with nanostructured hierarchies. We present basic
concepts of hierarchical multiscale modeling able of providing a bottom-up
description of chemically complex materials.

Figure 1. Hierarchy of characteristic/accessible time and length scales for
computational materiomics.

Multiscale simulation techniques for biological materials have become
increasingly popular in recent years and have enabled the direct link be-
tween theoretical description and experimental characterization of materi-
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als. These methods are necessary when a single level of resolution is in-
adequate to probe complex interactions that act between scales, and when
hierarchies are intimately interwoven. Even if many questions about mate-
rial systems can be studied within a single-scale and with a single level of
resolution, the use of theoretical and computational approaches enables crit-
ical progress in linking the chemical or molecular, and mesoscale structures
of these materials to macroscale properties, across disparate scales (Cran-
ford and Buehler, 2012). Such studies, for example, are crucial in under-
standing the impact of hierarchical structures, genetic mutations, structural
flaws and defects, environmental variations (such as temperature, solvent
or pH changes), and other chemical stimuli on the properties of materials.
The combined use of a set of computational methods is crucial to cover all
relevant material properties and scales. Such approach includes first prin-
ciples calculations, atomistic modeling, coarse-grained models, as well as
continuum theory based methods. The properties of biological materials
(e.g., proteins) are determined by interactions on a wide range of length-
and time-scales. As there is intrinsically mutual influence between scales
(scale-bridging effects), it is difficult to provide quantitative information
and understanding at a single scale (whether at the ultimate functional
level or some intermediate regime) without taking this properly into ac-
count. Nevertheless, in the field of atomistic-based multiscale modelling,
it is now possible to start from the bottom scales (considering electrons
and atoms), to reach all the way up to macroscale scales of filaments, fib-
rils, fibers and entire tissues, by explicitly considering the characteristic
structural features at multiple materiomic hierarchies. Such approaches are
possible with the advent of first principles based multiscale simulation tech-
niques. The fundamental principle underlying these multiscale simulation
methods is finer scales train coarser scales a bold approach with enormous
potential to change the way we investigate and design materials (Fig. 1).
This progress now provides one with many opportunities and, even though
there are still major challenges, this approach could transform the materials
science of biological and other materials as a discipline through increased
integration of computational methods in scientific research. Despite signif-
icant advances in the study of biomolecules and biological materials, the
fundamental physics of many biological phenomena continue to pose a sub-
stantial challenge for modeling and simulation. One strategy is to devise
independent models, which can describe the behavior of the material at a
given scale. Then, a collection of single-scale descriptions across scales can
provide a practical (and theoretically sound) description of the material.
The parameters characterizing each scale independently provide the link
between scales. A good illustration of this approach is the separation of
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quantum effects, dislocation theory, and continuum models of metals. This
strategy is quite successful when it comes to the description of materials
and it is used in many applications. A quantum-level approach may be uti-
lized for nanoelectronics, for example, whereas a continuum perspective for
larger mechanical components. In this way, the application scale determines
the model resolution. However, even though this strategy delineates the
material properties (and thus it is suitable for a given application), it gives
no insight into the materiome, nor it gives indication of how changes at one
scale can affect another scale. It is the contention of materiomics that com-
plex hierarchical material systems, by definition, prohibit such separation of
scalesthey are intrinsically woven. A continuum model cannot be correctly
formulated without considering molecular effects, and molecular effects can
be highly dependent on quantum level pehnomena. Thus, a complete pic-
ture of the material system require incorporating all scalesthe materiome.
That said, from a materiomic perspective, a multiscale methodology is not
only desired but necessary, in order to not only describe material properties
but to understand the structural organization and physical mechanisms at
different scales that together contribute to material function.

2 Classical molecular dynamics

An effective instrument in the investigation of any materiome is molecu-
lar modeling. The continual advances in computational power have made
molecular modeling approaches more accessible (and powerful) than ever
before. However, the theoretical foundations of molecular modeling can be
traced back to the mid-20th century. Full atomistic Monte Carlo methods
can be attributed slightly earlier to the work of Metropolis, Ulam, Teller and
co-workers (Metropolis et al., 1953), while the molecular dynamics (MD)
method was first announced by Alder and Wainwright in the late 1950s
(Alder and Wainwright, 1960, 1959, 1957) to study the interactions of hard
spheres mimicking ideal atoms. Even with such simple engineering approx-
imation, many important insights concerning the behavior of simple liquids
emerged from their pioneering studies. Then, in 1964 the first molecular
dynamics simulations using a realistic potential for liquid argon were un-
dertaken, followed shortly by simulation of liquid water in 1971 (Rahman
and Stilling.Fh, 1971). The first polypeptide (small protein) simulations
appeared in 1970s (Chou and Fasman, 1974; Levitt and Warshel, 1975; Mc-
cammon et al., 1977; Gelin and Karplus, 1975). Molecular modeling has
become as a proper tool for investigating the atomistic mechanisms that
control properties at the nanoscale level, and for relating this information
to macroscale material properties. The behavior, function, and failure of
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materials are directly linked to specific atomistic mechanisms and require
molecular level modeling as a mandatory tool for studying biological ma-
terials. Unlike a bulk metal (such as gold, for example), information on
the specific amino acid sequence that defines protein material allows the
researcher to track the resulting effect on structural and system-level be-
havior. A theoretically-driven understanding of molecular mechanisms for
different material systems is crucial for a complete description of the mate-
riome, and thus description of molecular dynamics methods is the central
focus of this chapter. However, for the sake of brevity, we focus only to the
key theoretical basis of molecular simulation methods, including a limited
selection of force fields. In the strict sense, the aim of MD techniques is
simply to accurately track the motion of a simulated group of atoms, which
represent a significant fraction of a larger system, in order to observe a criti-
cal phenomenon of interest, and/or to get an evaluation of the global system
properties. Differently to statistical mechanics, where the microscopic prop-
erties of individual atoms and molecules are related to the macroscopic bulk
properties of a system via thermodynamic metrics, in MD we consider the
evolution of a system in the course of time, and the results of molecular
dynamics simulations may be used to determine macroscopic properties of
the system relying on the ergodic hypothesis, that is statistical ensemble av-
erages are equal to time averages. In this view, it is clearly important that
extraction of meaningful data through MD simulations requires significant
averaging of the quantities that are sampled (to remove statistical noise), in
a similar way to the collective ensemble behavior of statistical mechanics.
In other words, like most science, a single result is not enough to confirm a
hypothesis, instead truth surfaces over several repeated trials.

The fundamental machinery behind MD is an interaction potential that
describe attractive and repulsive forces in between groups of atoms. The
interaction potentials (also called force fields) are in general based on a
mix of empirical data and first-principles information (based on quantum
mechanics calculations, see Fig. 2). Solving each atoms equation of motion
according to Newtons Law F = ma, enables the calculation of positions
ri(t), velocities vi(t), and accelerations ai(t) at each step in time, leading
to atom trajectories that can reveal overall dynamics of the system as well
as properties such as elasticity, viscosity, or fracture toughness.

Formally, the total energy of the system is written as the sum of kinetic
energy (K) and potential energy (U):

E = K + U (1)

where the kinetic energy is given by
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Figure 2. Illustration of the energy decomposition in classical molecular
dynamics force fields, along with a representation of a simple potential func-
tion between pairs of atoms.

K =
1

2

N∑
j=1

mjv
2
j (2)

and the potential energy is an effective function of the atomic coordinates,
ri(t), such that:

U =

N∑
j=1

Uj(rj) (3)

with a properly defined potential energy surface, U(r). Here, we emphasize
the effective potential energy as a function of coordinates (or position), be-
cause more sophisticated atomistic force fields take into account not only
position, but also environmental effects (such as atomic neighbors and local
charge). In general, the potential, U can be formulated as a function of mul-
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tiple geometric constraints (summed for each atom), including bond stretch-
ing, U(rij), bending, U(θijk), and rotation or torsion, U(φijkl) (See Figure
2). Regardless of form, the forces are obtained from the potential energy
surface (sometimes also called force field or potential) as F = −∇rjU(rj).
Simplification of atomic interactions by a closed-form potential significantly
increases the computational efficiency of MD simulation. Thus, through
Newton’s Second Law, molecular dynamics is reduced:

mj
d2rj
dt2

= −∇rjU(rj) (4)

For j = 1 . . . N . The numerical problem to be solved is thus a system of cou-
pled second-order nonlinear differential equations that can only be solved
numerically given more than two particles (i.e., the classical n-body prob-
lem). Typically, MD is based on updating schemes that yield new positions
from the old positions, velocities, and the current accelerations of particles,
as well as any imposed boundary conditions, forces, of constrains. For in-
stance, in the commonly used Verlet scheme, this can be mathematically
formulated as:

ri (t0 +Δt) = −ri (t0 −Δt) + 2ri (t0)Δt+ ai (t0) (Δt)
2
+O

(
Δt4

)
(5)

The forces and accelerations are related by ai = fi/m. The forces are
obtained from the potential energy surface (or force field) as:

F = mj
d2rj
dt2

= −∇rjU(rj) (6)

For j = 1 . . . N . This technique - the time integration of particle positions
based on applied potentials - cannot only be used for particles that are
atoms, it can also be applied for particles that represent groups of atoms,
such as in molecules or in coarse-grain models.

Various fast numerical integration schemes are employed to solve the
equations of motion and simulate a large ensemble of atoms representing
a larger material volume; however, in particular for all-atom simulations,
high-frequency vibrations of light atoms (such as hydrogen atoms) requires
a time step in the order of femtoseconds (10−15 seconds!) for accurate and
numerically stable calculations. This limits the application of full-atomistic
MD methods to nanometer size systems, at submicrosecond time scales. It
is also noted, however, that simulations in excess of hundreds of nanoseconds
typically run for weeks or months and large computer clusters with hundreds
of processors.
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3 Modeling chemical bonds: the force field

A fundamental choice when running molecular simulations is the selection
of the potential energy function to describe atomic interactions. The force
field is at the very crux of molecular dynamics technique, since it defines
the whole material behavior. The potential energy functions are used to
determine the forces and accelerations used in a MD updating scheme. Sev-
eral types and declinations of force fields are available, ranging from those
parameterized from detailed quantum calculations to empirically derived
formulations, and they are generally implemented within a wide range of
simulation programs which are continuously being refined and expanded.
Among the most used MD packages, GROMACS (GROningen MAchine
for Chemical Simulations)(Van der Spoel et al., 2005) package is commonly
used in atomistic molecular dynamics of biomolecules. The NAMD (Not just
Another Molecular Dynamics) (Nelson et al., 1996) program is a widespread
code that is capable of carrying out simulations using CHARMM (Chem-
istry at HARvard Macromolecular Mechanics) and other force fields, specif-
ically focused on biomolecules. On the other hand, the LAMMPS (Large-
scale Atomic/Molecular Massively Parallel Simulator) molecular dynamics
code is a very flexible program that has potentials for soft materials (e.g.,
biomolecules and polymers), solid-state materials (e.g., metals, semicon-
ductors), as well as for coarse-grained systems (Plimpton, 1995). LAMMPS
can be used to model atoms but, more generically, is capable of to work
as particle simulator at the atomistic, meso, or continuum scales. In the
following we briefly describe some of the basic force field components and
concepts, applied in material systems that range from proteins to metals
to biomolecules. The methods developed within the framework of conven-
tional force fields are widely applicable, and are the basis for coarse-grain
descriptions of molecular behavior. Among the most used force fields specific
to protein and biomolecules we find the CHARMM, DREIDING, AMBER
and OPLS force fields, widely used throughout the computational biologists
and biophysics community. These type of force fields fall into a general
class of nonreactive potentials. Simply speaking, a nonreactive potential is
not able to consider chemical reactions, as it feature permanent molecular
connectivity and chemical state. These force fields are constructed with
harmonic and anharmonic terms describing covalent interactions, in addi-
tion to long-range terms that describe van der Waals (vdW) interactions,
ionic (Coulombic) interactions, as well as hydrogen bonds. Since the bonds
between atoms are modeled by harmonic springs or similar approximations,
bonds between atoms cannot be broken, and new bonds cannot be cre-
ated, nor can connectivity configurations be altered. Further, the atomic
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partial charges are fixed and cannot change. That said, nonreactive force
fields provide a good compromise between efficiency and a reasonable de-
scription of the behavior of biomolecules. For example, a recent study used
the CHARMM force field to study the transition from α-helical to β-sheet
secondary structure (α-β transition)a universal deformation mechanism in
protein materials such as wool, hair, hoof, and cellular proteins (Qin and
Buehler, 2010). Since the α-β transition does not involve any chemical re-
actions, the nonreactive force field can accurately capture the change in
protein conformation. Furthermore, since the transition is due to an exter-
nally applied force, MD formulations are required in order to capture the
dynamic evolution of the system. An important contributing aspect to the
accuracy of such nonreactive force fields is the relatively limited number
of parameters to consideri.e., all combinations of atom interactions can be
accounted for with rather minimal effort. In the following we discuss the
main aspects of the CHARMM force field; however, the basic concepts of
the MD technique and force field formulations are common to all MD codes
and force fields. The parameters in potential energy function are often de-
termined from quantum chemical simulation models and experimental data
in the framework of force field training. As an example, parameters for
the CHARMM force field have been accurately improved and revised over
the years, taking into consideration for its development a wide variety of
input which include: ab initio results (e.g., Density Functional Theory), ex-
perimental crystal structures and geometries, as well as vibrational spectra
(MacKerell et al., 1998). Precisely, the CHARMM potential includes bond-
ing and non-bonding interaction terms to describe forces between particles,
where the contributions to bond stretching, bending, and rotation are sep-
arately expressed and described by simple mathematical expressions (Fig.
2). For example, both bond stretching and bond angles are described by a
simple harmonic spring functions:

In addition to simple harmonic parameters (e.g., kbond representing bond
stiffness, r0 bond length), several other terms are included to model the
chemical properties of proteins and nucleic acids correctly. In the CHARMM
model, for example, the mathematical formulation for the empirical energy
function that contains terms for both internal and external interactions has
the form:
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UCHARMM = Ubonds + UUB + Uangle + Udihed. + Uimp. + UvdW + UCoul
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]

+
∑
ions

qiqj
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(7)

where Kb, KUB , Kθ, Kχ, and Kimp are the bond, Urey-Bradley, angle,
dihedral angle, and improper angle force constants, respectively; b, S, θ, χ,
and φ are the bond length, Urey-Bradley 1,3-distance, bond angle, dihedral
angle, and improper torsion angle, respectively, with the subscript zero
representing the equilibrium positions for the individual terms.

The Coulombic (e.g., ionic) and Lennard-Jones 6:12 terms constitute
the external or nonbonded (pair) interactions; ε reflects the strength of
the interaction, or the Lennard-Jones well depth, σ is the distance at the
Lennard-Jones minimum, qi is the partial atomic charge, εd is the effective
dielectric constant, and rij is the distance between atoms i and j. In the
CHARMM force field, there are no explicit terms for H-bonds, since the
combination of charge and Lennard-Jones contributions are adequate for
appropriately describing hydrogen bonding. In all-atom force fields, solvent
(water molecules) is generally treated explicitly and parameters of the force
field generally are associated with a specific water model (e.g., TIP3P model
for CHARMM (Mackerell, 2004; Ponder and Case, 2003)). The CHARMM
force field fits into a class of models with analogous descriptions of the in-
teratomic forces, alongside with other models include the DREIDING force
field, the UFF force field (Universal Force Field) (Rappe et al., 1992), or the
AMBER model (Wang et al., 2001; Pearlman et al., 1995). As described
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above, in CHARMM and similar classical force fields, bonded interactions
are modeled with harmonic springs or similar formulations, and thus cannot
be altered -for example towards a different chemical state, such as from sp2
to sp3, or broken- once defined by the connectivity input obtain from the ini-
tial topology of the molecule. In addition, the atomic charges are fixed and
cannot change during the course of the molecular simulation. These sim-
plifications drastically increase the simulation speed and do not represent
major problem for most simulations, in particular when studying confor-
mational changes of molecules under mild physiological environments. On
the other hand, simulations in extreme environments such as mechanical
stress (e.g., protein unfolding studies that reach the breaking of covalent
bonds) or modeling the properties under the exposure to harsh chemical
environments may need the use of reactive force fields which can accurately
model changes in the atomic charges as well as the breaking or formation of
new covalent bonds and modifications in the bond order (e.g., single versus
double bond). We refer the interested reader to review papers for further
information, in particular concerning force field models (Mackerell, 2004;
Wang et al., 2001; Scheraga et al., 2007; Deniz et al., 2008; Buehler and
Keten, 2010).

4 Towards the micro-scale: coarse-grain modeling

Molecular modeling techniques that rely on atomistic simulations have been
excessively (computationally) expensive when long simulation time and/or
large-size systems are involved. This led to the advance of so called coarse-
grained approaches (Tozzini, 2005). In this framework, by using formula-
tions and computational algorithms similar to full atomistic molecular dy-
namics, coarse model particles can be simulated using simple bonded and
nonbonded interactions that can be easily calculated at each integration
time step. The combined usage of simulation procedures with diverse com-
putational cost and precision is denoted to as multiscale modeling, where a
orderly link is established between multiple time and length scales. Though
we emphasize on the coarse-graining of full atomistic systems, in general
multiscale modeling embraces any systematic passing of information from
lower levels to larger (coarser) scales. Coarse-grain methods can be generally
described as any model formulation that simplifies many degrees of freedom
to few degrees of freedom. The requirement for such approaches arise when
the properties of interest have influences (causes or effects) extending over
multiple length and time scales which is characteristic of several biological
materials. This reduction in degrees of freedom is not novel: simplified sys-
tems for investigation can be found in many engineering areas. For example,
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complex electronic components are engineered based on simplified models of
circuits, where the behavior of the key element is defined by general proper-
ties such as current, voltage, and resistance. Robust building constructions
are evaluated through concepts of beam deflections and beam-column joint
rotations, amongst other simplifications. In both examples, more exhaustive
system representations are available and can be employed (e.g., influence
of temperature and material effects in a transistor, or detailed analysis of
stress concentrations in bolts or welds). It is evident that such additions
produce a more precise depiction of the modeled system, but also will lead
to an increase in the computational cost of the analysis as well as introduce
a more sophisticated theoretical framework (which subsequently requires a
more detailed set of material and model parameters). However, rarely the
use of (simplified) computationally efficient models is justified only by in-
accessible time- and length-scales of the more detailed description. Instead,
such models are used for analysis in lieu of a more complete model because
they offer an accurate representation of the system behavior. In the frame-
work of force field training, full atomistic simulations are used to test and
acquire the behavior of small molecular components and then to parame-
terize coarse-grain force fields. These potentials, in turn, are implemented
in coarse-grain representations that can facilitate the analysis of large-scale
system level phenomena. There is an important inherent assumption, that
the coarse-grain theoretical framework provides an accurate depiction of the
atomistic behavior, similar to the case where application of elastic beam
theory assumes the reliability of a steel girder within a structure. Even
in circumstances where full atomistic representations are computationally
likely, a coarse-grain description can still be useful for systematic analysis of
variable system configurations, which requires a high number of simulations.
There is also a further motivation for coarse-graining approach (in addition
to the extension of accessible time- and length-scales) and is where the cata-
lyst for coarse-grain potential development is not the extension of atomistic
molecular dynamics, but instead to provide an accurate and reliable method
for system-level analysis and probe the structure-property and mechanical
response for hierarchical systems. Furthermore, mesoscopic models provide
simple and efficient modeling techniques for experimentalists, permitting
a more direct comparison between simulation and a vast variety of exper-
imental methods, without requiring specialized molecular dynamics tools
such as high-performance computer clusters with complex hardware and
software. A developed coarse-grain model can only reflect the behavior in-
cluded in the governing potentials and associated parameters, and therefore,
the origin of these parameters naturally determines the accuracy and effec-
tiveness of the coarse-grain model. A complete theoretical foundation of
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the materiome requires synergistic multiscale transitions from atomistic to
mesoscopic to macroscopic descriptions. Hierarchical handshaking at each
scale is critical to predict structure-process-property relationships, to pro-
vide key mechanistic understanding, and to enable predictive modeling and
material optimization to guide design efforts. As proposed, a finer-trains-
coarser approach is not limited to link atomistic to mesoscopic scales, but
can refer to parameterization transcending any scales, such as atomistic to
continuum levels, or beam-columns to buildings. Such a multiscale modeling
paradigm establishes a fundamental link between constituent behavior and
system-level function, providing a consistent theoretical method to develop
coarse-grain models for systems of various scales, constituent materials, and
intended applications (Fig. 3).

More computationally expensive (and sophisticated) techniques (fine),
such as Density Functional Theory (DFT), are simplified in the framework
(parameters and functions) in classical atomistic potentials (coarse). In this
view, the sub-atomic structures (bosons, fermions, etc.) can be seen as the
material building blocks, while bonded atoms can be thought of as the struc-
tural system. From this standpoint, atomistic force fields can be looked as a
systematic and efficient coarse-graining of quantum mechanics. Indeed, the
direct application of quantum mechanical methods to large macromolecular
systems (such as biomolecules) is not yet feasible due to the large number
of atoms involved. As a logical extension, the output of atomistic simula-
tions can be implemented in the parameterization of mesoscopic coarse-grain
potentials. Each transition involves an increase in accessible system size,
length scale, and time-scales, as well as a simplification of the governing
theoretical models. As a consequence, details of interactions are lost, but
the desired fundamental behavior is preserved. It is noted that the de-
sired fundamental behavior depends on the particular application, and can
include molecular interactions, mechanical behavior, thermal or electrical
properties as well as equilibrium configurations. For example, an atomistic
depiction of carbon bonding can include terms for atom separation, angle,
and bond order (such as CHARMM or AMBER type force fields), but do
not account for electron structure, band gaps, or transition states found
in quantum mechanical methods. Nevertheless, the atomistic model main-
tains the correct behavior of the individual carbon atoms, and neglecting
the effects of electrons is considered a necessary simplification. Similarly,
the coarse-graining of a carbon nanotube integrates the effects of multiple
carbon bonds into a single potential. The exact distribution of carbon in-
teractions is lost, but the behavior of the molecular structure is preserved.
The coarse-graining process discussed hereafter focus on constituent materi-
als that can be modeled by full atomistic methods using classical molecular
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Figure 3. Jumping scales: quantum to atomistic, atomistic to mesoscopic.
The rationale for coarse-graining approaches can be justified through anal-
ogous comparison between the parameterization of atomistic force fields by
detailed quantum mechanical methods to the development of coarse-grain
potentials by the results of full atomistic simulations. Atomic orbitals (wave
functions) leading to the electron charge isosurface of a carbon nanotube via
Density Functional Theory (DFT), wherein the behavior of carbon atoms
can be determined. Full atomistic model of identical carbon nanotube us-
ing carbon-carbon interactions allowing the simulation of larger molecular
structures. Coarse-grain carbon nanotube systems, using potentials devel-
oped from atomistic results. Systems consisting of hundreds of nanotubes
can be represented, reaching scales on the order of micrometers (and im-
plicitly representing billions of atoms). Each transition involves an increase
is accessible system size, length scale, and time scales, as well as a simpli-
fication of the governing theoretical models. Adapted from (Cranford and
Buehler, 2012).
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dynamics, while the system structure (and relevant behaviors) requires a
fully informed coarse-grain representation. The atomistic model provides
the underlying physics to the coarse-grain potentials, allowing investigation
at the desired length scale. The advance of coarse-grain models allows the
modeling of events on physically relevant time and size scales, leading to a
range of possible advances in nanoscale design and engineering in a com-
pletely integrated bottom-up methodology. A coarse-graining approach is
intended to develop tools to explore material properties and underlying me-
chanical behavior typically required for material design that systematically
integrates characteristic chemical responses. However, it is stressed that the
purpose is not to avoid the need for full atomistic simulations. As a matter
of fact, coarse-graining requires accurate full atomistic representations to
acquire the required potential parameters. In conclusion, the finer-trains-
coarser procedure described here is an attempt to reunite first principles
formulations with hierarchical multiscale methods by using atomistic the-
ory with molecular dynamics simulations in lieu of empirical observations,
in a integrated and systematic framework.

5 Modeling collagen tissues - Collagen hierarchical
structure

The word collagen originates from the Greek word κoλλα (kolla, meaning
glue) due to its ancient use as a glue source - obtained though the boiling of
animal skin and collagen-rich tissues - from Egyptians about 4,000 years ago
(Chamberlain et al., 2011). In a broader sense, collagen could be seen as the
glue of our body, holding it together by providing elasticity and strength
to several tissues where a mechanical functions is needed, such as skin,
cartilage, tendons and bones (Fratzl and Weinkamer, 2007; Fratzl, 2008).
From a structural point of view, collagen-rich tissues are built with the
collagen fibril as fundamental building block. These fibrils have a diameter
in the range of 30 to 500 nm, a length up to the millimeter range and are
assembled in complex hierarchical assemblies, whose structure depend on
the particular tissue (Fig. 4).

At the lowest hierarchical level there is the collagen molecule (also called
tropocollagen), that is a rod-like molecule with a length of about 300 nm
and a diameter of about 1.5 nm, made of three separate chains folded in the
characteristic triple helical configuration (Ramachandran, 1955; Rich and
Crick, 1955). According to the Hodge-Petruska model (Petruska and Hodge,
1964)a structural model of collagen fibrils proposed in 1964molecules in a
fibril are deposited side by side and parallel but staggered with respect to
each other, where the molecular axes are also parallel to the fibril direction.
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Figure 4. Hierarchical structure of collagen protein materials. Each colla-
gen molecule is made of three peptide chains that form the ≈300 nm long
triple helical collagen molecule. Collections of collagen molecules aggregate
both in lateral and longitudinal directions to form fibrils. Fibrils in cornea
are normally thin (≈30 nm) and uniform in diameter, while tissues such
as tendon contain a wide-ranging distribution of diameters (100-500 nm).
Fibrils include tiny hydroxyapatite crystals in bone tissue, which provide
stiffness and compressive load resistance. In tendons and ligaments mul-
tiple fibrils make up collagen fibre, formed with the aid of proteoglycans.
Adapted from (Gautieri et al., 2011).
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This structure creates an observable periodicity known as the D-period
whose length is D=67 nm, in which two region can be observed, the gap and
overlap regions, emerging due to the fact that the length collagen molecule
is not a multiple of the D-period itself (Fig. 5). A particularly important
feature for the mechanical properties of fibrils is the presence of enzyme-
induced covalent cross-linking between molecules, which develops only with
maturation of the tissues (Eyre et al., 2008).

Figure 5. D-period of collagen fibrils. Electron microscope of a collagen
fibril (top panel) and schematic representation of the axial arrangement of
molecules in the D-periodic fibril (bottom panel). Adapted from (Gautieri
et al., 2011).

At the next level of the hierarchy, the organization of the collagen struc-
ture varies greatly depending on the tissue. In tendons and ligaments,
multiple fibrils make up the collagen fiber, which are formed with the aid
of cross-linking macromolecules such as proteoglycans. In bone, the organic
collagen protein matrix alone is not sufficient alone to provide the stiffness
and resistance to compression required for this tissue (which has to carry
considerable loads) and additional stiffening is provided by the inclusion of
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mineral hydroxyapatite crystals into collagen fibrils and particularly in the
gap region (Fratzl, 2008; Currey, 2002; Weiner and Wagner, 1998). Skin and
artery walls need to be flexible but arteries also need to resist blood pressure.
This implies yet a different arrangement of collagen fibrils in combination
with elastomeric molecules, such as elastin.

Due to the biological importance of collagen-based tissues there have
been a wealth of investigation concerning the relationship between struc-
ture and properties in these complex materials, starting from early works
(dated in the 50s) on of the structure of collagen molecules (Ramachan-
dran, 1955). However, there are still open questions (e.g., concerning the
mechanism of load transfer between the hierarchical scale of bone and ten-
dons, or the onset of collagen-related diseases). A very promising technique
to complement experiments in addressing these questions is represented by
multi-scale modeling. In the following of this Chapter, successful appli-
cation of atomistic and coarse-grain modeling techniques for the study of
collagen materials are presented.

6 Visco-elastic properties of collagen molecules

In vertebrates, locomotion and movements are achieved through the gen-
eration of muscular forces that are then transmitted to joints. The force
transmission (mechanotransduction), which involves the storage, release and
dissipation of energy, is provided by connective tissues such as ligaments
and tendons (Alexander, 1983, 1984). Thus, in these tissues viscoelastic-
ity is a fundamentally important feature, as both viscous (time-dependent)
and elastic (time independent) contributions determine how ligaments and
tendons accomplish their function as mechanotransducers. The mechanical
behavior of these connective tissues is directly related to their complex hier-
archical structure and to their specific macromolecular components (Silver
et al., 2001). The lowest hierarchical scale of several load-bearing tissues
is represented by collagen type I molecules (Kadler et al., 2007). At the
macro-scale (i.e., whole tissues and collagen fibers), the mechanical investi-
gation of collagen-based tissues has been performed for several decades. As
a consequence, it is well known that collagen-rich tissue present viscoelastic
behavior, as established from a larger number of creep and relaxation tests
that have been performed on both tendons and ligaments (Wang and Ker,
1995; Rigby et al., 1959; Sasaki et al., 1999). Based on experimental data,
and starting from the pioneering work of Fung (Fung, 1967), several consti-
tutive and structural models have been developed to model the viscoelastic
behavior of collagen at the tissues scale (Haut and Little, 1972; Puxkandl
et al., 2002; Pena et al., 2008; Screen et al., 2011). On the other hand, fewer
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studies focused on the viscoelastic properties at smaller scales. At the fibril
level, earlier investigations have been performed through small angle X-ray
scattering (Sasaki and Odajima, 1996) to assess the fibril deformation inside
tissue specimens. However, in this setup the load is not directly applied to
single fibril and hence the response is averaged over several fibrils. Direct
experimental studies of single fibrils are relatively recent and made possi-
ble due to the use of atomic force microscopy or micro-mechanical systems
which allowed the study of the elastic (van der Rijt et al., 2006; Svens-
son et al., 2010b; Shen et al., 2008; Eppell et al., 2006; Shen et al., 2010)
and viscoelastic properties of collagen fibrils (Shen et al., 2011; Svensson
et al., 2010a). Ultimately, at the molecular level several studies have been
performed using both experimental and computational procedures; however
most of these investigations focused solely on the elastic properties (Sasaki
and Odajima, 1996; Sun et al., 2002; Buehler, 2006a; Gautieri et al., 2008,
2009, 2010). For this reasons, despite the abundant investigation of the
viscoelastic behavior at the macro-scale and the very recent works on colla-
gen fibril viscoelasticity, relatively little is known about the molecular and
fibrillar origin of the time-dependent properties of collagenous tissues. It
has been speculated that the elastic behavior of these tissues is due to the
stretching of cross-linked collagen molecules and thus fibrils, whereas the
energy dissipation (the viscous behavior) is thought to involve sliding of
molecules and fibrils by each other during the tissue deformation (Silver
et al., 2001). However, there is still no clear understanding of the mecha-
nisms behind the viscoelastic behavior of collagenous tissue, and on the role
of each hierarchical scale in determining the overall mechanical properties.
An important outstanding question is whether or not molecular-level load
relaxation effects are important for the viscoelastic properties measured at
larger scales.

An approach to investigate the molecular origin of collagen viscoelastic-
ity, is the use of in silico tests to study collagen molecules from the level
of amino acids upwards (Gautieri et al., 2012). In this way it is possible
to obtain quantitative data on the time-dependent mechanical behavior of
single collagen molecules in order to assess molecular-level viscoelastic prop-
erties, and to scale up properties from there to larger tissue levels. In this
approach, Steered Molecular Dynamics simulations is used to perform in
silico creep tests (i.e., constant load tests) of collagen molecules, fitting the
deformation response over time with a Kelvin-Voigt (KV) model. The KV
model is a simple constitutive model consisting of a spring and a dashpot in
parallel (see Fig. 6), where this approach allows us to compute the Youngs
modulus, the viscosity and the characteristic relaxation time of a single col-
lagen molecule. In order to perform constant force SMD simulations, the
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Figure 6. Snapshots of the collagen peptide in water box. Panel a shows
the conformation of the full atomistic model of a collagen peptide solvated
in water box and equilibrated for 30 ns. After equilibration the molecule is
subjected to virtual creep tests: one end of the collagen peptide is held fixed,
whereas the other end is pulled with constant force (from 300 pN to 3,000
pN) until end-to-end distance reaches equilibrium (Panel b). Panel c shows
a schematic of the creep test; a constant force is applied instantaneously to
the molecule and its response (deformation over time) is monitored. The
mechanical response of collagen molecule is modeled using a KV model,
from which molecular Youngs moduls (E) and viscosity (η) are calculated.
Adapted from (Gautieri et al., 2012).
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three N-terminal Cα atoms are kept fixed whereas the three C-terminal Cα

atoms are subject to an instantaneous constant force. This setup mimics a
single molecule creep test, in which an instantaneous load is applied and the
strain response in time is observed. The creep test simulations are run until
asymptotic deformation and then strain-time curves obtained for collagen
molecules during SMD simulations are fitted with the Kelvin-Voigt equation
in order to estimate E (Youngs modulus) and η (viscosity). The instanta-
neous stress σ0 is calculated dividing the applied force by the cross-sectional
area of collagen, assuming a round cross-section and a radius of 0.55 nm.
The value of the radius is determined from dry collagenous tissue in which
the lateral distance between molecules is found to be 1.1 nm (Fratzl et al.,
1993).

Figure 7. Single molecule creep test. Mechanical response of solvated col-
lagen molecule to creep tests for three cases with increasing value of external
force. Dots represent the experimental data, whereas curves represent the
fitted curves using a KelvinVoigt model. Adapted from (Gautieri et al.,
2012).

When subjected to creep tests, the engineering strain of the molecule



34 A. Gautieri and M.J. Buehler

shows an exponential increase until asymptotic value is reached (see Fig.
7). This is the behavior typical of simple viscoelastic materials that can
be characterized by a Youngs modulus E, responsible for the elastic re-
sponse, and a viscosity , responsible for the viscous behavior. These results
show that collagen molecule presents a non-linear elastic behavior, since
the Youngs modulus depends on the external load. In particular, for the
loading conditions considered here E ranges from 6 to 16 GPa, a finding
that matches several experimental (Sasaki and Odajima, 1996; Sun et al.,
2002) and modeling studies (Gautieri et al., 2009; Srinivasan et al., 2009).
The collagen molecule viscosity has an average value of 3.84.0.38 Pa·s and
it is not significantly affected by the external load. Based on the elastic
modulus and the viscosity, the characteristic relaxation time (defined, for a
KV model, as η/E) is calculated, obtaining values in the range 0.24-0.64 ns
and 0.13-0.27 ns for solvated and dry molecule, respectively. Although the
elastic behavior has been previously investigated, no experimental data is
available for the viscous component of a single collagen molecule. This could
be attributed to the very fast relaxation time (on the order of nanoseconds)
of single molecules, which hinders its assessment using available experi-
mental techniques. However, a recent work (Nakajima and Nishi, 2006)
demonstrated that Atomic Force Microscopy (AFM) can be successfully
used to assess the viscoelastic properties of a single polypeptide chain, in
this case polystyrene. Within this technique, referred to as nanofishing by
the authors of that study, an AFM cantilever is mechanically oscillated at
its resonant frequency during the stretching process. This enables the esti-
mation of stiffness and viscosity of a single polymer chain with the use of a
phenomenological model (the authors used a KV model). The polystyrene
viscosity per unit length reported by the authors is 2.6·10−9 Kg/s, which
agrees well with the findings for collagen molecules, i.e., 40·10−9 Kg/s (con-
sidering a peptide length of 20 nm). The slightly higher viscosity could be
attributed to the fact that the polystyrene chain is a single strand, while the
collagen peptide is in a triple helical configuration. It is of great interest to
discuss whether the two elements of the KV model, i.e. the purely elastic
spring and the purely viscous dashpot, have an actual physical meaning. A
likely explanation would be that the elastic spring corresponds to the protein
backbone, while the damping effect could be attributed to the interchain
H-bonds. The backbone deformation include dihedral, angle and bond de-
formation, which are terms expressed by harmonic (or similar) functions in
the molecular dynamics force field, and thus result in an elastic response
to stretching. On the other hand, the viscous behavior may be due to the
breaking and reforming of H-bonds, in particular H-bonds between the three
collagen chains. Statistical mechanics based theories, and in particular Bells
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model (Bell, 1980), has been applied to study the breaking of H-bonds (see,
e.g. reference (Buehler and Wong, 2007) and Fig. 8). It has been shown
that the velocity at which a H-bond breaks is a function of the external
force:

v =
xb

τ0
e(−[(Eb−Fxbcos)/(kbT )]) (8)

where v is the velocity at which the H-bond breaks, xb is the distance
between the equilibrium state and the transition state, τ0 is the reciprocal of
the bond natural frequency, Eb is the bond energy, F is the applied force, θ
is the angle between the direction of the reaction pathway of bond breaking
and the direction of applied load F , kb is the Boltzmann constant and T is
the temperature. The equation above shows that the mechanical response of
the H-bonds is time-dependent, matching the behavior of the dashpot in the
KV model very well (for which the stress is a function of the loading rate).
Therefore the time-dependent rupture of H-bonds are likely responsible for
the dissipative behavior observed in collagen molecule mechanics.

7 Atomistic modeling of collagen fibrils

In order to complement experimental approaches, molecular modeling pro-
vides a powerful approach to describe the molecular mechanics of collagen.
Earlier studies were based on short collagen-like peptides obtained from x-
ray crystallography (Beck et al., 2000; Bella et al., 1994; Redaelli et al.,
2003). These early molecular simulation studies used these short collagen
molecules (Buehler, 2006b; Gautieri et al., 2009; Srinivasan et al., 2009;
Lorenzo and Caffarena, 2005; Bhowmik et al., 2007; Gautieri et al., 2009;
Bhowmik et al., 2009) that were typically limited to less than 10 nm length
or more than a factor of 30 smaller than actual molecules found in collagen
tissues. The resulting elastic modulus of these short collagen peptides was
found to be on the order of 4 GPa, and thus much greater than the typical
Youngs moduli measured for macro-scale collagen tissues but in agreement
with single molecule studies (Harley et al., 1977). In order to determine
how collagen-based structures confer mechanical properties to tissues like
skin, tendon and bone, and to identify how cells interact with the ECM, the
understanding of the mechanics at different hierarchical levels and their in-
terplay from a biochemical and molecular level upwards is essential. Earlier
work has demonstrated that mechanical strain is distributed over distinct
hierarchical levels (molecules, fibrils, fibres) (Gupta et al., 2005) and that
collagen tissue stretching involves concurrent deformation mechanisms. The
significance of defining the material properties of collagenous tissues from
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Figure 8. Statistical theory to predict bond rupture mechanics. The graph
depicts the energy as a function of a deformation variable (a), along a par-
ticular pathway that leads to bond rupture, where Eb is the energy barrier
corresponding to the transition state. Panel b shows an interchain H-bond
in collagen. Adapted from (Gautieri et al., 2012).

the biochemistry level upwards is evident when considering the effect of mu-
tations in collagen, which can result in incorrectly folded collagen protein
that cause a variety of severe and sometimes deadly pathologies, such as
Ehlers-Danlos syndrome or osteogenesis imperfecta (brittle bone disease)
(Rauch and Glorieux, 2004). Early collagen microfibril and fibril models
represent the supramolecular arrangement in collagenous tissues in a simpli-
fied way, using a two-dimensional lattice of mesoscopic beads (Buehler and
Wong, 2007) or extremely short collagen peptides (Buehler, 2006a; Gautieri
et al., 2009; Srinivasan et al., 2009; Lorenzo and Caffarena, 2005; Bhowmik
et al., 2007; Gautieri et al., 2009; Bhowmik et al., 2009). These models
do not account for the biochemical details and are much smaller than the
typical length-scales of collagen molecules found in collagen microfibrils and
fibrils. The reason for these approximations was the lack of crystallographic
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details of the collagen molecule, which have been obtained only for short
collagen-like peptides with lengths below 10 nm, until the work of Orgel and
coworkers, that obtained the in situ structure of full length collagen type I
molecule (Orgel et al., 2006) (Protein Data Bank identification code 3HR2)
(see Fig. 9). This structure, obtained by employing conventional crystal-
lographic techniques in x-ray fiber diffraction experiments, resolved for the
first time the specific three-dimensional arrangement of collagen molecules
in naturally occurring fibrils, including the N- and C-telopeptides.

Figure 9. Comparison of collagen-like peptides with the actual collagen
molecule (left) and unit cell of the low-resolution X-ray crystallography of
the collagen microfibil described in (Orgel et al., 2006).

Starting from the structure reported in (Orgel et al., 2006), which in-
cludes only backbone alpha carbons and the primary sequence of rattus
norvegicus, Gautieri et al. (Gautieri et al., 2011) used homology modeling
to obtain a full-atom structure with the human collagen sequence (Fig. 10).
The molecular packing topology obtained by the periodic repetition of the
unit cell lead to quasi-hexagonally packed collagen molecules which inter-
digitates with neighboring molecules to form a supertwisted right-handed
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microfibril and to the well-known D-banding periodicity seen in AFM images
of collagen fibrils. The fibril model is solvated using the solvate plug in of
GROMACS by adding SPC water molecules. Since the molecule at physio-
logical pH includes a net charge (positive net charge +34), counterions (Cl-)
are added in order to keep the system neutral. The fibril model is equili-
brated through several ns molecular dynamics simulations at a temperature
of 310 K (37◦C), and with 1 bar pressure to ensures structural conver-
gence. In order to assess the mechanical properties of the atomistic models,
molecular dynamics simulations with increasing constant mechanical stress
in tension along the fibril axis has been performed, while maintaining the
pressure on the other axes constant at 1 bar. The applied stresses are in
the range from 0 to 200 MPa, applied during 20 ns molecular dynamics
simulation for each load applied.

The equilibrated collagen microfibril (Fig. 11) has a density of 1.19
g/cm3, a value that is halfway between the density of water and the den-
sity of dehydrated collagen, which has been estimated at 1.34 g/cm3. A
Ramachandran analysis of the solvated system shows that the collagen mi-
crofibril lies in a region of the diagram (Psi ≈150, Phi ≈-75) that is char-
acteristic of the polyproline II chain and thus of collagen-like peptides, in
good agreement with earlier experimental structural studies (Brodsky and
Ramshaw, 1997). When subjected to mechanical load, collagen microfibrils
feature two distinct deformation regimes. In the small-strain regime (<10%)
the predicted Youngs modulus is ≈300 MPa, while in the large-strain regime
(>10%) the microfibril shows a severely increased tangent stiffness, with a
Youngs modulus of ≈1.2 GPa (Fig. 2.13). The results of nanomechanical
testing of collagen microfibril are in agreement with experimental results ob-
tained for the small strain regime based on several techniques such as x-ray
diffraction (Sasaki and Odajima, 1996), Atomic Force Microscopy (AFM)
(van der Rijt et al., 2006) and the use of micro-electro-mechanical sys-
tems (MEMS) (Shen et al., 2008; Eppell et al., 2006). For the larger-strain
regime there exists less experimental information and available data tend
to be more scattered. For example, Shen et al. (Shen et al., 2008) showed a
relatively large variability of collagen fibril behaviors at large deformation,
which suggested either strain-hardening or strain-softening depending on
the fibril investigated. A direct comparison of the mechanical properties of
single collagen molecules versus that of collagen microfibrils suggests that
the mechanical properties are strongly scale dependent (Fig 2.13).

The atomistic model enables to observe atomistic and molecular defor-
mation mechanisms not directly accessible to experimental techniques, and
thereby to explain the molecular origin of mechanical properties at different
hierarchical levels and levels of strain. It is observed that for small defor-
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Figure 10. Schematic of the homology modeling process, in which a target
sequence is applied to a template structure. The use of the murine template
structure is possible thanks to the high sequence homology between human
and murine collagen type I (a). Panel (b) shows the quasi-hexagonal cross-
section of the microfibril model and panel (c) the D-period divided into gap
and overlap regions. Adapted from (Gautieri et al., 2011).

mation the collagen molecules end-to-end distance increases linearly until
the microfibril strain reaches 10% (corresponding to ≈50 MPa stress), the
strain at which the microfibril stiffness increases drastically. Beyond this
point the molecular end-to-end still continues to increase but the slope of
curve is significantly lower. This can be explained due to the fact that below
10% strain the collagen molecule is straightened within the microfibril and
thereby loses its kinked arrangement, while beyond the 10% strain mark the
molecule itself is being stretched, resulting in a larger mechanical resistance
to deformation. The increase in the gap to overlap ratio in the small-strain
regime (Fig. 11) suggests that the initial straightening is concentrated in
the gap regions where the molecular packing density is lower and molecules
are less organized, with more kinks. This model thereby confirms sugges-
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Figure 11. Schematic of the in silico mechanical loading (a) and compar-
ison of modeling results with experimental results at fibril and molecular
scale (b). Stress-strain relationship for collagen type I microfibril (c) and
analysis of the gap/overlap ratio, showing that for small deformation the
gap region is deforming more (d). Adapted from (Gautieri et al., 2012).

tions made by Fratzl et al. (Fratzl et al., 1998). Once the entire capacity
to molecular straightening is exhausted and all collagen molecules assume a
straight configuration oriented in the direction of the pulling axis, collagen
molecules themselves undergo stretching, leading to significantly increased
tangent microfibril stiffness, at strains in excess of 10%. The combination
of these two mechanisms, molecular straightening and molecular stretching,
effectively lead to an increase of the D-period, in agreement with experi-
mental results (Gupta et al., 2005). Other mechanisms, such as molecular
sliding may take place at larger strains in excess of 30% as described in
earlier studies of the deformation mechanisms (Fratzl et al., 1998; Sasaki
and Odajima, 1996).
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8 Coarse-grain modeling of collagen

As seen in the previous paragraph, the study of collagen fibrils and fibers
with full atomistic simulations is currently challenging, which represents an
important limitation since this scale in the structural hierarchy of collagen
is most relevant for physiological function. Other limitations exist with re-
spect to the accessible time-scale, where most full-atomistic simulations are
limited by a few hundred nanoseconds. However, many relevant materials
phenomena such as tissue deformation and failure (e.g. under disease condi-
tions) emerge at much longer time-scales. A promising strategy to overcome
these limitations is to decrease the number of degrees of freedom by group-
ing atoms into pseudo-atoms (or particles) referred to as beads. This rep-
resents the basis of the so-called coarse-grained approach, where starting
at the nanoscale, it is possible to derive parameters for higher hierarchi-
cal levels, up to the macroscale by systematically feeding information from
smaller, more accurate to larger, more coarse levels. The development of
a coarse-grained model provides a powerful path towards reliable modeling
of full-length collagen molecules and its higher level hierarchical structures.
Specifically, coarse-grained models allow the study of more complex sys-
tems, up to micrometer dimension and millisecond duration. Earlier work
of coarse-graining collagen molecules grouped hundreds of atoms into par-
ticles (Buehler, 2006a; Gautieri et al., 2008). This level of coarse-graining,
however, is at a relatively coarse level where information about biochemical
features (e.g. amino acid sequence) cannot be represented directly. How-
ever, the incorporation of biochemical features is crucial in a computational
materiomics approach where material properties are elucidated at multiple
scales. Several other coarse-grained models suitable for proteins have been
developed and successfully applied (Tozzini, 2005). Particularly, the MAR-
TINI coarse-grained model (Marrink et al., 2007), developed by Marrink
and coworkers, was initially applied to membrane lipids, later extended to
proteins (Monticelli et al., 2008) and to carbohydrates (Lopez et al., 2009).
It has been successfully applied to gain insights about different biological
molecules such as membrane proteins, ion channels and liposomes (Sansom
et al., 2008). The MARTINI model provides a suitable level of coarse-
graining as it retains information about the chemistry specific to the amino
acid sequence (as side chains are modeled depending on the type of the
amino acids). All amino acids in the MARTINI force field are modeled with
a number of beads that varies depending on the steric volume of each amino
acid (Monticelli et al., 2008). The general mapping rule is that four heavy
atoms (that is, non-hydrogen atoms) are grouped together into one bead.
Further, one bead describes the backbone, while others are added to repre-
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sent the side chain. The number of beads used to model a specific residue
therefore varies depending on the dimensions of the side chain of the amino
acid. Small amino acids such as glycine or alanine are described by just one
bead, while larger amino acids, like phenylalanine, tyrosine and tryptophan
are modeled with up to five beads. The model also takes in account the
polarity of every bead, described by a letter (P: polar; C: apolar; N: non-
polar; Q: charged) and a number (from 1: low polarity to 5: high polarity).
Further, a letter is used to characterize a residues hydrogen bonding capa-
bility (d: donor; a: acceptor; da: donor and acceptor; 0: none). These bead
types, which correspond to atom types in the atomistic modeling frame-
work, are used to describe the non-bonded interactions between beads. For
each pair of bead types, a set of parameters for electrostatic and van der
Waals potentials is defined. The best choice of particle types for amino
acids was obtained by the authors of the original MARTINI force field for
proteins by comparing simulation results and experimental measurements
of water/oil partitioning coefficients of the amino acid side-chain analogues.
However, although the MARTINI force field is suitable for a wide number
of applications and its validity has been proven through several simulations
and comparisons both with atomistic and with experimental data, it cannot
be applied to model collagen molecules in the original formulation. This is
because of two reasons. First, the existing formulations of MARTINI lack
parameters for hydroxyproline (a non-standard amino acid, found solely
in collagen and formed through post-translational modification of proline).
Second, it lacks parameters to describe the triple helical configuration of
a collagen molecule. Thus, recent efforts have been addressed to overcome
these limitations and addresses two major points. In the MARTINI model,
proline is modeled through the use of two beads, one for the backbone (bead
type C5) and one for the side-chain (bead type AC2) as shown in Fig. 12.
Hydroxyproline derives directly from proline via the addition of a hydroxyl
group on its side-chain. Therefore, hydroxyproline is also modeled using
two beads in the extended MARTINI model. For the backbone bead is rep-
resented with the same bead type as for proline. The side chain, however,
due to the presence of the hydroxyl group, shows a higher polarity level
than proline. This aspect was already demonstrated in the work of Black
and Mould, who calculated an index that takes into account the hydropho-
bicity of all amino acid side-chains, including hydroxyproline. Matching the
bead types assigned by Marrink and the hydrophobicity values derived from
Black and Mould, the hydroxyproline side-chain bead polarity, in the MAR-
TINI notation, is determined. This parameter ranges from 0 to 1, where
1 is the most hydrophobic amino acid (phenylalanine), while 0 is the most
hydrophilic one (arginine). The value reported for hydroxyproline is 0.527,
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which is found between threonine (0.450) and cysteine (0.680) values. In the
MARTINI force field, threonine side chain is modeled as a P1 bead, while
cysteine as a C5 bead. Considering this result, hydroxyproline is assigned
a P1 value for the hydroxyproline side-chain, since its hydrophobicity value
is closer to the value for threonine.

Figure 12. Parameterization of the force field of the MARTINI force field
including the hydroxyproline residue (Panel A) and geometrical features
(angles) of the coarse-grained collagen triple helix (Panel B). Hydroxypro-
line directly derives from proline adding a hydroxil group to its side chain,
giving rise to an increased polarity level. Atomistic structures of both pro-
line and hydroxyproline are shown on the left side of Panel A, while the
bead representation using MARTINI model notation is shown on the right
side of Panel A. Panel B shows the analysis of the angle between backbone
beads of collagen-like peptides. The statistical analysis is performed on five
collagen PDB entry (2DRT, 1K6F, 1QSU, 1CAG, 1V6Q); these collagen-
like peptides are coarse-grained and the bond lengths, angles and dihedrals
between backbone beads are analyzed. Adapted from (Gautieri et al., 2010).

The MARTINI model also takes into account the secondary structure of
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a protein, such as alpha-helix, beta-sheet, extended turns, or bends. The
characteristic triple helical structure of collagen molecules cannot be de-
scribed by any of the secondary structure parameters included in original
MARTINI model. Thus, the bond distances, angles and dihedral parame-
ters specific to the collagen triple helix have been assessed. The MARTINI
bond potential forms are maintained, which are described as follows:

Vb = Kb(dij − db)
2 (9)

Va = Kφ(φijk − φa)
2 (10)

Vd = Kd[1 + cos(nχijkl − χd)] (11)

where Vb, Va and Vd are the potential energy terms of bond stretch-
ing, angle deformation and dihedral deformations, respectively. Bonded
interactions act between bonded sites i, j, k, l with a distance at the
equilibrium of db, angle φa and dihedral angles χd and with elastic stiff-
ness of Kb, Ka and Kd (for bond, angle and dihedral, respectively). The
triple helical geometrical parameters of the collagen triple helix (that is,
db, φa and χd) are obtained by performing a statistical analysis on a set of
five collagen-like molecules available in the Protein Data Bank (identifica-
tion codes: 2DRT, 1K6F, 1QSU, 1CAG, 1V6Q). The bond lengths between
backbone beads, bonding angles and dihedral angles are computed on the
basis of these five crystallographic structures, providing a bond reference
length (db) of 0.3650.07 nm, a bonding reference angle (φa) of 119.28.72,
and a dihedral reference angle (χd) of -89.39.76. In order to assess the
stiffnesses of bond, angle and dihedrals (respectively, Kb, Ka and Kd), sim-
ple atomistic oligopeptides are considered. In order to derive the bonding
constant Kb, a glycine-proline structure is chosen. In order to derive the
angle elastic constant Ka, a glycine-proline-hydroxyproline oligopeptide is
considered. Finally, to obtain the dihedral elastic constants Kd a glycine-
proline-hydroxyproline-glycine molecule is studied. These structures are
considered both in their atomistic form and in their coarse-grained form,
and the parameters of the coarse-grain model (i.e, Kb, Ka andKd ) are iden-
tified matching force-extension curves obtained from atomistic and coarse-
grained steered molecular dynamics simulations. For the coarse-grained
models, the spring constants (that is, the parameters Kb, Ka and Kd )
are initially set equal to the values adopted in the original MARTINI force
field for an alpha helix secondary structure and then gradually changed
in order to best fit the atomistic force-extension curves so that they show
the same stiffnesses. The values that best replicate the atomistic behavior
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are Kb=1250 kJ·mol−1nm−2, Ka=150 kJ·mol−1 and Kd=100 kJ·mol−1. In
order to validate the extended MARTINI force field model, an 8 nm long
collagen-like molecule (similar to the PDB entry used to assess the geo-
metrical features) is pulled under the same conditions previously described.
The chosen molecule is [(glycine-proline-hydroxyproline)10]3, which repre-
sents an ideal reference collagen molecule. The equilibrated coarse-grained
collagen peptide is pulled using a deformation rate of 1 m/s and the Youngs
modulus of the coarse-grain collagen molecule is then calculated from the
slope of the force-deformation plot. Assuming a cylindrical geometry, and
considering a collagen molecular radius of 0.8 nm, the Youngs modulus is
obtained equal to 4.62±0.41 GPa. The whole structure of the heterotrimeric
type I collagen molecule is investigated in order to derive the persistence
length. The full length coarse-grained tropocollagen model is divided into
five 60 nm peptide strands to reduce the computational cost. Then, the
flexibility of the structures is analyzed from molecular dynamics trajecto-
ries of 350 ns each, obtaining the persistence length through the following
expression:

log < cos(θ) >= − s

Lp
(12)

As shown in the inlay in fig. 13, the variable θ denotes the angle between
two segments along the molecule separated by contour length s (that is,
the sum of the segment lengths), and Lp is the persistence length, which
provides information about a molecules flexibility. In order to evaluate the
persistence length, the molecule is divided into several smaller segments.
Each segment (as shown in the inlay in fig. 13), is delimited by the center of
mass of the three equivalent glycine residues belonging to the three different
collagen chains. The plot of log < cos(θ) > versus s is obtained, where the
average of cos(θ) is calculated over the full molecular dynamics simulations
trajectories. Fig. 13 shows the plot of log < cos(θ) > versus the contour
length s. The value of the persistence length Lp is then obtained from the
inverse of the slope after a linear regression of all data, giving a value of Lp

= 51.5±6.7 nm.
The persistence length found based on the coarse-grained model is close

to the value obtained by Hofmann and coworkers, who found a value of
57±5 nm for collagen type I molecule through an electron microscopy anal-
ysis. On the other hand, a literature analysis shows that great variability
in persistence length value can be found considering different kinds of ex-
perimental tests. The pioneering work in this analysis is represented by
Utiyama and coworkers (Utiyama et al., 1973), who considered sedimenta-
tion constants and the intrinsic viscosity of purified collagen molecules and



46 A. Gautieri and M.J. Buehler

Figure 13. Mechanical analysis of collagen molecules. Panel A: Force-
deformation plot up to 15% strain (1.2 nm) for the pulling test of a [(glycine-
proline-hydroxyproline)10]3 collagen-like peptide (straight line) and linear
regression (dashed line) used to obtain the molecular elastic constant. Panel
B: Plot of log < cos(θ) > versus contour length calculated for the coarse-
grain model of the first strand (≈ 60 nm) of human collagen type I molecule.
The linear regression of the data for the five different strands leads to an
average persistence length of ≈51.5 nm for human type I collagen. Adapted
from (Gautieri et al., 2010).
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calculated a value for the persistence length close to 130 nm. Saito and
coworkers (Saito et al., 1982) considering the hydrodynamic properties of
collagen derived the intrinsic viscosity and the sedimentation constant of
collagen and, from these values, the persistence length, equal to 160-180
nm. In another experiment, Nestler and coworkers (Nestler et al., 1983)
measured the dynamic viscoelastic properties of dilute solutions of collagen
molecules. From the obtained values of intrinsic viscosity and rotational re-
laxation time, they found a value for the persistence length of about 170 nm.
In more recent work, Sun and co-workers used optical tweezers in order to
obtain, from force-extension plots fitted to the Marko-Siggia entropic elastic
model, the collagen persistence length, which was found to be 14.5±7.3 nm.
Finally, molecular simulation studies were used to perform bending tests
on a collagen-like peptide, predicting the bending stiffness of the collagen
molecule and, from this result, evaluate the persistence length of collagen
to be in the range of 16-24 nm (Buehler and Wong, 2007). The variabil-
ity that can be found in literature for the collagen persistence length value
depends on the used experimental setup, for example electron micrographs
or optical tweezers, on the experimental conditions (how the sample is ex-
tracted and prepared), on the method applied and the parameters used to
fit experimental data with theoretical models. Despite the large variability
of experimental values, the value obtained with the coarse grained model
is in good agreement with the consideration of collagen as a semiflexible
molecule with a rodlike configuration. Due to its contour length of 300 nm,
all-atom simulations with explicit solvent are prohibitive since they would
require excessive computational resources due to the very large number of
particles. The reduction by roughly a factor of 10 in the coarse-grained
description provides a significant speedup that facilitates the direct simula-
tion of much longer molecules. Furthermore, the typical time step used in
classical molecular dynamics simulations (1-2 fs) allows the modeling only
on the nanoseconds time scale. Whereas the coarse-grained model enables
to use much longer time-steps, on the order of 20-40 fs. Considering the
combined effect of the reduction of the number of particles and the increased
time step, the coarse-grained approach leads to a total speed-up of 200-400
with respect to atomistic simulations. With this significant computational
speedup, the coarse-grained modeling framework opens many possibilities
for future studies, particularly at the scale of collagen fibrils and possibly
fibers. However, the MARTINI coarse grain approach is only valid when
the phenomena under study do not involve changes of the secondary struc-
ture. In the context of collagen, only events that do not involve unfolding of
the collagen triple helix can be correctly modeled using the MARTINI force
field formulation. While unfolding of molecules is likely to play an important
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role in large deformation and fracture of collagenous tissues, the mechanical
stresses experienced by collagen tissues under small mechanical loads may
not lead to unfolding at the molecular level. This is because strain is dis-
tributed over several hierarchical levels (i.e., fibers, fibrils, molecules) and
involves several concurrent mechanisms (fiber uncrimping, proteoglycan-
mediated fibril sliding, molecular slippage and molecular elongation).

9 Conclusions

Recently, - omics approach has become of daily use in biology thanks to in-
expensive gene expression profiling techniques and user friendly data-mining
software. In the field of material science, a systematic bottom-up knowledge
can complement screening methods with the aim of reverse engineering (bio-
logical) materials. This is particularly true for complex biological materials,
where a holistic perspective is absolutely necessary. With such holistic per-
spective in mind, all different investigative approaches (experimental, theo-
retical, computational) can be considered a materiomic approach (Cranford
et al., 2013). However, the fundamental challenge is not in the data collec-
tion, but rather their combination, which requires the joint effort of biol-
ogists, material scientists, chemists, and engineers. The development and
combination of both experimental and computational techniques for study-
ing biomaterials will help us to get key understanding of how molecules,
cells, tissue and artificial materials interact. Furthermore, if we are able to
completely understand complex biological materials, the understanding of
synthetic materials should come relatively easier.

The study of material properties at multiple scales is crucial for biolog-
ical materials, as their structure changes with hierarchical level (and thus
length-scale) and, as a consequence, most material properties are strongly
dependent on the observation scale. Multi-scale simulation analyses are
thus the key to improve our mechanistic understanding of how structure and
properties in biological materials are linked. Typically this is achieved from
a bottom-up approach, linking more sophisticated lower length-scale param-
eters, which form the building blocks of the system at that level, to coarser,
larger length-scales. Purely bottom-up approaches, though, are incomplete
if they lack the link between large-scale behavior to small-scale phenomena.
Full stratification of different levels of hierarchy using such analysis develops
a powerful feedback loop where the bottom-up modeling approach catalyzes
the insights we gain at each layer of the material ladder, with the possibility
of controlling properties at multiple scales simultaneously, and to examine
their effect on system function. While a materials science approach can
probe the physical and chemical components and structure of the system a



Multiscale Modeling of Biomaterials and Tissues 49

systematic blueprint the whole is indeed greater than the sum of its parts.
Such challenges necessitate a new, holistic and integrated perspective an
omic perspective, i.e., materiomics.
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1 Introduction

To determine how the hierarchical structures of tissues such as skin, ten-
don and bone confer mechanical properties to those tissues a better un-
derstanding is required of the properties of the individual components and
their interactions. The architecture of bone, for example, contains six dis-
tinct features shown in Figure 1 (Rho et al. (1998)). The building blocks
are collagen molecules and mineral crystals. The figure illustrates how the
feature at a particular scale is assembled from those at the lower scales.
The ultimate goal of computational and theoretical multiscale models is the
accurate description of the properties and mechanical behavior of such com-
plex structures. The development of robust models will undoubtedly rely
on experimental data that (1) will provide some of the required input pa-
rameters; (2) could be used to assess the validity of the model’s predictions;
and (3) will offer insights on how they could be improved. The mechanical
testing of biological tissues at relatively large scales enjoys a long and rich
history. However, data on the micro and nano scale features is sparse at best
because of the difficulties associated with specimen preparation and han-
dling and with the accurate measurement of forces and displacements. The
mechanical properties of the larger features of bone, for example, has been
studied using standard (albeit often customized) testing equipment, and
more recently optical techniques including those described in Chapter 5 of
this book have enabled the probing of the structural response of the molec-
ular scale components. Until recently there was a void in experimentation
of collagen fibrils and fibers because testing platforms were not available to
measure forces and displacements to the appropriate dimensions. The void
was partially filled by the development of microelectromechanical systems
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(MEMS) devices that produced first-time measurements of the strength,
strain capacity, and viscoelastic properties of collagen fibrils subjected to
simple elongation. This chapter provides a brief summary of the MEMS
approach to mechanical testing and experimental data that illustrates the
complex response of collagen fibrils to mechanical forces.

Figure 1. Hierarchical structure of bone (Rho et al. (1998)).

2 MEMS structural testing platforms

The authors and their coworkers designed, fabricated and used two genera-
tions of MEMS structural testing platforms to measure the force-displacement-
time response of collagen fibrils subjected to simple elongation (Eppell et al.
(2006); Shen et al. (2008, 2010, 2011)). The two generations differed in the
way that the force was applied and the displacement was measured. The
evolution and details of the MEMS technology used to design and fabri-
cate the testing platforms, specimen preparation procedures, and structural
testing protocols can be recovered from the references. The first generation
devices, which are not described in any detail in this chapter, used elec-
trostatic actuation to apply force to the specimen, and the displacements
were measured using a Vernier scale. The second generation devices rely
on piezoelectric displacement transducers capable of applying displacement-
controlled motions with nm-scale resolution. Digital-image-correlation soft-
ware in conjunction with in-situ microscopy with digital image capture
enabled displacement measurements in real-time at nm-scales. Represen-
tative data obtained from experiments using the two different devices is
summarized in the next section. For both generation devices accurate de-
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termination of force from measured displacement was accomplished by using
standard MEMS technology, as follows.

The basic idea of the MEMS paradigm is that if displacements of an
elastic test structure with known dimensions and elastic moduli can be
measured accurately, the forces can be determined using a structural anal-
ysis. One common material used to create MEMS devices is polycrys-
talline silicon. Standard MEMS processing techniques of deposition, pat-
terning, and etching can produce polycrystalline silicon structures with di-
mensions ranging from sub-micrometer to hundreds of micrometers. The
elastic properties of silicon are well-known but slightly anisotropic. There-
fore the structural analyses of devices made from single-crystal silicon or
large-grained polycrystalline silicon can be significantly more complicated
than those performed for homogeneous isotropic structures. Fortunately,
polycrystalline silicon deposited by chemical vapour deposition at tempera-
tures below 600oC contains grain sizes on the order of 100 nm (Kahn et al.
(2002)). Therefore, typical size MEMS devices will contain large numbers of
silicon grains in all in-plane dimensions, leading to nearly isotropic in-plane
elastic moduli (Mullen et al. (1997)) .

Figure 2. Schematic of MEMS platform for testing collagen fibrils and
other fiber-like structures.
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The second generation device used most recently to test individual colla-
gen fibrils (Shen et al. (2010, 2011)) is shown schematically in Figure 2. Mul-
tiple devices were fabricated with standard MEMS processing techniques,
using 100 mm diameter silicon wafers as substrates. Using low-pressure
chemical vapor deposition the wafers were sequentially coated with 3.5 mi-
crometers of sacrificial silicon dioxide, and 6 micrometers of polycrystalline
Si. The deposited layers were sufficiently annealed to relieve any growth-
induced residual stresses. Devices were patterned using optical lithography,
and then the polycrystalline silicon was etched in a sulphur hexafluoride
plasma. The photoresist was removed in aqueous sulphuric acid and hy-
drogen peroxide, and devices were released by immersion in aqueous hy-
drofluoric acid, followed by rinsing in methanol and critical point carbon
dioxide drying. The release etch dissolved all the sacrificial silicon dioxide
beneath the portions of the device that were designed to be movable. The
majority of the sacrificial silicon dioxide was left beneath areas of the device
designed as anchors in order to keep the device attached to the silicon sub-
strate. Because the device is less than 1mm2 in size, thousands of devices
were fabricated simultaneously on a single silicon wafer.

With respect to the shematic shown in Figure 2, the black areas labeled
“A” are anchored to the substrate, while the gray areas are free to move.
The device is designed for one end of the collagen fibril to be attached to the
pad labeled “1” and the other end to be attached to the pad labeled “2”. A
scanning electron microscope image of a representative device, upon which
a collagen fibril is attached, is shown in Figure 3. The central gray portion
of the device is then attached to an external displacement transducer. In
the work described in Shen et al. (2010, 2011) this was achieved by placing
a needle tip into the square hole created in the device and shown in the
schematic and in the image, and by connecting the needle to a piezoelectric
transducer-controlled stage. When the device is displaced to the left, as
oriented in Figure 2, the movement of all three positions, labeled “1”, “2”,
and “3”, must be recorded simultaneously.

Since pad 1 is anchored to the substrate, the elongation of the collagen
fibril specimen will be equal to the increase in separation between pads 1 and
2. The force applied to move pad 2 to the left is equal to the force applied
to move pad 3 to the left. Therefore, the force applied to the specimen
can be determined by measuring the elastic deformation involved in the
increase in separation between pads 2 and 3. That separation is controlled
by the elastic response of the polycrystalline silicon tether beams labeled
“T” in Figure 2. The dimensions of the tether beams can be measured very
accurately using electron microscopy or other techniques, and the elastic
modulus of polycrystalline silicon is known (Mullen et al. (1997); Jensen
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Figure 3. MEMS platform for testing collagen fibrils (Shen et al. (2010,
2011)).
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et al. (2001)). This information can be used as input into a finite element
model of the device to infer the forces necessary to achieve the observed
displacements. In this manner, both the force and elongation of the fiber
are determined simultaneously.

Note that the range of available measurements will be optimized if the
length, width and thickness of the tether beams are designed to have nearly
the same stiffness as the nanoscale specimen. Materials with different stiff-
nesses can be tested by fabricating many devices with different tether beam
stiffnesses on a single silicon wafer substrate, and then using whichever de-
vice best matches the material of interest.

3 Experimental results

The collagen fibrils studied using the first generation devices are considered
as having been tested in air. This is because the testing machines involve
an electrostatic actuator, and therefore could not be immersed in the liquid
environment required to maintain the fibrils at 100% humidity throughout
the test. Fibrils tested using these devices were pulled out of solution and
kept in wet paper in an effort to minimize drying during the time required
to attach them to the MEMS platforms and to perform the experiments.
The second generation devices, however, enabled the fibrils to be maintained
in a liquid environment provided by a liquid drop placed onto the MEMS
platform for the duration of the experiment. This section presents repre-
sentative results that highlight the qualitative and quantitative response
of individual collagen fibrils to three types of loading; monotonically in-
creasing tension up to failure; loading to a fraction of the nominal strength
followed by repeated unloading and reloading cycles; and creep-relaxation
experiments.

3.1 Tensile strength and ultimate strain capacity

A representative nominal stress-nominal strain curve in the hydrated
state reproduced from Shen et al. (2010) is shown in Figure 4. Note that
the strain is averaged over the length of the fibril and is calculated as the
stretch of the fibril divided by the original gage length. The stress, defined
as the force divided by the average of cross-sectional area measurements
imaged along a finite number of points along the fibril length, does not
account for the significantly nonuniform cross-sectional area along the fibril
and how it changes throughout the test. For these reasons the true stress
and the maximum strain achieved at a particular point along the fibril are
expected to be significantly higher than the nominal values. Figure 4 shows
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that the response is linear and that the failure is brittle; there is no post-
peak response for this nearly displacement controlled test. As expected the
strength, strain capacity and elastic modulus data presented in Shen et al.
(2010) and reproduced in Table 1 showed significant specimen-to-specimen
variation. It is remarkable that the fibrils are capable of stretching by as
much as ∼ 180% and that their nominal strength can be as high as 0.5GPa.
The large batch-to-batch variation of the response in simple tension suggests
that it will prove difficult to assess the validity of multiscale models of
collagen fibrils.

Figure 4. Stress-strain curve of representative collagen fibril up to failure
(Shen et al. (2010)).

Table 1. Tensile properties of hydrated collagen fibrils (Shen et al. (2010)).

Strength (MPa) Failure strain Elastic modulus (MPa)

(one standard deviation) 230± 160 0.80± 0.44 470± 410
(range) 40± 490 0.33− 1.83 110− 1470

3.2 Initial evidence of viscoelasticity and strain recovery

The first generation MEMS platforms were used to study the response of
collagen fibrils to loading/unloading cycles (Shen et al. (2008)). A represen-
tative cyclic stress-strain curve is shown in Figure 5, where the unloading
and subsequent reloading traces represent the average of the measurements
over four cycles. The results show that collagen fibrils tested in air exhibit
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viscoelasticity and a residual strain upon removal of the load. These obser-
vations challenge multiscale models to account for time and possibly rate
effects. But this is not the only rich constitutive behavior that was observed
in the study reported in Shen et al. (2008). It was discovered that if a fibril
is placed in a humid environment at the end of the cyclic loading experi-
ment for a period of approximately one hour, the residual strain completely
disappears. This is evidenced by Figure 6, which shows the loading traces
obtained from three tests on the same representative fibril discussed above
(the top plot corresponds to Figure 5). Each of the two additional tests
were conducted after a one hour-long rest period. (Note that the unloading
points were removed from the plots to render the figure less busy). It is ob-
served that all stress-strain curves start at the origin, indicating complete
strain recovery during the rest period and a modest reduction in stiffness.
So in addition to time and possible rate effects, multiscale models must be
challenged to account for the fibril’s ability to recover strain when subjected
to loading and unloading scenarios.

3.3 Creep-relaxation experiments and determination of relax-
ation times

The time effects observed in the initial experiments inspired the creep-
relaxation tests described in Shen et al. (2011). Because of the mechanics of
the test platform, the experiments cannot be performed under strictly con-
stant force or constant displacement conditions. However, proper account-
ing of the force-displacement-time response of the collagen fibrils produced
the representative stress-time and strain-time plots shown in Figure 7. This
data was fitted well by the Maxwell-Weichert model illustrated in Figure 8,
which is associated with three elastic moduli and two viscous elements. The
relaxation function associated with the Maxwell-Weicher model is given by

Erelax (t) = Eo + E1exp

(
− t

τ1

)
+ E2

(
− t

τ2

)
(1)

where Eo is the time-independent elastic modulus, and the relaxation
time of each element, τi, is equal to the coefficient of viscosity of its dash-
pot, ηi, divided by the elastic modulus of its spring, Ei. Figure 9 shows
typical fits of the relaxation modulus, and Figure 10, reproduced from Shen
et al. (2011), lists the data derived from all the experiments. The results
indicate that collagen fibrils have fast and slow time responses of the order
of 10 and 100 seconds, respectively. The mechanism of viscoelasticity, dis-
cussed in much more detail in Shen et al. (2011), was attributed to molecular
rearrangement of collagen and water molecules. A comparison with other
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Figure 5. Cyclic loading and unloading of a collagen fibril. The unloading
and subsequent loading traces represent the average of four cycles (Shen
et al. (2008)).

collagenous structures at larger scales (tissues) and smaller scales (colla-
gen molecules) is warranted. Using Fung’s QLV model (Fung (1967); Fung
et al.), sheep flexor tendons were shown to have a short relaxation time
of ∼ 2s and a long relaxation time of ∼ 1500s (Sarver et al. (2003)). In
a similar way, goat femur-medial-collateral-ligament-tibia complexes were
shown to have a short relaxation time of ∼ 2s and a long relaxation time
of ∼ 2200s (Abramowitch and Woo (2004)). Thus, compared to the long
relaxation time of soft tissues (1500–2200s), the long relaxation time of a
single fibril is one order of magnitude smaller. The short relaxation time of
the single isolated fibril is, conversely, three to four times longer than the
bulk tissue. This is difficult to explain using first principles and may be an
artifact of the phenomenological fitting. Another possibility is that the dif-
ferences in time behavior arise from differences in tissue source. Given the
data in hand at this point and assuming that model type and tissue source
are not sufficient to explain an order-of-magnitude difference in relaxation
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Figure 6. Stress-strain curves produced by three tests on the same fibril
with rest periods between the second and third experiments (Shen et al.
(2008)).
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Figure 7. Stress-time and strain-time data of representative collagen fibril
(Shen et al. (2011)).

Figure 8. Maxwell-Weichert model.

Figure 9. Relaxation modulus of representative fibril as derived using the
Maxwell-Weichert model (Shen et al. (2011)).
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Figure 10. Parameters used to fit viscoelastic response of collagen fibrils
using the Maxwell-Weichert model (Shen et al. (2011)).

time, the results suggest that the relaxation times of whole tissues are deter-
mined by components other than the collagen fibrils, most likely the ground
substance (i.e., proteoglycans). The elastic moduli associated with the We-
ichert model were compared to those measured during the short-time simple
elongation tests. The time-independent elastic modulus of the fibril speci-
mens measured on the first pull was 140 ± 50 MPa, (range 80–250 MPa).
This fell within but at the lower end of the 110-1470 MPa range obtained
from in vitro monotonic strain-to-fracture tests and listed in Table 1. It
is noted that the value of 140 MPa also agrees within a factor of 3 with a
recent multiscale model of collagen fibril mechanics Gautieri et al. (2011).

4 Summary

It has become abundantly clear that MEMS devices are ideal testing ma-
chines for nanoscale fiber-shaped materials and structures. They enable
textbook simple elongation, creep/relaxation, and cyclic loading experi-
ments to be performed with precise measurement of force and displace-
ments, and they can produce data that is instrumental for the development
of multiscale models of biological structures. The initial data obtained using
the MEMS paradigm highlights the rich constitutive behavior of collagen
fibrils, and significant specime-to-specimen scatter. The nonlinear, time
dependent and statistical material properties of collagen fibrils therefore
provide significant challenges to multiscale modelers.
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Abstract In the present Chapter we will present two examples
where the molecular description of diffusion is used to obtain mesoscale
behavior of a given bulk polymer. In the first example a large
molecule (benzene) is considered as permeant molecule within a
bulk polymer (Poly vinyl alcohol), in this case the problem to be
overcome was to reach the normal diffusion regime, hence a com-
plete random motion of the diffusive molecules within the polymer.
In the second example the diffusing molecules are water and the
polymer is poly lattic acid, in this case the problem was to model
properly the degradation in time observed when this polymer is
exposed to water.

1 Introduction to diffusion at the nanoscale

Together with convection and advection, diffusion is another mechanism by
which matter moves. Compared with the two other mechanisms diffusion is
chaotic and random, that is there is no preferred direction of motion other
than from areas of high to low concentration. This is due to the fact dif-
fusion is a transport phenomenon that does not require bulk motion and
the motion is driven by concentration gradient solely. In general, diffusion
is a consequence of the constant thermal motion of molecules and particles.
There are two ways to describe diffusion: a phenomenological approach
dealing with Ficks laws or an atomistic one by considering the random walk
of the diffusing particles. In this latter regard diffusion is governed and af-
fected by by both permeant and bulk features and their interactions. From
this side, diffusion is considered as a result of the random walk of the dif-
fusing particles self-propelled by thermal energy. The theory of this motion
and the atomistic backgrounds of diffusion were developed by Albert Ein-
stein. In 1905 he published in the Annalen der Physik the annus mirabilis
papers: four articles which contributed substantially to the foundation of

M. Buehler, R. Ballarini (Eds.), Materiomics: Multiscale Mechanics of Biological Materials 
and Structures, CISM International Centre for Mechanical Sciences, 
DOI 10.1007/978-3-7091-1574-9_4, © CISM, Udine 2013 



72 A. Redaelli, S. Vesentini, A. Gautieri and P. Zunino

modern physics and changed views on space, time, and matter. In the field
of diffusion, applying the kinetic theory of fluids he derived expressions for
the mean squared displacement of particles, giving a formulation of the dif-
fusion coefficient for a permeant molecule (D) by proposing a statistical
mechanics approach to the Brownian motion (Einstein, 1905). In a current
perspective Molecular Dynamics (MD) simulations can provide in principle
the direct evaluation of the time evolution of a system of interacting parti-
cles and can thus be very useful for the determination of D (Hofmann et al.,
2009). The major drawback of this method is the limited time scale and
sample size that can be simulated. Computer power now available enables
to simulate samples up to 10 nm into tens nanosecond domain. Thus the
range of properties that can be studied directly is limited to those evolv-
ing over this time scale and sample size. The diffusion coefficient D can
be directly calculated from the motion of the particles extracted during a
MD simulation, but this equation holds only in the case that the observa-
tion time (i.e., the simulation time) is large enough to allow the particles
to show uncorrelated motion (Hofmann et al. (2009); Entrialgo-Castano
et al. (2006); Lendlein and Langer (2002)). In order to assess an accu-
rate diffusion coefficient, MD simulations must reach the normal diffusive
regime which, depending on the bulk and the diffusive molecule, can be on
time scales higher than nanoseconds. This regime is therefore often difficult
to reach for molecules larger than diatomic molecules. Another drawback
of such a description of diffusion regards the type of interaction between
diffusive molecule and the bulk. In this context classical MD simulations
are not able to simulate, for example, covalent bond break as occurring in
biodegradable materials and in the cases where the diffusion of permeant
molecules within the bulk determines also a molecular mass reduction by
bond breaking MD simulations are not useful per se. Nonetheless there is a
considerable interest in the study of the transport of molecules across bulk
materials, mainly because of the large number of applications in which this
transport process plays a major role. These applications include coatings,
shape-memory polymeric materials, drug delivery systems, scaffold for tis-
sue engineering and biodegradable materials (Lendlein and Langer (2002);
Agrawal and Ray (2001); Soares and Zunino (2010)). In general bulk ma-
terials for these applications are polymers due to their versatility and the
industrial interest has stimulated the development of theoretical models to
describe the transport process across polymeric membranes. There are a
large number of models, all of which however lack a correct microscopic de-
scription of the permeation process (Soares and Zunino, 2010). Computer
simulation methods and in particular MD simulations combined with coarse
grain models can become an essential tool to obtain a more detailed pic-
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ture. A qualitative description of the underlying processes and eventually
quantitative predictions of diffusivity open the prospect for the design of
membranes with predefined properties.

2 Development of an atomistic informed Coarse
Grain model for the study of the diffusion of large
permeant molecules within a polymer

Atomistic simulation have been successfully applied in the past to obtain
the diffusion coefficients of small molecules (like oxygen, carbon dioxide
or water) in polymeric membranes (Gestoso and Karayiannis, 2008; Pavel
and Shanks, 2003; Chiessi et al., 2007), polymeric blends Pavel and Shanks
(2005), biopolymers Prathab and Aminabhavi (2007). However, despite the
increasing computational power available to researchers and the improve-
ments in the MD codes, atomistic simulations are still able to handle only
systems with tens or hundreds of thousands of atoms and in the nanoseconds
time scale. Several phenomena of interest at the material scale, however,
cover time and space scales larger than those affordable with full atom mod-
eling. Recently, the use of coarse grain (CG) modeling, in which a number
of atoms is condensed into beads or interacting particles, has proven to be
a suitable option to model large systems and long time scales. CG models
have been developed whit particular focus on biomolecular systems, since
biomolecules are often too large and their characteristic times too long to
be treated with full atomistic simulations. However, there are no theoretical
impediments to the application of CG methods to analyze also the diffusion
behavior. In this view, of particular interest is the CG force field devel-
oped by Marrink and co-workers and called MARTINI force field Marrink
et al. (2004). The philosophy of the MARTINI force field is to accurately
parameterize the basic building blocks of the system thus allowing a broad
spectrum of applications (Tozzini, 2005; Chng and Yang, 2008). Concerning
diffusion it is possible to build an atomistic-informed parameterization of
the MARTINI force field for the modeling of penetrants diffusion in poly-
meric membranes. Atomistic simulations are used to calculate the interac-
tion free energy between the basic building blocks of the system, i.e. the
penetrant molecule and the polymer monomers, and then CG molecular
dynamics simulations are performed to assess the diffusion behavior. As an
application, we investigated the diffusion behavior of benzene in a bulk of
Poly (vinyl alcohol), PVA Gautieri et al. (2010a). The benzene molecule
was represented by one bead (or super-atom) and the vinyl alcohol (VA)
monomers are represented by a different bead (Figure 6).
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Figure 1. Coarse Grain approach applied on a system composed by benzene
and a PVA chain. The CG approach applied on a molecular bulk model
(left) by defining superatoms (center) in order to reduce the complexity of
the system (right).

The original mapping scheme is based on the assumption that four heavy
(non-hydrogen) atoms are grouped into a single bead. Accordingly, benzene
molecule is represented by one bead and the VA monomers are represented
by a different bead (see Figure 6). The mass of the two types of beads are
calculated as the sum of the masses of the atoms grouped into the bead.
The chemically bonded beads interact through a bond interaction modeled
as a harmonic potential Vbond(r):

Vbond(r) =
1

2
kbond(r − r0) (1)

where r is the distance between two bonded beads, kbond is the force constant
of the bond interaction and r0 is the equilibrium distance, which have to
be obtained by means of atomistic simulations. The beads i and j that are
not chemically connected are described by a Lennard-Jones potential (2):

VLJ(r) = εij

[(r0ij
r

)12

− 2
(r0ij

r

)6
]

(2)

wherer is the distance between the two nonbonded beads, εij is the energy
minimum depth (the strength of the interaction) and r0ij is the distance at
the minimum of the potential. We can calculate one set of bonded param-
eters (for bonded VA-VA beads) and three sets of nonbonded parameters
(VA-VA, benzene-benzene and VA-benzene). For each set we run a full
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atomistic simulation of the two group involved in the interaction and the
free energy of interaction between the two groups can be calculated. Eventu-
ally, two different molecular models were generated: pure benzene and PVA
with a small amount of benzene as penetrant molecule. The two atom-
istic systems are then converted into CG systems. CG molecular dynamics
simulations are carried using the MARTINI force field, which was modified
including the parameters for bonded and nonbonded interactions between
benzene and VA beads, as obtained from the atomistic simulations. The
diffusion coefficient Di of a single permeant molecule i can be calculated by
the Einstein relation, starting from the diffusion trajectory, which is deter-
mined during the production simulations, as in full atoms MD simulations.

3 Development of an atomistic informed mesoscale
model of a degradable polymer

Polymer degradation is the chain scission process that breaks polymer chains
down to oligomers and finally to monomers, ultimately resulting in a de-
crease of molecular weight. Polymers degrade by several different mecha-
nisms, depending on their inherent chemical structure and on the environ-
ment conditions to which they are subjected. The prevailing mechanism
of biological degradation is scission of the hydrolytically unstable backbone
chain by passive hydrolysis Tamada and Langer (1993). As a consequence
of that, the mechanical and transport properties of such systems evolve with
time according to the change of relevant indicators such as the water con-
tent of the system, i.e. the partial density of water into the water/polymer
mixture Soares and Zunino (2010). Being able to study the degradation pro-
cess is a relevant technological issue. This is important not only to model
the degradation of give polymer per se, but also to design the kinetic of a
biodegradable drug delivery system. Three distinct but related phenomena
occur concurrently:
1. water uptake occurs into the initially dry and non-degraded polymeric
network through the mechanism of diffusion;
2. as water becomes readily available in the proximity of the chemical
bonds, the likelihood of hydrolytic scission increases, leading to an overall
molecular weight reduction;
3. smaller chains are progressively produced, which are more eager to dis-
solve and diffuse through the network leading to polymer erosion.
In this scenario water diffusion throughout the polymer matrix and polymer
weight reduction are key factors which drive the polymer erosion Tamada
and Langer (1993). Unfortunately bond rupture is an unaffordable event to
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be simulated by standard MD methods. Despite this, the analysis of a suc-
cession of MD structures would be very informative. Using a MD approach,
it is possible to analyze the diffusion of water, matrices with different degrees
of degradation. The degradation of the polymer matrix can be modeled
considering monodisperse systems and reducing the length of the polymer
chains. The atomistic systems can then be simulated for time scales in the
order of the nanoseconds during which the trajectories of water molecules
are followed. In particular for a given partial density of water (ρW (t, x))
within the bulk, the water diffusion (Dw) in a nanoscale element with the
same partial density can be evaluated by MD simulations. To exchange and
compare this information with macroscopic data, coming for instance from
the macroscale model or from any experimental activity, nude MD simula-
tions require to be complemented with suitable downscaling and upscaling
operators. In this way the water/polymer mixture density can be obtained;
significant outputs at the macroscale are then calculated such as the partial
density of water (ρW (t, x) (where x denotes the spatial coordinate along the
thickness of a polymeric substrate) and the total density of polymer, that

is ρ(t, x) =
∑N

i=1 ρi(t, x) where N represents the degree of polymerization
of the polymer. The characteristic space and time scales of this analysis are
ones relative to the entire polymeric bulk. This is a macroscopic informa-
tion, where quantities evaluated at point x and time t represent spatial and
temporal averages of microscopic phenomena that happen at much smaller
scales. Strictly speaking, The upscaling procedure consists in determining
the macroscopic parameter of interest, i.e. the diffusivity of water into the
specified polymer mixture, starting from the information about the mean
square displacement of the water molecules that are tracked. In particular,
the water diffusion coefficient Dw of water molecules are obtained starting
from their diffusion trajectories ri(t) and by applying the Einstein relation
(3):

Dw =
〈|�ri(t)− �ri(0)|2〉

6t
(3)

where 〈|�ri(t)− �ri(0)|2〉 represents the root mean square displacement of the
water molecules averaged over all possible time origins and t represents the
time. In particular, starting from the macroscale analysis, the microscale
model needs: amount of water in the mixture, polymer components weight
fractions, and polymer weight average molecular mass. The subsequent
downscaling allows to set up a new MD simulation starting from the infor-
mation provided by the macroscopic model. By consequence this procedure
determines the input data for the following MD simulation, and diffusion
constant obtained is transferred to the following macroscale simulation. The
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development of a multiscale computational model requires the coupling of
microscale and macroscale results by means of a time dependent iterative
scheme of this form (4):

Dw(tn−1) =⇒ ρw(tn, x), ρ1(tn, x), ..., ρi(tn, x), ..., ρN (tn, x) (4)

The nanoscale models, which are investigated by means of MD simulation
can be used used to obtain the diffusion coefficient for water; this parameter
can then be incorporated into macroscale simulation to determine the poly-
mer erosion rate, and this procedure can be iterated up till a given erosion
rate is reached.

4 Diffusion of benzene within a PVA matrix

Lets go back to the first example, the benzene-PVA system, as starting
point the set of bonded parameters for VA-VA beads and three sets of
nonbonded parameters (VA-VA, benzene-benzene and VA-benzene) have to
be calculated. For each set we run a full atomistic simulation of the two
groups involved in the interaction and we calculated the free energy of in-
teraction. The free energy calculations are performed using the Adaptative
Biasing Force (ABF) framework Monticelli et al. (2008) as implemented in
the NAMD code ((Darve and Pohorille, 2001; Darve et al., 2002)) and the
all-atom CHARMM force field MacKerell et al. (1998). The ABF calcula-
tions provide the free energy profile as a function of the distance between
the group of atoms. The atomistic MD simulations are carried out for a
simulation time of 40 ns (time step of 1 fs) at a temperature of 300 K.
The free energy of interaction, computed via the ABF framework, is moni-
tored between the two groups of atoms as a function of their center-of-mass
distance, in the range 0.2-2 nm using windows of 0.001 nm. The free en-
ergy profile of two bonded VA monomers is interpolated with a harmonic
potential, giving an equilibrium distance of 0.276 nm and a force constant
of 0.44036 kcal/molnm2. On the other hand, from the interaction free
energy profiles between nonbonded VA monomers, benzene molecules and
VA-benzene molecules, we obtaine the three sets of r0 (energy minimum)
and ε (energy minimum depth), used to feed the Lennard-Jones 12-6 poten-
tial of the CG force field (see Table 1).

We can now generate two different molecular models: pure benzene and
PVA with a small amount of benzene as penetrant molecule. All the sys-
tems are generated in the atomistic form using the Amorphous Cell con-
struction tool of Materials Studio 4.4 (Accelrys, Inc.). The pure benzene
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Figure 2. Nonbonded interactions for the three possible nonbonded
monomers Gautieri et al. (2010b)

system contains 500 benzene molecules in a cubic periodic box whereas the
second system contains 4 PVA chains (of 200 repeat units) and 12 benzene
molecules in a cubic periodic box. The atomistic systems are then converted
into CG systems using the Coarse Grainer tool of Materials Studio (Fig. 1).
CG models are subjected to MD simulations using the Mesocite module
and the MARTINI force field implemented in Materials Studio but modi-
fied including the parameters for bonded and nonbonded interactions. The
CG systems are minimized for 1000 steps, then equilibrated for 1 ns (using
a time step of 20 ps) at 300 K. Finally, production simulations are run for
a simulated time of 10 ns and 200 ns (for pure benzene and for benzene
in PVA matrix, respectively). During production simulations the diffusion
trajectories of the benzene alone and benzene within the PVA matrix are
used to obtain the diffusion coefficient Di of a single permeant molecule i
by applying the Einstein relation. The self diffusion coefficient of benzene
which is obtained in by this approach is 2.273E − 5cm2s−1, very close to
the experimental value of 2.203E − 5cm2s−1 Mills (2002). For the system
consisted of 12 benzene molecules diffusing in a PVA matrix the obtained
diffusion coefficient is 0.263E − 5cm2s−1 which is again in good agreement
with the experimental value, that is 0.25E − 5cm2s−1 Pan et al. (2008). In
conclusion, the obtained diffusion coefficients are in remarkable agreement
with experimental data hence demonstrating that atomistic-informed CG
simulations can be a valid approach to treat problems where the compu-
tational limits of classical MD simulations are too restrictive while, at the
same time, strictly atomistic details are not mandatory. Thus, the multi-
scale approach extends the application range of computational modeling and
provides a useful tool to investigate phenomena at the micro-scale which de-
termine macroscopic physical properties and phenomena. Todays demand
for materials with specific properties is rapidly overtaking the available tech-
nology, especially in the understanding of why many materials have their
specific properties. When the molecular dimensions prevent from allowing
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full atom simulations the development of novel methods, which can con-
sist also on a combination of atomistic and CG simulations in a multi-scale
paradigm, are mandatory. Such techniques are nowadays applied for the
study of biological problems, but could be applied also to study the diffu-
sion of large non-biological molecules (which require a longer time to reach
the normal diffusion regime), or the study of polymeric materials, for which
representative domain is larger than a few cubic nanometers.

5 Degradation of a PLA matrix

Concerning the water transport properties of PLA matrices change during
the degradation process one strategy consists in generating several atomistic
models of PLA, with increasing level of water content (φ, modeling the
swelling process) and with decreasing chain length (i, resulting from the
hydrolysis process). In the present example, different bulk models with
decreasing chain length account for the degraded state. The molecular
models construction and subsequent MD simulations are performed using
the Materials Studio 4.0 software (Accelrys, Inc) and the COMPASS force
field Sun (1998). The polymeric chains with the desired length are generated
starting from the repeating units using the Build Polymers tool of Materials
Studio. Finally, we generate solvated amorphous bulk models containing
PLA and water are generated using the Amorphous Cell tool of Materials
Studio. 30 different models can be obtained by changing polymer length
and/or water amount as summarized in Table 2.

Figure 3. Molecular features of PVA-water systems in terms of number of
molecules within each box

The polymeric chains are solvated in a periodic box with a total atom
number varying from 6,000 atoms (for quasi-dry systems) to 35,000 atoms
(for highly solvated systems). As an example two different systems are
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shown in Figure 4, the first is composed by two PLA chains of 300 monomers
each and 600 water molecules; the second is characterized by four PVA
chains of 150 monomers and 3600 water molecules.

Figure 4. Atomistic models of two PVA-water systems.

In order to obtain water and polymer diffusivity NPT production sim-
ulation are performed for a simulated time of 7 ns. We then select an
ensemble of M water molecules in the model and we compute their mean
square displacement MSD(t), denoting with:

〈r(t)2〉 = 1

M

M∑
m=1

rm(t)2 (5)

the average displacement over all the particles D of water molecule is
then calculated using Eq. 3. Water diffusivity in PLA spans two orders
of magnitude (from 10−7 to 10−5cm2/s) and it is mainly affected by the
water content Gautieri et al. (2012). By informing the microscale model
with nanoscale data, it is possible to obtain the evolution of the density
of the bulk during the degradation process. In this regard the microscale
model is capable to represent how the mean value of total mixture density
evolves in the lumped state space. In particular, Figure5 show how starting
from the density of the pure PLA (top, left) the microscale model correctly
predict the reduction of this parameters reaching the value of the pure water
(bottom, right).

Degradable materials offer tremendous potential for the development of
implantable devices and systems for treating disease. The degradation in
polymer is a transport-reaction mechanism, encompassing the transport of
water in the polymer, the hydrolytic cleavage of the polymeric bonds, the
transport of degradation products and their subsequent absorption in the
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Figure 5. Atomistic bulk model of quasi-dry PLA matrix and predicted
water/polymer mixture densities provided by the macro-scale model.

surrounding media.

6 Relevance of multiscale diffusion models in the
biomedical field: design of drug delivery polymer

In the Biomedical field the need for new materials can be divided in two
strategies: the design of new materials, and manipulation of the existing
ones to obtaine a proper behavior. For their versatility polymers are one
such class of materials and they found application for medical purpose in
different biomedical fields such as drug delivery systems, scaffolds for tissue
engineering, functionalized surface for medical devices, prosthesis and oth-
ers. In all these applications one of the most challenging issue is to tailor
te release of biochemical signals such as drugs, grow factors, differentiating
factors etc. This partnership of polymer science and pharmaceutical science
led to the innovation in the design and the development of novel drug deliv-
ery systems. The role of the polymers in such system is to deliver drugs to a
particular target cell or tissue with a predefined/controlled kinetics in order
to increase the effectiveness of the drug. The polymer core should have a
well-defined properties such as biodegradability in order to protect the drugs
from the physiological environment and to modulate the availability of the
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drug in the proper site of action. Due to their versatility different drug
delivery systems have been developed such as responsive drug delivery sys-
tems, biodegrable drug delivery systems, diffusion controlled drug delivery
systems. These polymeric delivery systems are differentiated depending on
the controlling release mechanism of the drug from the polymer. Responsive
drug delivery systems are a class of delivery systems where the rate of drug
released can be controlled by its surroundings such as, Ph, temperature,
ion concentration. For example copolymer of poly ethylene glycol and poly
propylene glycol or copolymers of poly lactic acid and poly glycolic acid ex-
hibit thermo-responsiveness and are currently used as thermogelling systems
which are liquid at low temperature while gels at human body temperature,
which eventually degrades and releases the drug molecule. Biodegradable
drug delivery systems disassembly into biocompatible products when ex-
posed to chemical (water) and/or biological (enzymes or microbial) factors,
which, eroding the bulk polymeric material, leave exposed the drug to the
cellular environment. Hence the drug molecule is released due to this pro-
cess of erosion either in bulk or at the polymers surface. The degradation
process is demonstrated by a molecular weight reduction due to the break-
down of the polymer chains. The biodegradability of these polymers can
be easily manipulated by incorporating a class of labile groups such as es-
ter, anhydride, carbonate, amide, in their backbone. Among this class we
have polyanydrides, polyester, polyacrylic acids, polymethyl methacrylates,
polyurethanes. The possibility to model for this class the biodegration tim-
ing would allow to study the effectiveness of a particular biogradable poly-
mer for a given biomedical application. Diffusion controlled drug delivering
systems involve the dispersion of therapeutic agent (drug) within a poly-
mer shell. In this case the release of therapeutic agents by this system is
driven by diffusion and the drug is realize either by passing through the
pores or between polymer chains, and these are the phenomena that con-
trol the release rate. Here the dimensions of both the drug and the bulk
turns the full atom resolution be impractical to obtain information about
this mechanism. The solution presented here is to develop a CG method
informed by full atomistic simulations to obtain realistic information about
the diffusion of a large molecule within a polymer hence to be used as a
model of the drug diffusion within a polymer. In conclusion, in order to
advance from prototype status to a reliable human implant devices, device
designers should prefer a preliminary modeling phase of the relevant phe-
nomena instead of a combination of intuition and trial-and-error procedure
that often fail due to two the lack of models able to describe the evolution
or the behavior of the material. In Figure 4 a possible multiscale approach
for the design of a biodegradable stent is sketched, for the different scales
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a specific output represents the input for the upper level in particular the
diffusion coefficients of a drug obtained with full atom or CG model rep-
resents the imput for the microscale to obtain information about the drug
release kinetics and eventually implementing this timing with a macroscale
device it would be possible to model the behavior this device. In fact, if over
the last decades experimental work has delivered important information to
elucidate the basic phenomena involved in this process, an even more de-
tailed understanding of the mechanism of degradation can be achieved only
by combining this information with insight into the basic processes at an
atomistic level.

Figure 6. A multi-scale approach is envisioned for the design of biodegrad-
able devices in which it is essential for precise control over the features
of the polymeric matrix (e.g., drug release rates) during degradation pro-
cess. Within this approach, atomistic simulations can provide the diffusivity
coefficients of molecules (e.g, water, and drugs) for different states of the
degrading matrix (Gautieri et al., 2010b, 2012). Using these data as an
input, can then predict the degradation kinetics and thus how mechanical
properties or drug release rates change with time. Finally, macroscale mod-
eling would incorporate the information from the micro-scale to investigate
the behavior of the final deviceSoares and Zunino (2010).
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Abstract Recent advances in the physical sciences and engineering
have made it possible to measure and manipulate the mechanical
and binding properties of cells in new ways. In this chapter, we
will introduce this field by discussing two different experimental
approaches at the interface of biology and engineering: 1) ways
to measure the different types of forces generated by the actin cy-
toskeleton and 2) how we can probe the interactions between cells
and their environment using nanostructured surfaces.

1 Introduction

A single cell could be considered the fundamental building block of life.
Yet within this single unit there exist innumerable mechanisms for the cell
to sense and interact with its environment. These processes involve many
different types of signaling mechanisms, from molecular cues to physical
forces (Alberts et al., 2008).

The primary system responsible for regulating cellular mechanics is the
cytoskeleton. Far from just acting as a static scaffold to maintain the struc-
tural integrity of the cell, the cytoskeleton is a remarkably adaptive and
highly dynamic structure that provides the forces necessary for the cell to
move, reproduce, and react to external stimuli (Janmey, 1998). For exam-
ple, it is the main determinant of the cell’s stiffness and orientation and
plays a key role in cellular processes such as migration and division. The
cytoskeleton is composed of three structure-giving proteins, namely actin,
keratin and tubulin. All three exist in monomeric and polymerized forms
and can be organized into higher order structures such as bundles and net-
works by specific binding and crosslinking proteins. In this way simple
components can become a complex, flexible system (Alberts et al., 2008).
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Over the years, experimentalists have developed a variety of tools to
probe the mechanical properties of cells on different scales. For example,
experimental setups have been developed to investigate a cell’s response to
membrane stretching (by pulling on the substrate) or to probe the cell’s
stiffness in different regions (through indentation with an atomic force mi-
croscopy tip) (Jungbauer et al., 2008; Huang et al., 2004). On a much
smaller scale, it is also possible to isolate the individual components of the
cytoskeleton, and study their fundamental mechanical properties in con-
trolled environments outside of the cell (Streichfuss et al., 2011).

Herein, we will illustrate through case studies some of the techniques
used to understand both cellular forces and cell-material interactions. We
will start with one of the fundamental building blocks of the cytoskeleton,
actin filaments, and build up to more complex, whole-cell interactions. We
hope that in this way we can provide a flavor of this rich field of research.

2 Forces in the Actin Cytoskeleton

As it is the key player in cell motility and integrity, the actin cytoskeleton has
been intensively studied on levels ranging from a single filament to groups
of filaments (e.g. bundles, networks and gels) to the entire cytoskeleton (the
whole cell). The first part of this chapter focuses on measurements of the
actin-based force generation driving cell motility and a biomimetic model
of the actin cortex, a quasi-two-dimensional network beneath the plasma
membrane of eukaryotic cells.

Actin exists both in monomeric and polymerized forms. Actin filaments
are 7-9 nm thick and are built up from the monomeric building block G-
actin, a globular protein consisting of two domains. When G-actin concen-
trations are over 0.1 μM or the salt concentration is high, the G-actin starts
to polymerize at the plus (aka barbed) end of the polar polymer, forming fil-
amentous actin. This polymerization is not only responsible for the presence
of filamentous actin in the cell, but is also the driving mechanism behind
membrane protrusions (i.e. lamellipodia and filopodia) and bacterial loco-
motion. Unlike molecular motors, which consume chemically stored energy
to generate forces, this so-called ”brownian ratchet” or ”polymerization mo-
tor” relies exclusively on Brownian motion (Peskin et al., 1993). Either the
filament itself or the obstacle (e.g. the cell membrane) fluctuates according
to its thermal motion, thereby generating a gap sufficiently large for an-
other G-actin to be added to the growing filament in front of the obstacle
(Figure 1). As the filament grows monomer by monomer, it exerts a force
against the obstacle.

The forces generated by this mechanism have been studied both exper-
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Figure 1. Schematic of the polymerization motor. The slow-growing (mi-
nus/pointed) end of the filament is anchored (black box), whereas at the
fast growing (plus/barbed) end of the filament, addition of G-actin is still
possible. An obstacle (black bar) limits the growth of the filament as soon
as the gap between the growing filament and the obstacle becomes smaller
than the size of a globular subunit. As the obstacle undergoes Brownian
motion, the spacing becomes large enough for another subunit to be added.
Therefore, the growing filament exerts a force (red arrows) along its axis
pushing the obstacle.

imentally and theoretically. In addition to membrane protrusions in eu-
karyotic cells, pathogenic bacteria such as Listeria are believed to use the
polymerization motor to move within a host cell. The pathogen presents
ActA, a protein promoting actin polymerization, on its surface, inducing
fast filament growth and movement. A minimal system of an ActA coated
microsphere in an actin-rich cytoplasmic extract is sufficient to propel a
0.5 μm microsphere against the frictional force in medium with a speed
of up to 0.2 μm/second (Cameron et al., 1999). A comet tail of several
actin filaments behind the microspheres or bacteria is visible with both flu-
orescence imaging and electron micrographs (Brieher et al., 2004; Cameron
et al., 1999). The question what force a single growing filament can con-
tribute to this amazing propulsion can be calculated with

f =
kBT

δ
ln

(
c

cc

)
(1)

where kB is the Boltzmann factor, T the temperature, δ the gap size
needed for an actin subunit to be added, c the concentration of G-actin and
cc the critical concentration (Peskin et al., 1993). It is also possible to mea-
sure the force of a single growing filament directly using optical tweezers
(Footer et al., 2007). Optical tweezers are a versatile tool for force measure-
ments in biology because they can sense forces from less than a piconewton
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up to hundreds of piconewtons with high spatial resolution. In addition,
they can be operated in biologically relevant medium to avoid damaging
the specimen.

In one set of experiments, a bundle of actin filaments was attached to
a microsphere trapped by optical tweezers and the force exerted by the
polymerization motor against a rigid barrier was directly measured (Footer
et al., 2007). The experimentally determined value of 0.76±0.22 pN cor-
responds very well with the calculated value of 0.8 pN for the maximum
force (eq. 1).

It is also important that the growing semi-flexible filament can bear the
force it exerts on the obstacle. In order to estimate the maximum force the
filament can take before it buckles, one can use the Euler-Bernouille beam
theory. The critical force at which a semi-flexible filament buckles is given
by the critical Euler buckling force

fcrit =
π2 · EI

(KL)
2 =

π2 · lpkBT
(KL)

2 (2)

where E is the elastic modulus, I the second moment of area, K a
geometrical factor and L the length of the polymer. K depends on the
condition of the ends of the polymer: In the case in Figure 1, one end is
pinned to the anchor and the other is free to move laterally correspond-
ing to K = 2. Replacing EI with the more common expression for semi-
flexible polymers lpkBT , where lp is the persistence length (≈ 15 μm for
filamentous actin), gives a critical load of 0.15 pN for a 1 μm long actin
filament. Therefore, it is clear that such a filament could not bear the load
of 0.8 pN. However, the critical load of a bundle of filaments scales with
Nα, where N is the number of filaments and α depends on the interconnec-
tion between the filaments. For weakly attached filaments, the force scales
linearly with N (α = 1), but for bundles bound by the actin binding pro-
tein (ABP) fascin, it scales quadratically (α = 2, Mogilner and Rubinstein
(2005)). This might be the reason for the fact that 10-30 parallel actin
filaments bundled by fascin were found in filopodial protrusions (Figure 2)
(Svitkina et al., 2003).

The next important issue to consider is how much force is needed to
deform the cell membrane. Based on a Helfrich model, one can calculate
the force of a cell membrane forming a cylindrical protrusion as

F =
κπ

R
+ 2πRσ (3)

where R is the radius of the protrusion, κ the membrane bending stiffness
and σ the surface tension (Pronk et al., 2008; Nambiar et al., 2010). Using
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R = 200 nm, κ = 270 pN nm and σ = 0.003 pN
nm , this equation gives a force

of about 8 pN (Nambiar et al., 2010). This corresponds very well to the
force of 10-30 filaments growing in a filopodium.

Figure 2. Schematic drawing of a filopodium. The cell membrane (black) is
pushed by a growing bundle of several actin filaments (red). The filopodial
actin filaments originate from a branched network of actin in the lamel-
lipodium, which is organized by the Arp2/3 complex. Fascin (blue) bundles
the filaments tightly, thereby greatly enhancing the mechanical stability of
the bundle.

Another mechanism possibly driving membrane protrusions and bacte-
rial locomotion has been proposed based on attractive interactions between
two semi-flexible actin filaments in a splayed configuration and in contact
with the obstacle being pushed (Figure 3) (Kühne et al., 2009; Streichfuss
et al., 2011).

At the barrier the two filaments are splayed, whereas at the anchor they
are bundled by an attractive interaction. This attractive interaction can
be induced by counterion condensation along the negatively charged actin
filament, ABPs, or the crowded cellular environment. In our group, we have
used holographic optical tweezers (HOTs) to study the forces generated by
the bundling of two individual actin filaments in such a geometry. Holo-
graphic optical tweezers use a diffractive optical element to alter the phase
of the incoming laser beam in such a way that multiple traps are generated
in the focal plane of the objective. These traps can be switched on and off,
moved with high precision, tuned in intensity, and used as very sensitive
force sensors. In combination with a microfluidic device, we can control the
physical and chemical environment very precisely in order to study the in-
fluence of ionic strength on the force generation. The experiment started by
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Figure 3. Schematic drawing of two actin filaments pushing an obstacle.
Two actin filaments are anchored (black box) on one end. The opposite ends
are splayed and in contact with the barrier to be pushed. The attractive
interactions between the two filaments cause a force bundling them together
(bundling force in the inset). Due to the semi-flexible nature of filamentous
actin the bending is thereby increased and the buckled filaments exert a
force along the bundling axes against the barrier (buckling force).

trapping three microspheres with HOTs, attaching two filaments to them in
the configuration shown above, and then inducing the bundling with diva-
lent ions (Figure 4). The forces driving bundle formation were measured by
repeatedly changing the potential of the optical traps and recording the cor-
responding displacement of the microspheres (Figure 4B). After calibration
of the optical traps, we could calculate the force exerted by the attractive
interaction between the two filaments.

We also used a complementary approach to determine the forces during
dynamic bundle formation. Having prepared the steady state condition de-
scribed above, we switched off the optical traps for microspheres 1 and 2
(Figure 4A). Due to the attractive interaction, the filaments bundled and
consequently pulled the microspheres against the viscous drag. Knowing
the velocity of the dragged microsphere, we used the Stokes equation to
calculate the generated force. These two complementary methods demon-
strated independently that the forces generated depend on the concentration
of divalent ions and can go up to 0.2 pN at 100 mM (Figure 5).

In addition to these fundamental measurements of the interactions be-
tween two filaments, we conducted experiments using multiple actin fila-
ments on a scaffold of seven microspheres that resembles the actin cortex,
a quasi two-dimensional network of actin beneath the plasma membrane
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Figure 4. Schematic drawing of the experiment. First, we trap three mi-
crospheres with HOTs and attach two single actin filaments such that one
is connected to microsphere 1 and 3, the other to microsphere 2 and 3.
Subsequently, the bundling is induced by moving the filaments with the
microspheres to a buffer with divalent ions, which results in bundling of the
filaments along the bundling axes (blue) as far as the optical traps allow
for. In this steady state, the optical forces (red) balance the attractive in-
teraction. Next, the laser intensity and therefore the potential of the optical
traps is alternately lowered and raised from ≈ 10 pN/μm (yellow) to ≈ 1
pN/μm (red), with simultaneous monitoring of the displacements of the
microspheres. An example of the displacement of one microsphere is given
in B.

(Uhrig et al., 2009). These seven microspheres were held by HOTs in a
hexagonal array and subsequently filamentous actin was attached. Next, a
buffer with 100 mM Mg2+ was introduced into an exchange chamber, al-
lowing for the diffusion of the divalent ions into the experimental chamber.
As soon as the ions reached the network, the filaments started to bundle
and the networks contracted (Figure 6). Due to this contraction, the op-
tically trapped microspheres were displaced, and the exerted force could
be determined after trap calibration. These contractile forces increased as
more and more ions diffused into the network, reaching up to 3 pN. This
implies that more than 10 filaments were pulling on a microsphere, as pre-
vious experiments showed 0.2 pN per filament pair (Figure 6D). For the
central microsphere the forces do not balance entirely as the filaments are
not homogeneously distributed over the hexagon.

In summary, the measurements of force generation between two actin
filaments during bundle formation revealed forces of up to 0.2 pN with
100 mM divalent ions, which is less than the force exerted by a single grow-
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Figure 5. Forces generated by the bundling of two individual actin fila-
ments, as measured by optical tweezers. The forces were measured in the
steady state (red) and during dynamic bundle formation (black) using dif-
ferent concentrations of Mg2+ to induce counterion condensation along the
negatively charged actin filaments. The forces are given by the mean ± stan-
dard deviation.

ing filament. However, while scaling of the buckling force with increasing
number of filaments is expected and has been treated in theory, it has not
yet been investigated experimentally (Kühne et al., 2009). A related ex-
perimental approach with 2D networks of actin filaments on a scaffold of 7
optically trapped particles in a hexagonal arrangement supports this idea,
as the forces increased up to 3 pN for each of the trapped microspheres due
to the large number of attached actin filaments (Uhrig et al., 2009).

3 Cell-Substrate Interactions

The actin network and the rest of the cytoskeleton are linked to the ex-
tracellular environment through large assemblies of proteins known as focal
adhesions (Zamir and Geiger, 2001). Focal adhesions transmit information
about the substrate to the actin network through transmembrane proteins
called integrins. Integrins have both an extracellular component, which as-
sociates with proteins in the extracellular matrix surrounding the cell, and
an intracellular component, which associates with the actin cytoskeleton
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Figure 6. Experimental approach addressing the contractile forces in a
quasi 2D actin network. A) Actin network with loosely hanging actin fila-
ments on a hexagonal scaffold of microspheres optically trapped by HOTs.
B) After diffusion of Mg2+ to the network the filaments start to bundle and
contract the network. C) Schematic representation of the scaffold with the
three microspheres colored red, yellow, and green, whose forces are shown
in D. D) Forces exerted on microspheres 2, 4, and 6 by the contracting actin
network during the bundling process induced by diffusion of Mg2+ ions to
the network.

through focal adhesions. These linkages allow the cell to sense and respond
to its mechanical environment (Giancotti and Ruoslahti, 1999). The infor-
mation the cell receives about the substrate is transmitted throughout the
cell via signaling pathways that can activate specific proteins or modify gene
transcription. These signals (combined with others) influence whether the
cell will grow, migrate, divide, differentiate, or even begin programmed cell
death (Geiger et al., 2001).

The importance of this signaling is evident in the sensitivity of cells to
the properties of the surface on which they are growing. Most cells from
solid tissue must attach to a substrate before they are able to grow and
divide. While there is a lot of variation between cell types, it can generally
be said that cells attach more strongly to substrates with a similar stiffness
to the tissue they came from (e.g. brain tissue 0.1-1 kPa and muscle 8-
17 kPa) and in the presence of extracellular matrix proteins (Engler et al.,
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2006; Ruoslahti and Pierschbacher, 1987). This has been nicely illustrated
by plating cells on surfaces which have been micropatterned with specific
shapes of adhesive molecules; the cells only adhered in the pre-coated regions
and stress fibers (bundles of actin filaments) formed along the edges of the
pattern (Théry et al., 2006).

However, many questions still remain about the precise nature of the
cell-substrate interaction, particularly about the spatial arrangement of ad-
hesion sites. It is difficult to perform studies on this topic because cells
are constantly changing their environment by excreting extracellular ma-
trix proteins and because many of the processes happen below the resolution
limit of typical microscopy setups. In particular, researchers are interested
in understanding better the role that integrin clustering plays in cell sig-
naling. It has been shown that different signaling pathways are activated
when only one integrin or a cluster of integrins is activated (Miyamoto et al.,
1995), but the specifics of the receptor arrangement in these clusters is still
not completely understood.

Towards this end, our group developed nanopatterned substrates that
can present integrin-binding ligands with controlled densities and spac-
ings (Girard et al., 2007; Cavalcanti-Adam et al., 2008). These surfaces
are created through a technique known as block copolymer micelle lithogra-
phy (BCML) (Lohmüller et al., 2011; Arnold et al., 2004). In the first step,
gold salt-loaded micelles are created using block copolymers of polystyrene
(PS) and poly-2-vinylpyridine (P2VP). Block copolymers are polymers with
clearly defined segments comprising different monomer building blocks. In
the block copolymers used here, the different components have dramatically
different chemical properties: PS is nonpolar, while P2VP is polar. This
heterogeneity within the copolymer leads to the formation of inverse micelles
when the copolymer is dissolved in nonpolar toluene; the P2VP ends cluster
together, creating a sphere with a polar core and a nonpolar shell. When
a gold salt is added to this solution, the gold ions preferentially cluster in
the polar cores. In the next step, a clean glass surface is dipped into the
solution, generating a monolayer of micelles arranged in a hexagonal array
as the glass slide is slowly removed from the micellar solution. It is impor-
tant to precisely control the dipping speed in order to ensure well-ordered
arrays.

This surface is then treated with an oxygen plasma, which reduces the
gold salt to generate solid gold nanoparticles between 1 and 12 nm in di-
ameter, depending on the amount of gold salt loaded. The plasma treat-
ment also removes the excess solvent and the copolymer from both the gold
nanoparticles and the glass substrate. This technique is capable of produc-
ing gold nanoparticle arrays with well-defined inter-particle distances and
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a high degree of order, as shown in Figure 3. The inter-particle distance
can be tuned between 30 and 250 nm by tuning the copolymer composition,
concentrations, and the dipping speed (Spatz et al., 2000; Lohmüller et al.,
2011).

28nm 

73nm 

400 nm

Figure 7. Block copolymer micelle lithography. Clean surfaces are coated
with a monolayer of gold ion-loaded micelles by dipping the substrate under
precisely controlled conditions. After treatment with an oxygen plasma, the
surfaces are patterned with a precise array of gold nanoparticles.

We chose to create the nanoparticle arrays with gold due to the high
biocompatibility and well-known surface chemistry of this metal. Thiol
group-containing compounds (R-SH) bind readily to gold and have been
used to attach a wide variety of biologically active components to gold sur-
faces and nanoparticles. For integrin-related experiments, we conjugate the
nanoparticles with a cyclic-RGD peptide containing a thiol group at the end
of a short alkane spacer. The RGD amino acid sequence (Arginine-Glycine-
Aspartic acid) is commonly found in extracellular matrix proteins and is
known to bind to integrin receptors (Ruoslahti and Pierschbacher, 1987).
Cells typically adhere readily on surfaces displaying these amino acid se-
quences. By placing these peptides only on the surface of the nanoparticles,
we can study how the spacing of RGD ligands affects the cell’s response. As
the cross-section of an integrin is 10-12 nm, when small gold nanoparticles
are used (e.g. 5-8 nm), it can be assumed that only one integrin can bind to
each nanoparticle (Figure 8A) (Arnold et al., 2004). Therefore, the spacing
of the gold nanoparticles on the surface controls the closest distance two
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integrins can obtain, consequently controlling their clustering density. In
order to ensure that the ECM proteins secreted by the cell do not adsorb
onto the glass between the nanoparticles and lead to non-specific inter-
actions, these regions are passivated with covalently-bound poly(ethylene
glycol) (PEG), which repels proteins and provides a neutral background
(Bluemmel et al., 2007). With this setup, the cells can only interact with
the surface through the nanopatterned RGD peptides. The specific interac-
tion between the cell and the RGD peptides on the gold nanoparticles was
observed in SEM images of cells fixed after they had adhered to nanopat-
terned surfaces (Figure 8B). Protrusions extend from the edge of the cell
to the nanoparticles (visible due to dehydration during the fixing process),
but not to the surface in between.

100 nm 

metal 
nanoparticles 

Nanometer 
Scale 

ligand for cell 
surface 
receptor                                             

d

Vary d  
Signaling 
Molecule 

Integrin Receptor

A B

Figure 8. A) Integrins are 10-12 nm in size and therefore only one integrin
can bind to one gold nanoparticle, which has a size of 5-8 nm. The inter-
particle distance on the surface also controls the closest spacing two integrins
can have when cells adhere. B) The interaction of the cell with the gold
nanoparticles and not the PEG-passivated background can be seen under
the SEM.

The importance of integrin clustering for cell adhesion was studied by
plating rat embryonic fibroblast (REF) cells on RGD-functionalized nanopat-
terned surfaces with different gold nanoparticle spacings. When the distance
between the gold nanoparticles was less than 60 nm, a large number of cells
could adhere to the surface. However, when the spacing was larger than 70
nm, the number of cells that could adhere was greatly reduced (Figure 9A).
Differences could also be seen on the single cell level; cells on surfaces with
gold nanoparticle spacings under 60 nm had a larger spreading area and
were more circular in shape. Furthermore, when the cells were stained for
the integrin β3 (blue), the focal adhesion protein vinculin (red) and the actin
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cytoskeleton (green), cells on surfaces with spacings under 60 nm showed
colocalization of vinculin and integrin β3, indicating the formation of ma-
ture focal adhesions. The formation of the focal adhesions resulted in the
establishment of distinct stress fibers in the actin cytoskeleton, which were
also only observed on the surfaces with particle spacings below 60 nm (Fig-
ure 9C-D) (Cavalcanti-Adam et al., 2006). The cells on the surfaces with a
larger spacing had contact with only a few spots on the surface, were more
triangular in shape, had a smaller spreading area and didn’t form mature
focal adhesions (i.e. vinculin and integrin β3 stains were diffuse and did not
colocalize) (Figure 9C-D). From this data we concluded that integrins need
to cluster closer together than 60 nm for mature focal adhesions to form
(Figure 9B) (Arnold et al., 2004).

A C

B D

Figure 9. Adhesion of cells on gold nanopatterns with different particle
spacings. A) Cells adhere well on surfaces with inter-particle distances lower
than 60 nm but not on surfaces with larger particle spacings. B) Mature
focal adhesions can form and connect to the actin skeleton on surfaces where
the integrins can cluster closer than 58 nm. Focal adhesions cannot form
when the spacing of integrins is larger than 73 nm. Overlayed images of cells
on surfaces with 58 nm (B) and 109 nm (C) inter-particle spacing stained
for integrin β3 (blue), vinculin (red), actin (green).

Cells can sense not only the overall spacing but also gradients of the
adhesion ligand RGD (Hirschfeld-Warneken et al., 2008). The spacing of
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gold nanoparticles can be varied on a glass surface by changing the speed the
glass is removed from the gold micellar solution. By pulling with a constant
acceleration, gradients of gold nanoparticles with a controlled steepness can
be formed. Cells were plated on such surfaces with 15 nm/mm gradients (i.e.
the inter-particle distance changes 15 nm per mm on the slide), resulting in
a spacing that increased from 60 nm up to 100 nm. On these surfaces, cells
were able to sense the gradient and moved towards the closer-spaced part
of the surface, thereby adopting a polarized shape. Based on the size of a
cell and the steepness of the gradient, this means that the cell can sense a
difference of less than 1 nm in the ligand spacing between the opposing ends
of the cell. Interestingly, the cell adhesion behavior on ordered vs. randomly
patterned gold nanoparticle surfaces was strikingly different (Huang et al.,
2009). To study this phenomenon in detail, four surfaces were prepared
with gold nanoparticles with high density ordered, high density random,
low density ordered and low density random patterns (Figure 10A). Cells
showed similar adhesion to surfaces with a high ligand density whether
the particles were ordered or random. However, at low particle densities,
cells couldn’t adhere to the ordered substrates, while the cells were able to
adhere if the nanoparticle arrangement was random (Figure 10B). Thus,
even if gold nanoparticle, and therefore adhesion molecule densities, are low
on a global level, the cell can adhere if localized clusters can be formed.

As becomes clear from the comparison between ordered and random pat-
terned surfaces, not the global but the local clustering of integrins is critical
for the formation of an adhesion cluster. Therefore, the question becomes
how many integrins are required in a cluster for one stable focal adhesion
to form (Arnold et al., 2009). To answer this question, we have to con-
trol the spacing of the gold nanoparticles not only on the nanometer length
scale but also on the micrometer length scale. To produce such surfaces,
a combination of the above described BCML technique and photo/e-beam
lithography was used (Figure 11A). In short, the gold nanostructured glass
surfaces prepared by BCML were coated with a photo-sensitive resist which
can be etched away by a light/e-beam into μm-sized patterns. Nanoparti-
cles that are no longer protected by the resist can selectively be removed.
Finally, the rest of the resist is also removed, yielding nanopatterned mi-
crostructures on glass.

Nanopatterns with 58 nm gold nanoparticle spacings were divided into
150 x 150 μm patches with square micropatterns (3000 nm, 1000 nm,
500 nm, 250 nm and 100 nm in side length) that were separated by their
respective side length (Figure 11B). Therefore, the number of gold nanopar-
ticles in each square was controlled by the size of the square micropattern,
and the number of gold particles per square was 3000, 300, 80, 30 or 6.
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Figure 10. Cell adhesion on ordered vs. random gold nanoparticle patterns.
A) SEM images of the prepared surfaces. B) Characterization of the ordered
and randomly patterned surfaces.

Despite the dramatically reduced global nanoparticle density, the cells were
able to adhere to these micro-nanopatterns. However, differences were ob-
served. In the case of the larger patches with 3000 and 300 gold nanopar-
ticles per patch, formation of classical focal adhesions on the patches was
observed. (Figure 11C) On the other hand, while the cells were still able
to adhere to the smaller patches, with 80, 30 or 6 nanoparticles per patch,
elongated adhesions bridging several patches were observed (Figure 11D).
When the number of gold nanoparticles in a square was lower than 6 per
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A B

C D

Figure 11. Cell adhesion on micro-nanopatterned gold nanoparticle sur-
faces. A) Preparation of micropatterns. B) Micropattern on the surfaces.
C) Cells on nanostructured 3000 x 3000 nm micropatterns. D) Cells on
nanostructured 250 x 250 nm micropatterns.

patch, the cells could not form stable focal adhesions, which shows that 6
is the minimum number of integrins that have to cluster in order to form a
stable focal adhesion. Together these experiments help shed a light on the
complex interactions between cells and their substrates. Through the use
of carefully designed nano- and micro-structured materials, we were able to
show that two integrins have to be closer than 60 nm for the cell to ad-
here to the substrate, that cells are able to sense small differences in ligand
concentration and move toward greater ligand densities, and that at least 6
integrins must cluster together to form a stable focal adhesion.

4 Conclusion

Experiments such as those presented here have given biologists a clearer
picture of the forces found in native biological systems and given them more
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powerful tools to influence cell behavior. This type of knowledge could be
helpful in designing better materials for a variety of biomedical applications
and could make it possible to encode signals into surfaces in order to direct
cell behavior.
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Introduction

Microfluidics is an interdisciplinary field at the interface of chemistry, en-
gineering, and biology; and has experienced rapid growth over the past
decades due to advantages associated with miniaturization, integration and
faster sample processing and analysis time (Gervais et al., 2011; Hou et al.,
2011; Bhagat et al., 2010). Recently, several microfluidic platforms have
been developed for the study of human disease cell biomechanics at the cel-
lular and molecular levels so as to gain better insights into various human
diseases such as cancer (Bhagat et al., 2010), pneumonia (Kim et al., 2009b),
sepsis (Mach and Di Carlo, 2010) and malaria (Hou et al., 2010). In this
section, we will elaborate on recent advances in cellular biomechanics using
microfluidic approaches. In particular, we will look at various techniques in
probing cellular mechanical properties with some novel applications in can-
cer and malaria such as theidentification and enrichments of these diseased
cells from their normal counter parts. We will also provide insights into
the challenges associated with current microfluidic approaches and provide
future perspectives for the next-generation platforms.

Investigating human disease cell mechanics

Mechanical stimulation of biological species at various spatial and temporal
scales has a direct effect on their function and characteristics such as cell
fate, genetic expression, migration, differentiation and adhesion among oth-
ers (Kim et al., 2009a). On the other hand, such quantitative monitoring
and measurements can also reveal valuable information about cell stiffness,
heterogeneity and even malignancy (e.g. in the case of tumour cells) as
well as genetic alterations at subcellular levels (Hou et al., 2011; Kim et al.,
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2009a; Fletcher and Mullins, 2010). Understanding the interplay between
cell mechanics and functions (or pathophysiological functions) can also help
in the development of robust frameworks towards diagnosis and prognosis of
many diseases. There has been growing evidence of the correlation between
changes in cell mechanical properties and disease progression (Wirtz et al.,
2011). For instance, tumor cells with higher malignancy are known to be
more deformable than benign epithelial cells, and this may give rise to their
ability to metastasize and eventually extravasate into distant organs during
disease progression. In the case of infectious diseases such as malaria, the
red blood cells (RBCs) become stiff and cytoadhesive when parasites invade
and mature within the RBCs (Kim et al., 2009a; Zare and Kim, 2010).

Microfluidics is emerging as an enabling platform technology for cell
mechanobiology studies, primarily due to its small length scale, reduced
sample and reagent volumes and well-developed microfabrication techniques
(Hou et al., 2011). Employment of biocompatible and transparent materi-
als such as glass and polymers (i.e., COC, PDMS and PMMA) with ad-
vanced microfabrication techniques has enabled researchers to develop var-
ious miniaturized devices for accurate and quantitative analysis of cellular
responses to mechanical (or chemical) stimulus with precise control of the
cellular environment (Franke and Wixforth, 2008).

Microfabrication technique

Microfabrication is a process to construct miniature structures with microm-
eter size or smaller. Over the past decades, microfabrication has been the
workhorse behind the phenomenal growth in many industries such as micro-
electronics, pharmaceuticals and the automotive (Vogelaar, 2005; Madou,
1997). Microfabrication has also supported many new technologies such as
micro/nanofluidics, Bio-MEMS, photonics, and biosensors where miniatur-
ization and large-scale integration are required for a reduction in time, costs,
sample size, or power consumption as well as portability and reliability (Vo-
gelaar, 2005; Voldman et al., 1999). In the areas where microfabrication is
applied, methods to realize structures on such small length scales can be di-
vided in direct writing methods (and/or photolithography) and replication
methods (Warkiani, 2012).

Direct writing methods in the semiconductor industry refer to those
techniques that can be combined directly to CAD/CAM software to gen-
erate micrometer patterns for the manufacturing of microelectronic devices
and other micro-engineered components such as MEMS and microfluidic
devices (Zhang et al.). For example, writing with a focused laser beam is
normally used to fabricate photomasks that contain the structure necessary
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for conventional photo-mask lithography or can be employed directly for
micro/nano patterning (e.g., electron beam (e-beam) and focused ion-beam
(FIB) lithography). Photolithography is a process used widely in micro-
fabrication to transfer the desired pattern from a photo-mask to a film of
photoresist on the substrate (Madou, 1997; Geissler and Xia, 2004). The
patterns generated by lithography are then transferred into the underlying
material by etching (i.e., wet or dry etching), or transferred into other lay-
ers by deposition. The substrate materials that are normally used in the
semiconductor industry are mainly silicon, glass, quartz, metals, and some
polymers such as PMMA (Poly(methyl methacrylate)) and PC (Polycar-
bonate) (Vogelaar, 2005; Qin et al., 1998). The limited transparency of
these materials, and the high costs are the major drawbacks for the use
of photolithography in mechanobiology and microfluidics. In addition, the
inability to pattern non-planar surfaces as well as limitations in geometri-
cal design and surface chemistry caused researchers to look for alternative
approaches, where micromolding methods emerged (Becker and Locascio,
2002). Micromolding relies on replication of a master mold having a mi-
cro/nano structured relief profile on its surface, and can be divided to fol-
lowing categories: (i) Soft-lithography and (ii) Micromolding against a rigid
mold.

Soft lithography refers to a collection of techniques for fabricating or
replicating micro/nano structures using elastomeric stamps based on print-
ing, embossing or molding (Xia and Whitesides, 1998; Weibel et al., 2007).
The master mold mostly is prepared from a soft material (i.e., polydimethyl-
siloxane (PDMS)), by curing on a micro-fabricated mold (see Fig. 1A).

Soft-lithography has some advantages over others such as lower cost in
mass production, being ideal for biotechnology applications and the abil-
ity to transfer pattern on non-planar surfaces (Weibel et al., 2007). Soft-
lithography techniques, which mainly developed within the group of G.M.
Whitesides at Harvard University (Xia et al., 1996) can be classified into
six main groups: microcontact printing, replica molding, micromolding in
capillaries, capillary force lithography, microtransfer molding and solvent
assisted micromolding (Xia et al., 2004). Among them, replica and mi-
crotransfer molding are the most important categories of soft-lithography
that have found the most practical applications in cell biomechanics, mi-
crobiology and synthetic biology (Whitesides, 2006; Li et al., 2003). In
these techniques, the shape, size and pattern of features on a master mold
(i.e., Silicon/glass mold which is normally made by conventional lithogra-
phy and microfabrication techniques) is transferred to the PDMS stamps
by soft-lithography. This intermediate stamps can be used directly for fab-
rication of microchannels (by bonding to a glass/polymeric substrate) and
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Figure 1. (A) Schematic of the fabrication of PDMS stamp for soft-
lithography: (a)-(c) photoresist is spin-coated on a silicon substrate and
a mask with desired pattern is placed in contact with the layer of pho-
toresist, (d) photolithography is carried out using an ultraviolet (UV) light
through the mask and pattern is achieved by dissolving the non-crosslinked
resists inside a developer, (e) uncured PDMS is poured on the master and
cured thermally and peeled away, and (f) the resulting layer of PDMS has
microstructures embossed in its surface. (B) The schematic representation
of the major soft-lithography techniques: (a) replica molding, (b) micro-
transfer molding, and (c) microfluidics. Reprinted with permission from
Weibel et al. (2007), copyright 2007.
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cell patterning, or can be employed as a master mold again for replication of
another replica to micropattern biocompatible polymers, including epoxies,
polyurethanes, polyethylene glycol (PEG), agar and agarose (see Fig. 1B)
(Weibel et al., 2007).

Cancer cell mechanics

Cancer is the leading cause of death worldwide, accounting for 7.6 million
deaths in 2008 (Allan and Keeney, 2009). One defining feature of can-
cer is the rapid creation of abnormal cells that grow beyond their usual
boundaries, and which can then shed into blood stream and spread to other
organs (i.e. metastasis) (Alix-Panabires et al., 2012). The increase in de-
formability of circulating cells is emerging as an important biomarker for
the diagnostic and prognostic of patients with cancer (Vaziri and Gopinath,
2007). In particular, the dynamic reorganization of the cytoskeleton has
become a specific point of interest regarding changes in cell characteristics
and functions (Fletcher and Mullins, 2010).

Capillary-based microfluidic techniques have recently attracted much at-
tention for investigating the biomechanics of cancer cells (Kim et al., 2009a).
The constricted microchannel inside the microfluidic devices with precisely
defined geometries allows single cells to squeeze under pressure and mimic
the in vitro capillary-like microenvironment to study the biorheological be-
havior of cells as they passage through narrow constrictions of the blood
capillaries (Suresh, 2007). For example, Hou et al., (Hou et al., 2009) em-
ployed a simple microfluidic platform with a straight square microchannel
(1010m) to measure the deformability of cancerous breast cells (MCF-7) in
comparison to the benign breast epithelial cells (MCF-10A). By measuring
some parameters such as entry time, elongation index and transit veloc-
ity, they could clearly distinguish the difference in stiffness of cancerous
and benign breast cells. In a similar study, Adamo and colleagues (Adamo
et al., 2012) demonstrated a high throughput microfluidics system to probe
deformability of single cells with up to 800 cells/min. They showed that
cell travel time through a funnel-shaped constriction has a non-Gaussian
distribution. Besides, they found that cells with different diameters have
different travel times and that, for a given diameter, stiffer cells have longer
transit times than less stiff ones. In another investigation, a microfluidic
micropipette aspiration system was developed by Gou and colleages (Guo
et al., 2012a) for measuring the deformability of single cells at different pres-
sures. They could precisely measure the deformability of several types of
nucleated cells such as human neutrophils, lymphocytes and RT4 bladder
cancer cells by leveraging the advantages of their microfluidic platform over
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conventional micropipette aspiration systems. For better understanding of
cancer metastasis, Perez et al., (Gallego-Perez et al., 2012) recently devel-
oped a guided cell migration microfluidic platform to mimic the fiber-like
structure of stroma (or parenchyma) using a micro-patterned polystyrene
substrate. They studied the migratory behavior of primary (glioma) and
metastatic (lung and colon) tumors at single-cell level and found that all
the tumor cells exhibited axially persistent cell migration where lung tumor
cells showed the highest migratory velocities compared to glioma and colon
tumor cells. Gabriele et al. (Gallego-Perez et al., 2012; Gabriele et al.,
2009) studied the role of cytoskeletal components such as actin and myosin
II in capillary leukocyte trafficking through an array of interconnected cap-
illary segments, which is the starting event of trauma disorders in the lung
microvasculature. They showed that the redistribution of actin filaments
has distinct roles in the extent and rate of cell deformation and cell mem-
brane unfolding at the different stages (i.e., the entry stage, transit stage,
and shape recovery stage). In addition, they demonstrated that cell shape
and its orientation at the channel entrance can directly affect the overall
transit time measurement. Preira et al., (Preira et al., 2012) recently devel-
oped a microfluidic system made of successive comb-like filters in series with
different pore size to separate circulating leukocytes based on deformabil-
ity. Their results show that stiffening of whole leukocyte population affects
patients with acute respiratory distress syndrome (ARDS) while previous
data from Rosenbluth et al., (Rosenbluth et al., 2008)indicate that only a
mere fraction of leukocytes, around 5%, have an altered stiffness. Using
the same concept, Zhang et al., (Zhang et al., 2012) reported a microflu-
idics method to enrich physically flexible cells, which are cells with high
metastatic propensity (i.e., cancer stem cells) from other counterparts (i.e.,
stiff cells) through the micro-barriers (see Fig. 2). They found a good cor-
relation between the phenotype of deformable cells that passed through the
micro-barriers and over expression of multiple genes, which are involved in
cancer cell motility and metastasis.

Malaria infected red blood cell mechanics

Malaria is one of the deadliest human infectious diseases with over a bil-
lion individuals at risk of infection. The prime causal parasite, Plasmodium
(P.) falciparum, is responsible for about 2 million deaths a year (Hou et al.,
2011; Handayani et al., 2009). P. falciparum-infected red blood cells (iR-
BCs) undergo various developmental stages in which during the last stage,
they lose their biconcave shape, become more spherical, and exhibit ele-
vated stiffness [6]. This loss of deformability is often reported to be the
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Figure 2. (A-a) Schematic and photograph of a mechanical separation (MS)
chip. (A-b) Optical microscopic images of the MS-chip. (A-c) SEM image of
the micro-pillars used for cell separation. (B-a) Optical images of SUM149
cells crossing the MS-chip gaps. Red, green, and yellow arrows indicate
different levels of cell deformability. The most flexible cell type (red) passes
the entire micro-pillar array; the less flexible one (yellow) crosses halfway;
and the least flexible one (green) stops at the initial intersection. (B-b)
High-magnification images show cell deformation in different time frames.
Reprinted with permission from Zhang et al. (Zhang et al., 2012), copyright
2012.
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main factor in capillary blockage (Shelby et al., 2003). Similar to previous
section, several microfluidic devices have been developed to study the be-
havior of stiffer iRBCs under capillary microenvironments. In 2003, Shelby
et al. (Shelby et al., 2003) employed elastomeric microfluidic chips to study
biorheological behaviour of iRBCs ex vivo by passing iRBCs of different
stages into small microchannels to characterize complex behaviors of single
cells, under flow, in multicellular capillary blockages. Then showed that
stiffer late stage iRBC scan easily block the small microchannels with 24
m width. They also observed the pitting phenomena where spleen beds
remove parasites without destroying the RBCs inside microchannel with 2
m width. More recently, Bow and colleagues (Bow et al., 2011) utilized
the same concept to fabricate a deformability cytometer that measures dy-
namic mechanical responses of 103104 individual RBCs in a heterogeneous
cell population (Fig. 3A). They demonstrated the ability of their system
for high-throughput characterization and separation of iRBCs from unin-
fected ones. Quantitative biomechanical characteristics of individual RBCs
from the experimental results was also inferred using a dissipative particle
dynamics (DPD) model. In another attempt for characterization of par-
asitized RBCs, Guo et al., (Guo et al., 2012b) developed a microfluidic
platform with funnel-shaped constrictions to measure RBCs deformability
using precisely controlled pressure. They demonstrated that parasitized
cells from ring through schizont stages were 1.5 to 200 times stiffer than
uninfected cells which were in good agreement with previous studies. Their
results clearly demonstrated the versatility of their approach for various ap-
plications such as functional studies and high-throughput drug screening.
Zheng et al. (Zheng et al., 2012) also recently developed a high-throughput
microfluidic system for biophysical characterization of RBCs at a speed of
100150 cells s1, which can be used eventually for measurement of multiple
biophysical disorders in RBC of patients with sepsis, malaria, or sickle cell
anemia. Another study (Handayani et al., 2009) using an array of microflu-
idic channels also confirmed the biophysical differences between uninfected
and P. falciparum infected as well as P.vivax infected RBCs (Fig. 3B).

Besides investigating cell deformability, microfluidic devices can also be
used for separation of iRBCs from other blood cells. Many of these de-
vices are inspired by the in vivo physiological cell interactions in spleen and
blood vessels such as passage from narrow constrictions or margination.
For instance, both ring-stage iRBCs were separated (based on mechanical
deformability) from normal RBCs in a continuous-flow fashion using a suc-
cessive microfilter with 2.2 m gaps (MAJ, 2009). More recently, Hou et al.
(Hou et al., 2010) employed a long straight channel microfluidic device to
separate iRBCs from whole blood using the effect of margination. In their
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system, cell margination was directed along the channel width with the
iRBCs aligning near each sidewall and then subsequently removed using a
3-outlet system. They demonstrated recovery of around 75% for early stage
iRBCs ¿90% for late stage iRBCs at the side outlets.

Conclusions

Living cells are complex and dynamic systems which are inherently sensitive
to a myriad of biomechanical cues. Understanding the coupling between the
biological complexity and biomechanical properties and responses of cells re-
quires advanced tools for manipulation and testing. Microfluidic platforms
enable quantitative analysis of single-cell stimulation and mechanical re-
sponse measurements and open a new paradigm for the characterization
and enrichment of both healthy and diseased cell populations with great
accuracy. In particular, microfluidic systems can be employed in cancer for
the identification and separation of tumorigenic cells or can be utilized to
couple chemicals gradients to shear stress assays for drug discovery. They
can also be utilized as a screening/diagnostic tool to explore connections
between certain diseases such as malaria or sickle cell anemia and cell stiff-
ness.

In summary, the development of novel platforms is crucial to gain new
insights into the cell mechanical property changes and human disease states.
While some microfluidic devices can successfully operate with high capacity
and various functionality, there are challenges that remain to be solved
such as increasing throughput, on-line data analysis, as well as integration
of mechanical, optical and electrical stimulation parts within a chip.
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Continuum analyses of structures containing
cracks

Roberto Ballarini

Department of Civil Engineering, University of Minnesota, Minneapolis, USA

1 Introduction

The previous chapters of this book have demonstrated how multi-scale mod-
els and experiments at very small scales have improved and offer promise
for furthering our understanding of the mechanical behavior and physical
properties of biological materials and structures. This chapter illustrates
how valuable insights can be gained using simplified continuum mechanics
models that gloss over the complexities that can be handled by the multi-
scale models, such as numerous distinct nano and micro scale features that
comprise the structures, material inhomogeneity, biological and chemical
processes, the precise geometrical description, and the presence of flaws.
This as long as the simplified treatments capture the essential features con-
trolling the mechanical response. The reward for sacrificing the details is
that the simplified models are amenable to analytical treatment. The dis-
cussion is limited to linear elastic structures containing cracks. The fracture
mechanics analyses rely on the concepts associated with the energy release
rate (ERR), the universal form of the stress and displacement components in
the vicinity of the crack front, the generalized Griffith crack growth criterion
for small-scale-yielding (SSY) conditions, and stability of crack propagation
under displacement and load controls. Using numerous examples the point
will be driven home that if one can accurately estimate the changes in stored
elastic energy produced by variations in the crack length, then conditions
for crack extension and the stability of crack propagation can be established.
The ERR represents the variation in strain energy, or alternatively in po-
tential energy resulting from crack extension. It is often referred to as the
crack driving force because as discussed subsequently a crack will extend
only if the ERR is sufficiently large to overcome the material’s resistance to
the creation of the additional crack surfaces. In addition, for the perfectly
brittle materials considered here the stability of crack propagation is deter-
mined by the change in the ERR with respect to a unit increase in crack
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surface area. All derivations and examples are for planar and traction-free
cracks that grow along their defining plane. Two definitions of ERR are pro-
vided first, both motivated from the load-displacement curves of a structure
containing cracks having slightly different lengths. Selected examples are
then presented and solved that elucidate how accurate approximations of
the ERR can be achieved for certain types of crack configurations using
simplified stress analysis procedures. This is followed by relating the ERR
to the singular stress field in the immediate vicinity of the crack front (in
terms of the to-be defined stress intensity factors) and to the global stiffness
of the cracked component.

2 Energy approach to fracture

2.1 Definitions of ERR

Consider the planar traction-free crack in the three-dimensional body
shown in Figure 1. Denote the footprint of the crack and the perimeter
that defines its front by Scr and Σcr, and the bounding surfaces of the solid
with prescribed displacements, uo

i , or prescribed traction, toi , by Su and
St. Without loss of generality Scr, which is the projection of the top and
bottom surfaces of the crack, S+and S−, is chosen to lie in the 1-3-plane.
Consider the response of the cracked solid under the action of generalized
forces Qi and generalized conjugate displacements qi. The elastic energy
stored within it depend not only on the displacements, but also on the size
of the crack. It is therefore written as U(qi, Scr). If the crack does not
extend then the increment of work performed by the forces is stored as
additional elastic energy according to the principle of virtual work

δU ≡
∫
V

σijδεijdV = Qiδqi ≡
∫
S

tiδuidS +

∫
V

fiδuidV (1)

The two crack surfaces represent an additional boundary of the solid, so
that in 1, S ≡ St∪Su∪S+∪S−. If the crack-front extends by an amount δl
that can vary along Σcr, then the original crack surface area increases by the
amount δScr = 2

∫
Σcr

δldΣcr. The additional surface area renders the body
less stiff, so that it will store less elastic energy for a given displacement.
The ERR, G, is defined as the reduction in strain energy resulting from the
creation of the additional crack surface area

δU = Qiδqi −
∫
Σcr

2GδldΣcr (2)

Equation 2 shows that the ERR is simply the generalized force correspond-
ing to the variation in crack area, in the same way that the Qi are the
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Figure 1. Extension of a planar crack in a three-dimensional solid.

generalized forces associated with the variation in displacements qi .
The Legendre Transformation of Equation 2 gives the potential energy,

Π (Qi, Scr) ≡ U −Qiqi, a function of the generalized forces and crack area,
and whose variation is

δΠ = δ(U −Qiqi) = δU − qiδQi −Qiδqi (3)

Substitution of Equation 2 into 3 provides the alternative definition of the
ERR

δΠ = −qiδQi −
∫
Σcr

2GδldΣcr (4)
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The ERR can therefore be defined as the area rate of change of either the
strain energy or the potential energy. As will be explained subsequently,
which definition is more convenient depends on whether one is analyzing
crack extension under constant load or constant displacement conditions.
The motivation of the two definitions of ERR comes from considerations of
the changes in strain energy and potential energy of a plate of thickness b
(Figure 2) containing an initial crack of length l that extends by δl, so that
δScr = 2bδl. These changes are shown in the load-displacement curves that
would be produced by testing two replicas of the plate sketched in Figure
2, one containing an initial crack of length l, the other containing an initial
crack of length l+ δl. As the load on the plate containing the shorter crack
is increased, the load-displacement curve follows path

0−(Q1, q1). If the crack extends at Q1, then the stiffness of the structure
decreases, and the response shifts to a point (Q2, q2) that lies somewhere on
the load-displacement curve corresponding to the specimen containing the
longer crack. The coordinates (Q2, q2) depend on the changes in force and
displacement that may occur during the extension.

Fixed grips corresponds to the case for which the displacement q remains
constant during crack extension, so that the load displacement curve of the
shorter initial crack follows path (Q1, q1) − (Q3, q1). The corresponding
reduction in strain energy, represented by the shaded area defined by points
0− (Q1, q1)− (Q3, q1), is [U(l + δl)− U(l)]fixed q = δUfixed q. For this case
δqi = 0, and Equation 2 reduces to

δUfixed qi = −
∫
Σcr

2G δ� dΣcr (5)

or

Gfixed qi = −
∂U

∂Scr
(6)

which for the plate shown in Figure 2 reduces to Gfixedq = − 1
b
∂U
∂l . For the

fixed grips condition the load does no work during crack extension, so that
as discussed subsequently only the release of strain energy can contribute
to overcoming the material’s resistance to crack propagation.

Under dead load conditions, the load remains constant during crack
growth, and the load-displacement curve follows path (Q1, q1) − (Q1, q3).
For this case the decrease in potential energy, which is equal to negative the
increase in complementary energy, [Π(l + δl)−Π(l)]fixed q = δΠfixed q is
represented by the sum of the areas defined by points 0− (Q1, q1)− (Q3, q1)
and the points (Q1, q1) − (Q1, q3) − (Q3, q1). Note that the latter contri-
bution becomes negligible as δl → 0, and therefore for infinitesimal crack
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Figure 2. Changes in strain energy and complementary energy with respect
to crack extension.
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extension the same ERR is obtained for fixed grips and dead load condi-
tions. Since the load is kept constant during the extension, δQi = 0, and
Equation 4 reduces to

δΠfixedQi
= −

∫
Σcr

2GδldΣcr (7)

or

Gfixed Qi
= − ∂Π

∂Scr
(8)

which for the plate shown in Figure 2 reduces to Gfixed Q = − 1
2b

∂Π
∂
 . Thus

when the load is kept constant the release of strain energy and the work
of the applied force both contribute to overcoming the energy required to
grow the crack. When the material is linear elastic, the potential energy is
the negative of the strain energy. For this case Equation 8 reduces to

Gfixed Qi =
∂U

∂Scr
(9)

The next section explains how the ERR can be used to determine conditions
for crack extension.

2.2 The generalized Griffith criterion

Griffith’s pioneering work on fracture Griffith (1921) was concerned with
the strength of glass, which for all intents and purposes can be assumed to be
perfectly brittle. This means that the only resistance to crack propagation
is provided by the energy required to create the additional top and bottom
surfaces of the crack, and that it does not depend on the amount of crack
growth that has occurred,. This material resistance is defined by the energy
per unit crack surface area, 2γ. Griffith considered an isolated crack in a thin
plate loaded by uniform far-field tension, for which he knew the functional
form of the ERR at fixed load. He then stated that the equilibrium between
the crack length and the applied stress is determined by the energy balance
equation represented by equating the ERR to the material resistance

G =
(κ+ 1)σ2πa

8μ
= 2γ (10)

where μ is the shear modulus, κ = 3 − 4ν for plane strain and κ = (3 −
ν)/(1+ν) for plane stress. The ERR always involves the square of a reference
stress, the elastic moduli, and a characteristic dimension of the cracked
component such as the crack length. The Griffith criterion represents an
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equilibrium between these parameters, and it can be used in different ways.
For a structure containing a crack of given length, it determines the applied
stress required to extend the crack. Similarly, the criterion can be used
to determine the allowable crack length for a prescribed operating applied
stress. Note that because its ERR is an increasing function of crack length
and the resistance to crack propagation is constant, then under dead load
conditions the Griffith crack grows in an unstable manner.

The Griffith Criterion was extended by Orowan (Orowan (1955)) to
cracks whose growth involves additional types of energy dissipation occur-
ring within a relatively small volume near their front and that are orders of
magnitude larger than the surface energy. These include plastic deformation
in metals, microcracking in concrete and ceramics, and crazing in polymers.
As long as the extent of the “process zone” within which the dissipation
occurs is sufficietly smaller than the crack length and other relevant charac-
teristic lengths, then the elastic solution provides an accurate description of
the strain intensity near the crack front, and the elastic ERR is meaningful.
If these “small scale yielding” conditions prevail, then Orowan suggested
that the equilibrium can be determined by treating the additional energy
dissipation as an equivalent surface energy, 2γ∗, so that the equilibrium
condition becomes

G = 2γ + 2γ∗ = Γ (11)

There are numerous ways of introducing Equations 10 and 11 into linear
elastic fracture mechanics. Here is but another. Equation 2 can be ar-
ranged to highlight the incremental work of the generalized force during
crack extension

Qiδqi = δU +

∫
Σcr

2GδldΣcr (12)

But as the crack extends, a portion of this additional work is transformed
into stored elastic energy and the rest is dissipated to achieve the additional
crack surfaces

Qiδqi = δU + ΓδScr (13)

With the understanding that the equivalent surface energy has beeen as-
sumed to be evenly distributed along the new crack surfaces, then a com-
parison of Equations 12 and 13 provides the crack extension condition

G = Γ (14)
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Table 1 lists the range of Γ for a variety of materials relevant to engineering
(Ashby (1992)).

Table 1. Toughness values for different classes of materials (data taken
from Ashby (1992)).

Material Γ
(
kJ/m2

)
Metals 1-100
Wood 1-10

Polymers and elastomers 0.1-10
Ceramics 0.001-0.1

In summary, the energy approach to fracture involves determining the
ERR for a given geometry and loading, and equating it with the material’s
resistance.

Example 1: Steady state interface crack propagating along a fiber/matrix
interface. A beautiful example of how Equation 9 can be used to develop
simplified analytical microstructural models of complex structures contain-
ing cracks involves the micromechanical (unit cell) model of a long fiber
embedded in a matrix shown in Figure 3.

The fiber is perfectly bonded to the matrix everywhere except along
the portion represented by the interface crack of length l. Denoting fiber
and matrix with subscripts f and m, respectively, the elastic constants are
Ef , νf and Em, νm. The top surface of the cell represents the far field,
where the fiber and matrix share the applied loading and experience a state
of constant stress defined by σf and σm. The bottom surface of the matrix
and the vertical external surface of the unit cell are both traction-free, while
the fiber is subjected to a uniform traction, t. The problem consists of
estimating, through a “back of the envelope” strength of materials analysis,
the dependence of the interface crack’s ERR on the elastic mismatch, Σ ≡
Em

Ef
, and fiber volume ratio, f ≡ Vf

Vm
.

The problem was inspired by the observed effects of interface toughness
on the ductility of composites comprised of brittle matrices and relatively
long and brittle fibers (brittle-matrix-composites, or BMCs). Note that the
fiber can perhaps be interpreted as an osteon surrounded by a homogeneized
tissue within a bone structure. If the fiber/matrix interface in BMCs is suffi-
ciently tough, then the matrix cracks that inevitably initiate and propagate
in a direction perpendicular to the fibers and the applied loading will con-
tinue to propagate along that direction, fracturing the fibers they encounter.
This will produce an unzipping of the composite and a load-displacement
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Figure 3. Unit cell model of fiber/matrix interface crack in unidirectionally
reinforced composite (adapted from Charalambides and Evans (1989)).
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curve that will exhibit a catastrophic post-peak behavior, indicating rela-
tively low toughness. However if the toughness of the interface is sufficiently
low compared to the toughness of the fibers, then as shown in Figure 4the
matrix cracks will be deflected along the fiber/matrix interfaces. For this
case an increase in load is required to initiate and extend additional matrix
cracks, which in turn will be

Figure 4. Matrix cracks deflected along the fiber/matrix interfaces in a
brittle matric composite.

deflected along the interfaces they will encounter. The process will re-
peat itself until the matrix cracks extend across the whole specimen while
the fibers remain intact. Eventually the fibers will rupture. However the
load-displacement curve will exhibits a graceful failure and a much larger
amount of dissipated energy. This scenario has been been observed in ex-
periments, as reported by Evans (Evans (1989)). An estimate of the ERR
of the fiber/matrix interface crack can shed light on the roles played by the
elastic mismatch, fiber volume fraction, and fiber to matrix toughness ratio
in determining which scenario will be realized. This is because in order
for the cracks to be deflected along the interface, it is necessary that the
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ERR of the interface crack be higher than the toughness of the interface,
and that the ERR of a crack that could potentially penetrate the fibers
must be smaller than the toughness of the fibers. Charalambides and Evans
(Charalambides and Evans (1989)) proposed the unit cell model described
above to estimate the dependence of the ERR on the parameters that de-
fine the composite material; the elastic mismatch between the fibers and
the matrix, and the volume fraction of fibers. Knowing this dependence
will guide the materials engineer to design the composite structure and the
toughness of the interface and the fibers in such a way that the scenario
will be realized. The choice of the micromechanical model emphasizes the
importance of reducing complex problems to simplified models that retain
the essential features of the phenomena and that are amenable to analytical
treatment. In this application the original problem sketched in Figure 4 is
a difficult boundary value problem involving a main crack interacting with
numerous fibers and multiple matrix and interface cracks. In principle one
can solve such a specific boundary value problem, but its solution will not
shed much light on the role played by the system’s control variables. The
unit cell model, in contrast, retains the essential features of Figure 4. In ad-
dition to involving the elastic mismatch, the fiber volume fraction, and the
fiber/matrix interface crack, the micromechanical model described above
approximates the matrix crack through the enforcement of zero traction
along the bottom surface of the matrix, and realizes composite behavior
through the load-sharing prescribed along the top surface of the unit cell.
Figure 3 includes three planar views of a sector of the unit cell. Going from
left to right, the first view shows the initial interface crack, and the second
and third views represent the configuration corresponding to an extension
Δl. The third view indicates that as long as the crack is sufficiently long
(for this case it was determined by solving the boundary value problem that
the crack should be longer than the diameter of the fiber) so that the state
of stress in region (i) is uniform tension, then the strain energies of the con-
figurations prior and after crack extension differ only by the those indicated
in the shaded regions (i), (ii) and (iii). Noting that region (iii) is stress free,
then it is clear that the final state can be rendered energy equivalent to the
initial state by adding to it the strain energy in region (ii) and subtracting
from it the stored energy in region (i). This means that the ERR of the in-
terface crack is independent of the crack length, a situation that is referred
to by the fracture mechanics community as steady-state cracking. Note
that if the crack is short, then the ERR will depend on the crack length
because the crack front has a stronger interaction with the free surface and
the stress fields within regions (i) and (iii) are not uniform. This insight
provides the following relation for the variation of strain energy that results
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from the additional crack surface area

δU = Ui − Uii = Gss(2πrf )Δl (15)

where rf represents the fiber radius and Gss is the steady state ERR.
Because the stress in region (i) is uniform, its strain energy is readily

determined as Ui = 1
2 tViεi = 1

2Ef
t2πr2fΔ� . In region (ii) the stresses

are also uniform, and they can be determined using equilibrium and strain
compatibility; tf = fσf + (1− f)σm and εf = εm =

σf

Ef
= σm

Em
. Solution of

these equations leads to Uii =
πr2fΔ


2Ef

{(σf

t

)2
+

(
rm
rf

)2
1
Σ

(
σm

t

)2}
t2 , where

rm represents the thickness of the annular matrix. Substitution of the strain
energies into Equation 15 gives

4GssEf

t2rf
=

Σ

Σ+ f
1−f

(16)

Figure 5 presents plots of Equation 16 in solid lines and selected results
obtained using a finite element method analysis for νf = νm = 0.25. It is
observed that this back of the envelope procedure is remarkably accurate
for this steady-state configuration. The results provide valuable information
that can guide the “material by design” paradigm.

Figure 5. Steady-state energy release rate of a crack at the interface of a
fiber embedded within a matrix (adapted from Charalambides and Evans
(1989)).

For example, the plot of ERR as functions of fiber volume fraction sug-
gests that if the fibers are stiffer than the matrix then the ERRs are strong
decreasing functions of volume fraction. Therefore high volume fractions
of such fibers may suppress interface cracking. The ERRs associated with
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fibers that are much more compliant than the matrix are much larger, weak
functions of volume fraction, and can increase the desired propensity to-
wards interface cracking.

3 Relationship between ERR, crack-tip fields and
structural compliance

3.1 The Irwin formula

This section shows how the ERR, which represents a global measure, is
directly related to the stress and strain intensities in the immediate vicin-
ity of the crack front as follows. Consider a crack that extends along its
defining plane; non-planar extension can be treated in a similar manner but
will result in equations involving the direction of propagation. As shown
in Appendix A, the variation in potential energy that results from crack
extension can be written as

δΠ = δU = −1

2

∫
Σcr

dΣcr

∫ δl

0

σb
2i(u

+
i − u−

i )
adr (17)

where r measures the perpendicular distance from a point ahead of the crack
(in the 1-3-plane of Figure 1) to the crack front, σb

2i represents the traction
components that existed across the plane that defines the extension (before
the extension), and (u+

i −u−
i )

a represent the crack opening and crack sliding
displacements of the new surfaces (after the extension). Therefore

G = − ∂U

∂Scr
= Lim

δScr→0

1

δScr

1

2

∫
Σcr

dΣcr

∫ δl

0

σb
21(u

+
i − u−

i )
adr (18)

For the infinitesimal extension involved in the definition of the ERR, it
suffices to use in the integrands of Equation 18 the well-established forms
of the stresses and displacements in the vicinity of the crack front. These
can be written in terms of the stress intensity factors, KI ,KII ,KIII as⎧⎨

⎩
σb
22

σb
21

σb
23

⎫⎬
⎭ =

1√
2πr

⎧⎨
⎩

KI

KII

KIII

⎫⎬
⎭ (19)

⎧⎨
⎩
u+
1 − u−

1

u+
2 − u−

2

u+
3 − u−

3

⎫⎬
⎭

a

=
(κ+ 1)

μ

√
δ�− r

2π

⎧⎨
⎩

KII (�+ δ�)
KI (�+ δ�)

4KIII (�+ δ�)

⎫⎬
⎭ (20)

The stress intensity factors depend on the exact nature of the details of the
structural geometry and loading conditions, and they can be determined for
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specific configurations through the solution of the elasticity boundary value
problem. The mode-I factor KI is associated with the symmetric opening
of the crack surfaces, KII is the mode-II factor associated with the in-plane
asymmetric relative sliding of the crack surfaces, and KIII is the mode-III
factor associated with the out-of-plane relative sliding of the crack surfaces.
It is the purpose of the following discussion to show that the stress intensity
factors are directly related to the ERR, and can therefore be estimated
with excellent accuracy using simplified mechanical models. Note that in
Equation 20 the stress intensity factors and the distance from the extended
crack tip, δl − r, are those of the extended crack. However, in the limit
KI(l + δl)→ KI(l). Substitution of Equations 19 and 20 into Equation 18
provides the Irwin formula (Irwin (1957))

G =
(κ+ 1)

8μ
(K2

I +K2
II +K2

III) (21)

that links the ERR to the parameters that uniquely characterize the inten-
sity of the stress and strain fields in the vicinity of the crack front. Note that

the derivation of Equation 21 makes use of the identity
∫ δl

0

√
δl−x
x dx = πδl

2 .

Consider the mode-I crack problem. Equation 21 shows that for a crack
growing straight the extension condition given by Equation 14 is equivalent

to a critical stress intensity factor condition, KI = Kcritical
I =

√
8μΓ

(κ+1) .

Therefore conditions for crack extension can be established with knowledge
of the stress intensity factor. As shown next, the Irwin relation, when com-
bined with either stress analysis or experiments, provides a very powerful
tool for calculating not only the stress intensity factor, but also the stiffness
of a cracked structure.

3.2 Relation between ERR and compliance

Knowledge of the ERR allows one to determine the reduction in stiffness,
or alternatively the increase in compliance of the structure produced by the
introduction of the crack as follows. Without loss of generality, consider
the mode-I situation of a cracked plate of unit thickness subjected to a
generalized point force. Equations 2 and 3 read

δU (q, �) = Qδq − 2Gδ� (22)

δΠ(Q, l) = −qδQ− 2Gδl (23)

from which it follows that
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Q =
∂U(q, l)

∂q
(24)

q = −∂Π(Q, l)

∂Q
(25)

2G = −∂U(q, l)

∂l
= −∂Π(Q, l)

∂l
(26)

Equations 24-26 in turn provide the Maxwell relations

1

2

∂q(Q, l)

∂l
=

∂q

∂Scr
=

∂G(Q, l)

∂Q
(27)

1

2

∂Q(q, l)

∂l
= − ∂Q

∂Scr
= −∂G(q, l)

∂q
(28)

Figure 6. Change in compliance with respect to crack extension.

For a linear elastic solid the displacement and stress intensity factor are
proportional to the load, and can therefore be expressed as

q = C(l)Q (29)

KI = QkI(l) (30)
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The compliance, C, and the unit force stress intensity factor function, kI ,
have been written as functions of only crack length, but it is understood
to also depend on material constants and structural geometry. The Irwin
relation can be recast as

G =
(κ+ 1)K2

I

8μ
=

(κ+ 1)

8μ
Q2k2I (31)

Differentiating Equations 29 and 31 with respect to crack length and
load, respectively, and enforcing 27 gives

(
∂q

∂l
)fixed q = Q

dC(l)

dl
= (

∂G

∂Q
)fixed l =

(κ+ 1)

4μ
KI(

∂KI

∂Q
)fixed l =

(κ+ 1)

4μ
Qk2I (l)

(32)
and finally

(κ+ 1)

8μ
K2

I = G =
1

2
Q2 dC(l)

dl
(33)

Equation 33 links the ERR and the stress intensity factor to the global
compliance of the cracked component. It has numerous applications, in-
cluding the following:

1. For a specimen with known stress intensity factor function and initial
crack length, experimental or computational measurement of the change in
compliance can be used to estimate the small amount of crack extension that
has occurred. As illustrated in Figure 6, this involves increasing the load to
a value that produces crack extension, unloading, reloading, meauring the
change in compliance, and using the approximate formula

Δ� =
4μ

(κ+ 1) k2I
ΔC (34)

2. In a similar manner, for a given loading and crack configuration, kI
can be determined experimentally or computationally using Equations 31
and 30 to obtain

kI =
KI

Q
= 2

√
μ

(κ+ 1)

√
ΔC

Δl
(35)

3. For a given configuration, the stress intensity factor can be estimated
through Equation 33 using a simple strength of materials analysis that can
produce an accurate formula for the change of the compliance with respect
to crack length.
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4. The compliance of a cracked structure with known stress intensity
factor can be determined by integrating Equation 33 .

The following examples illustrate applications 3 and 4.

Example 2: The ERR and stress intensity factor of the double
cantilever beam specimen The classic example that is often used to
demonstrate the use of Equation 33 to estimate the ERR and the stress
intensity factor is the double cantilever beam (DCB) specimen shown in
Figure 7.

Various designs of this popular experimental specimen are modifications
of this generic trousers geometry. The loading consists of concentrated forces
applied at the ends of the trouser. The specimen’s name originated from
the rigid-wall boundary conditions that were used in the simplest beam-
theory treatment of the crack problem. As shown in Figure 7, the simplest
model assumes that each leg can be represented by a beam with zero verti-
cal displacement and zero slope along a plane that intersects the crack front
perpendicularly. These highly idealized boundary conditions are expected
to introduce, except for very slender beams, a substantial error in the com-
pliance, the strain energy and in turn the ERR and the stress intensity
factor. Elementary beam theory provides

u

2
=

4Pl3

EBh3
(36)

so that the compliance is

C =
u
2

P
=

8l3

EBh3
(37)

and therefore

GfixedP = Gfixedu/2 =
1

2B
P 2 dC

dl
=

12P 2l2

EB2h3
=

3Eu2h3

16l4
(38)

The Irwin formula provides the normalized stress intensity factor

KI(l)h
3
2

Pl
=
√
12 (39)

The idealized boundary conditions have resulted in a stress intensity
factor formula that is accurate only for relatively long cracks, as shown
in Figure 8 which compares Equation 39 with the (practically exact) for-
mula derived by Gross and Srawley (Gross and Srawley (1966)) using the
boundary collocation method
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Figure 7. Double cantilever specimen and two beam theory approxima-
tions.
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KI (�)h
3/2B

P�
=
√
12

(
1 + 0.69

h

�

)
(40)

A much improved formula can be derived by improving the model to account
for the strain energy ahead of the crack, which involves abandoning the
cantilever conditions adopted in the solution above. To this end the model
shown in Figure 7 replaces the uncracked ligament by an elastic foundation
comprised of a continuous distribution of springs with stiffness per unit
width

k =
2E

h
(41)

The spring stiffness is derived from the uniaxial constitutive relation of an el-
ement of gage length h far ahead of the crack tip, for which the displacement
is equal to twice the center-line displacement of each beam, uy. The strain

and corresponding stress are equal to εyy =
2uy

h and σyy = Eεyy =
2uy

h ,
respectively.

The compliance of the beam is determied by dividing the beam into
two parts: segments −l ≤ x ≤ 0, with corresponding deflection curve ul

y,
and 0 ≤ x ≤ ∞, with corresponding deflection curve ur

y. The governing
equations are

EI
d4ul

y

dx4
= q(x) = 0 (42)

EI
d4ur

y

dx4
= q(x) = −kur

y (43)

The solutions of Equations 42 and43 are

ul
y = c1x

3 + c2x
2 + c3x+ c4 (44)

ur
y = e−βx {c5sin(βx) + c6cos(βx)}+ eβx {c7sin(βx) + c8cos(βx)} (45)

where β ≡ (
k
EI

) 1
4 = 6

1
4

h . In order for the displacement to be bounded at
all points c7 = c8 = 0. The following conditions provide the remaining
unknown constants of integration.

The left end of the beam has zero moment and a shear force that balances
the applied force
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EI
d2ul

y(−l)
dx2

= 0 = −6c1l + 2c2 (46)

EI
d3ul

y(−l)
dx3

= P = −6EIc1 (47)

Continuity of displacement, slope, moment and shear force at the junction
between the two segments

ul
y(0) = ur

y(0)⇒ c4 = c6 (48)

dul
y(0)

dx
=

dur
y(0)

dx
⇒ c3 = β(c5 − c6) (49)

EI
d2ul

y(0)

dx2
= EI

d2ur
y(0)

dx2
⇒ c2 = −c5β2 (50)

EI
d3ul

y(0)

dx3
= EI

d3ur
y(0)

dx3
⇒ 3c1 = 2β3(c5 + c6) (51)

Solution of the six equations above leads to

C =
u

P
= −2ul

y(−l)
P

=
2

EI

(
l3

3
+

l2

β
+

1

2β3
+

l

β2

)
(52)

which together with the definition of β provides

G =
1

2B
P 2 dC

dl
=

12P 2

Eh3

(
h2

6
1
2

+
2lh

6
1
4

+ l2
)

(53)

The desired stress intensity factor follows from the Irwin formula

KI (�)h
3
2 B

P�
=
√
12

(
1 + 0.64

h

�

)
(54)

As shown in Figure 8, Equations 40 and 54 are practically indistinguishable;
the beam on the elastic foundation model does an excellent job of captur-
ing the energy stored in the specimen. This example, together with the
micromechanical model of the BMC discussed previously, drives home the
point that the global compliance and the local stress intensity factor and
ERR rate of a cracked component can be estimated with excellent accuracy
with proper accounting of the strain energy dependence on crack length.
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Figure 8. Stress intensity factor of double cantilever specimen.

3.3 The compliance of a cracked component

Much can be learned about the structural behavior of a cracked com-
ponent with the knowledge of how its compliance is influenced by crack
length and other characeristics of its geometry. The change in compliance
with respect to an increase in crack length can be determined by integrating
Equation 33 as follows

C(l2)− C(l1) =
(κ+ 1)

4μQ2

∫ l2

l1

K2
I (l)dl (55)

Define the compliance of the uncracked configuration, Cnc ≡ C(l1 = 0), and
the compliance contributed by the presence of the crack, Ccr ≡ C(l2 = l).
Then Equation 55 allows the total compliance to be written as

C(l) = Cnc + Ccr = Cnc +
(κ+ 1)

4μQ2

∫ l2

l1

K2
I (l)dl (56)
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Equation 56 makes it very clear that in general the contribution to the
reduction in stiffness cannot be determined by simply accounting for the
reduction in cross-sectional area associated with the introduction of the
crack.

Example 3: Structural response of an edge-cracked beam of vary-
ing slenderness. Handbooks are available that list stress intensity factor
functions for a very large number of two and three-dimensional geometries.
Equation 56 shows that these functions can be used to determine the compli-
ance of a cracked structure in addition to the critical combination of applied
stress and crack length that leads to crack extension. The Stress Analysis
of Cracks Handbook (Tada et al. (1985)), referred to as Tada’s Handbook,
presents equations produced by the intergration of 56 for a large number
of cracked components of practical interest. The configuration shown in
Figure 9 is considered next as an example of how such equations could be
used to learn about the structural response of a cracked component.

Figure 9. Extension of a planar crack in a three-dimensional solid

Tada’s Handbook provides the following equations for the stress intensity
factor

KI = σ
√
πaF

(a
b

)
(57)
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F
(a
b

)
=

√
2b

πa
tan

(πa
2b

)0.752 + 2.02a
b + 0.37

[
1− sin

(
πa
2b

)]3
cos

(
πa
2b

) (58)

As stated in the this handbook, Equations 57 and 58 were used in the inte-
gration that appears in Equation 56 to determine the crack’s contribution
to the load-point displacement. The results of this procedure were fitted by
the following expression

Δcr = CcrP =
4σ

E′ V2

(a
b

)
(59)

V2

(a
b

)
=

a

b

1(
1− a

b

)2
[
0.99− a

b

(
1− a

b

)(
1.3− 1.2

a

b
+ 0.7

a2

b2

)]
(60)

For this simple geometry and loading the displacement in the absence of
the crack is simply

Δnc = 2
σh

E′ (61)

so that the total displacement becomes

Δ = 2
σa

E′

[
2V2

(a
b

)
+

h

a

]
(62)

Knowledge of the compliance can provide useful insight into structural
response, and in particular the design of experiments. Consider for example
the problem of designing a fracture mechanics experiment using the geom-
etry defined by Figure 9, and assume that the behavior of the specimen
post-peak load is to be captured by running the experiment under displace-
ment control. As will be shown next, this can be accomplished only if the
aspect ratio of the specimen, 2h

b , is chosen to be sufficiently small.
The load-displacement curve that would be realized under the condi-

tion that the crack extends at a critical value of the stress intensity factor,
Kcritical

I , can be constructed using the following procedure. The stress that
is in equilibrium with a particular crack length is

σc =
Kcritical

I√
πaF

(
a
b

) (63)

A convenient reference strength that enables nondimensionalization of
the load-displacement plots is the critical stress corresponding to vanishing
small preexisting cracks, a

b → 0, which is equal to
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Figure 10. Normalized stress-displacement curve of edge-notched beam
as functions of slenderness ratio (left); Stress-strain curves of collagen fib-
rils as functions of molecules along their lengths simulated using multiscale
molecular dynamics model (right) (Tang et al. (2010)).

σo
c ≡

Kcritical
I

1.122
√
πa

(64)

The normalized equilibrium stress is therefore equal to

σ̄ ≡ σc

σo
c

=
1.122

F
(
a
b

) (65)

and the nondimensional conjugate displacement can be defined by

Δ̄ ≡ ΔE′

bσo
c

= 2σ̄
a

b

[
2V2

(a
b

)
+

h

a

]
=

2.244

F
(
a
b

) [
2
a

b
V2

(a
b

)
+

h

b

]
(66)

The load-displacement curve is shown in Figure 10 for selected values
of the slenderness,hb . It is observed that for displacement controlled exper-
iments there exists a transition from stable to unstable post-peak response
characterized by the snap-back instability. The responses illustrated in Fig-
ure 10 provide valuable guidance for the design of experiments on cracked
specimens. Specifically, the results of this example indicate that displace-
ment control could be used to capture the post-peak response only for beams
with aspect ratios less than ∼ 1.8. If the slenderness is greater than this
amount, then under displacement control when the peak load is reached the
load-displacement curve would drop down to the lower stable branch. The
consequence of this is that if one was not aware of the specimen’s intrinsic
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snap-back response, then the area under the curve traced by the discon-
tinuous jump from peak load to the lower branch could be incorrectly and
unconservatively interpreted as the fracture energy of the structure. In order
to capture the snap-back instability during a computational simulation or
an experiment, what is required is a control that dictates a constant rate of
crack advance. This could be accomplished by controlling the crack mouth
opening displacement (CMOD), δ, which is also given in the handbook and
can be normalized as

δ̄ =
δE′

bσo
c

= 4σ̄
a

b
V1

(a
b

)
=

4.488

F
(
a
b

) a
b
V1

(a
b

)
(67)

V1

(a
b

)
=

1.46 + 3.42
[
1− cos

(
πa
2b

)]
cos2

(
πa
2b

) (68)

Figure 11. Normalized stress versus crack mouth opening displacement of
edge-cracked beam.

which the plot in Figure 11 shows is independent of slenderness ratio
and monotonic. Therefore performing an experiment using CMOD control
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is equivalent to controlling the rate of crack extension. What is remarkable
is that Griffith equilibrium demands that during the snap-back response the
load does negative work.

The behavior of the edge-notched beam explains the qualitative behav-
ior of collagen fibrils subjected to uniaxial tension presented in Chapter 3.
Specifically, the experiments demonstrated that the fibrils, which have very
large aspect ratios, fail in a brittle manner indicated by a lack of post-peak
response under displacement control. This is consistent with the results
shown in Figure 10, as long as the flaws that are created within the fibrils
can be idealized as a crack in a very slender rod.

The simplified continuum model could be used to assess the qualita-
tive predictions of multiscale molecular dynamics based models, including
the one presented in Tang et al. (2010). In this study simple elongation
of collagen fibrils consisting of m collagen molecules along the fibril length
and n molecules across the thickness were simulated for different levels of
cross-linking density, β. Representative results shown in Figure 10 for n=2,
m=2,5,10 and β = 20, are in qualitative agreement with the continuum
model. For this prescribed density of cross-links, the fibril comprised of two
molecules along its length exhibits stability under displacement control as
evidenced by the gradual reduction in load in the post-peak region, while
the one made of ten molecules along its length snaps into two pieces once
the peak load is reached. The molecular dynamics simulations are per-
formed using velocity control, and therefore the snap-back instability that
is inherent in the slender fibrils is not captured.

4 Summary

This chapter has demonstrated that simplified continuum mechanics models
could be often be used to study the mechanical response of complex multi-
scale structures, and to explain the results of simulations performed using
multiscale computational models.

Appendix A

Consider two loadings on the extended crack as shown in Figure 12.
The figure on the right highlights the crack opening displacements of the
traction-free extension,

(
u+
i − u−

i

)a
. In the configuration on the left the

crack surfaces along the extension are kept from displacing relative to each
other by the tractions that existed along the extension prior to extension,
tb2 = σb

2ini. Denote the fields before and after crack extension by subscripts
b and a, respectively, so that for any quantity t, δt ≡ ta − tb. If the loaded
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extension in the figure on the left is treated as an additional surface with
prescribed traction, then the corresponding virtual work equation for arbi-
trary kinematically admissible variations of displacements is

∫
V

σb
ijδε

k
ijdV =

∫
St

toi δu
k
i dSt +

∫
δScr

tb2δu
k
i dδScr +

∫
V

fiδu
k
i dV (69)

In the figure on the right the extension is traction-free, and the virtual work
equation is ∫

V

σa
ijδε

k
ijdV =

∫
St

toi δu
k
i dSt +

∫
V

fiδu
k
i dV (70)

Prescribe the kinematically admissible variations in displacements in Equa-
tion 69 as the displacements associated with the figure on the right, and
the kinematically admissible variations in Equation 70 as the displacements
associated with the figure on the left. Then∫

V

σb
ijε

a
ijdV =

∫
St

toiu
a
i dSt +

∫
δScr

tb2u
a
i dδScr +

∫
V

fiu
a
i dV (71)

∫
V

σa
ijε

b
ijdV =

∫
St

toiu
b
idSt +

∫
V

fiu
b
idV (72)

Figure 12. Crack extension subjected to traction that existed prior to
extension (left) and traction-free extension (right).
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According to Betti’s reciprocal theorem (Sokolnikoff (1956)) the left-
hand sides of Equations 71 and 72 are equal. Thus

∫
St

toi
(
ua
i − ub

i

)
dSt +

∫
V

fi
(
ua
i − ub

i

)
dV +

∫
δScr

tb2u
a
i dδScr = 0 (73)

or

−
∫
St

toi δuidSt −
∫
V

fiδuidV =

∫
δScr

tb2u
a
i dδScr (74)

It is easy to show that the left-hand side of Equation 74 is equal to twice
the change in potential energy resulting from crack extension. To this end
consider that the potential energy of the traction-free crack before extension
(figure on left with δScr = 0) is given by

Πb =
1

2

∫
V

σb
ijε

b
ijdV −

∫
St

toiu
b
idSt −

∫
V

fiu
b
idV (75)

The variation in potential energy for an arbitrary kinematically admissible
displacement field is given by

δΠb =

∫
V

σb
ijδε

k
ijdV −

∫
St

toi δu
k
i dSt −

∫
V

fiδu
k
i dV (76)

If the kinematically admissible variation is set equal to the actual field before
extension, the potential energy should be minimum. Setting its variation
equal to zero, its minimum value can be calculated as

minΠb = −1

2

∫
St

toiu
b
idSt − 1

2

∫
V

fiu
b
idV (77)

Similarly, for the extended crack

minΠa = −1

2

∫
St

toiu
a
i dSt − 1

2

∫
V

fiu
a
i dV (78)

Therefore the change in potential energy is given by

δΠ = Πa −Πb = −1

2

∫
St

toi δuidSt − 1

2

∫
V

fiδuidV (79)

Substituting this last equation into Equation 74 provides

δΠ = −1

2

∫
δScr

tbiu
a
i dδScr = −1

2

∫
Σcr

dΣcr

∫ δl

0

σb
2i(u

+
i − u−

i )
adr (80)
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