
Chapter 4

Canonical Forms, Basic Definitions

and Properties

4.1 Introduction

In this chapter, linear algebra is employed for the study of symmetry, followed by

graph-theoretical interpretations. The application of the methods presented in this

chapter is not limited to geometric symmetry. Thus, the symmetry studied here can

more appropriately be considered as topological symmetry. The methods considered

in this chapter can be considered as special techniques for transforming the matrices

into block triangular forms. These forms allow good saving of computation effort for

many important problems such as computing determinants, eigenvalue problems and

solution of linear system of equations. For each of these tasks with dimension N, the

computing cost grows approximately with N3. Therefore, reducing, for example, the

dimension to N/2, the effort decreases eight times which is a great advantage.

Here different canonical forms are presented. Methods are developed for

decomposing and healing of the graph models associated with these forms for

efficient calculation of the eigenvalues of matrices associated with these forms

[1–5]. The formation of divisors and co-divisors, using a graph-theoretical ap-

proach, is developed by Rempel and Schwolow [6] and well described in reference

[7]. Here, only symmetric forms are presented, since simple graph-theoretical

concepts are sufficient for their formation. Two important forms known as tri-

diagonal and penta-diagonal forms are also presented, and methods are provided

for their decomposition. It is shown that different canonical forms can be de-

rived from the block tri-diagonal form [8, 9].

4.2 Decomposition of Matrices to Special Forms

In this section, a 2N � 2N symmetric matrixM is considered with all entries being

real. For four canonical forms, the eigenvalues of M are obtained using the

properties of its submatrices.
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4.2.1 Canonical Form I

In this case, matrix M has the following pattern:

M ¼
AN�N 0N�N

0N�N AN�N

2
4

3
5
2N�2N

(4.1)

Considering the set of eigenvalues of the submatrix A as fλAg , the set of

eigenvalues of M can be obtained as follows:

fλMg ¼ fλAg[fλAg: (4.2)

where the sign[ is used for the collection of the eigenvalues of the submatrices and

not necessarily their union.

Since det M ¼ det A � det A, the proof becomes evident. Here ‘det’ stands for

the determinant.

Form I can be generalised to a decomposed formwith diagonal submatricesA1,A2,

A3, . . ., Ap of different dimensions, and the eigenvalues can be calculated as follows:

fλMg ¼ fλA1g[fλA2g[fλA3g[ . . . [fλApg: (4.3)

The proof follows from the fact that detM ¼ det A1 � det A2 � det A3 � . . . �
det Ap.

Example 4.1. Consider the matrix M as follows:

M ¼
1 2 0 0
3 4 0 0
0 0 1 2
0 0 3 4

2
64

3
75;

with A ¼ 1 2

3 4

� �
.

Since {λA} ¼ {�0.3723, 5.3723}, therefore {λM} ¼ {�0.3723, 5.3723,

�0.3723, 5.3723}.

4.2.2 Canonical Form II

For this case, matrix M can be decomposed into the following form:
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M ¼ AN�N BN�N

BN�N AN�N

� �
2N�2N

(4.4)

The eigenvalues of M can be calculated as follows:

fλMg ¼ fλCg[fλDg: (4.5)

C and D are called condensed submatrices of M.

Proof. In block form, addition of the second column of the matrix M to the first

column and reducing the first row from the second row results in

Aþ B B

Aþ B A

� �
) Aþ B B

0 A� B

� �
¼ C B

0 D

� �
(4.6)

where

C ¼ Aþ B and D ¼ A� B; (4.7)

and

det M ¼ detC� detD; (4.8)

and the proof is complete.

Example 4.2. Consider the matrix M as follows:

M ¼
10 15 8 2

16 20 4 �3

8 2 10 15

4 �3 16 20

2
664

3
775

This matrix has the pattern of Form II and is decomposed according to Eq. 4.4,

leading to

A ¼ 10 15

16 20

� �
and B ¼ 8 2

4 �3

� �
:

Matrices C and D are formed using Eq. 4.5 as

C ¼ Aþ B ¼ 18 17

20 17

� �
; and D ¼ A� B ¼ 2 13

12 23

� �
:
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For these matrices, the eigenvalues are

fλCg ¼ f35:9459;�0:9459g and fλDg ¼ f�3:8172; 28:8172g;

hence,

fλMg ¼ fλCg[fλDg ¼ f�0:9459;�3:8172; 28:8172; 35:9459g:

4.2.3 Canonical Form III

This form has a Form II submatrix augmented by some rows and columns as shown

in the following:

=

Z(2N+k,2N+k)Z(2N+k,2N+1)Z(2N+k,2N)Z(2N+k,1)
.

C(2N+1,2N+k)C(2N+1,2N+1)C(2N+1,2N)C(2N+1,1)

LNk

L2k

LN1

L21

L1kL11

LNkLN1

L2kL21

L1kL11

AB

BA

M ð4:9Þ

where M is a (2N + k) � (2N + k) matrix, with a 2N � 2N submatrix with the

pattern of Form II, and k augmented columns and rows. The entries of the

augmented columns at the top right-hand side are L1i, L2i,. . ., LNi (i ¼ 1,. . .,k)
and then repeated again, and all the entries of M are real numbers.

Now D is obtained as D ¼ A � B, and E is constructed as the following:

+

=

Z(2N+k,2N+k)Z(2N+k,2N+1)Z(2N+k,1)+Z(2N+k,N+1)

C(2N+1,2N+k)C(2N+1,2N+1)C(2N+1,1)+C(2N+1,N+1)

LNkLN1

L2kL21

L1kL11

BA

E ð4:10Þ

D is an N � N matrix and E is an (N + k) � (N + k) matrix. The set of

eigenvalues for M is obtained as follows:

fλMg ¼ fλDg[fλEg: (4.11)
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Proof. Similar to Form II,M can be factored by rows and columns permutation. In

this case, first the augmented rows and columns are transformed into the central part

of the matrix. The last column (in block form) is added to the first column, followed

by reducing the first row from the last row.

M ¼
A B P

B A P

Q H R

2
64

3
75 )

A P B

B P A

Q R H

2
64

3
75 )

A P B

Q R H

B P A

2
64

3
75 )

Aþ B P B

QþH R H

Bþ A P A

2
64

3
75 )

Aþ B P B

QþH R H

0 0 A� B

2
64

3
75

(4.12)

that is, the matrix is now in a factored form.

M ¼ E K

0 D

� �
; (4.13)

where D and E are constructed as follows:

D ¼ A� B;

+

=

Z(2N+k,2N+k)Z(2N+k,2N+1)

C(2N+1,2N+k)C(2N+1,2N+1)C(2N+1,1)+C(2N+1,N+1)

Z(2N+k,1)+Z(2N+k,N+1)

LNkLN1

L2kL21

L1kL11

BA

E

and

detM ¼ detD� detE: (4.14)

Example 4.3. Consider a matrix M as follows:

----
-
----
-
----

=

7.53.13.133.123.11

3.10439.08.0

3.105.017.07.0

3.109.08.043

3.107.07.05.01

M

Condensed submatrices are calculated using Eq. 4.15 as follows:

4.2 Decomposition of Matrices to Special Forms 73



D ¼ �1 0:5
3 4

� �
� �0:7 �0:7

0:8 0:9

� �
¼ �0:3 1:2

2:2 3:1

� �
;

and

E ¼
�1� 0:7 0:5� 0:7 �10:3
3þ 0:8 4þ 0:9 �10:3

�13:3� 11:3 �12:3þ 1:3 �5:7

2
4

3
5 ¼

�1:7 �0:2 �10:3
3:8 4:9 �10:3

�24:6 �11 �5:7

2
4

3
5:

Eigenvalues for D and E are calculated as follows:

fλDg ¼ f�0:9516; 3:7516g;

fλEg ¼ f1:6224; 17:6885;�21:8109g:

Therefore, the eigenvalues of M are obtained:

fλMg ¼ fλDg[fλEg ¼ f�0:9516; 3:7516; 1:6224; 17:6885;�21:8109g:

4.2.4 Transformation of Form III into Form II

In this section, it is shown that the canonical Form III can be obtained from the

canonical Form II, Ref. [10]. In order to show this property, the following results are

first considered:

Let a 2N � 2Nmatrix L be augmented by an arbitrary row and a column with all

zero entries, as follows:

C ¼ L 0

X 0

� �
ð2Nþ1Þð2Nþ1Þ

: (4.15)

The matrix C has in its (2N + 1)th column all zero entries, and the eigenvalues

of C and L are identical, with the exception of an additional zero eigenvalue for C.

This can be proved as follows:

The first 2N rows of C are multiplied by k1, k2, . . ., k2N, respectively, and the

sum is equated to zero. Since any multiple of the last column will be zero, therefore

the following equations are obtained:

LKþ X ¼ 0: (4.16)

If L is invertible (i.e. if det (L) 6¼ 0), then K ¼ �L�1X and k1, k2, . . ., k2N can

be found and the last row of C becomes zero. However, if det (L) ¼ 0, then there

are many sets of ki which put the last row of C into zero. Therefore, one can
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conclude that there is always at least one transformation that makes the last row of

C as zero.

If the kth row of a matrix is multiplied in m and the kth column is divided by m,

the eigenvalues of this matrix stay unchanged. The reason is that the magnitude of

the diagonal entry stays constant, and if it is expanded with respect to a row and

column, the determinant of the submatrices stays unaltered.

Algorithm. Add a zero column together with an arbitrary row with zero entry in

the second column as shown in the following:

A B P

B A P

Q H R

2
4

3
5 )

A 0 B P
ðH�QÞ

2
0

ðH�QÞ
2

0

B 0 A P

Q 0 H R

2
6664

3
7775: (4.17)

Add half of the 4th column to column 2, and add half of 4th row to row 2. Now

interchange column 2 with column 4. These operations are shown in the following:

A P=2 B P

H=2 R=4 Q=2 R=2

B P=2 A P

Q R=2 H R

2
6664

3
7775 )

A P B P=2

H=2 R=2 Q=2 R=4

B P A P=2

Q R H R=2

2
664

3
775: (4.18)

Column 4 is multiplied by 2 and row 4 is multiplied by 1/2, resulting in

A P B P

H

2

R

2

Q

2

R

2

B P A P

Q

2

R

2

H

2

R

2

2
666666664

3
777777775
) M N

N M

� �
(4.19)

where
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A
P

2
B P

H

2

R

4

Q

2

R

2

B
P

2
A P

Q
R

2
H R

2
6666666664

3
7777777775
)

A P B
P

2
H

2

R

2

Q

2

R

4

B P A
P

2

Q R H
R

2

2
6666666664

3
7777777775

Mþ N ¼
Aþ B 2P
ðQþHÞ

2
R

" #
; M� N ¼

A�B 0
ðH�QÞ

2
0

" #
: (4.20)

Column 2 is multiplied by 1/2, and the second row is multiplied by 2, resulting

in E.

E ¼ Aþ B P

QþH R

� �
: (4.21)

The right-hand matrix M � N in Eq. 4.20 has the same eigenvalues as those of

A � B with exception of having 2N extra zeros. E and D are the same matrices

obtained for Form III in the previous section.

4.2.5 Form IV Symmetry

Definition. Consider the following 6 � 6 matrix in a tri-diagonal form:

66hssh
shsh

hssh
shsh

hssh
shhs

´--
--

--
--

--
--

=M ð4:22Þ

The entries of M have the following properties:

1. Each row-sum of this matrix is equal to zero and the row-sum of non-diagonal

entries has the same value as its diagonal entry with reverse sign.

2. Matrix M has a central core in the following form:
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C ¼
s �h Q

�h s

s �h
Qt �h s

2
64

3
75
4�4

where Q ¼ 0 0
h� s 0

h i
: (4.23)

The core C consists of two parts in Form II, with Q showing the type of the link

between these two parts.

Matrix M is obtained by the addition of two rows and two columns to the

beginning and end of C.

The characteristic polynomial of M can be expressed as follows:

PMðλÞ ¼ λð2h� 2sþ λÞ½ � λ2 � 2sλþ sh� h2
� �

λ2 � 2sλþ 3sh� 3h2
� �

: (4.24)

• The first term of this equation can be considered as the characteristic equation of

the following matrix;

e1 ¼ s� h h� s

h� s s� h

� �
) λe1 ¼ f0;�2hþ 2sg; (4.25)

e1 is a matrix of Form II.

• The second term of Eq. 4.24 can be taken as the characteristic equation of the

following matrix:

e2 ¼ sþ h �s

s s� h

� �
) λe2 ¼ sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ h2 � sh

p
; s�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ h2 � sh

pn o
: (4.26)

• The third part of Eq. 4.24 is treated as the characteristic equation of

e3 ¼ 2s 3h

h� s 0

� �
) λe3 ¼ sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � 3shþ 3h2

p
; s�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � 3shþ 3h2

pn o
: (4.27)

Rearranging the entries of an arbitrary matrix M, one may find one or more

submatrices such that the eigenvalues of these submatrices are among the

eigenvalues of M. Then M is called a reflective matrix, and the submatrices with

the above properties are called the principal submatrices of M.

Now we want to know when M is a reflective matrix and which submatrices of

M are principal. Suppose

SM ¼ s �h

�h s

� �
(4.28)

be a principal submatrix of M. For SM we have
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PSMðλÞ ¼ λ2 � 2sλþ s2 � h2:

In order to relate the eigenvalues of SM to those of e3, the polynomials of

SM and e3 are equated as

λ2 � 2sλþ s2 � h2 ¼ λ2 � 2sλþ 3sh� 3h2; (4.29)

resulting in

s1 ¼ 2h and s2 ¼ h:

Thus, for s ¼ 2h and s ¼ h, the matrix M becomes reflective, and SM in

Eq. 4.28 becomes its principal submatrix.

For s ¼ 2h,

Pe2ðλÞ ¼ λ2 � 4hλ� h2;

and

Pe3 ðλÞ ¼ λ2 � 4hλþ 3h2:

It is easy to show that for s ¼ 2h,

λe2f g 6¼ λe3f g;

and similarly

λe3f g 6¼ λe1f g:

Therefore

λe1f g \ λe2f g \ λe3f g ¼ ;: (4.30)

Hence, for s ¼ 2h, the matrix M becomes a well-structured reflective matrix.

4.2.6 Method for the Formation of e1 and e2 Matrices

The matrixM of Eq. 4.22 can be considered as two Form III matrices connected to

each other by a submatrix Q as follows:

M ¼ Form III Q

Qt Form III

� �
: (4.31)
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The upper-left part being a Form III matrix having the following condensed

matrix:

M0 ¼
s� h h� s 0

h� s s �h

0 �h s

2
4

3
5: (4.32)

This matrix has a Form II core as follows:

e1 ¼ s� h h� s

h� s s� h

� �
:

Hence, using Eq. 4.7, its factorisation leads to

eC ¼ ½s� hþ h� s� ¼ ½0�;

eD ¼ ½s� h� hþ s� ¼ ½2s� 2h�:

The lower-right part of M in Eq. 4.22 has Form III symmetry as

M0 ¼
s �h 0

�h s h� s

0 h� s s� h

2
4

3
5; (4.33)

with a condensed matrix:

e2 ¼ s� ð�hÞ h� sþ ð�hÞ
h� s s� h

� �
¼ sþ h �s

h� s s� h

� �
:

The submatrices e1 and e2 are called operative submatrices of M.

Example 4.4. Consider a 6�6 matrix M as follows:

-

--

--

-

--

-

=

330000

352000

025300

003520

000253

000033

M

For this matrix, s ¼ 5 and h ¼ 2, and since s 6¼ h and s 6¼ 2h, therefore

M cannot be a reflective matrix.

The eigenvalues of M are as follows:
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λM ¼ 0:6411; 0; 2:3542; 6; 7:6458; 9:3589f g:

The operative submatrices are constructed as follows:

e1 ¼ 3 �3þ ð0Þ
�3 5þ 9� 2Þ

� �
¼ 3 �3

�3 3

� �
) λe1 ¼ f0; 6g;

e2 ¼ 5� ð�2Þ �3þ ð�2Þ
�3� ð0Þ 3þ ð0Þ

� �
¼ 7 �5

�3 3

� �
) λe2 ¼ f9:3589; 0:6411g;

e3 ¼ 2� 5 3� 2

2� 5 0

� �
¼ 10 6

�3 0

� �
) λe3 ¼ f7:6458; 2:3542g:

Therefore,

λM ¼ λe1f g [ λe2f g [ λe3f g:

Now if we select s ¼ 2h with h ¼ 1, then a reflective matrix will be formed as

follows:

-

--

--

--

--

-

=

110000

121000

012100

001210

000121

000011

M

with

fλMg ¼ 0:2679; 0; 1; 2; 3; 3:7321f g:

The submatrix e3 is a principal submatrix of M, since the eigenvalues of e2 are

reflected in those of M. As the eigenvalues of e3 have no common overlap with

those of e1 and e2, hence, M is a well-structured reflective matrix.

The submatrices and their eigenvalues are calculated as follows:

e1 ¼ 1 �1

�1 1

� �
) λe1 ¼ f0; 2g; e2 ¼ 3 �2

�1 1

� �
) λe2 ¼ f3:7321; 0:2679g;

e3 ¼ 2 �1

�1 2

� �
) λe3 ¼ f3; 1g:
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4.3 Generalization of Form IV to Higher-Order Matrices

In order to maintain the properties of the previous matrices, the row-sum of non-

diagonal entries should be the same as the diagonal entry of the considered row with

reverse sign.

Consider an N � N block symmetric matrix Mg for which the cores E1, E2 and

E3 contain submatrices S andH in place of the entries s and h. Therefore,Mg can be

written as follows:

Mg ¼

S�H H� S 0 0 0 0

H� S S �H 0 0 0

0 �H S H� S 0 0

0 0 H� S S �H 0

0 0 0 �H S H� S

0 0 0 0 H� S S�H

2
6666664

3
7777775
6N�6N

: (4.34)

Since [H � S]t ¼ [H � S], therefore S6 � 6 and H6 � 6 are both symmetric. For

this matrix E1, E2 and E3 are calculated as follows:

E1 ¼
S�H H� S

H� S S�H

� �
2N�2N

; E2 ¼
SþH �S

H� S S�H

� �
2N�2N

;

and E3 ¼
2S 3H

H� S 0

� �
2N�2N

: (4.35)

Example 4.5. The following 12 � 12 matrix has the required properties.

1212626200000000

262600000000

638022000000

260822000000

002280220000

002208220000

000022802200

000022082200

000000228062

000000220826

000000006262

000000002626

´--
--
---

---
----
----

----
----

---
--

-
--

=Mg

Considering the partitioning with 2 � 2 submatrices, S and H are as follows:
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S¼ 8 0

0 8

� �
and H¼ 2 2

2 2

� �
) S�H¼ 6 �2

�2 6

� �
and H�S¼ �6 2

2 �6

� �
:

Now the cores E1, E2 and E3 are formed as follows:

E1 ¼
6 �2 �6 2

�2 6 2 �6

�6 2 6 �2

2 �6 �2 6

2
664

3
775:

E1 itself has a Form II symmetry, and using Eq. 4.15 it is decomposed as follows:

E1C ¼ 6þ ð�6Þ �2þ 2

�2þ 2 6þ ð�6Þ
� �

¼ 0 0

0 0

� �
) λE1C ¼ f0; 0g;

E1D ¼ 6� ð�6Þ �2� ð2Þ
�2� 2 6� ð�6Þ

� �
¼ 12 �4

�4 12

� �
) χE1D ¼ f8; 16g:

Therefore,

λE1 ¼ 0; 0; 8; 16f g:

The matrices E2 and E3 are constructed by substituting S and H in Eq. 4.38.

The calculation for the eigenvalues of the submatrices in a similar manner leads to

λE2 ¼ 0; 16; 14:9282; 1:0718f g and λE3 ¼ 16; 0; 12; 4f g:

Thus,

λMg ¼ 0; 0; 8; 16; 0; 16; 14:9282; 1:0718; 0; 16; 12; 4f g:

Remark. Consider the central core of Mg as a principal submatrix MgP, that is,

MgP ¼
8 0 �6 2

0 8 2 �6

�6 2 8 0

2 �6 0 8

2
664

3
775;

then the eigenvalues will be

λE3 ¼ 0; 4; 12; 16f g:

Therefore, Mg is a well-structured reflective matrix.
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4.4 Special Pattern Form IV Matrices

Here, the conditions are derived for having well-structured reflective matrices.

Consider the following matrix:

66hsh

hsh

hsh

hsh

hsh

hhs

´--

--

--

--

--

--

=Ms ð4:36Þ

The difference between this matrix and that of Eq. 4.22 is that inMs the row-sum

for rows is s � 2h and not zero. The characteristic polynomial of Ms is as follows:

PMsðλÞ ¼ ðλ� sÞð2h� sþ λÞ � ðh� sþ λÞð�h� sþ λÞ
� �3h2 þ s2 � 2sλþ λ2
� �

:
(4.37)

The first term can be taken as the polynomial for the following e1 matrix:

e1 ¼ s� h �h

�h s� h

� �
) λe1 ¼ fs; s� 2hg: (4.38)

The second part of the polynomial corresponds to

e3 ¼ s �h

�h s

� �
) λe3 ¼ fs� h; sþ hg: (4.39)

This matrix is a principal submatrix of Ms, since its eigenvalues are reflected in

those ofMs. It has Form II symmetry and the eigenvalues can be obtained using this

property.

The third part belongs to

e2 ¼ sþ h �2h

2h s� h

� �
) λe2 ¼ sþ

ffiffiffi
3

p
h; s�

ffiffiffi
3

p
h

n o
: (4.40)

Therefore,
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λðMsÞg ¼ λe1 [ λe2 [ λe3 ¼ s; s� 2h; s� h; sþ h; sþ
ffiffiffi
3

p
h; s�

ffiffiffi
3

p
h

n o
: (4.41)

This special case can also be generalised to matrices of higher dimensions, by

considering submatrices S and H in place of the entries s and h.

For this form, one can easily identify the principal submatrix positioned at the

central part of the matrix. The submatrices S andH can immediately be formed and

used in the formation of E2 and E3 matrices.

Example 4.6. Consider a 12 � 12 matrix as follows, which has the properties of

special Form IV matrices.

1212211000000000
120100000000
103110000000
011301000000
001031100000
000113010000
000010311000
000001130100
000000103110
000000011301
000000001021
000000000112

´--
--
---

---
---

---
---

---
---

---
--

--

=Ms

The principal submatrix can easily be identified as

E3 ¼
3 �1 �1 0

�1 3 0 �1

�1 0 3 �1

0 �1 �1 3

2
664

3
775 ) λE3 ¼ f1; 3; 3; 5g;

and we have

S¼ 3 �1

�1 3

� �
;H¼ 1 0

0 1

� �
; S�H¼ 2 �1

�1 2

� �
and S�2H¼ 1 �1

�1 1

� �
:

E1 and E2 and the corresponding eigenvalues can then easily be calculated as

follows:

E1 ¼ S�H �H

�H S�H

� �
) λE1 ¼ f0,2,2,4g:
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Similarly

E2 ¼ SþH �2H

�H S�H

� �
) λE2 ¼ f5:7321,0:2679,3:7321,2:2679g:

Leading to

λMs ¼ λE1 [ λE2 [ λE3

¼ f0; 2; 2; 4; 5:731; 0:2679; 3:7321; 2:2679; 1; 3; 3; 5g:

4.5 Eig[M] Operator

For a matrix M, Eig[M] is defined as an operator which acts on M and results its

eigenvalues. For example, for an N � N matrix M we have

Eig½MN�N� ¼ ~Vn ¼ fλ1; λ2; . . . ; λng: (4.42)

For the factors E1, E2 and E3, we had

Eig E1½ � ¼ S; S� 2Hf gt; Eig E2½ � ¼ Sþ 3H; S� 3Hf gt; and

Eig E3½ � ¼ S�H; SþHf gt:

The most interesting property of Form IV is that if S and H submatrices are

replaced by s and h, then the operator ‘Eig’ will be as follows:

Eig E1½ � ¼ Eig S; S� 2H½ �t ¼ Eig S½ �;Eig S� 2H½ �f gt;
Eig E2½ � ¼ Eig Sþ

ffiffiffi
3

p
H; S�

ffiffiffi
3

p
H

n ot

¼ Eig Sþ
ffiffiffi
3

p
H

h i
;Eig S�

ffiffiffi
3

p
H

h in ot

;

Eig E3½ � ¼ Eig S�H; SþHf gt ¼ Eig S�H½ �;Eig SþH½ �f gt: ð4:44Þ

This simplifies the computation, since once S and H are formed, all the

eigenvalues of M can be obtained as follows:

Eig M½ � ¼ Eig S½ �;Eig S� 2H½ �;Eig S�H½ �;Eig SþH½ �;Eig Sþ
ffiffiffi
3

p
H

h i
;

n
Eig S�

ffiffiffi
3

p
H

h iot

; (4.45)

and there is no need for explicit formation of E1, E2 and E3. The application is

presented in the following section.
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4.6 Laplacian Matrices for Different Forms

The Laplacian matrix L(S) is an important matrix associated with a graph S. The

list of eigenvalues together with their multiplicities of L(S) is known as the

spectrum of S. There are interesting relationships between the properties of a

graph and the Laplacian spectrum. Since a graph is the underlying model of a

vibrating structure or a system, therefore eigenvalues of graphs are of great

importance in their study.

The Laplacian L(S) ¼ [lij]N � N of a weighted graph S is an N � N matrix

defined as follows:

L Sð Þ ¼ D Sð Þ � A Sð Þ; (4.46)

where N is the number of vertices of the graph and

lij ¼
�ðsum of the member weights connecting ni to njÞ
sum of the weights of members connected to ni

0

8<
:

for ni connected to nj;
for ni ¼ nj;
otherwise:

(4.47)

When the weights of members are considered as one, then D(S) and A(S)

become the degree matrix and adjacency matrix of S, respectively.

4.6.1 Symmetry and Laplacian of Graphs

In this section, M is taken as the Laplacian of S, and for different forms of M, the

corresponding graphs are introduced. This correspondence provides an efficient

means for calculating the eigenvalues of the Laplacian of graphs.

Consider a symmetric graph S with an axis of symmetry. The following cases

may arise:

Symmetry of Form I: The axis of symmetry does not pass through members and

nodes. In this case, S is a disjoint graph and its components S1 and S2 are

isomorphic subgraphs, Fig. 4.1. In order to have the Laplacian matrix in Form I,

S1 S2

Fig. 4.1 Symmetry of Form I
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the nodes of S1 are numbered first as 1, 2, . . ., N/2, followed by the labelling of the

nodes of S2 as N/2 + 1, N/2 + 2,. . .,N, such that for a typical node I in S1, the

corresponding symmetric counterpart in S2 is labelled as I + N/2.

Symmetry of Form II: The axis of symmetry passes through members, and the

graph S has an even number of nodes. The members cut by the axis of symmetry are

called link members, and their end nodes are taken as linked nodes, Fig. 4.2. Link
members connect the two isomorphic subgraphs S1 and S2 to each other. For this

case, two different types of connections can be considered, as illustrated in

S1 S2

I

J

K

I+N/2

J+N/2

K+N/2

I I+N/2

S1

K

J

K+N/2

S2

J+N/2

a b

Fig. 4.2 Symmetry of Form II. (a) A direct connection. (b) A cross-connection

S1 S2 S1 S2

m

n

m

n

a b

Fig. 4.3 Symmetry of Form II with axis passing through nodes. (a) The axis of symmetry.

(b) Altering the axis of symmetry

S1 S2

Fig. 4.4 A symmetry of Form III
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Fig. 4.2a, b. The first one is a direct connection and the second is called a cross-
connection.

In a direct connection, a typical node I in S1 is connected to the node labelled as

I + N/2 in S2 by a link member. In cross-connection, a typical pair of nodes I and J

in S1 is connected to J + N/2 and I + N/2, respectively. A combination of the direct

and cross-connection is also possible.

For some graphs, the axis of symmetry may pass through an even number of

nodes, as illustrated in Fig. 4.3a. Then, one may still consider the graph as Form II

by altering the axis of symmetry, as shown in Fig. 4.3b, while maintaining the

topological symmetry of the model.

Symmetry of Form III: In this case, the axis of symmetry passes through nodes,

while the conditions of direct or cross-connections are not fulfilled, Fig. 4.4. The

nodes on the axis of symmetry are called central nodes.
A combination of Form II and Form III connections may also exist in a model.

4.6.2 Factorisation of Symmetric Graphs

Once the three types of symmetry are identified, the isomorphic subgraphs S1
and S2 are modified such that the union of eigenvalues of the Laplacian matrices

of the two modified subgraphs becomes the same as the eigenvalues of the entire

graph S. The process of the modifications applied to the subgraphs is called

healing of the subgraphs, and the entire process may be considered as the

factorisation of a graph. The subgraphs obtained for a graph S after healings

are called the divisor and co-divisor of S. The following operations should be

performed for different forms.

Factorisation for Symmetry of Form I: No healing is required, and S1 and S2 are

the factors of S.

Factorisation for Symmetry of Form II: For direct connection, link members are

removed and S1 resulting in the subgraph C, known as the divisor of S, is

obtained. Loops are added to the linked nodes of the subgraph S2 to form the

co-divisor D of S.

For cross-connection, after removal of the link members, new members are

added between I and J in S1 in order to obtain the divisor C. For S2, k loops are

added to each linked node, where k is the number of links connected to that

particular linked node. The members between a typical pair of nodes labelled as

J + N/2 and I + N/2 are then removed, in order to obtain the co-divisor D.

Factorisation for Symmetry of Form III: The nodes on the axis of symmetry are

changed to neutral nodes in S1 to obtain the divisor D. A neutral node is a node

which is drawn in the graph; however, it does not take part in the formation of the

Laplacian matrix. In order to obtain the co-divisor E, the nodes on the axis of

symmetry are added to S2, and each central node is connected to the corresponding

linked nodes in S2 by directed members.
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The above rules provide simple means for factorising graphs with symmetry.

Therefore, simple calculation of eigenvalues of the Laplacian matrices of such

graphs becomes feasible.

Example 4.7. Consider the symmetric graph S shown in Fig. 4.5.

The nodes A, B and C in the first subgraph have the corresponding nodes A0, B0

andC0 in the second subgraph. If A, B, C,A0, B0 andC0 are numbered as 1–6, then the

Laplacian of S in Fig. 4.5 can be written as follows:

L ¼

3 �1 �1 �1 0 0
�1 2 �1 0 0 0
�1 �1 3 0 0 �1

�1 0 0 3 �1 �1
0 0 0 �1 2 �1
0 0 �1 �1 �1 3

2
6666664

3
7777775
¼

G LI

LI G

2
666664

3
777775
N�N

:

The �1 entries in LI correspond to the link members AA0 and CC0.
The condensed matrices C and D in this form are obtained as follows:

C ¼ Gþ LI and D ¼ G� LI: (4.48)

Matrix C is the same as G with �1 added to its linked nodes A and C, and D is

the same asG with�(�1) added to its linked nodesA0 andC0. Therefore, C and D

can be viewed as the Laplacian matrices of two subgraphs C and D as shown in

Fig. 4.5, healed with loops being added to D at A0 and C0. Thus, a factorisation of
S is obtained where healings are made to include the effect of link members AA0

and CC0.
The matrices C and D are calculated as follows:

C ¼
3 �1 �1

�1 2 �1

�1 �1 3

2
4

3
5þ

�1 0 0

0 0 0

0 0 �1

2
4

3
5 ¼

2 �1 �1

�1 2 �1

�1 �1 2

2
4

3
5;

B'B

S
C D

B

A

C

A'

C' B'

A'

C

A

C'

Fig. 4.5 A symmetric graph

S and its factorisation
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and

½D� ¼
3 �1 �1

�1 2 �1

�1 �1 3

2
4

3
5�

�1 0 0

0 0 0

0 0 �1

2
4

3
5 ¼

4 �1 �1

�1 2 �1

�1 �1 4

2
4

3
5 :

Therefore, in place of finding the eigenvalues of the Laplacian of S, those of

C and D can be calculated, and

λL Sð Þ ¼ λC Sð Þf g[ λD Sð Þf g
λCðSÞ ¼ f0; 3; 3g; λDðSÞf g ¼ f1; 4; 5g; (4.49)

and

fλL Sð Þg ¼ 0; 1; 3; 3; 4; 5f g:

Example 4.8. Consider a graph S with symmetry of Form II and cross-

connections, as shown in Fig. 4.6. For this graph the Laplacian matrix is as follows:

L ¼
3 �1 �1 �1
�1 3 �1 �1

�1 �1 3 �1
�1 �1 �1 3

2
64

3
75:

In this example, the link members 1–3 and 2–4 have direct connections and 1–4

and 2–3 have cross-connections. Therefore, one loop in node 1 and one in node

2 are produced with respect to direct symmetry, and additional loops are due to the

cross symmetry. The deletion of member 1–2 and the addition of an extra member

between 3 and 4 are also the healing required because of the cross-connection. The

factorisation is shown in Fig. 4.6 and the corresponding C and D matrices are as

follows:

A'

A

B'

B

S

C D

B

A

A'

B'

Fig. 4.6 A graph S and its

factors C and D
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C ¼ 2 �2

�2 2

� �
and D ¼ 4 0

0 4

� �
:

Example 4.9. A graph S is considered as shown in Fig. 4.7. The Laplacian of S is

a 16 � 16 matrix, which is put in Form II with suitable ordering. The subgraphs

corresponding to the condensed submatrices C and D are obtained as shown in

Fig. 4.7. Here the members in C with both ends as linked nodes are changed into

multiple members, and the linked nodes in D have received the appropriate

number of loops. Further decompositions result in the subgraphs illustrated in

Fig. 4.7. The eigenvalues are then calculated for the subgraphs as provided in

Table 4.1.

The eigenvalues for the Laplacian L of S are obtained as follows:

λL Sð Þf g ¼ 0; 7; 4; 5; 1:4364; 9:8053; 6:3596; 1:4364; 9:8053; 4:3987;f
6:3596; 2:1518; 5:6727; 7; 9:1755g:

Using the symmetry, the Laplacian matrix of S with dimension 16 � 16 having

256 entries is reduced to four matrices of dimension 4 � 4 having counted together

64 entries.

Table 4.1 Subgraphs of S

and their eigenvalues
Subgraphs Eigenvalues

CC 0, 7, 4, 5

DC 1.4364, 9.8053, 6.3596

CD 1.4364, 9.8053, 4.3987, 6.3596

DD 2.1518, 5.6727, 7, 9.1755

CC: CD: DC: DD:

C D
S

Fig. 4.7 A graph S with

symmetry and its

decomposition
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Factorisation for Symmetry of Form IV: Consider the matrix M as given in the

example of Sect. 4.4. This matrix can be considered as the Laplacian matrix of the

graph G in Fig. 4.8.

4.6.3 Form III as an Augmented Form II

Consider the Laplacian for Form II and augment it by a row and a column as follows:

=

zcba

c

b

a

GLI

LIG

L ð4:50Þ

Here, we have no column with equal entries, and the only augmented row is the

transpose of the augmented column. Similar to the general case, many augmented

rows and columns may be included.

Consider the graph shown in Fig. 4.9:

1 2

3

4

Fig. 4.9 A graph S

e1 e2e3

Fig. 4.8 A graph and its

factors
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The Laplacian is formed as follows:

[ ]

-
---

--
--

=

1100

1311

0121

0112

L ,

where G ¼ ½2� and I ¼ ½�1�.
The condensed matrices D and E and their eigenvalues are obtained as follows:

D ¼ 2½ � � �1½ � ¼ 3½ � and λD ¼ 3f g;

and

E½ � ¼
2þ ð�1Þ �1 0

�1þ ð�1Þ 3 �1

0þ 0 �1 1

2
4

3
5 ¼

1 �1 0

�2 3 �1

0 �1 1

2
4

3
5and fλEg ¼ 0; 1; 4f g:

Hence, λL Sð Þf g ¼ 0; 1; 4; 3f g:
In Form III, the matrix L contains a submatrixH corresponding to the symmetric

core of the graph. A symmetric core of a graph is a subgraph for which the

corresponding Laplacian matrix is of Form II. As an example, for the graph

shown in Fig. 4.10, the edge KL is the symmetric core.

Node I is linked to nodes K and L in a symmetric manner. K and L are called in-
core nodes and I is known as the out-of-core node.

In order to construct Form III, the in-core nodes and the out-of-core nodes should

be ordered. In-core nodes are numbered in a suitable manner for Form II, followed

by an arbitrary ordering of the out-of-core nodes.

For constructing the graphmodel of the condensedmatrixE, it should be noticed that

the addition of the last augmenting row and column results in a nonsymmetric matrix.

Therefore, we should define a directed subgraph. In a directed graph, the members are

directed, and the degree of a node is the number of arrows leaving that node. Amember

with two opposing arrows can be treated as a member with no direction.

K L

i

Fig. 4.10 A graph with a

symmetric core
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Example 4.10. Consider the symmetric graph of Fig. 4.11 with an odd number of

nodes. This graph has seven nodes and contains a symmetric core of Form II. The

additional node A is connected to symmetric nodes 3 and 30. It can be seen that the

symmetry is preserved.

The Laplacian of the graph shown in Fig. 4.11 has Form III. The nodal number-

ing of the core is the same as for Form II, followed by node A numbered as 7. The

corresponding Laplacian has the following pattern:

L ¼

2 �1 �1 0 0 0 0

�1 2 �1 0 0 0 0

�1 �1 3 0 0 0 �1

0 0 0 2 �1 �1 0

0 0 0 �1 2 �1 0

0 0 0 �1 �1 3 �1

0 0 �1 0 0 �1 2

2
666666664

3
777777775
:

The corresponding condensed matrices are as follows:

D ¼
2 �1 �1

�1 2 �1

�1 �1 3

2
4

3
5 ) fλDg ¼ f3:7321; 3; 0:2679g;

E ¼
2 �1 �1 0

�1 2 �1 0

�1 �1 3 �1

0 0 �2 2

2
664

3
775 ) fλEg ¼ f0; 3; 4:4142; 1:5858g:

The matrix L without partitioning leads to fλLg ¼ fλDg �[fλEg ¼ 3; 3:7321;f
3; 0:2679; 4:4142; 1:5858; 0g . Here, L has 49 entries, while the sum of entries

for two condensed matrices D and E is 3 � 3 + 4 � 4 ¼ 25. For cores with higher

numbers of nodes, partitioning leads to higher saving in numerical calculations.

In this example, the diagonal entry of D in the third row is 3, while the sum

of non-diagonal entries in that row is �2. Here, unlike the condensed matrix of

1

2
3

1'

2'
3'

A
D E

S

neutral node

1

2
3

A

1'

2'
3'

Fig. 4.11 A symmetric graph

with seven nodes and its

factors D and E
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Form II, where the sum of absolute values of non-diagonal entries is bigger than the

diagonal entry by an even number, the sum is bigger by an odd number. The reason

is that one non-diagonal non-zero entry is in the augmented column which does not

take part in the subtraction for calculating D. Therefore, a neutral node is defined as
a node which we draw in the graph; however, it does not take part in the formation

of the Laplacian matrix.

Example 4.11. For the graph shown in Fig. 4.12, the subgraphs of E and D are

illustrated in this figure.

For the subgraph D, the Laplacian and its eigenvalues are as follows:

D ¼

3 �1 �1 0 0 0 0 0

�1 4 0 �1 0 0 0 0

�1 0 3 �1 �1 0 0 0

0 �1 �1 5 0 �1 0 0

0 0 �1 0 3 �1 �1 0

0 0 0 �1 �1 5 0 �1

0 0 0 0 �1 0 2 �1

0 0 0 0 0 �1 �1 4

2
66666666664

3
77777777775
;

fλDg ¼ f4; 4:1815; 3:4613; 2:8305; 1:5179; 5:4664; 0:6958; 6:8423g:

For the subgraph E, the Laplacian and the corresponding eigenvalues are as

follows:

E ¼

3 �1 �1 0 0 0 0 0 �1

�1 2 0 �1 0 0 0 0 0

�1 0 3 �1 �1 0 0 0 0

0 �1 �1 3 0 �1 0 0 0

0 0 �1 0 3 �1 �1 0 0

0 0 0 �1 �1 3 0 �1 0

0 0 0 0 �1 0 2 �1 0

0 0 0 0 0 �1 �1 2 0

�2 0 0 0 0 0 0 0 2

2
6666666666664

3
7777777777775
;

SD E

neutral node

Fig. 4.12 A graph S and its

factors D and E
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fλEg ¼ f0; 5:5254; 1:4470; 4:4778; 2:3028; 3:1780; 3:5584; 2; 0:5105g:

The set of eigenvalues of L is the union of the eigenvalues of E and D.

The main graph has 17 � 17 ¼ 289 entries in L, while the sum of entries of E

and D is 9 � 9 + 8 � 8 ¼ 145, which is nearly half of that of L.

4.6.4 Mixed Models

A graph may have different symmetries in the process of sequential decomposition.

In the following, examples are considered containing both Form II and Form III

symmetries.

Example 4.12. For this example, operations for decomposing and healing are

shown in Fig. 4.13, where S is first decomposed to C and D, both being Form III.

Then C is decomposed to CD and CE. Similarly, D is decomposed to DD and DE.

Example 4.13. For this model, operations for decomposing and healing are shown

in Fig. 4.14, where S is first decomposed to C and D having Form II and Form III,

respectively. Then C is decomposed to CC and CD, both being Form II. Similarly,

D is decomposed to DD and DE, which have Form II and Form III, respectively. CC

is decomposed to CCC and CCD, and CD is decomposed to CDC and CDD.

S

C D

CD CE DD DE

Fig. 4.13 A symmetric

graphs S and the

corresponding decomposition

and healing

S

C D

CC DECD DD

CCC CCD

CDC CDD

Fig. 4.14 A symmetric graph

S, its decomposition and

healing
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Remark. A graph may contain different symmetries, and an optimal sequence of

using these symmetries for decomposition can have a decisive effect on the size and

quality of the factors of the graph.

4.7 Graph Representation of Form IV Symmetry

4.7.1 Graph Representation

Matrix [M] can be viewed as the Laplacian matrix of the graph, as shown in

Fig. 4.15.

For [M] in Eq. 4.22, the submatrices ½e1�; ½e2� and ½e3� correspond to the

subgraphs shown in Fig. 4.16.

This graph has two symmetries of Form III, connected to each other by a Form II

symmetry. Using the previously developed factorisation method of [1, 2], one

obtains the factors as illustrated in Fig. 4.17. The decomposition is performed by

a Form II factorisation, followed by a Form III factorisation.

A comparison of Figs. 4.16 and 4.17 shows that the factors are quite different.

In the latter factorisation, a core is resulted with a matrix having the dimension as
N
2
� N

2
, while the present method results in factors with smaller dimensions.

The graph e3 is a principal factor of S, since its eigenvalues are exactly reflected
in those of S, and this is an attractive result for graphs.

Consider six identical subgraphs g, connected by subgraphs c, as shown in

Fig. 4.18.

Let Lg

� �
be the Laplacian matrix of an internal graph g and [Lc] be the Laplacian

matrix of the connecting graph c. For a typical internal unit, we have

Lc½ � � 2½H� ¼ Lg

� �
; (4.51)

and for an external unit,

L0
c½ � � ½H� ¼ Lg

� �
; (4.52)

where [ L
0
c ] is the Laplacian matrix of the external graphs g. The necessary

and sufficient condition of the Laplacian of S to have Form IV symmetry is that

H½ �t ¼ ½H�. This equality holds when Lc½ � and L
0
c

� �
are also symmetric. This form

simplifies the eigensolution of grid type of models.

1 2 3 4 5 6

Fig. 4.15 The graph representation of [M] in Eq. 4.35
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4.7.2 Examples

Example 4.14. Consider the grid G shown in Fig. 4.19.

The Laplacian matrix L(G) can easily be constructed. For calculating the

eigenvalues of L(G), the submatrices [Lc] and [H] can be identified as follows:

Lc½ � ¼
3 �1 0

�1 4 �1

0 �1 3

2
4

3
5 ) Eig Lc½ � ¼ f2; 3; 5g;

1 2 3 4 5 6

Fig. 4.17 Factorisation of

the graph S

g g g g g g
c c c c c

Fig. 4.18 A general sketch of

a graph with identical

subgraphs

Fig. 4.19 A simple grid G

1 2 3 4 5 6

21
65

43

e1

e2

e3

Fig. 4.16 A graph and its

factors
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½H� ¼
1 0 0

0 1 0

0 0 1

2
4

3
5:

Now the submatrices of Eq. 4.44 are formed and the corresponding Eigs are

calculated:

Eig½Lc � 2H� ¼ f0; 1; 3g; Eig½Lc þH� ¼ f3,4,6g; Eig½Lc �H� ¼ f1; 2; 4g;
Eig½Lc þ

ffiffiffi
3

p
H� ¼ f3:7321; 4:7321; 6:7321g; and

Eig½Lc �
ffiffiffi
3

p
H� ¼ f0:2679; 1:2679; 3:2679g:

Eig[Ms] is then found as the union of the above eigenvalues. Six factors of the grid

are shown in Fig. 4.20a–f. These factors have Form III symmetry and can further be

factorised.

Example 4.15. Consider the graph shown in Fig. 4.21. For the numbering provided

in this figure, a 48 � 48 Laplacian matrix L(G) can easily be constructed. For

calculating the eigenvalues of L(G), the submatrices [Lc] and [H] can be expressed

as follows:

Lc ¼

4 �1 0 0 0 0 0 �1

�1 4 �1 0 0 0 0 0

0 �1 4 �1 0 0 0 0

0 0 �1 4 �1 0 0 0

0 0 0 �1 4 �1 0 0

0 0 0 0 �1 4 �1 0

0 0 0 0 0 �1 4 �1

�1 0 0 0 0 0 �1 4

2
66666666666666664

3
77777777777777775

and H¼

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

2
6666666666666666666664

3
7777777777777777777775

:

a

b

c 

d

e

f

Fig. 4.20 The factors of G

obtained by operator Eig.

(a) Lc, (b) Lc � 2H, (c) Lc

þH, (d) Lc �H, (e) Lc þ
ffiffiffi
3

p

H, (f) Lc �
ffiffiffi
3

p
H
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The eigenvalues for the factors are obtained as follows:

Eig Lc½ � ¼ f4:0000; 4:000; 2:5858; 2:5858; 5:4142; 5:4142; 2:0000; 6:0000g;
Eig Lc � 2H½ � ¼ f2:0000; :0000; 0:5858,0:5858,3:4142,3:4142,0:0000; 4:0000g;
Eig Lc �H½ � ¼ f3:0000; 3:0000; 1:5858; 1:5858; 4:4142; 4:4142; 1:0000; 5:0000g;
Eig Lc þH½ � ¼ f5:0000; 5:0000; 3:5858; 3:5858; 6:4142; 6:4142; 3:0000; 7:0000g;
Eig Lc þ

ffiffiffi
3

p
H

h i
¼ f5:7321; 5:7321; 4:3178; 4:3178; 7:1463; 7:1463; 3:7321;

3:7321g; and

Eig Lc �
ffiffiffi
3

p
H

h i
¼ f0:8537; 0:8537; 2:2679; 2:2679; 3:6822; 3:6822; 0:2679;

4:2679g:

The eigenvalues of the entire graph is now obtained as the union of the eigenvalues

of its factors as Eig[L(G)] ¼

f4:0000; 4:000; 2:5858; 2:5858; 5:4142; 5:4142; 2:0000; 6:0000; 2:0000; :0000;
0:5858,0:5858,3:4142; 3:4142; 0:0000; 4:0000; 3:0000; 3:0000; 1:5858; 1:5858;

4:4142; 4:4142; 1:0000; 5:0000; 5:0000; 5:0000; 3:5858; 3:5858; 6:4142; 6:4142;

3:0000; 7:0000; 5:7321; 5:7321; 4:3178; 4:3178; 7:1463; 7:1463; 3:7321; 3:7321;

0:8537; 0:8537; 2:2679; 2:2679; 3:6822; 3:6822; 0:2679; 4:2679g:

1
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4
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8

9

10

18 26 34 42
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35
43
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5
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8
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10 11

18
26
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19

34

35

12

13

12

20

21

28

36

45

20

2128
29

29

3637
44

37
223038

46

Fig. 4.21 A graph with

circular node and member

numbering
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4.8 Generalised Form III Matrix

Now the question arises whether rows and columns with other properties can be

added to the core of a Form II pattern. When the sum of the absolute values for the

entries of an augmenting row is the same as that of its column, then D and E can be

formed as before. It should be noted that such a restriction is not necessary to be

imposed on the last row and column.

Consider the following form:

th row 

PH*

H][][

*][][

i®= AB

BA

M , ð4:53Þ

where P is a real number.

For the ith row,

or

Hþ bði;1Þ þ . . .þ bði; nÞ þ aði;nþ1Þ þ . . .þ aði;2nÞ ¼ aði;iÞ
		 		;

HþPn
j¼1

bði;jÞ þ
P2n

j¼n & j 6¼i

aði;jÞ ¼ aði;iÞ
		 		: (4.54)

Example 4.16. Consider a core in Form II:

N ¼ �6 2

2 �6

� �
2�2

:

Add an augmenting row and column to form M with the following properties:

1. Matrix M is symmetric.

2. M has condensed submatrices D and E.

3. Two numerical values are considered for H inM, namely H1 ¼ 4 and H2 ¼ �8.

-
-

=
PHH

H62

H26

M ð4:55Þ

For H ¼ 4, P is taken arbitrarily as 8, that is,

{lM1}={-8,-6.2462,10.2462}
844

462

426

1 Þ-
-

=M

The condensed submatrices are as follows:
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D1 ¼ ½�6� 2� ¼ ½�8� ) fλD1g ¼ f�8g:

E1 ¼ �4 4

8 8

� �
) λE1f g ¼ �6:2462; 10:2462f g:

These submatrices will contain the eigen-properties of part of the M.

For H ¼ 8, the numerical value of P is taken as �16, and

{lM2}={-8,2.8062,-22.8062}.
1688
862
826

2 Þ
---
--
--

=M

The corresponding condensed submatrices are as follows:

D2 ¼ ½�8� ) λD2f g ¼ �8f g;

E2 ¼ �4 �8

�16 �16

� �
) λE2f g ¼ 2:8062;�22:8062f g:

As mentioned before, in both M1 and M2 matrices some properties of the core

are left unaltered. These eigenvalues correspond to those of D. In this example,

H ¼ �8, the eigenvalue corresponding to D1 has this property.

All the properties of Sect. 4.5 are applicable to this special pattern. As an

example, the eigenvalues of M2 are:

λ1 ¼ �8 ) v1 ¼
�1

1

0

8>><
>>:

9>>=
>>;; λ2 ¼ 2:8062 ) v2 ¼

1

1

�0:85

8>><
>>:

9>>=
>>; ;

λ3 ¼ �22:8062 ) v3 ¼
0:4253

0:4253

1

8><
>:

9>=
>;:

It should be mentioned that the above argument is also applicable when k rows
and columns are added to the symmetric core of Form II.

4.9 Block Diagonalization of Compound Matrices

In linear algebra it is known that a square matrix can be diagonalised using the

normalised eigenvectors, provided all the eigenvectors are orthogonal. It is also

proved that if the matrix is Hermitian, then it can be diagonalised and diagonal
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entries constitute the eigenvalues of this matrix. A matrix is Hermitian if its

conjugate is the same as its transpose. Therefore, if a matrix is real, then symmetry

is the only requirement for the matrix to be Hermitian. The eigenvalues of

Hermitian matrices are real, and the eigenvectors corresponding to any arbitrary

pairs of distinct eigenvalues are orthogonal.

If M is a Hermitian matrix, then using UtMU it can be diagonalised. All what is

required, is the formation of an orthogonal matrixU. This can in fact be achieved by

the singular value decomposition (SVD) approach for symmetric matrices.

Definition. The Kronecker product of two matrices A and B is the matrix we get

by replacing the ij, the entry of A by aijB, for all i and j.

As an example,

1 1

1 0

� �
� a b

c d

� �
¼

a b a b

c d c d

a b 0 0

c d 0 0

2
664

3
775; (4.56)

where entry 1 in the first matrix has been replaced by a complete copy of the second

matrix.

Now the main question is how one can block diagonalise a compound matrix.

For a matrixM defined as a single Kronecker product, in the formM ¼ A1 � B1, it

is obvious that if A1 is Hermitian, then the diagonalisation leads to a block diagonal

matrix of the form DA1
� B1.

Now suppose a compound matrixM can be written as the sum of two Kronecker

products:

M ¼ A1 � B1 þ A2 � B2: (4.57)

We want to find a matrix P, which diagonalises A1 and A2 simultaneously. In

such a case, one should show thatU ¼ P� I block diagonalisesM, that is, we have

to show that UtMU is a block diagonal matrix.

From algebra we have A� Bð Þt ¼ At � Bt and ðA� BÞðC� DÞ ¼ AC� BD.

Then

UtMUð Þ ¼ Pt � Itð Þ A1 � B1 þ A2 � B2ð ÞðP� IÞ
¼ ðPtA1 � IB1ð Þ þ PtA2ð Þ � IB2ð Þ½ �ðP� IÞÞ
¼ PtA1Pð Þ � B1Ið Þ þ PtA2Pð Þ � B2Ið Þ
¼ PtA1Pð Þ � B1ð Þ þ PtA2Pð Þ � B2ð Þ:

(4.58)

Since it is assumed that P diagonalises A1 and A2, thus

PtA1P ¼ DA1
and PtA2P ¼ DA2

; (4.59)
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and therefore,

UtMU ¼ DA1
� B1 þ DA2

� B2: (4.60)

In this way, U becomes block diagonalised and in order to calculate the

eigenvalues of M, one can evaluate the eigenvalues of the blocks on the diagonal.

The matrices M and UtMU are similar matrices, since P is orthogonal, thus U is

also orthogonal and its inverse is equal to its transpose.

Now an important question is whether the assumptions made at the beginning of

this section are feasible; that is, can one always find a matrix P, which diagonalises

A1 and A2 simultaneously?

For a matrix to be diagonalisable, it is necessary to be Hermitian. However, for

two matrices to be diagonalisable, not only these two matrices should be Hermitian,

but these matrices should also commute [10]; that is,

A1A2 ¼ A2A1: (4.61)

Therefore, if A1 and A2 commute with respect to multiplication, then

λM ¼ [n
i¼1

eig λi A1ð ÞB1 þ λi A2ð ÞB2ð Þ½ �: (4.62)

The λi Aj

� �
for j ¼ 1,2 is a diagonal matrix containing all the eigenvalues ofAj, and

n is the dimension of thematrixAi. It should be noticed that the order of the eigenvalues

in A1 and A2 is important. The order is the same as obtained after simultaneous

diagonalisation of the two matrices, which appear on the diagonal of the matrices.

As an example, for the special case with A1 ¼ I, it is obvious that IA2 ¼ A2I,

and we have

M ¼ I� B1 þ A2 � B2

λM ¼ [n
i¼1

eig B1 þ λi A2ð ÞB2ð Þ½ � and λi A1ð Þ ¼ 1:
(4.63)

These special cases are already shown in early sections of this chapter.

One can use another A1 matrix except I, provided it commutes with respect to

A2. The Hermitian property is obvious, due to the symmetry, and it is real; though

for complex matrices this property still holds. For the formation of P, it is sufficient

to use SVD decomposition for a linear combination of A1 and A2, that is, if we use

the SVD decomposition on N ¼ a1A1 þ a2A2, then P can be obtained; here, a1 and

a2 are two arbitrary nonequal numbers.

As an example, consider the following matrix which has the Form II form:

M ¼ A B

B A

� �
¼ I� Aþ T� B; where T ¼ 0 1

1 0

� �
: (4.64)
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Since I and T commute, one can, for example, decompose N ¼ 2Iþ T. Here, I

and T have much smaller dimensions compared to that of M, and in this particular

case, these are 2 � 2 matrices. Decomposition of N leads to

P¼
ffiffiffi
2

p

2

1 1

1 �1

� �
)U¼P� I¼

ffiffiffi
2

p

2

I I

I �I

� �
)UtMU¼ AþB 0

0 A�B

� �
: (4.65)

Therefore, it is only necessary to calculate the eigenvalues of A + B and A � B,

and if the diagonal entries are not needed, then using Eq. 4.63

λM ¼ [n
i¼1

eig Aþ λiðTÞBð Þ½ � and λT ¼ f1;�1g:
λM ¼ [ eigðAþ BÞ; eigðA� BÞ½ �:

(4.66)

As another example, consider a matrix M in the following form:

M ¼
A B 0

B A B

0 B A

2
4

3
5 ¼ I� Aþ T� B; where T ¼

0 1 0

1 0 1

0 1 0

2
4

3
5: (4.67)

As before, P can be obtained from a linear combination of I and T as follows:

P ¼ 1

2

1
ffiffiffi
2

p
1

� ffiffiffi
2

p
0

ffiffiffi
2

p
1 � ffiffiffi

2
p

1

2
4

3
5 ) U ¼ P� I ) UtMU

¼
A� ffiffiffi

2
p

B 0 0

0 A 0

0 0 Aþ ffiffiffi
2

p
B

2
4

3
5: (4.68)

Using Eq. 4.66 leads to

λM ¼ [ eig Aþ λiðTÞBð Þ½ � and λT ¼ �
ffiffiffi
2

p
; 0

n o
)

λM ¼ [ eig A�
ffiffiffi
2

p
B;A


 �n o : (4.69)

The interesting point about the matrices of the above form is that the determinant

of the matrix is calculated after they are put in block forms, decomposition is

performed, and the components are then obtained. As the first example, consider

det ðMÞ ¼ A2 � B2 ¼ ðAþ BÞðA� BÞ; (4.70)

and as the second example consider

det ðMÞ ¼ A3 � 2AB2 ¼ A A2 � 2B2
� � ¼ A Aþ

ffiffiffi
2

p
B


 �
A�

ffiffiffi
2

p
B


 �
: (4.71)
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It should be noted that here blocks are treated as numbers, that is, these have the

commuting property. In general, one can show that

Mmn ¼

Am Bm

Bm Am :
: : :

: Am Bm

Bm Am

2
66664

3
77775
n

¼ Fn Am;Bm;Amð Þ (4.72)

) det ðMÞ ¼
Xn2½ �
n¼0

�1ð Þn n� i

n

� 
Aðn�2iÞB2i ¼

Xn
i¼1

Aþ αiBð Þ: (4.73)

Comparing with Eq. 4.63, we have αi ¼ λT: Since T ¼ Fð0; 1; 0Þ, therefore as

mentioned before, we have αi ¼ λT ¼ 2 cos kπ
nþ1

, where k ¼ 1:n.

Applications of these relationships will be demonstrated in Examples 7.20 and

7.21 of Chap. 7. As it will be shown, one may need to multiply rows or columns

with certain numbers to transform the matrix into the above form.

The present approach is always applicable. As an example, consider the follow-

ing matrix:

Mmn ¼

0 A B

A B A B

B A B : :
B : : : B

: : : A B

B A B A

B A 0

2
666666664

3
777777775
; (4.74)

which is a block penta-diagonal matrix and can be presented more simply by F

matrices as

M ¼ Fð0;A;B;BÞ ¼ Fð0; 1; 0Þ � Aþ Fð0; 0; 1; 1Þ � B

¼ T� Aþ S� B: (4.75)

Here M shown by an F matrix in a similar manner to that of Eq. 4.72, The only

difference is that in this case an additional argument is introduced, which is the

magnitude of the entries in the additional diagonals introduced compared to a tri-

diagonal matrix.

It can be shown that S and T are not unit matrices, and therefore, Eq. 4.63 is not

applicable. However, since TS ¼ ST, thus Eq. 4.62 should be employed.

λT ¼ 2 cos
kπ

nþ 1
; λS ¼ 1þ 2 cos

2kπ
nþ 1

; k ¼ 1 : n (4.76)
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λM ¼ [ eig 2 A cos
kπ

nþ 1
þ B cos

2kπ
nþ 1

� 
þ B

� �� �
; k ¼ 1 : n (4.77)

As an example, for m ¼ 8 and n ¼ 5, instead of calculating the eigenvalues of a

40 � 40 matrix, the eigenvalues of five 8 � 8 matrices will be needed, since T and

S commute and M is block diagonalisable.

4.10 Matrices as the Sum of Three Kronecker Products

Now we assume M to be the sum of three Kronecker products as

M ¼
X3
i¼1

Ai � Bj: (4.78)

If the block diagonalisation of M is required, as for the case with two terms, Ai

(i ¼ 1:3) should commute for any two matrices Ai, that is,

AiAj ¼ AjAi i; j ¼ 1 : 3; i 6¼ j: (4.79)

With these conditions holding, the matrixM can be transformed into tri-diagonal

matrix and then to a diagonal matrix.

Consider a penta-diagonal matrix as

M¼

A B I

B Aþ I : :
I : : : :

: : : : I

: : Aþ I B

I B A

2
6666664

3
7777775
¼ I�AþT�BþS� I¼

X3
i¼1

Ai�Bi (4.80)

where

T ¼ Fð0; 1; 0Þ and S ¼ Fð0; 0; 1; 1Þ:

Here, AiAj ¼ AjAi i; j ¼ 1 : 3; i 6¼ j holds and M can be diagonalised.

A matrix with numerical entries can be decomposed by SVD to obtain P. Then

U ¼ P� I is selected (e.g. N ¼ A1 + 2A2 + 3A3) as

P ¼
ffiffiffi
3

p

6

1 �1
ffiffiffi
3

p
2 � ffiffiffi

3
pffiffiffi

3
p ffiffiffi

3
p ffiffiffi

3
p

0
ffiffiffi
3

p
2 �2 0 �2 0ffiffiffi
3

p ffiffiffi
3

p � ffiffiffi
3

p
0 � ffiffiffi

3
p

1 �1 � ffiffiffi
3

p
2

ffiffiffi
3

p

2
66664

3
77775 ) U ¼ P� I ) UtMU (4.81)
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resulting in a block matrix UtMU. Therefore, instead of calculating U, we calculate

the block matrices by

λM ¼ [n
j¼1

eig
X3
i¼1

λj Aið ÞBi

" #
: (4.82)

In order to demonstrate the applications, in Examples 7.22 and 7.23 of Chap. 7, a

plate will be studied under uniaxial forces, and their buckling loads will be

calculated. Example 7.24 will study the natural frequency of a system with contin-

uous distributed mass.

4.11 The Commutating Condition

In this section, the condition for two matrices of the form F to commute is

investigated.

Theorem 1. For two penta-diagonal (tri-diagonal as a special case) matrices of

the form Ai ¼ Fðai; bi; ci; diÞ; AiAj ¼ AjAi if t1 ¼ ai�ci
di

and t2 ¼ ai�ciþdi
bi

for both

matrices Ai and Aj are identical.

Proof. Consider

Ai ¼Fðai;bi;ci;diÞ ¼ ciIþbiFð0;1;0Þþ ðai� ciÞFð1;0;0ÞþdiFð0;0;0;1Þ (4.83)

ai to di are all numbers. From definition of t1 and t2, we have

ðai � ciÞ ¼ t1di; t2 ¼ 1þ t1ð Þ di
bi
: (4.84)

Substituting Ai we obtain

Ai ¼ ciIþ 1þ t1

t2

� 
diFð0;1;0Þþ t1diFð1;0;0Þþ diFð0;0;0;1Þ ¼ ciIþdiR: (4.85)

In the last three terms, di is factorised and R is obtained. If t1 and t2 are the same

for both matrices, then they have identical R, and it is only necessary to show that

ciIþ diRð Þ cjIþ djR
� � ¼ cjIþ djR

� �
ciIþ diRð Þ: (4.86)

This is obvious since I and R commute and R2 can be cancelled from two sides.

The proof is then complete.

It should be noted that if one of the above expressions for t1 and t2 becomes 0
0
,

then the condition for commuting will hold and no control is required. We also

consider the result of dividing two nonequal numbers as non-zero. Therefore, for
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two tri-diagonal matrices, the above condition holds for t1’s (since the divisor is

always zero and the magnitude of dividend is not important), and t2’s should be

equal. As an example, in Example 7.22 we will have

T ¼ Fð0; 1; 0; 0Þ; t1 ¼ 0

0
;

S ¼ Fð0; 0; 1; 1Þ; t2 ¼ 0

0
:

(4.87)

Since t1 of the matrix T is equal to 0
0
, thus there is no need to calculate t1 of S, and

also t2 ¼ 0
0
for S. Therefore, these two matrices (S and T) commute. One can also

control T, I, S, I for commuting. However, in Example 7.23, it will be seen that

after block diagonalisation, M is transformed into N, and N does not satisfy the

above condition, since

T ¼ Fð0; 1; 0; 0Þ; t1 ¼ 0

0
t2 ¼ 0

1
;

S ¼ Fð0; 0;�1; 1Þ; t2 ¼ 2

0
:

(4.88)

t1 requires no control; however, t2 for S and T are not identical. Therefore, no

further simplification can be made for N. While in Example 7.22, N had S and T

similar to M, and we can reduce it into simple non-matrix equation.

4.12 A Block Tri-diagonal Matrix with Corner Blocks

and Its Block Diagonalisation

In this section, a canonical form is introduced and an efficient method is developed

for its block diagonalisation.

Consider a matrix M as

M ¼

A B Bt

Bt A B

Bt A B

: : :
: : :

Bt A B

B Bt A

2
666666664

3
777777775
nm�nm

: (4.89)

This matrix is a block symmetric matrix which has n� n blocks. The blocks of

this matrix are Am�m;Bm�m and Bt
m�m ; thus, this matrix generally has nm� nm

entries. BlockA is located on the main diagonal and blocksB andBt are situated on
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the upper and lower adjacent diagonals and also in the lower-left corner and the

upper-right corner, respectively.

The problem is to find the eigenvalues and eigenvectors of M. This matrix is

symmetric and a set of nm real eigenvalues μi and real eigenvectors φi can be

calculated in such a manner that Mφi ¼ μiφi ( i ¼ 1; . . . ; nm). Now, using the

decomposed form of M, an efficient method is presented for its eigensolution.

Matrix M can be decomposed as the sum of three Kronecker products:

Mnm�nm ¼ In�n � Am�m þHn�n � Bm�m þHt
n�n � Bt

m�m (4.90)

where, I is an n� n identity matrix and H is an n� n unsymmetric matrix as

H ¼

0 1 0

0 1

: :
: :

0 : :
0 1

1 0

2
666666664

3
777777775
n�n

: (4.91)

Since H is unsymmetric, the block diagonalisation of M needs additional

considerations. Firstly, H is a permutation matrix and thus it is orthogonal.

Therefore,

HtH ¼ I: (4.92)

Secondly, H and Ht have commutative property. On the other hand

HtH ¼ HHt: (4.93)

This means that these two matrices can simultaneously be diagonalised. Now,

using a matrix such as U ¼ X� I, M is diagonalised.

U�1MU ¼ U�1 I� AþH� BþHt � Btð ÞU
¼ X� Ið Þ�1

I� AþH� BþHt � Btð ÞðX� IÞ
¼ X�1 � I�1

� �
I� AþH� BþHt � Btð ÞðX� IÞ

¼ X�1 � Aþ X�1H� Bþ X�1Ht � Bt
� �ðX� IÞ

¼ I� Aþ X�1HX� Bþ X�1HtX� Bt
� �

:

(4.94)

Since a similarity transformation is used, thus the eigenvalues do not change. In

Eq. 4.94, I is a diagonal matrix and it is sufficient to show thatX diagonalisesH and

Ht. On the other hand, it is assumed that
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X�1HX ¼ D1 (4.95)

X�1HtX ¼ D2 (4.96)

in whichD1 andD2 are diagonal matrices. Thus, the block diagonal form ofMcan be

written as

U�1MU ¼ I� Aþ D1 � Bþ D2 � Bt
� �

: (4.97)

Generally, Eqs. 4.95 and 4.96 are eigenvalue decomposition of matrices H and

Ht in whichX andD are eigenvector and eigenvalue matrices, respectively. SinceH

is orthogonal, a relationship between D1 and D2 can be established. If we find the

inverse of Eq. 4.95, then with respect to the orthogonal property ofH, we will have

X�1H�1X ¼ D�1
1 (4.98)

X�1HtX ¼ D2: (4.99)

Thus,

D2 ¼ D�1
1 : (4.100)

Now the eigenvalues and eigenvectors of matrix H (entries of D and X) are

analytically calculated. As previously mentioned,H is an n� n permutation matrix

and its characteristic polynomial (using variable λ) can be written as

λn � 1 ¼ 0: (4.101)

In general, Eq. 4.101 has n real and complex roots. It is clear that if n is even or

odd, then (�1, 1) and (1) are only real roots of Eq. 4.101, respectively. Other

complex roots of this equation can easily be calculated. Since the absolute value

of each root is unit, therefore the roots of Eq. 4.101 are identical to those of

Eq. 4.102.

cos nθþ i sin nθ ¼ 1: (4.102)

These complex and real roots are presented in Table 4.2.

According to Table 4.2, depending on n being even or odd, two real and n� 2

complex roots or a real and n� 1 complex roots should be calculated, respectively.

In addition, the normalised eigenvectors xi associated with the eigenvalues λi
i ¼ 1; . . . ; nð Þ can analytically be evaluated by solving the following equation:

ðH� λiIÞxi ¼ 0: (4.103)

4.12 A Block Tri-diagonal Matrix with Corner Blocks and Its Block Diagonalisation 111



This is a linear equation and by selecting x1 , all other entries of x
i (unknown

eigenvector) are found as follows:

λi; xi ¼ x1; xj; xn
� �t

; i ¼ 1; . . . ; n (4.104)

x1 ¼ 1ffiffiffi
n

p ; xj ¼ λixj�1 j ¼ 2; . . . ; n� 1
� �

; xn ¼ x1

λi
: (4.105)

It is important to note that if x1 ¼ 1ffiffi
n

p is assumed, each eigenvector will be

calculated in a normalised form with no additional effort. Also the matrixXwith its

columns being the eigenvectors of H, can easily be generated as

X ¼ x1; x2; . . . ; xn
� �

: (4.106)

Now, Eq. 4.97 can be expressed in a much simpler form. Since λis are located on
the diagonal entries ofD dii ¼ λið Þ, and the absolute value of each λi is unit, thus, the
inverse of the complex diagonal matrix equals to its conjugate, and Eq. 4.100 can

simply be written as

D2 ¼ �D1: (4.107)

Finally, according to Eq. 4.108, the eigenvalues of matrixM can be found using

the union of the eigenvalues of n blocks as

eigðMÞ ¼
[n
j¼1

eig BLj

� � ¼ [n
j¼1

eig Aþ λjðHÞBþ �λjðHÞBt
� �

(4.108)

where BLj

� �
is the jth diagonal block of U�1MU associated with λj , that is, the

calculation of the eigenvalues of an nm� nm matrix is transformed into those of n

times m� m matrices. Clearly, this process leads to a significant decrease in

computational time and memory.

Table 4.2 Roots of the

characteristic polynomial

associated with matrix H

Real roots Complex roots

n is even � 1; 1

cos θ� i sin θ; θ ¼ 2kπ
n

;

k ¼ 1; 2; . . . ;
n� 2ð Þ
2

n is odd 1

cos θ� i sin θ; θ ¼ 2kπ
n

;

k ¼ 1; 2; . . . ;
n� 1ð Þ
2
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Also, for each eigenvalue μi which is obtained from Eq. 4.108 (for the jth block),

an eigenvector yi is calculated as

BLjyi ¼ μ iyi: (4.109)

This eigenvector can easily be transformed into an eigenvector of M using the

following relationships:

φi ¼ U ej � yi
� � ¼ ðX� IÞ ej � yi

� � ¼ Xej � Iyi (4.110)

φi ¼ xj � yi: (4.111)

Therefore, if μi is a simple root of characteristic polynomial corresponding to M,

Eq. 4.111 leads to an eigenvector with real entries. However, ifμi is a multiple root of

characteristic polynomial, Eq. 4.111 leads to eigenvectors with complex entries. As

we know, λj and λj are the roots of Eq. 4.101, leading to two conjugate blocks BLj

� �
which have identical eigenvalues, and their conjugate eigenvectors are found by

Eq. 4.111. For such eigenvalues, the eigenvectors with real entries can be generated.

This is done by simply adding two complex conjugate eigenvectors. Obviously, the

imaginary parts of these two vectors will be eliminated. The remaining vector is also

orthogonal to other eigenvectors and should be normalised. However, other orthogo-

nal real eigenvectors for multiple eigenvalues should be calculated by an orthogona-

lisation algorithm, such as Gram–Schmidt method [11], if needed.
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