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Preface

The focus of this book is IT-Enabled Services. It has been nearly a quarter of a

century since the commercialization of the Internet. Informatization of the Service

Industry has occurred rapidly during the last half of the previous century and it has

completely transformed production processes in general. Furthermore, the devel-

opment of the Internet has been transforming the process and the nature of the

service. Together with the trend toward a more service-oriented economy, new

services are being born and new ways of business are being created.

The objective of this book is to provide an integrated volume of conceptual,

theoretical, and practical cases that, together, offer some exciting perspectives on

this fascinating area of research. The idea of creating this book emerged from the

research presented, and ensuing debate in a series of workshops of IT-Enabled

Services. We began reviewing the service aspects of the Internet in our first ITeS

Workshop at the IEEE/IPSJ Symposium on Applications and the Internet (SAINT)

2005 and eventually included wider aspects of Information Technology of services.

This publication is to share our interests with a wider range of readership.

Bearing this in mind, the structure of this book is designed to serve as a textbook,

a conceptual book, a case book as well as a basis for research resources. The

authorship includes researchers in such diverse fields as economics, engineering,

policy science, sociology, medicine, mathematics, computer science, moral philos-

ophy, pedagogical science, and management studies. Also, the approach is global

because the authors are from Australia, Germany, Japan, New Zealand, Qatar,

Taiwan, Thailand.

The contents of this book are largely divided into two parts, namely, theoreti-

cal precepts and topical issues. Dr. Tetsuro Kobayashi (National Institute of

Informatics) and Dr. Hitoshi Okada (National Institute of Informatics) provide a

theoretical and evidence-based article about the trust mechanism of buyers in

electronic commerce. Dr. Yuya Dan (Matsuyama University and Ludwig-

Maximilians-Universität München) is invited to describe a mathematical analysis

on diffusion in social networks. Professor Kiyoshi Murata (Meiji University) is

invited to provide an important managerial perspective on IT professionals.
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The latter part includes topics such as trust, medical practices, government, and

education, together with cases about Taiwan, Thailand, and Japan and chapters

about privacy-related issues. Professor Shigeichiro Yamasaki (Kinki University)

contributes a conceptual framework about trust mechanism and the architecture of

IT-Enabled Services with trust. Dr. Eizen Kimura (Medical School of Ehime

University) proposes the development of a new medication system using

smartphones. Eltahir Kabbar and Dr. Peter Dell (Curtin Business School) provide

an analysis about problems in relation to the e-Government development index.

Paul Spijkerbosch (Matsuyama University) looks at research on electronic language

learning.

Professor Yu-Hui Tao (National University of Kaohsiung) and Dr. C. Rosa Yeh

(National Taiwan Normal University) present the practices of IT-Enabled Services

in education in Taiwan. Dr. Nagul Cooharojananone (Chulalongkorn University)

and Dr. Kanokwan Atchariyachanvanich (King Mongkut’s Institute of Technology

Ladkrabang) provide case studies of Mobile Payment and Internet Banking in

Thailand. Doctors Takashi Okamoto and Nobuyuki Soga (Ehime University) pres-

ent a case study about Japanese students’ behavior toward electronic commerce.

The last part consists of various privacy-related issues in IT-Enabled Services.

Because the service industry relies heavily on personal involvement, privacy issues

are critical in this research. Professor Hirotsugu Kinoshita (Kanagawa University)

describes a model-based approach about information exchange while protecting

privacy. Dr. Yohko Orito (Ehime University) discusses digital identity and its

related problems in the management of information privacy. Dr. Hidenobu Sai

(Ehime University) offers a discussion about the social media platform in relation to

Human Flesh Search.

I would like to express my sincere thanks to all participants of past workshops

who contributed the cross-disciplinary debates and brought a wide variety of ideas,

excellent research, efforts, and insightful visions. Matsuyama University’s Chiiki
Kenkyu Center Project (Regional Research Center Project) 2008–2010 “Research

on ITeS in region” supported this research.

All authors are grateful to Springer for their cooperation and help, especially

Stephen Soehnlen and Annelies Kersbergen, in putting this volume together. Also,

our thanks are towards Athiappan Kumar, who completed the final type setting so to

make this book coming to alive.

Our intention in this book is to offer new views which incorporate the wide range

of ITeS development in the first decade of the twenty-first century. It is our wish to

share our views with readers of not only academia but also business persons and

policy practitioners.

Shiro UesugiMatsuyama, Japan
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Information Technology-Enabled Services

As the global economy turns more and more service oriented, Information

Technology-Enabled Services (ITeS) require greater understanding. Increasing

numbers and varieties of services are provided through IT. Furthermore, IT enables

the creation of new services in diverse fields previously untouched. Because of the

catalyzing nature of internet technology, ITeS today has become more than

“Outsourcing” of services. This book illustrates the enabling nature of ITeS with

its entailment of IT, thus contributing to the betterment of humanity. The scope of

this book is not only for academia but also for business persons, government

practitioners and readers from daily lives. Authors from a variety of nations and

regions with various backgrounds provide insightful theories, research, findings and

practices in various fields such as commerce, finance, medical services, government

and education. This book opens up a new horizon with the application of Internet-

based practices in business, government and in daily lives. Information
Technology-Enabled Services works as a navigator for those who sail to the new

horizon of service oriented economies.

ix
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Chapter 1

IT-Enabled Services

Shiro Uesugi

1.1 Introduction

In this chapter, the concepts and theories of IT-enabled Services (ITeS) are

revisited. In general, “IT” stands for “Information Technology.” In the discussion

of ITeS, however, “IT” should include “Communication” so that “ITeS” means

“Information Communication Technology-enabled Services.”

It is important to make this clarification in considering the “Service” aspects

taken up in the following sections. The rapid development and penetration of IT in

people’s daily lives and the consequent drastic changes in society are primarily due

to the advancements in the fields of IT and communications. Therefore, even

though IT implies “communication,” it is necessary to reaffirm this implication.

This chapter looks at previous works on the stage theory developed by Nolan in

1973. After reviewing Nolan’s original theory, the work of Shimada and Takahara

(1993), a Japanese scholar’s development of this theory, is presented.

The review of previous work continues with a detailed study of Reponen et al.

(2003a), whose book contains the term ITeS in the title, “Information Technology-

Enabled Global Customer Services.” This book, co-written with a team that

includes Harvard Business School Professor F. Warren McFarlan, is the very first

book dedicated to the study of ITeS.

It has been nearly 10 years since Reponen et al. published their work. Since then,

however, there has been limited research dedicated to ITeS like Treebhoohu (2012)

and Tsokota (2011). Our work since 2008 (Uesugi 2008; Dan et al. 2009; Okada and

Uesugi 2009, 2010, 2011, 2012) aims to continue the efforts to study ITeS.

Second, this chapter considers the implications of technical transformation from

analog to digital technology. It is necessary to review this before studying the

aspects of IT relating to services. Reviews of the development of digitization and its
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e-mail: shiro.uesugi@nifty.com

S. Uesugi (ed.), IT Enabled Services,
DOI 10.1007/978-3-7091-1425-4_1, # Springer-Verlag Wien 2013

1

mailto:shiro.uesugi@nifty.com


impact on society are presented, thus serving as the background on the relationship

between digitization and services.

Third, this chapter presents a discussion of the relationship between ITeS and the

production process. Why is ITeS so important? It enables the visualization of

processes and consequently helps improve the quality of products. Digitization

enables visualization of all kinds of processes. For consumer goods, visualization of

production and sales process, such as Electronic Customer Relationship Manage-

ment (eCRM) and Internet marketing, have already been developed and deployed.

Through the evolution of these process visualizations, services are found to be the

source of quality and competitiveness of products.

Finally, notable cases of ITeS today and their future prospects are presented. It

can be safely assumed that ITeS serves as the source of improvement in products.

As digitization processes and communication capacities are advanced and

enhanced, respectively, the value created through ITeS increases. The potential

impact of service provision in various industries, such as education, medical

practice, banking, community, government, agriculture and production in general,

is also presented.

1.2 Related Works

Previous works are reviewed in this section, including the stage theories of system

development proposed by Nolan (1973, 1979, 1982), Shimada and Takahara

(1993), and Miyakawa (1994). The studies of Reponen et al. (2003a), who are the

first to focus on IT-enabled services, are also reviewed.

1.2.1 Stage Theories

Nolan developed a theory to explain the development of information systems. His

first paper, which presented the concept that would later be known as stage theory,

was published nearly 40 years ago. There are some sequels to the stage theory he

developed along with other scholars. In the following sections, Nolan’s theory is

reviewed, followed by a review of the Japanese scholar’s work. After reviewing the

development of stage theory and its application, this chapter presents an application

of the theory to the current context featuring bi-directional communication with

broadband networks.

1.2.1.1 Stage Theory of Nolan

Nolan published his four-stage theory in his work entitled, “Managing the computer

resource: a stage hypothesis,” in Communications of ACM in 1973. He identified

2 S. Uesugi



four stages in the development of information systems, namely, Stage I – Initiation,
Stage II – Contagion, Stage III – Control, and Stage IV – Integration. He placed

these stages on the horizontal axis and placed information-related spending on the

vertical axis. Consequently, the plotted figures showed an S-shaped curve.

In 1979, Nolan revised his hypothesis to add two more stages, as described in his

chapter, “Managing the Crisis in Data Processing,” published in 1979. The addi-

tional ideas came in the form of two more stages, namely, Stage V – Data
Administration and Stage VI – Maturity. From the fact that Nolan himself revised

his hypothesis, it is apparent that the stage theory has been a popular focus of

reviews in many ways, while it has continued to be a popular analytical methodol-

ogy of information systems (McFarlan and Nolan 1973; Gibson and Nolan 1974;

Nolan and Croson 1995). In the late twentieth century, the rapid development of the

Internet has changed the structure of IT.

1.2.1.2 Diversion of Stage Theories

As a diversion from the stage theory, the work of Shimada and Takahara (1993) is

reviewed in this section. The works of Shimada and Takahara (1993) and Miyakawa

(1994) are two of the most popular textbooks in Management Information Systems

(MIS) in Japan. Shimada and Takahara (1993) provide additional aspects to Nolan’s

six stage theory. They interpret Stages I to IV, which have been originally explained

as “the age of Data Processing (DP),” as “the age of mainframe” in order to include

historical views on the system’s development. They likewise interpreted Stages IV to

VI, originally referred to as “the age of Information Technology (IT),” as “the age of

the personal computer (PC).” Furthermore, Shimada and Takahara reflected on the

development of the Internet in the 1990s, and added “the age of the Internet” and “the

age of ubiquitous net” to refer to the overlapping previous stages.

The differentiation between DP and IT reflects the development in the use of

information, which has been mainly devoted to automated production processes.

For example, operations research, such as those on quality control, inventory

control, and optimized production planning, represent the typical application of

DP. The use of information in decision making, as in MIS and Strategic Information

System (SIS), is differentiated from DP and is regarded as IT.

Like the S-shaped curve illustration by Nolan’s stage theory, according to

Shimada and Takahara, the age of mainframe computing began in the 1950s,

followed by the age of the PC (which began in the 1970s), the age of the Internet

(which started in the 1990s), and the age of ubiquitous network (which started in the

late 2000s). Their theory proposes that these major technologies are not mutually

exclusive but have multilayered structures.

1.2.1.3 Stage of Bi-directional Communication with Broadband Network

In the twenty-first century, the development of the Internet displayed a remarkable

expansion not only in geographical coverage, but also in the kind and scope of

1 IT-Enabled Services 3



technological applications. The emergence of personal devices and the

accompanying access to the Internet have both accelerated this process. In Japan,

the year 2005 is regarded as the dawn of the broadband era. The broadband network

environment all over the nation was almost completed, and industries and

consumers were ready to connect to broadband Internet by that time.

Japan’s network environment has another unique feature: the infrastructure of

mobile phones. The driving force behind the diffusion of mobile phones in the

country was the introduction of the i-mode service by NTT Docomo. This Internet

connection service enables users to almost fully access the Internet via their mobile

phones. It opened up unlimited access to the Internet via personal wireless devices

in Japan, resulting in the ubiquitous Japanese Internet environment and broadband

network.

The ubiquity of the Internet and the broadband network reached a new stage

when netbooks, tablet terminals, and smartphones were developed and introduced

by year 2010. Ubiquitous broadband became one feature of wireless mobile com-

munication networks. From 2010 through 2011, smartphones and devices, such as

the iPhone, iPad and those using the Android platform, demonstrated rapid pene-

tration in the market. At the same time, Social Network Services (SNSs), such as

Facebook and Twitter, became more popular because they can be accessed using

these mobile devices.

These phenomena paved the way for the stage of bi-directional communication

with broadband network. At this stage, a new situation occurred, in which “the

consumers of information” became “the producers of information.” This was not

expected at the stage of IT. Likewise, it is different because, at this stage, anybody

can become the producer of information. Thus, the concept of “the producers of

information” expanded to include those who used to be considered merely as

consumers.

The producers of information are those who actively upload their products to the

Web. For example, even though there is a limit of 140 words per tweet, the texts and

networks of re-tweets all add a huge amount of information. This is one of the

outcomes of the bi-directional communication network.

1.2.2 Review of Reponen et al. (2003)

In 2003, Reponen edited and published a book entitled, Information Technology
Enabled Global Customer Service. This 16-chapter book consists of 9 chapters of

theoretical articles and 7 chapters of cases. It is the very first book to have the words

“Information Technology-Enabled Service” in the title. Since this book is

published, almost decade has passed. We owe greatly to works of Reponen and

his colleague. It is the starting point and provides the basis for our discussion about

ITeS. Therefore, it is important to review their works. The following sections

present a review of the book.

4 S. Uesugi



1.2.2.1 The Viewpoint of Global Customer Service

The followings are the quotation from Reponen’s eight-point forecast about the

business environment in 2010 (Reponen 2003b, p. 5).

– Everybody would have a personal communicator that localizes, identifies, communi-

cates, and acts as a credit card and key

– Commerce would bemainly done via networks (order, payment, supply information, etc.)

– Delivery chains would be modified so that customized physical products may be

assembled close to the customer using standard parts and elements

– Services would be available 24 hours a day, seven days a week

– Most people would find work in information-related fields, and telecommuting work

would increase to around 50 %

– Delivery channels would become more direct via automated networks

– Juridical companies would be founded and re-founded according to financial and

legislative needs

– Labor markets would exist where work is offered through the Internet, and people

accept posts, often without even knowing their employer

As it turns out, most of the forecasts stated above turned out to be accurate. In

fact, the point about telecommuting and electronic commerce is particularly evi-

dent. Although the author overestimated the penetration of credit cards in the

Japanese market, his predictions are mostly correct. Reponen also presents a

method of analyzing ITeS based on the work of Karimi et al. (2001), who

categorized industries into four types (Reponen 2003b, p. 6):

– IT-Enabled Customer Focus Firms

– IT-Leaser Firms

– IT-Lagged Firms

– IT-Enabled Operations-Focus Firms

There are two dimensions on the four categorizations as follows:

– Customer Focus

– Operation Focus [ibid.]

According to him, “a sustainable leadership position should, however, be gained

with an intelligent combination of process reengineering and IT.” He further added

that “in IT-led firms, integration and coordination of operations will be the main

challenge.”

1.2.2.2 Improving the Previous Study

The works of Repponen et al. need some improvements. Their study reflected the

technological environment at the turn of the century. During this time, some

technologies they expected had not developed, while others they did not imagine

had shown remarkable development. For example, they recognized the trend of

digitization of the industry as a whole and the penetration of digital communication

1 IT-Enabled Services 5



into the lives of individuals. However, they did not focus on “ubiquity,” which is

now the central concept in analyzing ICT and business models using ICT.

The prediction “everybody has a personal communicator that localizes. . .”
(Reponen 2003b, p. 5) is correct to a certain extent, because it describes people’s

use of personal devices in their daily lives and in various occasions. However, the

direction of the development of Japan’s mobile phone market differs in many

aspects.

Mobile phones, in general, are considered products that have evolved from the

radio communication system. Therefore, their features are seen as extensions of the

radio communication system. However, Japan’s feature phones are called

“Gala-kei,” a term derived from the “Galapagos Syndrome” (NRI). This is because

the phones now include so many service applications that are not needed in other

parts of the world. Such an evolution has turned phones in Japan into as if different

creatures.

More importantly, almost all the featured phones are equipped with a specific

prepaid type payment system, as Reponen predicted. The IC chipset dedicated to

this service is versatile enough to be used as a key, ticket, and identification device,

among others. However, within the first year of the introduction of smartphones,

their sales had surpassed that of “Gala-kei.”

When smartphones emerged in the Japanese market, they were initially not

capable of providing the services mentioned (e.g., payment) because they were

not equipped with an IC chipset. Hence, users’ migration from “Gala-kei” to

smartphones happened quickly despite the initial inconvenience. Users sought the

flexibility provided by the smartphones and the variety of software that these

devices can handle. As a matter of course, the new design of the smartphones and

the factor of usability, such as the touchscreen feature, attracted great attention. Yet,

the deciding factor for most users is the large volume of downloadable applications.

The sheer number of downloadable applications is due to the large number of

production resulting from the shift in the role of users from consumers to producers,

as reflected in the concepts of “Web 2.0,” “Consumer Generated Model (CGM),”

and “prosumers.”

In other words, Reponen was unable to predict the Kopernikanische Wende, in
that the traditional roles of “user” and “producer” became flexible. Thanks to

developed infrastructure, which includes open-source architecture, broadband

networks and the electronic marketplace for content, the transformation of said

roles has become easier than ever.

In sum, the studies of Reponen et al. (1993a) can explain only certain aspects

of today’s IT-enabled Services. It is important to incorporate the perspectives

mentioned above.
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1.3 Review of the Transformation from Digital to Analog

It is necessary to understand that the source of the value of digitized products is the

service being provided. In the competition among analog products, there are only

two options to enhance competitiveness: through technological innovation and

through improvements in the product’s physical quality. In the case of digital

products, however, this basic condition has changed. Such digital products as

cameras, computers, mobile phones, television sets, and even automobiles no

longer require fine tuning of physical products once the threshold of quality has

been defined. In the following sections, technical differences between analog and

digital products are presented, followed by a consideration of the social impact of

digitization.

1.3.1 Differences Between Digital and Analog Technology

Analog technology is, in some aspects, inferior to its digital counterpart. The

quality of analog products is defined by the level of physical details in contrast to

digital. Digital uses the dichotomy for sampling, which determines the quality level

of the finished products. Quantization of the digitization refers to the rigid definition

and unmistakable presentation of what is required. Therefore, the results of digiti-

zation are completely replicable as long as they are stated and can be

communicated. Analog products are bound by the limits of physical refinement

capability, whereas digital products are not. Some cases of ICT are presented in the

following sections.

1.3.1.1 Analog ICT

The first example worth considering is the analog calculator – a machine made of

gears, which does certain actions to gain certain results. In a sense, it is similar to an

astrolabe, which mimics the movement of the stars. Skilled watchmakers competed

on their ability of how precisely they can copy the movements of nature. The

capability of a device is a direct reflection of the skill of its producer. These devices

can communicate information by acting and being recognized by the users as if they

were the replicas of the original Mother Nature (Ulmann 2010).

1.3.1.2 Digital ICT

The second example is the tabulating machine invented by Herman Hollerith. In

1888, Hollerith won a competition organized by the United States Bureau of the

Census, and the machine he had invented was used to process the census.

1 IT-Enabled Services 7



The tabulating machine operated on a simple principle. Using a hole on a paper

card, the machine detected whether or not an electric current exists; if there is a

hole, the machine answered “yes.” This principle has been subsequently developed

in the punch-card system for use in programming digital computers (Pugh 1995).

1.3.2 Digitization and Its Social Implications

As mentioned above, there are fundamental differences between analog and digital

technologies. Whereas analog needs refinements of skills, digital does not. For a

long time, a source of competitive advantage of the Japanese production industry is

considered to be rooted in its capacity to finetune (“Suri-awase”). Originally, “Suri-

awase” meant “rubbing each other,” then it became “bouncing ideas off each other

to come up with a precise finished product.”

In the following section, the social implications of digitization are reviewed.

First, the physical production process aspect is presented. Second, the production

process of information is observed. Third, the development from IT to ICT and its

implication is discussed.

1.3.2.1 Physical Production Process Aspect of Digitization

The Japanese “Suri-awase” process is one of the major sources of competitive

power of Japanese production industries. This process requires substantial expe-

rience from skilled workers, because it demands certain levels of understanding of

the tacit knowledge between production processes. Digitization, however,

quantizes the processes so that even unskilled laborers can also perform the

tasks involved. Hence, it is considered as a threat to Japanese competitive

advantage.

This situation is characterized by the generalization of production processes.

Digitization combined with the module-production system, and then enhanced by

the communication system (i.e., an advanced ICT), is applied to a wide scope of

physical production processes. It transforms the production process that is previ-

ously considered impossible to realize without workers’ long experience, into one

that is easy to replicate. This is the process of “Mieru-ka” or “visualization.” Know-
how and tacit knowledge are visualized, and the visualized knowledge is digitized

and transferred to the production process. This development has also changed the

way value is added on to the product. In this sense, the sources of values are now

revealed as part of a visualization process.

8 S. Uesugi



1.3.2.2 Role of Information in the Production Process

Under the digitized production environment, two changes have been observed. One

is the replacement of the production process from manual to automated, and in this

mode, robots are programmed to copy the production methodology once it is

digitized. For example, skilled craftsmanship has been replaced with Numerical

Controlled (NC) lathe, machining centers, and factory automations.

The other change is the reduction of inventories. As the information about the

demands of parts is visualized and shared between suppliers and users, extra

inventories are thus eliminated. Consequently, extra production capacities are

eliminated, and the level of competitiveness is increased. For example, the evolu-

tion of the analog “Kanban system” has prevailed across countries. The system

originally used paper slips eventually replaced by a digitized supply chain manage-

ment system, thus making it possible to conduct cross-border control of

procurements, inventories, and production.

1.3.2.3 Meaning of Evolution from IT to ICT in the Production Process

IT has brought about a significant change in the production industry; this process

has been accelerated by digitization. It has transformed the meaning of production

from something focused on physical (tangible) goods to one that is centered on

information (intangible) processing. In the first decade of the twenty-first century,

broadband communication, which is synonymous with the Internet, also changed

the IT landscape. Large amounts of information processing are now being

outsourced by tangible production industries. Thus, it can be said that ICT has

created and expanded the scope of the information processing industry.

Structures of information processing have also changed, and distributed com-

puting, such as grid computing, has become possible [NII]. Cloud computing has

also been invented, and production has taken a new shape, with ITeS has become

applicable to all production industries.

1.4 Service Creation and ICT

ICT contributes to the promotion of social development. In the following,

illustrations of the use of ICT to create the production of services are presented.

Some cases are described to demonstrate the services that have become the core

source of competitiveness.
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1.4.1 ICT and Service Production

Traditional views of information systems usually regard ICT as a process that is

used to produce “services within the company.” Recent developments have enabled

ICT to produce “services” as products for sale. In addition, there are new kinds of

“services” in logistics networks, which have created a new distribution industry.

Conventional service industries, such as financial services, also welcomed the

creation of new services.

1.4.1.1 Relationship Between ICT and Production

Visualization of the entire production process can be regarded as “services within

the company.” Traditional MIS theory has focused on the corporation’s generation

and processing of information about production processes, such as inventory,

accounting, finance, and the like. These processes are enabled by ICT. Hence, the

relationship between ICT and production is simply described as ITeS.

1.4.1.2 The “Clicks and Mortar” Model

At the early stage of Internet use, opening a homepage was considered as the main

function of ICT. ITeS at this stage was intended to assist in the creation of websites

for one’s company or for others. For example, Yahoo! gained success in providing

indexes to websites and made portal sites for introducing these websites. Another

successful example at this stage was Amazon.com, which opened a web-based store

instead of a physical one.

Subsequently, companies that had physical stores decided to open online stores,

creating the “clicks and mortar” business model. As online stores and the system for

deliveries and payments are established, the range of products sold expanded to

include intangible goods, such as software, music tracks, movies and books, thus

marking the era of digital content.

In the early twenty-first century, ICT has become a powerful tool in providing

various services, with ITeS as an important part of the industry. Web 2.0 was also

introduced since the production of services was mainly done through web-based

technologies. The evolution of technology lowered the entrance barriers to ITeS,

paving the way for the creation of RSS feeds, Facebook, Twitter, and other types of

SNSs.

1.4.1.3 Online Gaming

Online games have emerged from the convergence of videogames and SNSs. Social

Network Games that allow users to enjoy themselves and interact with one another,
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is enabled by ICT. Market expansion has been remarkable. In contrast, the market

for home videogame devices has contracted.

The difference between the two exists in the way services are provided. Online

games depend on the communication network (i.e., the Internet), whereas video

games depend on the sales of devices and software. Users simply want enjoyment,

and as long as the quality is the same, they are indifferent to the devices involved.

The competitive strength of online games comes from its responsiveness to user

preferences. For instance, providers of online games survey their products 24 h a

day, allowing them to make adjustments is response to players’ needs.

1.4.1.4 Distribution Process

ICT has made possible new processes of distribution. Third Party Logistics (3PL) is

one such case. With the development of the visualization of production, exchanges

of data became possible, first internally, then externally. Consequently, distribution

networks now carry a wide range of products from various companies.

In Japan, one of the popular services provided by online stores is the “Daibiki”

(pay on delivery) system. Under this system, shoppers buy items at an online store

and pay for them upon delivery. Payment collection is done by the delivery person,

and is made possible through ICT. Real-time parcel tracking and payment, in turn,

are made possible by a specifically developed terminal.

1.4.2 Service as the Source of Competitiveness

The following discusses services as the source of competitiveness. ICT produces

services in production and sales industries.

1.4.2.1 Values Created by ICT

Digitization has paved the way for products, such as large LCD TV sets, which are

types of commodity whose production used to be a competitive advantage of

Japanese corporations. Fine tuning is now no longer required in the production

process, because only one IC chip is needed to tune the TV. In the future, the

production of these general goods will ultimately become fully automated.

With regards values, the case of high-end TV is a noteworthy example, and in

terms of market share, Samsung is widely considered the industry leader. In fact, in

September 2012, Hitachi will stop its production line in Japan, and Panasonic has

also decided to stop producing high-end large TV sets. The advantages of Samsung

are said to be based on the foreign exchange rate. However, this may not be an

accurate view. It is product design, together with high quality, which gained

consumers’ support for its line of products. For example, Hitachi’s high-end TVs
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are equipped with recording functions, but such features are not enough for the

brand to gain a large number of consumers. This can be analyzed in relation to the

service of recording TV programs, which does not create enough competitiveness.

Looking at recording services, one will realize that there is already a large market

for dedicated recorders.

1.4.2.2 ICT to Create Value in Distribution

The concept of distribution includes sales. In other words, value is created through

the sales process. For example, Rakuten, one of the largest online market places,

charges a fee on stores that use its website. The charge includes not only the use of

the website, but also the periodical distribution of advertisement through Rakuten’s

customer lists, search engine optimization, and advice on the design of store

websites. Rakuten provides the payment system and distribution support system.

Considering the distribution process as a whole, one can see that it is impossible for

a small store to operate on its own. As a solution, the web-based service provided by

Rakuten is similar to what is provided by a company that manages a large shopping

mall.

1.4.2.3 ICT to Create Value in Financing

One of the most important conditions of development is the financing infrastruc-

ture. In 14 out of 53 countries, the average national per capita income exceeded US

$3,000. Ogimoto et al. (2011) and Kihara et al. (2011) illustrate the financial

environment supported by ICT. Among emerging economies, Africa has a large

potential to develop. Financing in African countries faces a lack of communication

infrastructure. However, the use of mobile phone networks has quickly expanded in

recent years; thus, through the use of mobile phone networks and smartphones,

“branchless banking” has developed.

Using Short Messaging Services (SMS) and other smartphone functions, various

entities can now provide financing services in Africa without having to establish

bank branches. The entities involved are banks, mobile phone carriers, non-profit

organizations (NPOs), and microfinancing institutions.

Microfinance first became famous in 1995 when Grameen Telecommunication

Corporation (GTC) was set up in Bangladesh. To facilitate further success, techno-

logical advancements in both broadband mobile phones and smartphones have

enabled financing services to penetrate a new geographical area.

1.4.2.4 Service Provision as Production Activities

Providing services is, itself, an act of production, and contributes to an increase in

gross national product (GNP). More importantly, the concept of production needs to
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incorporate the creation of services, because it is the source of competitiveness and

the source of value creation. Reponen et al. (2003) focused on the IT-enabled

customer relationship management, because it can be the source of competitiveness

of a company and the source of additional value. The term ITeS in some cases only

means outsourcing. For example, many companies in the United States have

outsourced their call center operations to India where there is a large number of

English speakers who can be paid at cheaper rates than their counterparts in the

United States. In addition, there is a convenient time difference between the two

countries, which allows Indian companies to complement the office hours of their

US partners. ITeS, however, should not refer solely to outsourcing. Instead, it

should be the source of the growth of national wealth.

1.5 Relationship Between Service and ICT in the

Twenty-First Century

As mentioned in the previous sections, ITeS in the twenty-first century has become

an important source of economic growth. In the following sections, some notable

cases from ITeS and future perspectives are presented.

1.5.1 Innovations Brought by ITeS in Rural Areas

Globalization has been accelerated through various factors, one of which is the

development of ICT. For example, the penetration of ICT into the daily lives of

rural Japanese has been promoted by the development of broadband mobile phone

networks. The following provides discussions of ITeS in the rural context.

1.5.1.1 ITeS and Production in Rural Areas

A typical production model of ITeS in rural areas is known as the “Sixth industry

model” (Odagiri 2011). The term, which relates to the number six, comes from the

synthesis of “primary industry” plus “secondary industry” plus “tertiary industry”

(1 + 2 + 3 ¼ 6, hence, “Sixth industry”).

In rural areas, primary industries such as fishery and farming have remained as

major industries. In the past, it used to be difficult for these sectors to reach

consumer markets in metropolitan areas. Therefore, they had to rely on

organizations such as Zen-Noh, which owned processing facilities and a large

distribution channel.

By using ICT, each producer has now gained better access to the market in two

ways. One is physical access via ICT, and the other is the access to information on
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the market in metropolitan areas. Therefore, instead of relying on a middle person,

the producers are now capable of producing, processing, and selling their own

produce. This one stream process demonstrates the Sixth industry model.

In order to share information, SNSs are also widely used in the Sixth industry

model. Information sharing through word-of-mouth recommendations has also

become a major driving force in the industry. If SNSs enhance relationships

between human beings, and if service is defined as something human beings obtain

in a relationship, then what SNSs produce can be considered as services within the

Sixth industry model. Hence, SNS may well be the driving force of ITeS.

1.5.1.2 A Case of Distribution Innovation

The case of a small fishery base in the city of Ozu in Ehime prefecture, Japan, is a

good example of how ITeS contributes to the development of a rural area. Less than

100 households live in this area, and near the port, there is a fish store that sells only

natural varieties of fish (as opposed to raised varieties). A store called Hamaya sells
fresh fish at high prices over the Internet, and has a net store within Rakuten’s

e-market place. Hamaya used to be the leader in selling Torafugu, a very expensive

kind of Japanese pufferfish. Even though fishermen have been catching this kind of

fish in this region for a long time, they have always brought the fish to Shimonoseki,

where there is a large dedicated market for Torafugu. When ICT became readily

available, Hamaya opened an online store, thus expanding the market.

The development of ICT infrastructure, however, was not enough for Hamaya to
be successful; in fact, the store was only able to start shipping the product after the

distribution network of Cool Takkyubin reached its place. Takkyubin is a fast

package delivery service, which carries various parcels, including golf bags, ski

gear, and suitcases sold by Yamato Holdings. Cool Takkyubin is a refrigerated

delivery service that is available to anyone almost anywhere in Japan for an

additional cost of less than 1,000 yen. The Takkyubin network was built with the

help of ICT in order to minimize delivery time. Thus, using this network, delivery is

now being done overnight from Hamaya to any consumer in Tokyo.

The distribution service, such as Cool Takkyubin, is enabled by ICT. Consider-

ing that Hamaya’s business (i.e., the electronic sale of fresh fish) is only possible

with the development of such distribution services, it can be easily seen that ITeS

plays a key factor in rural development.

1.5.2 Technologies and Dreams for the Future

ITeS has a large growth potential, and being able to tap such potential can produce

great benefits in the future. ITeS will contribute to the betterment of human welfare.

As information devices continue to evolve, dreams will come true. The following

presents the prospects of ITeS.
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1.5.2.1 New Services Produced by IT

Nowadays, there are many scenarios where services are born with no physical

transactions involved. For example, education, medical services, community

services, and financial services produce intangible software instead of hardware.

In the field of education, the prevalence of Internet usage has transformed the

academic environment. Medical services are characterized not only by tangible

operations, such as long-distance or remote surgery using robotic arms, but also

intangible operations such as shared use of patients’ treatment histories. In commu-

nity services, regional SNSs are focused on the enhancement of human

relationships in a certain geographical area. Financial systems, such as local

currency systems can be built as a part of this IT infrastructure. Moreover, their

collaboration with incumbent banking systems can also be enhanced through ITeS.

These are the areas of new services that will emerge and evolve. The upgrade of

devices will also continue, making it possible for ITeS to expand the scale and

scope of various services.

1.5.2.2 “Intelligence” Crosses Borders

ITeS crosses boundaries. Hidehiko Sanada, Professor Emeritus of Osaka Univer-

sity, once explained the nature of corporate activities by focusing on four flows in

the business. They are “Knowledge flow,” “Commercial activity flow,” “Physical

Distribution flow,” and “Financial flow.” According to him, “those flows summa-

rize the process of business. It is the process of knowing what a corporation can do

(seeds), understanding how to respond to the market wants (needs), physically

producing and delivering and gaining the money.” The application of IT began

from “Commercial activity flow,” such as CIM and POS, and then followed by

“Physical distribution,” which enabled Takkyubin services. Electronic payment

transactions are undergoing. The rest is “Knowledge flow,” which involves

activities such as R&D and marketing (Sanada 2001). He delivered his lecture at

about the same period when Reponen et al. were conducting research on Global

Customer Service.

About a decade later, marketing with accumulated consumer logs has become

one of the most popular services in cyberspace. Tele-collaboration between

researchers in R&D is another. Integrating different datasets and profiles of SNS

users to come up with a more detailed customer database has also become wide-

spread business practice. Such activities are often conducted across geographical

borders.

To reflect the current environment, “Knowledge flow” may also be referred to as

“Intelligence flow.” The Oxford Dictionary defines “knowledge” as “facts, infor-

mation, and skills acquired through experience or education; the theoretical or

practical understanding of a subject,” whereas “intelligence” is defined as “the
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ability to acquire and apply knowledge and skill.” Evidently, designing new ITeS

that can cross borders requires creativity in applying relevant knowledge obtained.

1.6 Conclusion

This chapter discussed the concepts and theories related to ITeS. The ITeS concept

reflects an important stage in the development of information systems. Descriptions

of Nolan’s stage theories and the work of Shimada and Takahara have been

presented. Studies conducted by Reponen et al. have also been revisited. The

concept of ITeS used to focus on customer relationship management. The review

of Reponen et al. demonstrated how the studies of eCRM have been concluded.

Furthermore, this chapter reviewed the relationship between IT and ICT. The

conversion from analog to digital technology has also been described, emphasizing

the importance and social implications of digitization.

This chapter also looked into the technological factors influencing ITeS. Service

is embedded in the product and is delivered through the production process.

Visualization can be done through the evolution of digitization. In addition, the

competitiveness of products is rooted in how service factors are incorporated in

them.

Finally, ITeS in the twenty-first century has been discussed. Predictions of future

development in such areas as education, medicine, community and financial

services are also presented. To conclude, this chapter presented the concept of

business flows and its development in the cross-border provision of services.
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Chapter 2

The Effects of Similarities to Previous Buyers

on Trust and Intention to Buy from E-Commerce

Stores: An Experimental Study Based on the

SVS Model

Tetsuro Kobayashi and Hitoshi Okada

2.1 Introduction

The spread of business-to-customer e-commerce in recent years has led to a

growing body of studies on the role of trust in Internet shopping (Fogg and Tseng

1999; Fogg et al. 2001; McKnight 2001; McKnight and Chervany 2002; McKnight

et al. 2002; Gefen et al. 2003a, b; Salam et al. 2005). Trust concerns people’s

perception of a website’s trustworthiness in the face of social uncertainties that

remain despite institutional and technological protective structures. Although insti-

tutional and technological advancements continue to secure structural assurance

(McKnight and Chervany 2002; McKnight et al. 2002; Gefen et al. 2003b), system

trust (Grabner-Kräuter and Kaluscha 2003), and calculative-based beliefs (Gefen

et al. 2003b), lack of trust is still a strong inhibiting factor to the spread of

e-commerce (Wang et al. 1998; Hoffman et al. 1999; Jarvenpaa et al. 1999;

Gefen and Straub 2004). Therefore, along with the sophistication of the definition

of trust in e-commerce (McKnight and Chervany 2002; Mayer et al. 1995;

McKnight et al. 1998), many studies have investigated the question of how to

build customer trust under the uncertain conditions of online financial transactions

(Grabner-Kräuter and Kaluscha 2003; Corbitt et al. 2003; Koufaris and Hampton-

Sosa 2004; Lim et al. 2006).

There are several research approaches to investigating the trust-building

methodologies in an e-commerce environment. First, several studies have focused

on the sophistication of contents and interfaces of e-commerce websites. For

example, Fogg and colleagues have examined the effectiveness of information in

aiding judgments of a website’s trustworthiness when potential customers browse

websites (Fogg and Tseng 1999; Fogg et al. 2001, 2003; Fogg 2002). Similarly,

other studies have applied the technology acceptance model (TAM) (Davis 1986,
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1989), which focuses on the perceived ease of use and usefulness of websites

(Gefen et al. 2003a, b; Pavlou 2003). These approaches have investigated how to

transcend the signals of trustworthiness of the websites by increasing the sophisti-

cation of the interface and enriching the contents of e-commerce websites.

On the other hand, in addition to information on the website, there are studies

that evaluate the effectiveness of information and reputation that exist outside the
focal e-commerce website in building trust among potential buyers (Lim et al.

2006; Lowry et al. 2008). Although it is obvious that both approaches are necessary

to understand how to build trust among potential buyers, empirical research on the

latter is scarce in comparison with that on the former. Therefore, this study sheds

light on the effectiveness of external information from a different perspective from

those of previous studies. External information is defined as the information that is

not present on the focal e-commerce website but can be useful in judging the

trustworthiness of the store.

In this study, we first discuss the limitations of trust-building approaches based

on traditional social psychology that focuses only on the internal components of

websites (henceforth referred to as “traditional social psychological approaches”).

Then we present empirical evidence that external information on salient value

similarities (SVSs) with previous buyers is a critical factor in building trust in

e-commerce stores among potential buyers. Through experimental manipulation of

SVSs, we draw valid and rigorous inferences about causal relationships that are not

available from correlational studies based on questionnaire surveys.

2.2 Theoretical Development

2.2.1 Limitations of Traditional Social Psychological Approaches

Previous studies have demonstrated the diverse and complex nature of trust in the

context of e-commerce (McKnight and Chervany 2002; McKnight et al. 2002;

Doney and Cannon 1997; Corritore et al. 2003). In fact, there is no clear consensus

on the definition of trust so far (Kee and Knox 1970; Driscoll 1978; Cook and Wall

1980; Scott 1980). As McKnight et al. (1998) note, the word “trust” is so confusing

(Shapiro 1987) and broad (Williamson 1993) that it almost defies careful definition

(Gambetta 1988). In particular, because e-commerce studies are interdisciplinary,

there are different sentences in the “grammar” of trust (McKnight and Chervany

2002), which leads to the difficulty in achieving consensus. Despite this difficulty,

however, recent studies have tried to build consensus on the definition of Mayer

et al. (1995). Mayer et al. (1995) defined trust as the willingness of a party to be

vulnerable to the actions of another party based on the expectation that the other

will perform a particular action important to the trustor, irrespective of the ability to

monitor or control the other party. Based on this definition, Mayer et al. (1995)

conceptualized perceived competence (i.e. ability), benevolence, and integrity as
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the antecedents of trust (Fig. 2.1). Competence refers to skills, abilities, and

characteristics that enable a party to have influence within a specific domain.

Benevolence is the extent to which a trustee is believed to want to do good to the

trustor, aside from an egocentric profit motive. Integrity is defined as the trustor’s

perception that the trustee adheres to a set of principles that the trustor finds

acceptable.

According to the definition of trust by Mayer et al. (1995), potential buyers

evaluate information on the competence, benevolence, and integrity of e-commerce

websites respectively and finally judge whether they trust the website. In fact, many

previous studies on trust in e-commerce have conceptualized models consistent

with Mayer et al. (1995).

For example, using large-scale social surveys, Fogg et al. (2001) identified 300

internal components that make websites credible (see also Fogg (Davis 1986)).

These components were reduced to 51 items classified under seven different

subscales: real-world feel, ease of use, expertise, trustworthiness, tailoring, com-

mercial implications, and amateurism. It should be noted that all these concern

perceptions of site components.1 Likewise, studies by Gefen et al. ( 2003a, 2003b);

Salam et al. (2005), which employ the TAM (Davis 1986, 1989) to estimate trust

based on a website’s perceived ease of use and usefulness, also concern the internal

components of a website. Consistent with the model of Mayer et al. (1995), these

studies all indicate that it is important for e-commerce stores to communicate their

trustworthiness accurately through the website’s design, ease of use, and expertise,

to gain customers’ trust in e-commerce.

Originally, the approach that focuses on perceived ability, benevolence, and

integrity was derived from findings on persuasive communication in social psy-

chology. Hovland and Weiss’ (1951) classic experiment showed that there is a high

level of trust in a message if the credibility of its source is high. The components of

credibility are (1) a perception that the source has expert knowledge, experience or

qualifications, and (2) the perception that the source is an honest person with a

benevolent intent to convey a message fairly (Hovland et al. 1953; McGinnies and

Ward 1980). That is, if the receiver easily perceives competence, benevolence, and

integrity, he or she will trust the sender.

Perceived 
competence

Perceived
benevolence

Trust in e-commerce 
store

Perceived
integrity

Fig. 2.1 Traditional social

psychological model

1 To be exact, the trustworthiness scale indirectly considers the effects of external information,

such as the presence or absence of links to external sites. However, because these links are

presented on the website, it is appropriate to count them as internal components.

2 The Effects of Similarities to Previous Buyers on Trust and Intention to. . . 21



However, there is an important presupposition to the traditional social psycho-

logical model. That is, it is assumed that the receiver of a message can obtain

sufficient and accurate information to evaluate the competence, benevolence, and

integrity of the sender. If the receiver was unable to obtain this information, or the

information was not credible even if obtained, s/he would be unable to judge

whether the sender may be trusted. The question is whether the internal components

of a website, such as those presented by Fogg et al. (2001), are sufficient to allow a

buyer to evaluate a seller’s trustworthiness.

Compared with brick-and-mortar stores, transactions at online stores generally

involve greater social uncertainties because buyers are unable to confirm directly

the quality of a product or engage in face-to-face communication with the seller

(Reichheld and Schefter 2000). Therefore, it is difficult to gather the sufficient and

credible information regarding the seller’s competence, benevolence, and integrity

that is normally accessible at brick-and-mortar stores where customers can talk with

retailers and actually see the products (Kollock 1999; Gefen 2000). Traditional

social psychological approaches can be regarded as attempts to overcome this lack

of information through enriched, sophisticated website content and design. How-

ever, these improvements may not provide the consumer with sufficient signals

concerning competence and benevolence/integrity. The reason is that, at least

compared with brick-and-mortar stores, the components of e-commerce stores

can be much more easily imitated and reproduced, as has been evident in rampant

online phishing. Even if trust-building components are identified, these alone

cannot be relied upon as stable signals of a website’s trustworthiness in the long

term because they are easily imitated and reproduced. This indicates that we need to

be careful in applying the definition of trust by Mayer et al. (1995) because, as these

authors noted, “this model is focused on trust in an organizational relationship, and

its propositions may not generalize to relationships in other contexts.” Mayer et al.

(1995) focused on the relationships in organizations such as between employers and

employees and between supervisors and their subordinates. Their relationships are

normally based on face-to-face interactions where they can obtain ample clues

about the competence, benevolence, and integrity of others, which is not necessarily

the case in e-commerce situations.

In summary, in e-commerce transactions where uncertainty caused by informa-

tion asymmetry is high, trust-building strategies based on traditional social psycho-

logical approaches may malfunction because internal components inside the

website that can be easily forged or imitated at lower cost cannot fully transmit

effective and costly signals. In this situation, enrichment and sophistication of

internal components of the website do not necessarily guarantee greater consumer

trust. In other words, having the appropriate internal components is a necessary but

not sufficient condition for gaining a customer’s trust. This suggests that we need to

look beyond a website’s internal components to understand customer trust building

in e-commerce.
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2.2.2 Effectiveness of External Information

Considering the limitations of traditional social psychological approaches, we next

examine how external information may be used by potential buyers to evaluate a

seller’s competence, benevolence, and integrity. For example, employing a large-

scale social survey, Fogg et al. (2003) refined component approaches and identified

“name recognition and reputation” as one of 18 categories of information clues for

respondents. Trust in a website increases if the site operator’s name is well known

in the real world, and this effect is especially apparent in e-commerce stores. In fact,

Fogg et al. (2003) recognized that it is impossible to control reputation and other

such external information solely through enrichment and sophistication of the

internal components of a website and called for more research on the effect of

external information on trust.

Noting the importance of external information, some previous studies have

investigated the effect of third party certificates, consumer feedback, and advertis-

ing reputation. However, these studies have mainly focused on the trust-building

effects of such information when it is presented on the website. For example,

Cheskin Research (1999, 2000) evaluated the effectiveness of TRUSTe seals in

trust building (see also McKnight and Chervany (2001)). Similar approaches have

been applied to BBB online (Cheskin Research and Studio Archetype/Sapient

1999; Cheskin Research 2000; McKnight and Chervany 2001), WebTrust

(McKnight and Chervany 2001; Kover et al. 2000a, b), and VeriSign (Cheskin

Research and Studio Archetype/Sapient 1999; Cheskin Research 2000; McKnight

and Chervany 2001). Other studies have investigated the effect of advertising

reputation (Cheskin Research and Studio Archetype/Sapient 1999; Cheskin

Research 2000; McKnight and Chervany 2001; Jarvenpaa et al. 2000), customer

feedback (Lim et al. 2006, 2001), and portal affiliation (Lim et al. 2006). Although

these previous studies concern the effectiveness of the credibility of third parties or

customer feedback rather than self-report by the e-commerce store, they are still

similar to the traditional social psychological model in that they focus on third party

certification or customer feedback presented on the e-commerce website.

Although these studies are important in understanding how website design and

information presentation affect trust building, it must be noted that potential buyers

do not judge the trustworthiness of an e-commerce site only from the information

presented on it. When people make purchases via the Internet, they can collect

external information on e-commerce stores through any number of search engines,

word of mouth sites, bulletin boards, and blogs. To build trust in e-commerce, it

should be important to employ these wide networks of reputation and recommen-

dation information appropriately. As mentioned above, it is difficult for potential

buyers to penetrate the website’s disguise with fake certification seals or forged

customer feedback because of the information asymmetry in the e-commerce

situation. When the internal components of the website cannot serve as stable

signals of trustworthiness, potential buyers may also search for information outside

the website to judge its trustworthiness. That is, potential buyers not only gather
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clues about competence, benevolence, and integrity of the website in a bottom-up

way, but it is also usual for them to judge whether to trust a website based on the

information outside it.

However, there are a surprisingly small number of studies that investigate the

effect of external information on potential buyers’ trust. This leads to a need for a

clear process model to explain what and how external information about

e-commerce stores influences trust among potential buyers. Rather than the tradi-

tional social psychological model, which assumes that information on a website’s

competence and benevolence/integrity are readily available, we must adopt a

bounded rationality model that accounts for the constraints of social uncertainties

characteristic of e-commerce stores. In this study, we employ the SVS model to

investigate the trust-building process in e-commerce stores.

2.2.3 The SVS Model of Trust and Its Application to E-Commerce

The SVS model of trust was originally developed from risk perception studies.

According to Earle and Cvetkovich (1995), people trust others when they perceive

that they have the same salient values. For example, citizens trust a particular risk

management organization if they feel that the organization’s priorities in

approaching and solving a problem (salient values) are similar to their own.

Based on shared salient values, they entrust the organization with decision-making

power.

In contrast to the traditional social psychological model, the key feature of the

SVS model is that it explains trust in situations with insufficient clues for a person

to evaluate the competence or benevolence/integrity of another person or an

organization. When people cannot directly confirm the competence or benevo-

lence/integrity of others, they focus on similarity in salient values. If they conclude

that similarity exists, they will “entrust” these others with decision making.

The SVS model is entirely different from the traditional social psychological

model in that, rather than competence and benevolence/integrity being treated as

antecedents of trust, perception of SVS increases trust, leading to increased percep-

tion of competence and benevolence/integrity. Many empirical risk management

studies have supported the SVS model (Earle and Cvetkovich 1997; Siegrist and

Cvetkovich 2000; Siegrist et al. 2001, 2003, 2005; Earle 2004; Poortinga and

Pidgeon 2006). Furthermore, direct comparisons of the SVS and traditional social

psychological models in the area of risk management have indicated that the SVS

model fits the data better than the traditional social psychological model

(Cvetkovich and Nakayachi 2007).

The SVS model of trust can be applied to trust building in e-commerce, where

information on competence and benevolence/integrity is not easily transmitted. As

discussed above, it can be difficult for users to gather information about the

competence and benevolence/integrity of an e-commerce website when they decide

whether to trust it. Given these social uncertainties surrounding the trustworthiness
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of a site, external information is important. According to the SVS model of trust,

people base their decisions on the judgments of others with whom they share salient

values. If we define information about the salient values of previous buyers as

external information, it follows that if potential buyers perceive that they share

salient values with previous buyers, they will trust them and consequently their

judgment of the trustworthiness of a particular e-commerce store. By definition,

previous buyers have already decided to trust an e-commerce store and have made a

purchase. If a person’s salient values are very similar to those of a previous buyer,

his or her trust in, and intention to buy from, the e-commerce store also increases.

The SVS-based trust-building model we use in this study is illustrated in Fig. 2.2.

Based on this model, trust in this study is constitutively defined as a psychological

construct comprised of perceived trustworthiness, benevolence, integrity, and

competence.

Based on the theoretical development discussed above, we have two hypotheses

to test in this study.

H1: SVS to previous buyers increases trust in e-commerce stores.

Trust in e-commerce is a complex concept that cannot be measured with any

single indicator (McKnight 2001; McKnight and Chervany 2002; McKnight et al.

2002). In this study, we take store trustworthiness, benevolence, integrity, and

competence as four indicators of trust-related variables.

In addition to manipulating SVS in our experiment, we also examine the effect

of basic attribute similarities that potential buyers may have with previous buyers.

Zucker (1986) argues that similarities in basic attributes, such as birthplace and

race, can produce mutual trust. It is possible that this type of trust-building process

is also at work in an e-commerce context. In this study, by attributes we mean sex

and age group. If similarity leads to greater trust in e-commerce stores, is it limited

to similarity of salient values, or does it include wider similarity of social attributes?

We must answer this question to clarify the scope of our proposed model.

There are also significant implications for marketing if SVS to previous buyers is

found to have a substantial effect on intention to buy. Although the SVS model of

trust predicts that SVS increases trust, it does not predict subsequent behavior. Even

if SVS to previous buyers increases intention to buy, with our present knowledge we

have no way of predicting whether trust acts as a mediating factor or if SVS directly

affects intention to buy. Therefore, we divide our second hypothesis, that SVS to

previous buyers increases intention to buy, into two competing corollaries: SVS

Salient value 
similarity with

previous buyers

Trust 
in e-commerce 

store

Perceived store
trustworthiness

Perceived 
benevolence

Perceived 
benevolence

Perceived 
competence

Fig. 2.2 Salient value similarity model
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indirectly increases intention to buy with trust as a mediating factor (H2-1), and

SVS directly increases intention to buy without trust as a mediating factor (H2-2).

H2: SVS to previous buyers increases intention to buy from e-commerce stores.

H2-1: SVS to previous buyers indirectly increases intention to buy from

e-commerce stores, with trust as a mediating factor.

H2-2: SVS to previous buyers directly increases intention to buy from e-commerce

stores, without trust as a mediating factor.

2.3 Methodology

2.3.1 Presurvey and Selection of Subjects

The subjects of this experimental survey were Japanese adults who were recruited

through “goo Research,” a web-based survey service of NTT Resonant Inc (Tokyo,

Japan).2 We first conducted a presurvey over two periods: January 29th–31st and

February 4th–8th 2009. Our presurvey of 75,000 goo Research registrants produced

2,151 valid responses, limited to adults aged from 20 to 39 years old. This was to

ensure a sufficient spread of ages for attribute dissimilarity, to be discussed below.

The primary information we gathered in the presurvey consisted of (1) past

e-commerce experience, (2) consumer values related to food product e-commerce

and their subjective importance (salient values), and (3) basic social attributes. We

first selected respondents who had made a past e-commerce purchase of at least one

of (1) crab or other seafood, (2) meat, (3) side dishes, (4) rice, or (5) vegetables or

fruit. The purpose of limiting the survey to respondents with food purchase experi-

ence was to increase the sense of reality in the following experimental survey.

We next used a four-point bipolar scale to measure ten different consumer values

related to food product e-commerce. We also used a four point scale (“important,”

“somewhat important,” “somewhat unimportant,” and “unimportant”) to measure

the subjective importance attached to these consumer values by respondents. This

information was used as point of reference in the experimental survey when

presenting SVSs. Specifically, we adopted the two items shown in Table 2.1

because they had comparatively symmetric distributions and high average values

for subjective importance. We also selected respondents who ranked these two

items as “important” or “somewhat important” to ensure the success of the manip-

ulation in the experimental survey.

After selecting subjects, we conducted the experimental survey using a two-

factor between-subjects design with random assignment. Salient consumer value

and attributes were each tested at three levels: similar attributes/values, dissimilar

attributes/values, or no attributes/values. For each of the nine conditions

2 This study was supported by a Grant-in-Aid for Scientific Research (PI: Hitoshi Okada,

# 20402034).
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(3 � 3 ¼ 9), we solicited 180 respondents for a total of 1,620 survey subjects. The

distribution of salient consumer values was equal in each of the nine conditions.

That is, 25 % of respondents in each condition fell into each of the four

combinations of salient consumer values 1 and 2, with possible responses A or B.

The combinations were: (1) A, A; (2) A, B; (3) B, A; and (4) B, B.

2.3.2 Experimental Survey and Manipulation Check

We conducted our experimental survey on February 10th and 11th 2009. The

procedures were conducted in four steps.

Step 1: Lead-in to the Scenario. The following text was presented to all subjects.

“You have a craving for crab after seeing on television that it is in season.

However, you’ve been very busy recently and don’t have time to go to the store.

You decide to buy some crab from an online store instead. After browsing

around, you narrow down your choices to a number of stores selling snow

crab that you think you would be satisfied with in terms of price and taste.

One of the stores you are considering is shown on the next page. Please carefully

look over the information on this site before moving on to the next page.”

Step 2: Mock Site. The mock site of an e-commerce store that sells crab was

presented to all subjects.3 The e-commerce site included pictures, price, brief

description about the quality of crabs, weight, pull date, and place of origin, all

of which are typical internal components of e-commerce sites selling crabs in

Japan.

Step 3: Presentation of Salient Consumer Values and Attributes of Previous Buyers.

The following text was presented to subjects based on salient consumer values

measured in the presurvey.

Table 2.1 Salient consumer values used for salient value similarity manipulation

Close

to A

Somewhat

close to A

Somewhat

close to B

Close

to B

Salient

consumer

value 1

A: Select

inexpensive

and economical

products

10.12 39.41 38.88 11.58 B: Select high-

quality

products even

though they

are expensive

Salient

consumer

value 2

A: Select best

products by

spending

considerable

time to ensure

full satisfaction

24.1 26.9 44.74 4.26 B: Select

satisfactory

products

without

spending

much

time on it

Percentage (%) of experimental survey subjects (N ¼ 751)

3 The mock e-commerce site shown to subjects is available from the authors upon request.
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“According to “goo Research,” a survey of previous buyers indicates that this

shopping site is used mostly by [attribute 1 (sex)] in their [attribute 2 (age

group)] who [salient consumer value 1]. Recently it has also become popular

among people who [salient consumer value 2].”

Subjects assigned to the similar attribute condition were informed that many

previous buyers were of the same age group and sex as themselves. Subjects

assigned to the dissimilar attribute condition were informed that many previous

buyers were over 30 years of age and of the opposite sex. Those assigned to the

similar salient consumer value condition were informed that many previous

buyers shared two of the respondent’s salient values measured in the presurvey.

In the dissimilar salient consumer value condition, subjects were informed that

many previous buyers endorsed values opposed to those that the subjects had

indicated in the presurvey. For example, to women in their 20s who answered A

for salient consumer value 1 and A for value 2 in the presurvey and were

assigned to the similar attributes and salient consumer values condition, we

presented the following information about previous buyers.

“According to “goo Research,” a survey of previous buyers indicates that this

store is used mostly by women in their 20s who select inexpensive and econom-

ical products. Recently it has also become popular among people who select the

best products by spending considerable time to ensure full satisfaction.” (Similar

attributes and similar salient consumer values condition)

To men in their 30s who answered B for salient consumer value 1 and A for

value 2 in the presurvey assigned to the dissimilar attributes and dissimilar

salient consumer values condition, we presented the following information

about previous buyers.

“According to “goo Research,” a survey of previous buyers indicates that this

store site is used mostly by women in their 60s who select inexpensive and

economical products. Recently it has also become popular among people who

select satisfactory products without spending much time.” (Dissimilar attributes

and dissimilar salient consumer values condition)

Subjects assigned to the no-attributes condition were only given information

on the salient consumer values of previous buyers. Those in the no salient

consumer values condition were only provided with information on the attributes

of previous buyers. Subjects with neither attributes nor salient consumer values

were not provided with any information about previous buyers. Finally, for

purposes of checking the manipulation, we calculated the total amount of time

spent by each subject on steps 2 and 3.

Step 4: Measurement of Dependent Variables and Manipulation Check. After

reviewing the survey results of previous buyers, each of the dependent

variables belowweremeasured. Please refer to the Appendix for the scale items.

1. Perceived store trustworthiness

We used six of the seven items from the store trustworthiness scale

(Jarvenpaa et al. 1999) (a ¼ 0.73).

2. Perceived benevolence, integrity, and competence
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We used slightly reworded versions of three subscales from the trusting belief scale

(McKnight et al. 2002), benevolence scale (three items, a ¼ 0.72), integrity scale

(four items, a ¼ 0.89), and competence scale (four items, a ¼ 0.85).

3. Transaction intentions

We used a total of four items: one of three items on the transaction intentions scale

(Item 1 in the Appendix) (Pavlou and Gefen 2004) and three of four items on the

intention to buy scale (Items 2 to 4 in the Appendix) (Stewart 2003) (a ¼ 0.86).

A factor analysis (principal component method) of all of the indicators above

clearly indicated a two-factor structure (Table 2.2). This result validates our models

with two latent variables; i.e. trust in an e-commerce store and intention to buy.

There were 941 responses to the 1,620 requests to participate in this study. We

excluded data with low trustworthiness by eliminating those from the fastest and

slowest 5 % of respondents in terms of total response time as well as those from

respondents who spent less than 10 s or more than 10 min on steps 2 and 3. In

addition, we eliminated cases that indicated incomplete manipulation.4 This left

751 subjects for analysis. An ex posteriori sample size calculation (Westland 2010)

indicated that the sample size of 751 subjects is adequate for hypothesis testing

using structural equation models.

Table 2.2 Factor analysis of all indicators

Variable Factor 1 Factor 2 Uniqueness

Trust-related scales Store trustworthiness 0.86 0.02 0.24

Benevolence 0.89 �0.01 0.22

Integrity 0.90 0.02 0.17

Competence 0.82 0.05 0.28

Transaction intentions Item 1 0.18 0.75 0.26

Item 2 �0.05 0.92 0.20

Item 3 0.14 0.81 0.21

Item 4 �0.10 0.86 0.34

Variance 3.99 3.78

N ¼ 751 Proportion 0.50 0.47

Method: principal component factor analysis

Rotation: oblique promax

4A manipulation check was conducted after the dependent variables were measured. Respondents

were asked, “Of the previous buyers who previously bought crab from this store, do you believe

that there are many people who are similar to you, or do you believe that there are more people

who are dissimilar to you, based on the criteria below?”We eliminated the subjects who responded

“dissimilar” to at least one of the two salient values although they were assigned to the similar

salient consumer value condition, as well as subjects who responded “similar” to at least one of the

two salient values although they were assigned to the dissimilar salient consumer value condition.

Sixty-six subjects were eliminated by this manipulation check. This may be because of an interval

of up to 2 weeks between the presurvey and experimental survey and possible differences in

evaluation criteria used for food products in general in the presurvey and for crab only in the

experimental survey.
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2.4 Results

Table 2.3 shows the correlation coefficient matrix for the dependent variables.

To verify H1 and H2 simultaneously for statistical efficiency, structural equation

modeling was employed to determine whether SVS to previous buyers increased

trust in the e-commerce store (H1), and whether SVS to previous buyers increased

intention to buy from the e-commerce store as an indirect effect mediated by trust,

or as an unmediated direct effect (H2). We configured a latent variable to trust in

e-commerce store because, as Table 2.3 shows, there were strong correlations

among indicators of trust in e-commerce site. We estimated an indirect model

with a trust-mediated indirect effect of the exogenous variables (salient consumer

value similarity and attribute similarity) on intention to buy, which verifies H2-1, as

well as the direct model allowing direct paths from the exogenous variables to

intention to buy, which verifies H2-2. By comparing models using goodness of fit

indices (GFIs), we investigated the paths through which similarity to previous

buyers affects intention to buy.

Figure 2.3 shows the indirect model adopted after the addition of three error

covariances. The reference categories of salient consumer value similarity and

attribute similarity are the dissimilar salient consumer values and dissimilar

attributes conditions. These reference categories are naturally omitted from the

model to test the difference in means between each condition with reference

categories. Because salient consumer value similarity and attribute similarity

were orthogonal, we set all the covariance parameters between the two factors at

zero. Table 2.4 shows the indirect model’s goodness of fit and standardized

coefficients.

As Table 2.4 shows, the GFI, adjusted goodness of fit index (AGFI), and root

mean square error of approximation (RMSEA) all indicated acceptable overall

goodness of fit. The results of chi-squared tests indicate that there was no statisti-

cally significant discrepancy between the data and the model. Furthermore, all the

coefficients from trust in e-commerce store to its three indicators are highly

significant, which indicates the success of the measurement model of trust (the

coefficient of store trustworthiness was set to 1 to fix the scale of a latent variable;

i.e. trust in e-commerce store).

Trust was significantly higher in the similar salient consumer values condition

compared with the dissimilar condition, which clearly supports H1. On the other

hand, similarity in attributes (i.e. sex and age groups) did not show any significant

Table 2.3 Correlation matrix for dependent variable scales

Store trustworthiness Benevolence Integrity Competence

Benevolence 0.72

Integrity 0.77 0.77

Competence 0.65 0.71 0.74

Transaction intention 0.48 0.47 0.50 0.50

All coefficients are significant at 1 % level (N ¼ 751)
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Fig. 2.3 Indirect model

Table 2.4 Estimations for the indirect model

Goodness of fit

Chi-squared (df ¼ 57) 43.75 n.s

GFI 0.99

AGFI 0.98

RMSEA 0.00

AIC 103.75

Standardized coefficients Beta

Trust in e-commerce store  No salient consumer value condition 0.09 þ
 Similar salient consumer value condition 0.14 **

 No attributes condition 0.01 n.s.

 Similar attributes condition 0.04 n.s.

Intention to buy  Trust in e-commerce store 0.64 **

Store trustworthiness  Trust in e-commerce store 0.84 –

Benevolence  0.83 **

Integrity  0.89 **

Competence  0.81 **

Item 1  Intention to buy 0.89 –

Item 2  0.71 **

Item 3  0.89 **

Item 4  0.60 **

þ p < 0.10, ** p < 0.01

All the covariances are significant at 1 % level

See Appendix for the scale items of intention to buy
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effects on trust in e-commerce store. Trust in e-commerce store, in turn, had a

statistically significant positive effect on intention to buy.

Table 2.5 shows the goodness of fit and standardized coefficients of the direct

model (Fig. 2.4) in which we draw direct paths from salient consumer value

similarity and attribute similarity to intention to buy. GFI, AGFI, and RMSEA all

indicated acceptable overall goodness of fit. The results of chi-squared tests indicate

no statistically significant discrepancy between the data and the model. Trust was

significantly higher in the similar salient consumer values condition compared with

the dissimilar condition as well as in the indirect model. The consistency of the

positive effect of salient consumer values similarity across two models indicates

robustness of the validity of H1. Attribute similarities did not increase trust in

e-commerce store as well as in the indirect model. Furthermore, the direct paths

from value similarity and attribute similarity did not show clear positive effects on

intention to buy from the e-commerce site. Although two of the four coefficients are

marginally significant, these effects are rather weaker than the effects on trust in

e-commerce store.

Table 2.5 Estimations for the direct model

Goodness of fit

Chi-squared (df ¼ 53) 36.65 n.s.

GFI 0.99

AGFI 0.99

RMSEA 0.00

AIC 104.65

Standardized coefficients Beta

Trust in e-commerce store  No salient consumer value condition 0.09 þ
 Similar salient consumer value condition 0.13 **

 No attributes condition 0.01 n.s.

 Similar attributes condition 0.04 n.s.

Intention to buy  No salient consumer value condition 0.01

 Similar salient consumer value condition 0.07 þ
 No attributes condition 0.06 þ
 Similar attributes condition 0.05

 Trust in e-commerce store 0.64 **

Store trustworthiness  Trust in e-commerce store 0.84 –

Benevolence  0.83 **

Integrity  0.89 **

Competence  0.81 **

Item 1  Intention to buy 0.89 –

Item 2  0.71 **

Item 3  0.89 **

Item 4  0.60 **

þ p < 0.10, **p < 0.01

All the covariances are significant at 1 % level

See Appendix for the scale items of intention to buy
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Furthermore, there was no statistically significant improvement in overall good-

ness of fit from the indirect to the direct model (Dchi-squared ¼ 7.1, df ¼ 4, n.s.),

and Akaike’s information criterion (AIC) is slightly smaller in the indirect model.

This strongly suggests that we should select the indirect model from the viewpoint

of parsimony. These results support H2-1, instead of H2-2, that salient consumer

value similarity has an indirect effect, via trust in e-commerce store, on intention

to buy.

2.5 Discussion and Conclusions

In this study, we indicated the limitations of traditional social psychological

approaches in understanding trust building in e-commerce stores and investigated

the effects of external information about salient consumer values and attributes of

previous buyers on trust in potential buyers. We also conducted an exploratory

investigation of the process by which SVS increases intention to buy from an

e-commerce store.

As we predicted in H1, salient consumer value similarity to previous users had a

causal effect on increasing trust in e-commerce stores. By manipulating salient

consumer value similarity, we were able to avoid the ambiguous interpretation

common to correlational survey studies. Specifically, it is not possible to interpret

our findings such that there was a reverse causal relationship in which people trust

e-commerce stores and therefore perceive shared similarities with previous buyers

under a false consensus effect (Ross et al. 1977). Sharing salient consumer values

with previous buyers does not logically guarantee that a site is trustworthy. Yet our
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data indicates that salient consumer value similarity did in fact increase trust,

suggesting that the SVS model of trust is a valid process model in cases of financial

transactions under conditions of social uncertainty.

While we widened the definition of trust by including indicators of store

trustworthiness, benevolence, integrity, and competence, ANOVA tests showed

that salient consumer value similarity to previous buyers had effects on all four

indicators (tables not shown), raising the possibility that people depend on infor-

mation about salient consumer value similarity to previous buyers to make com-

prehensive evaluations in situations where they lack adequate information about a

website’s trustworthiness. In other words, rather than arriving at trust as the sum of

independent evaluations of competence, benevolence, and so on, people form top-

down judgments based on external information about salient consumer value

similarity to previous buyers. This interpretation is supported by the extremely

high goodness of fit of the models in Figs. 2.3 and 2.4.

Several tasks remain before we can apply the findings of this study to create a

trust-building methodology for e-commerce stores. First is the question of how to

present potential buyers with information about SVSs to previous buyers. If previ-

ous buyer profiles are displayed on a site, the information becomes an internal

component of the website. In fact, reputation information is already widely

presented on e-commerce stores in the form of user ratings and other messages

from previous buyers. However, such displays may not function as valid clues for

potential buyers if they do not discuss salient consumer values or if it is possible for

the website owner to manipulate the information. These kinds of internal

components may also be insufficient as signals of trustworthiness because, as

discussed earlier, they may be easily imitated and reproduced. In this study,

information on previous buyers is presented as the result of a survey by a research

company independent of the e-commerce store. This retains the neutrality of the

external information and suggests that information on salient consumer values and

attributes of previous buyers should be presented by a neutral third party.

Of course, not all potential buyers will be willing to trust an e-commerce store

just because a neutral third party has provided information about previous buyers.

Our study shows that trust building is rather difficult if potential buyers and

previous buyers have different salient consumer values. This means that a trust-

building methodology based only on the presentation of salient consumer values is

not universally effective. However, when the customers of an e-commerce store

share some consumer values, presenting such information should be effective in

attracting, or selectively encircling, potential buyers who share such values. By

explicitly stating that users of a store share the same salient consumer values,

e-commerce stores can build a sense of community or in-group identity among

users to maintain a highly loyal customer base based on trust.

Finally, our study leaves us with several research tasks for the future. While we

tested a food product e-commerce store, it is unclear whether we would obtain the

same results with other products or services. Transaction uncertainties are greater

for food products because there tends to be greater variation in quality, unlike

products such as books or CDs. Further research should be conducted on the effects
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of similarity on trust in e-commerce in goods and services that have comparatively

low uncertainty levels. Furthermore, researchers must consider formats other than

survey research results that may be used to present similarities of previous buyers to

potential consumers. In reality, potential buyers may judge similarities based on

external information posted independently by previous buyers on social media. The

difference between the effects of this kind of user-generated content and presenta-

tion by third party survey results should also be further explored. By continuing this

line of research, we hope to improve understanding of e-commerce trust-building

methodologies for both practitioners and researchers.

Appendix

Scale Items

Perceived Store Trustworthiness

(1. Agree, 2. Somewhat agree, 3. Somewhat disagree, 4. Disagree)

1. This store is trustworthy.

2. This store wants to be known as one that keeps its promises and commitments.

3. I trust this store to keep my best interests in mind.

4. I find it necessary to be cautious with this store.

5. The retailer of this store has more to lose than to gain by not delivering on its

promises.

6. This store’s behavior meets my expectations.

Perceived Benevolence

(1. Agree, 2. Somewhat agree, 3. Somewhat disagree, 4. Disagree)

1. I believe that this store would act in my best interest.

2. If I required help, this store would do its best to help me.

3. This store is interested in my well-being, not just its own.

Perceived Integrity

(1. Agree, 2. Somewhat agree, 3. Somewhat disagree, 4. Disagree)

1. This store is truthful in its dealings with me.

2. I would characterize this store as honest.

3. This store would keep its commitments.

4. This store is sincere and genuine.
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Perceived Competence

(1. Agree, 2. Somewhat agree, 3. Somewhat disagree, 4. Disagree)

1. This store is competent and effective in selling crabs.

2. This store performs its role of selling crabs very well.

3. Overall, this store is a capable and proficient Internet crab seller.

4. In general, this store is very knowledgeable about crabs.

Intention to Buy

(1. Agree, 2. Somewhat agree, 3. Somewhat disagree, 4. Disagree)

1. Given the chance, I would consider buying crabs from this store in the future.

[Item 1]

2. I probably would not buy from this store. [Item 2]

3. It is likely I would consider purchasing from this store. [Item 3]

4. It is unlikely I would return to this store before making a purchase decision.

[Item 4]
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Chapter 3

Information Diffusion and Dissipative Effect

on Social Networks

Yuya Dan

3.1 Introduction

Social network analysis (Newman et al. 2006) has become quite important because

we can not only visualize the structure of online social networks but also perform a

large-scale computation of the phenomena. It has become normal in recent years to

apply the theory of social network analysis to IT enabled Services (ITeS). In this

chapter, we investigate the process of information diffusion and dissipative effect

on social networks through computer simulation (Albert and Barabasi 2002).

Information and Communication Technology (ICT) enables users to share a

variety of information or knowledge anywhere and anytime via the Internet.

Internet-based social networks, such as Bulletin Board System (BBS), Social

Networking Service (SNS), Blogosphere, have in recent years become widely

used as repositories of personal information. They have transformed the means of

information storage, media, and access (Vazquez et al. 2002).

The speed of information diffusion has become so rapid that we can send

messages to others in several seconds compared to several days or even weeks in

past. Nowadays we can know events and incidents without resorting to mass media

such as Television (TV), radio, newspapers, magazines, and so on.Moreover, people

can not only receive but submit an article to share information on social networks.

On the other hand, we are faced by certain difficulties in the confidentiality of

sensitive information, which could become widely accessible through using the

Internet. Once such information diffuses on the Internet, all users can potentially

learn of the information anywhere and anytime.

Social network analysis has become an important research topic in mathematical

analysis and modeling for its application for social media marketing (Dellarocas
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2003; Leskovec et al. 2007), election strategy for voters’ attitudes (Huckfeldt and

Sprague 1991), and information security (Nikoloski et al. 2006; Quing and

Wen 2005).

It is interesting and important to analyze the process of information diffusion and

dissipative effect on social networks. The phenomena of information diffusion is a

random process that creates a complex system of interacting users mainly over the

Internet. In particular, social networks on the Internet are considered to be scale-

free networks which have power-law distribution in degree of links. Understanding

the dynamics of information diffusion and dissipative effect on social networks is

fundamental and therefore the first step towards devising effective techniques in all

the fields of ITeS (Aral et al. 2007).

This chapter is organized as follows: We see the present state of social networks

on the Internet in Sect. 3.2. According to the nature of social networks as informa-

tion media, we point out the risk of diffusion of personal information and dissipa-

tive effect on social networks in Sect. 3.4. Then we make mathematical modeling of

the process of information diffusion and dissipative effect in Sect. 3.5. We discuss

mathematical analysis of diffusion phenomena on social networks in Sect. 3.6. As

the main results of this chapter, simulations of information diffusion and dissipative

effect on social networks are described in Sect. 3.7. Finally, we conclude our works

in the last section.

3.2 Social Networks

The present state of social networks on the Internet is described in this section.

The nature of small world in social networks was discovered by Milgram (1967)

in his psychological experiment. In the experiment, a sample set of individuals in

Kansas were asked to reach a particular target person in Boston by passing a

message in a letter with their names and addresses along a chain of acquaintances.

The average length of successful chains turned out to be five intermediaries or six

separation steps in the social network in the United States.

A recent online small world experiment at Columbia University found that five

to seven degrees of separation is sufficient for connecting any two people through

e-mail networks (Watts 2003). See the work by Watts and Strogatz (1998) for more

information about small world more in detail.

3.2.1 SNS

SNS is one of the most famous services on the Internet.

A SNS is a platform of online activities. The users in the SNS can invite other

friends, share their profile, submit articles and photos, exchange messages, enjoy

social games and so on. SNSs are constructed by the relationships among users.
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For instance, Facebook1 has over 800 million registered users; that is larger than

the population of any country except for China and India. Facebook users can join

with their name registration, e-mail address and other profile information, and can

then search for, and make, friends on Facebook. These relationships can be viewed

by other friends, thereby developing ‘friend of friend’ chains on Facebook.

Thus the network can be described as being constructed and evolved according

to the real relationships among friends.

See other SNSs in Table 3.1: Google + ,2 GREE,3 mixi,4 LinkedIn,5 Mobage,6

MySpace,7 are all famous online services.

SNS seems to be a visualized relationship of friends from our real lives. On the

other hand, anyone can anonymously access this personal information. Once such a

piece of personal information diffuses on the SNS, nobody can control the flow of

information. We should become prudent when we use personal, confidential and

potentially harmful information on SNSs.

3.2.2 Blogosphere

The blogosphere can be defined as including all blogs on the World Wide Web

(WWW). Typically, an individual blogger writes an article on his/her blog, and

after having read the article, another blogger gives a comment or trackback to the

article. The information diffuses according to the hyperlinks on the WWW

(Table 3.2).

Table 3.1 Examples of SNSs

Service name Start Registered members (million) Network structure

Facebook Feb. 2004 800 Bidirectional link

Google+ Jun. 2011 25 Unidirectional link

GREE Feb. 2004 25 Unidirectional link

mixi Feb. 2004 40 Bidirectional link

LinkedIn May 2003 100 Bidirectional link

Mobage Feb. 2006 20 Unidirectional link

MySpace Aug. 2003 200 Bidirectional link

1http://www.facebook.com/
2http://plus.google.com/
3http://gree.jp/
4http://mixi.jp/
5http://www.linkedin.com/
6http://mbga.jp/
7http://www.myspace.com/
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The algorithm of PageRank proposed by Page et al. (1999) is an important tool

of hyperlink analysis. PageRank gives the importance of each Web page using

hyperlink structure on the WWW.

Information itself is neither good nor bad, it is how the information is contextual-

ized that gives it this quality. Accordingly social networks can be used to circulate

information; fake, true, maliciously, or unwittingly. Blog under fire or blog flaming is

a phenomena whereby the readers of a blog write a comment to a blog article and

‘blow up’ the number of comments contrary to the blogger’s expectation (Table 3.2).

3.2.3 E-mail

Electronic mail (e-mail) service is popular on the Internet. E-mail enables users to

send messages comprising of one, or a combination or; images, videos, or other data

files as well as text messages via e-mail client software. Almost all users of e-mail

client software make their lists of e-mail addresses of friends or acquaintances. This

relationship in the e-mail service is also said to be a social network.

There are e-mail worms in malware which spread on social networks constructed

by address books in the e-mail client software. Infection and the spread of e-mail

worms represent a key factor in the field of information security.

A diffusion model of worms on scale-free networks is proposed by Nikoloski

et al. (2006; Quing and Wen 2005) using differential equations.

3.3 Diffusion of Confidential Information

3.3.1 Risk of Diffusion

As is described in the previous sections, we focused on the diffusion of personal or

secret information that are quite important in digital societies. Once confidential

information is known widely on the networks, methods do not currently exist by

which the situation can be contained.

It is important to discuss the diffusion of personal information on networks from

the point of information security. According to the result of the simulation, we can

conclude that the diffusion rate on scale-free networks is the fastest among current

Table 3.2 Examples of blog services

Service name Start Registered members (million) Network structure

Ameba BLOG Sep. 2004 200 Unidirectional link

Google Buzz Feb. 2010 Unknown Unidirectional link

Twitter Jun. 2006 300 Unidirectional link

Tumblr Mar. 2007 40 Unidirectional link
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networks. This conclusion means that the leak of private information or pictures

causes serious problem on the online social networks (Dan 2011a, b).

User Generated Content (UGC) is currently popular for exchanging information

amongst Internet users. Orita (2008) pointed out that users in Japan prefer to remain

anonymous although they make good use of such UGC. Once the personal infor-

mation of users is open on the Internet, it diffuses on the network, all users in the

community can access the information, and it becomes too difficult to go back to the

state of anonymity.

Even if we include the effect of deletion, which is linear in time, we could not

stop the diffusion of personal information throught social networks on the Internet.

As is shown in the simulate on later, the diffusion of information progresses at the

rate of exponential growth. Thus, deletion is ineffective as we completely delete all

references to the information in digital format.

3.3.2 Dissipative Effect

There are at least two approaches to dissipative operations concerning the informa-

tion diffusion process. One is to eliminate the main hub in a scale-free network, the

other is to decrease the diffusion speed. We can realize the latter operation through

the reduction of the probability to diffuse information on the network. It is proposed

in this chapter that the dissipative operations are effective in protection of confi-

dential information.

For the protection of personal information, it should be pointed out that there are

three other options. For technical reasons, we should use cryptography to store and

communicate personal information. Secondly, from the viewpoint of the law

system, we should develop and manage appropriate measures concerning the

protection of personal information. Lastly but most importantly, we need to educate

or enlighten users.

3.4 Mathematical Modeling

3.4.1 Set Theoretic Model

A social network (Newman 2010) can bemodeled usingmathematics, that is, a set of

points (also called vertices or nodes) connected by lines (also called edges or links).
Let us consider a social network according to the usual method by Wasserman

and Faust (1994). U is defined below as a set of users in the social network

U ¼ fu1; u2; . . . ; ung; (3.1)

where n is the number of users in the social network. The elements of U are points

of a graph in the geometrical view.
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We can represent the connection among users in social networks as a subset of

U � U. We define R � U � U, using (ui, uj) ∈R if ui ∈U is connected to

uj∈U. For example, we see that U ¼ {u1, u2, u3} and R ¼ {(u2, u1), (u3, u1),
(u3, u2)} describes a social network consists of three users where u2 is connected
to u1, and u3 is connected to u1 and u2. It should be remarked that (u, u) could not

belong to R for any u ∈ U.
We say a graph is symmetric when the relations between two users are direc-

tional, that is, (ui, uj)∈ R imples (uj, ui)∈R for every element of R. Both Facebook
and mixi are symmetric in the relation of social networks, however, Twitter and

e-mail are not symmetric.

3.4.2 Adjacency Matrix

As another representation of the connection of social networks, we can use an

adjacency matrix. The elements of an adjacency matrix for the relation R

A ¼

a11 a12 � � � a1n

a21
. .
. ..

.

..

. . .
. ..

.

an1 . . . . . . ann

0
BBB@

1
CCCA (3.2)

is defined without loss of generality by

aij ¼
1 if ðui; ujÞ 2 R

0 if ðui; ujÞ =2 R:

(
(3.3)

for every i, j ¼ 1, 2, . . ., n.
For example, if we take the same social network U and R in the previous section,

then the adjacency matrix is expressed by

A ¼
0 0 0

1 0 0

1 1 0

0
@

1
A: (3.4)

3.4.3 Markov Chain Model

The Markov chain model is introduced as a stochastic process in the phenomena of

information diffusion in discrete time steps.

For a social networkUwith R, initial data of a state of the users can be written by

v ¼ ðv1; v2; . . . ; vnÞ 2 f0; 1gn; (3.5)
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where n is the number of users in the social network. We can have the next state of

users as follows:

vA ¼ ðv1; v2; . . . ; vnÞ

a11 a12 � � � a1n

a21
. .
. ..

.

..

. . .
. ..

.

an1 . . . . . . ann

0
BBB@

1
CCCA: (3.6)

Hence, we can obtain m-time steps later,

vAm ¼ ðv1; v2; . . . ; vnÞ

a11 a12 � � � a1n

a21
. .
. ..

.

..

. . .
. ..

.

an1 . . . . . . ann

0
BBB@

1
CCCA

m

(3.7)

as the result of the Markov chain model. We use the logical sum instead of the

algebraic sum in our simulation for the memory effect.

3.5 Analysis

3.5.1 Logistic Curves

Rogers (2003) has investigated a wide variety of diffusion phenomena. Figure 3.1

shows logistic curves

faðtÞ ¼ 1

1þ e�at
(3.8)

introduced by Verhulst (1838) with different continuous parameter a∈[0, 2]. When

fa(t) means the probability to reach a particular information at time t, the function
(3.8) describes the percolation of the information.

In fact, fa(t) satisfies the ordinary differential equation

d

dt
faðtÞ ¼ afaðtÞ ð1� faðtÞÞ: (3.9)

This means the increase rate or slope of fa(t) is proportional both to fa(t) and
1� fa(t). It is clear that fa(t) becomes flat far from the origin, where fa(t) takes the
value near 0 or 1. It also should be remarked that fa(t) increases the most rapidly at

t ¼ 0, where fa(t) takes the value of 1/2. We know the quadratic form x(1 � x)
takes the value between 0 and 1/4.
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These discussions are quite important because we can know the phenomena not

only from the form of solutions to differential equations, but also from the differ-

ential equations themselves.

3.5.2 Diffusion in Continuous Spaces

When we discuss the diffusion on flat continuous spaces, Euclidean spaces are

considered to be fundamental metric spaces. Therefore, we can apply the theorems

in geometry and analysis.

Let us consider the diffusion phenomena on Euclidean space Rn. The density in

the diffusion phenomena is a function of time and space, so that we can write

u : ðt; xÞ 2 R� R
n ! R: (3.10)

In general, the diffusion coefficients for density is not uniform in Rn, that is, the

diffusion speeds are different for each point in the space. The diffusion phenomena

obeys the diffusion equation

@

@t
uðt; xÞ ¼ r � ðDðxÞruðt; xÞÞ; (3.11)

Fig. 3.1 Logistic curves fa(t) with different continuous parameter a∈ [0, 2]. We can see that fa(t)
remains be a constant if a ¼ 0, and that fa(t) grows more rapid near x ¼ 0 if a is larger

46 Y. Dan



where D(x) denotes the diffusion coefficients which depend on the structure of

space, ∂/∂t the differential operator with respect to the time variable and

r ¼ @

@x1
;
@

@x2
; . . . ;

@

@xn

� �
(3.12)

the differential operator with respect to the space variables. Here we use the inner

product

a � b ¼ a1b1 þ a2b2 þ � � � þ anbn (3.13)

with two vectors, say a ¼ (a1, a2, . . ., an)∈R
n and b ¼ (b1, b2, . . ., bn)∈R

n. The

diffusion equation (3.11) is a partial differential equation (PDE) of time and space

with nonlinear forms.

If there is a positive constant D0 such that D(x) ¼ D0 for any x ∈ R
n, then we

have the linear form

@

@t
uðt; xÞ ¼ D0Duðt; xÞ; (3.14)

of a diffusion equation, where D ¼ r·r is the Laplace operator in R
n.

Fourier analysis tells us the solution to (3.14) with initial data u(0,x) ¼ u0(x) for
any x ∈ R

n,

uðt; xÞ ¼ ð2pÞ�n
2

Z
R

n
eix�x e�t

jxj2
4D0 û0ðxÞ dx; (3.15)

where û0 stands for the Fourier transform of u0 with respect to space variables

û0 ðxÞ ¼ ð2pÞ�
n
2

Z
R

n
e�ix�xu0ðxÞ dx: (3.16)

It is also possible to define calculus on networks. See Chap. 2 in Cardanobile

(2010) for integration by parts on networks.

3.5.3 Diffusion on Networks

In this section, we consider the diffusion phenomena of information on the variety

of networks, such as complete, random, stochastic and scale-free networks. We

provide each definition of the corresponding models of networks. The dynamics of

diffusion or percolation depends on the structure of networks. We see the property

of networks under the definition, and consider the characteristics of each network.

These results are a natural generalization of the previous works by Dan (2011a).

3 Information Diffusion and Dissipative Effect on Social Networks 47



3.5.3.1 Complete Networks

A complete network is the network of whose two vertices have an edge. There is no

pair that does not have an edge in the network. When the number of vertices is n, the
network has n(n � 1)/2 edges. In our notation, a social networkUwith R ¼ U � U
is a complete network. Dan (2011a) investigated the mathematical modeling and

computer simulation of diffusion phenomena on social networks for complete

networks.

3.5.3.2 Random Networks

A random network is one whose vertices have edges at random. Randomness is

assumed for not only uniform distribution, but also any possible function of

distribution. Dan (2011b) has pointed out that the structure of random networks is

similar to that of stochastic networks in diffusion processes.

3.5.3.3 Stochastic Networks

Conversely, for a stochastic network, each edge has a probability value between

zero and one. Each edge mediates the information at the probability that depends on

the edge. One can communicate on the edge at the probability p, otherwise one

cannot communicate on the edge at the probability 1 � p. The possibility of

communication depends on the probability p defined for each edge. In the simula-

tion, we use uniform stochastic networks with a constant p for dissipative

operations.

3.5.3.4 Scale-Free Networks

In a scale-free network, the power-law is used for the number of edges. There are

some vertices, which are called hubs, that have comparably large number of edges.

On the other hand, almost all vertices have only a few edges. The graph of the

number of edges indicates the law of power. Scale-free networks were first pro-

posed as small-world networks by Watts and Strogatz (1998), then Barabási and

Albert (1999) have constructed their models for scale-free networks.

It is known that scale-free networks have high cluster coefficients like regular

lattices. However, these networks have small characteristic path lengths like ran-

dom networks.

We use scale-free networks in our simulation.
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3.6 Simulation

In this section, we will investigate the information diffusion on scale-free networks

that often appear in our realistic social networks. According to our model of

information diffusion, we can see the simulation of phenomena using computa-

tional calculations.

3.6.1 Settings

In our simulation, the hardware comprised an Intel Pentium D with 64 bit mode and

3 GB DDR. Our simulation program was a native C program, which was compiled

by gcc 4.4.4 on Fedora 13 (Linux 2.6.33.3-85.fc13.c86 64) with default optimiza-

tion. See Table 3.3 for components in detail.

At the beginning of the simulation, the program constructs a scale-free network

according to the method of preference selection proposed by Dorogovtsev et al.

(2000). Figure 3.2 shows the degree distribution of the generated network. In the

figure, the frequency of each degree, which is defined by the number of links of a

node, are plotted with log-log axis. It is easy to see from the figure that the degree

distribution forms like

pðkÞ ¼ Ck�g; (3.17)

where k is the degree of each node, g is the scale factor and C is a positive constant.

We have obtained g ¼ 1.77 and C ¼ 333 by applying regression with determina-

tion coefficient R2 ¼ 0.904.
In the simulation,

U ¼ fu1; u2; . . . ; u1024g (3.18)

is assumed because of the memory limitation of two-dimensional array alignments.

A part of the adjacency matrix is expressed by

Table 3.3 Simulation environment

Item Components and performance

CPU Intel Pentium D (2MB � 2 L2 Cache, 3.20 GHz, 800 MHz FSB)

Memory 3 GB DDR (DDR2-SDRAM, Dual Channel)

OS Linux 2.6.33.3-85.fc13.c86 64

Compiler gcc 4.4.4

Option Default optimization
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Fig. 3.2 The degree distribution of the network which is used in our simulation. We can read from

the plot on the right-hand side that there is a node which has 60 links, a node which has 43 links, and
so on. On the left-hand side there are 687 nodes which have only 1 link without connections to others
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We can calculate the number of links which the user ui∈U has, as the following

quantity:

X1;024
j¼1

aij (3.20)

As the nature of preference selection method, ui is likely to have more links if i is
small (Kullmann and Kertész 2001).

Next, we gave the initial condition to the simulation program. Take one user

ui∈U who has known a piece of information or been infected by something at first.

Then the users who have the links to ui can reach the information at the next time

step. Therefore the information diffuses through percolation. All we want to know

is how many people know a piece of information or are infected at each time step,

because we can see the diffusion process and the speed of information diffusion on

the networks. The program of the simulation makes a loop percolation as time

increased at time steps. Figure 3.3 indicates the result of a trial of the simulation. It

can be proved in general that the information diffused to all the people until the

number of time steps is equal to the number of elements of U, if the initial user of
information diffusion is the main hub of the network.

Fig. 3.3 The result of diffusion process in a trial of the simulation. The population who knows the

information or are infected increases 60 at the first percolation, up to 89 at the next percolation, and

so on. We can see the saturation point, that is, the information is diffused by all people until the

1023rd time step

3 Information Diffusion and Dissipative Effect on Social Networks 51



3.6.2 Results for Diffusion

According to the settings of the simulation, we can implement the program under

1,024 possible initial conditions. Since the number of links of ui tends to decrease as
i becomes large, we pick up a typical result of initial value of ui for i ¼ 0; 128; 256;
384; 512; 640; 768; 896 and 1, 024.

Figure 3.4 shows the case of diffusion process with the initial value of u0, which
is the same initial condition of Fig. 3.3 except for the scaling of axis of time steps.

The population grows in the earlier time steps, and reaches the saturation point at

t ¼ 1, 012.
Figure 3.5 shows the case of diffusion process with the initial value of u128. The

population remains 9 or below until the quantum leap of 9–50 at time step 1,030.

The quantum leaps also occur at time step 2,050 (23–259) and 3,073 (564–713).

The population reaches the saturation point at time step 4,085.

Figure 3.6 shows the case of diffusion process with the initial value of u256. The
population remains 1 until the small quantum leap of 1–16 at time step 79. The

critical quantum leaps are observed at time step 5,126 (110–149), 6,146 (201–229)

and 7,169 (654–713). The population reaches the saturation point at time step

8,181.

Figure 3.7 shows the case of diffusion process with the initial value of u384. The
population remains 10 or below until the critical quantum leap of 10–69 at time step

1,025. There is only one quantum leap in the result. The population reach the

saturation point at time step 2,037.
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Fig. 3.4 The result of diffusion process with the initial value of u0
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Figure 3.8 shows the case of diffusion process with the initial value of u512. The
population remains 1 until the growth of 1–3 at time step 299, and remains 7 or

below until the small quantum leap of 7–21 at time step 1,103. There are several
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Fig. 3.5 The result of diffusion process with the initial value of u128
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Fig. 3.6 The result of diffusion process with the initial value of u256
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quantum leaps of 110–149 at time step 6,150, 201–229 at time step 7,170 and

654–713 at time step 8,193. The population reaches the saturation point at time

step 9,205.
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Fig. 3.7 The result of diffusion process with the initial value of u384
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Fig. 3.8 The result of diffusion process with the initial value of u512

54 Y. Dan



Figure 3.9 shows the case of diffusion process with the initial value of u768. The
population remains 3 or below until the growth of 3–9 at time step 1,232. There is a

quantum leap of 30–53 at time step 3,074 and a critical quantum leap of 114–203 at

time step 4,097. The population reaches the saturation point at time step 5,109.

Figure 3.10 shows the case of diffusion process with the initial value of u896. The
population remains 7 or below until the growth gets up to 10 at time step 3,179.

There is a quantum leap of 40–69 at time step 6,146 or 69–111 at time step 6,150.

A quantum leap occurs also at time step 7,169 (694–753). The population reaches

the saturation point at time step 8,181.

Figure 3.11 shows the diffusion process with a case whose initial value was

u1024. The population remains 3 or below until the growth gets up to 23 at time step

1,026. There is a critical quantum leap of 79–138 at time step 2,049. The population

reaches the saturation point at time step 3,061.

3.6.3 Results for Dissipative Effect

Figure 3.12 indicates the result of dissipative effect if the main hub with 60 links is

eliminated from the network. Since there no main hub exists, the major quantum

leap cannot occur in the simulation. The saturation point of the diffusion population

is 694 which cannot exceed the number of diffused users when there is the main hub

in the social network.
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Fig. 3.9 The result of diffusion process with the initial value of u768
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Figure 3.13 shows the result of dissipative effect if the information diffuses

probabilistically to other users.

We can conclude that the effect of eliminating the main hub from the network is

similar to that of probabilistic diffusion process with the probability valued at

around p ¼ 0.30 to p ¼ 0.45.
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Fig. 3.10 The result of diffusion process with the initial value of u896
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Fig. 3.12 The result of dissipative effect if the main hub of the network is eliminated. The thin
solid line in the figure denotes the diffusion that is the same as Fig. 3.5 and the bold dotted line
denotes the diffusion with dissipative effect. It is effective in the quantum leap when the main hub

diffuses information to other users

Fig. 3.13 The result of dissipative effect if the information diffuses probabilistically to other

users. The results indicates that the information can diffuse with the probabilities to

p ¼ 1.00;0.60;0.45;0.30 respectively. The lower the probability is, the slower the diffused

population grows
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3.7 Conclusion

We have in this chapter discussed the diffusion process of information on scale-free

networks. Analytical methods for information diffusion suggest that PDE can solve

the diffusion phenomena approximately in Euclidean spaces, although the calculus

on networks or discrete spaces have been proposed. On the other hand, computa-

tional methods can be applied to investigate the process of information diffusion

using a large-scale simulation performed on personal desktop computers.

In the results of our simulation, we have observed that the process of information

diffusion obeys a certain property of growth curves, and that there may be several

quantum leaps which are caused by the hubs of social networks. Adding to that, we

have discovered the results of dissipative effect using two operations for the

network in our simulation. One is eliminating the main hub from the networks,

the other is reconstructing the network as stochastic networks with a constant

diffusion probability. The former operation can decrease the number of quantum

leaps in the process of information diffusion, whereas the latter operation can delay

the process dependent on the structure of stochastic networks. We can conclude that

the effect of eliminating the main hub from the network is similar to that of a

probabilistic diffusion process with the probability between p ¼ 0.30 and

p ¼ 0.45.

Moreover, our conclusion suggests that we can obtain the results of information

diffusion and dissipative effect through further investigation into information

management and malware infection in information security.
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Chapter 4

Construction of an Appropriately Professional

Working Environment for IT Professionals:

A Key Element of Quality IT-Enabled Services

Kiyoshi Murata

4.1 Introduction

In industrial nations, information technology (IT) is ubiquitous, and is necessary for

a great number of individual and organisational activities. As a result of IT develop-

ment centred on database and network technology, and the explosive growth of the

Internet, a great majority of organisations conduct operations in an e-business

environment, wherein most communication is conducted via Internet technology.

It is no exaggeration to claim that the quality of people’s home, work, and social life

in general significantly depends on the quality of IT-enabled services they receive.

A consequence of society’s dependence on IT-enabled services is that defects

and malfunctions in the services along with IT abuse, cause serious, and sometimes

catastrophic, situations. Malicious or negligent development or use of IT-enabled

services (or disservices) has led to a number of incidents that have infringed on

human rights and corroded human values. Thus, an IT-dependent society is vulner-

able. The development and maintenance of high-quality information systems which

function as a platform of IT-enabled services, and their reliable operation, are

essential to the dependable and secure functioning of society as a whole.

Since business organisations play such a major role in the development and

utilisation of IT-based information systems, IT technology professionals who are

employed by business organisations, and develop and maintain systems for

IT-enabled services, have both intentional and unintentional power over a broad

range of people. They must recognise their responsibility to the general public and

develop their professional ethics and outlook in order to maintain safety and

security, both in the e-business environment and in society.

There are already well-organised, carefully developed codes of IT professional

conduct to guide IT professionals in their professional behaviour (e.g. Gotterbarn
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et al. 1999). However, these codes of conduct may not function well alone. We

cannot ignore the fact that the majority of IT professionals are employed by for-

profit businesses. Moreover, any code of conduct is subject to interpretation, and the

extent to which IT professionals in business organisations actually follow a code of

conduct tends to be influenced by their organisational and social structures and

cultures.

This chapter will clarify the conditions that must be met in order to enhance

professional outlook and ethical behaviour of IT professionals that will help to

provide safe and reliable IT-enabled services:

– IT professionals should develop their sense of professional ethics and their

professional attitude; and

– Organisational and social measures should be taken to establish appropriately

professional working environments, in which IT professionals are supported in

behaving according to their professional code of conduct.

The next section points out how important a sense of professional ethics and

professional attitudes are to IT professionals. Section 4.3 examines some typical IT

working environments, including an illuminating Japanese case and the working

environment of IT professionals in Japan. Section 4.4 explores organisational and

social measures required for the construction of an appropriately professional

working environment.

4.2 Importance of a Professional Outlook to IT Professionals

4.2.1 The Notion of Profession and IT Professionals

The word profession has various meanings, from broad to narrow. In academic

fields, this word is used in a restricted sense, which may be summarised into the

following criteria or characteristics (Flexner 1910, 1915; Johnson 2001; Kizza

2003; Yamada 1998):

– A highly specialised body of knowledge and technique: members of a profession

have an advanced, systematic, and exclusive body of knowledge, as well as

techniques acquired through long-term education and training; furthermore, they

continue to derive their raw material from science and learning.

– Autonomy with responsibility: professionals apply knowledge and techniques to

problems freely and autonomously, assuming substantial personal responsibil-

ity; they are governed by a developed sense of personal discretion.

– Self-organisation: the social and personal lives of professionals tend to be

organised around a professional nucleus; professional associations or groups

are organised in order to set definite and practical ends, to set standards for

practice, and to control the qualifications related to the profession and its

membership based on its ends and responsibility.
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– Public service: the professions have assumed an increasingly altruistic motiva-

tion, taking on the aim of working in the public service or to fulfil the

profession’s social function.

While the term IT professional or computer professional is regularly used in

everyday life, many researchers do not consider work related to IT and information

systems ‘professional’ in this restricted sense. For example, Hodges (2001) states

that work done on computers by specialists and users is so diverse that standards of

excellence, notions of success, and internal rewards are not common within the

community. This means that there can be no community of values, or agreement on

standards of behaviour, which constitutes the foundation for a sense of professional

obligation.

Linderman and Schiano (2001) have also claimed that the field of IT cannot be a

profession because it does not meet some of the defining conditions for a profes-

sion, such as certification standards, agreement on educational requirements, and

meaningful or enforceable sanctions for unprofessional behaviour. Chief informa-

tion officers (CIOs) are often not promoted from a group of colleagues, and may not

have appropriate qualifications; in addition, priorities are often based on industrial

and market interests. Consequently, those who consider themselves to be IT

professionals may encounter identity problems and a power vacuum, which may

lead in turn to a vacuum when it comes to social responsibility.

4.2.2 Professional Attitudes and the Stature of IT Professionals

Even though work related to IT and information systems may not constitute a

profession in the traditional sense, it is not fair to say that it would be ineffectual or

misleading to apply professional ethics to this evolving field. Instead, with a view to

creating and preserving a safe and reliable information society and e-business

environment which is the very basis of quality IT-enabled services, it is far more

constructive to use knowledge yielded from the field of professional ethics to

examine how the IT field can fulfil its social functions and responsibilities, and

what kinds of behaviour are desirable for those IT professionals who develop and

maintain IT and IT-based information systems.

For example, we could create an imaginary IT professional who behaves

according to some socially accepted code of IT professional conduct as an ideal;

then we could apply this behaviour to a real-world IT professional, situated within a

specific context. The goal is for real-world IT professionals to develop a ‘profes-

sional outlook’ that underlies their code of professional conduct, because no code

can be exhaustive or guarantee appropriately professional decisions, and rapid IT

development could continually create novel social and ethical problems.

The development of a professional outlook and a sense of professional ethics

should promote the following elements:
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– Altruism: those who develop a professional outlook should recognise that their

work is primarily a form of public service, and that public interest should guide

their judgment and decision-making.

– Intellectual modesty: they should recognise that the quality of their work

depends upon their knowledge and understand, therefore, that cognitive

limitations and obsolescence of knowledge can reduce the quality of their

work. This recognition leads to a respect for others and motivates continuous

learning.

– Integrity: they should accept full responsibility for their work and remain honest

with themselves and with others.

Flexner’s words are particularly appropriate in the field of IT:

But, after all, what matters most is professional spirit. All activities may be prosecuted in

the genuine professional spirit. In so far as accepted professions are prosecuted at a

mercenary or selfish level, law and medicine are ethically no better than trades. In so far

as trades are honestly carried on, they tend to rise toward the professional level. [. . .] In the
long run, the first, main and indispensable criterion of a profession will be the possession of

a professional spirit, [. . .] (Flexner 1910)

4.3 IT Professionals in Business Organisations

4.3.1 Constraints on IT Professionals in Workplaces

IT professionals now have significant social responsibility; this will never diminish

because of their intentional and/or unintentional power (Huff 2004) over a wide

range of people and groups. The development and deployment of IT and informa-

tion systems has transformed society irreversibly (Murata 2001), and the decision-

making and value judgments that IT professionals embed in the IT and information

systems they develop constitute an invisible factor in this transformation.

It is impossible to ignore the fact that the majority of IT professionals work for

business organisations; they work in the context of a market economy and a

business structure. Sometimes, they may be coerced into following ‘logic of

business’ that causes them to lose touch with the public interest.

Usually, IT professionals in workplaces are under two types of constraint:

contractual and intellectual. The latter involves human factors such as limits to

cognition and knowledge; this is inevitable for both IT professional individuals and

groups. The former relates to the multiple roles played by an IT professional in the

workplace; he/she is required to follow working regulations as an employee, to

abide by a code of professional conduct as a professional, to meet due dates on a

budget as a contractor, to support a household as a member of a family, and so on.

These constraints often prevent IT professionals from developing their sense of

professional ethics and outlook, thereby constraining their sense of responsibility

and accountability. For instance, problems in software codes caused by many hands
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and diehard bugs, which are typical barriers to IT professional accountability

(Nissenbaum 1994), could be avoided if IT professionals had no limits in cognition

and knowledge or could spend unlimited time and money. However, because IT

professionals play many roles, conflicts can arise between responsibilities to differ-

ent stakeholders, making it difficult to maintain a sense of professional responsibil-

ity (Johnson 2001, pp. 74–76); in addition, time constraints may give IT

professionals an incentive to disregard democratic values and to make a decision

selfishly, or one based on the economic and political power of stakeholders.

4.3.2 Working Environment of IT Professionals

Complicated situations related to responsibility and accountability never lighten the

ethical burden of IT professionals. However, a highly stressful and physically

demanding working environment can disrupt the professional outlook of IT

professionals, causing them to have an irresponsible or an apathetic attitude.

IT professionals in business organisations do not operate in a vacuum, and are

not necessarily independent and unchallenged. Often they work in complicated

situations with conflicting responsibilities, and it can be difficult for them to

appropriately prioritise their professional responsibilities. IT-based information

systems are often developed within tight schedules and tight budgets, with mini-

mum number of personnel to meet a deadline. These factors may prevent

developers from addressing technological, social and ethical issues relating to

their information systems, which would seriously deteriorate the quality of the

systems and services the systems enable.

IT workers also tend to have a precarious position within business organisations;

in modern global capitalism, where investors are relatively powerful in relation to

business organisations as compared to other stakeholders, many business

organisations now adopt personnel policies centred on improving labour productiv-

ity and reducing personnel costs, forcing longer working hours and less rewards on

all office workers. IT has been integral to ‘reengineering’ business processes, the

result of which has been a reduction in redundant personnel since the early 1990s.

Today it is IT professionals who are threatened by cost-cutting employment

policies that recommend replacing full-time employees with contract workers or

temporary staff, and experienced IT professionals with fresh university graduates.

Rapid IT development, which has been described in ‘dog years’, may provide

human resource managers with an excuse for the dismissal of experienced IT

professionals; only those who have knowledge about state-of-the-art IT are consid-

ered indispensable. Because IT professionals produce information, which can be

immediately transferred anywhere via the global net, offshore employment or

global outsourcing of labour can also threaten the status of IT professionals in

developed countries. Consequently, IT professionals are often employed in a highly

stressful and physically demanding business environment, and it is likely that many
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are more concerned with their job status, personal obligations, and retirement than

with social responsibility.

Such a difficult work environment may affect the judgment of IT professionals,

and may cause irresponsible and apathetic attitudes, even in those who consciously

intend to abide by codes of professional conduct; it may also undermine the

professional spirit underlying these codes. Therefore, the construction of an appro-

priately professional environment, designed to encourage the development of

professional attitudes in IT professionals, is crucial for maintaining high quality

of information systems they develop. IT professionals employed in a positive

business environment would be more motivated to uphold their social

responsibilities.

4.3.3 Working Environment of IT Professionals in Japan

4.3.3.1 Imamichi’s Eco-Ethics and IT Professionals

Imamichi (1989, 1990, 1998) described the necessity of developing appropriate

ethics for the current technological society in his insightful studies of eco-ethics.

The practical syllogism described in Aristotle’s Nichomachean Ethics must be

reconsidered in the modern eco-environment or human habitat, which is composed

not only of nature, but of “technological conjunction”. The classical form of

practical syllogism is as follows.

Major premise: A is desirable.

Minor premise: p, q, r and so on realise A.

Conclusion: For some reason, I choose p as the means to achieve A.

Here, the ideal goal is obvious and the minor premise is the horizon of the

freedom of choice, the object of which is a means to achieve the goal. This form of

practical syllogism remains valid in our individual decisions even today. Due to the

rapid progress of technology and the advent of the technological society, however,

means are now more important than goals, and the logical structure of the practical

syllogism has been reversed.

Major premise: We have means or power P.

Minor premise: P can realise goals a, b, c and so on.

Conclusion: We choose a as the goal of P for some reason.

Obvious powerful means exist, including nuclear, electric and electronic tech-

nology. Goals attainable using these means are considered analytically, and hence

the means control the goals. The means are so powerful that a selection of a

particular goal may have considerable influence on society. However, these sorts

of means are usually controlled by groups or organisations, not by individuals; the

subject in the modern form of practical syllogism described above is “we”. This
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tends to result in a confusion of responsibilities for goal setting. The problem here is

the nosism of organisations, not egoism.

These Imamichi’s arguments suggest that the development of professionalism in

IT professionals is vital to overcoming nosism in organisations in which IT is

developed and/or used as well as to eliminating the ambiguity over responsibilities

for IT development and/or use. Business organisations are usually thought to make

decisions based on their productivity and economic efficiency, even though busi-

ness ethics and corporate social responsibility have recently become a popular topic

of conversation. In Japan, government organisations have tended not to hesitate to

use technology to ensure social order and security, especially since the September

11 attacks. Under these circumstances, preserving human rights and ensuring social

responsibility with respect to IT development and use have often been understated.

In addition, Japan’s group-oriented culture, in which one’s self-actualisation is

often based on the perception of relationships with members of one’s primary group

(Nakane 1978), may encourage group nosism and a confusion of responsibilities for

group behaviour. Developing a professional outlook and maintaining personal

independence is important for those engaged in the development and use of IT to

ensure socially responsible development and use of IT in Japan. However, obstacles

exist for this in Japanese society as well as in the Japanese IT industry.

4.3.3.2 Senmonka and Professional

In Japan, there are 13 kinds of national accredited certificates relating to IT (10 for

IT professionals, 1 for system auditors, and 2 for end-users). One objective of these

certificates is to establish the social status of IT engineers. However, few Japanese

firms require certification, even IT related firms such as hardware manufacturers,

software houses, and IT consulting firms. Work experience in system development

or maintenance is considered more important, and is used to evaluate the abilities of

IT professionals.

Many IT employees in Japanese firms, especially firms related to IT, are called

system engineers (SEs). This job title covers employees who engage in information

system analysis, design and development, and project management. They are also

often responsible for pre-sale and post-sale technical consulting. SEs do not have

high status in Japanese firms or society. On the contrary, they are often considered

‘disposable’ personnel because their job is so physically demanding; in addition,

they are usually required to finish their work by a scheduled completion date, which

is usually set very tightly.

The Japanese word Senmonka is considered to correspond to the English word

‘professional’. However, Senmonka does not exactly correspond to the term ‘pro-

fessional’ in the narrow sense described in Sect. 4.2.1, and Japanese in general do

not recognise the difference between a professional and an artisan, nor between a

profession and a trade. This makes it difficult for ordinary Japanese to associate a

professional with social interest.
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The following case is based on a real situation. It represents how IT professionals

are likely to act in an ethically questionable way given certain organisational and

social circumstances:

DAMEMOTO, a large Japanese automobile manufacturer, decided to replace its

outdated mainframe-based information system with a state-of-the-art C/S system.

DAMEMOTO’s CIO had worked in production management at DAMEMOTO’s

main factory for over 30 years and had been promoted to his current position 6

months ago. This project was a good opportunity for him to show his competence as

CIO, so he was determined to construct a flawless information system.

A joint venture was organised to develop DAMEMOTO’s new system; several

experienced system engineers from the four software houses involved in the joint

venture were ordered to join the project team. A clause in the contract stated that

they must provide the CIO with a semi-monthly report of ‘the bug control curve’ to

help him follow the project’s progress. The bug control curve was an application of

a quality control (QC) measure which was commonly used in Japanese automobile

factories; the CIO proposed it, based on his experience in production management.

The CIO told the project team that he expected the number of bugs in the system

programs to approximate a logistic curve. That is, if the project were well managed,

the number of bugs detected would diminish as the project progressed, and would

asymptotically become zero by the end of the project. Conversely, if the number did

not diminish, the CIO would consider this to be evidence of the project

management’s failure.

However, it is impossible to control the number of bugs detected during this type

of project. The project team members decided to insert bugs intentionally in the

programs they coded and to ‘control’ the number of bugs detected against their will.

As intended, the shape of their bug control curve was nearly a logistic curve.

4.3.3.3 Requirements for IT Professionals in Japan

A top priority of Japanese national IT strategic policies since 2001 has been the

development of IT professionals such as software engineers (including IT architects

and embedded-software specialists), digital content creators, project managers,

information security specialists, IT co-ordinators and IT researchers. This emphasis

is based on a recognition that the current shortage of such human resources will

continue, even though they are critical to maintaining and improving Japan’s

international competitiveness. Recruitment of qualified foreign IT professionals is

recommended for the same reason. The Japanese business community has

supported the government’s view on the subject. For example, the Nippon

Keidanren (Japan Business Federation) issued a policy proposal in December

2007 that recommended setting up a national centre for developing advanced IT

human resources (Japan Business Federation 2007).

The “Skill Standards for IT Professionals” published by the IT Skill Standards

Centre, a division of the Information Technology Promotion Agency that

administers certificate exams for IT professionals, defines a professional as follows.
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A professional is a person who successfully achieves practical business results

and contributes to the growth of the industry. A professional should:

– Achieve commitments to his/her customers and company,

– Train and develop subordinates to learn from his/her experience and knowledge,

– Continuously strive to improve his/her own business capability, and

– Be socially responsible and committed to ethical professional standards.

A professional achieves business goals and fulfils customers’ requirements

through a combination of appropriate skills. Advanced skills mean great value for

customers, project members, partners and the company. A professional requires not

only high technological skills, but also a high level of personal skills such as

communication, negotiation and leadership, as well as business-related skills to

deliver on this commitment to customers and the company. Moreover, a profes-

sional must to contribute to the training and development of subordinates by serving

as a mentor or coach (IT Skill Standards Centre 2008).

This definition emphasises the skills a professional should have, cultivate and

share. In fact, the intentional as well as extensional meaning of being “social

responsible” and “committed to ethical professional standards” is not described in

the report or in the relevant governmental documents, whereas the skills necessary

for IT professionals are listed. In addition, well established codes of conduct for IT

professionals such as the “Software Engineering Code of Ethics and Professional

Practice” (Gotterbarn et al. 1999) are not well known among Japanese IT

professionals who culturally tend to consider any such written code to be Tatemae
(only for the sake of courtesy or as a formal sign of respect). Many people consider

IT professional development in Japan to be limited to the maintenance and increase

of a high level of technical skills. What professional development really means in a

Japanese context is for professionals to learn to accept full social responsibility for

their work, with a duty to their employers and customers.

4.3.3.4 Requirement to Nurture Professional IT Human Resources

Providing IT-based solutions to end-user companies has become an important

business for the Japanese IT industry. IT is an enabler of these end-user companies’

successful business processes and they demand effective IT-based solutions. The

quality of IT-based solutions provided to end-user companies is a critical factor in

the quality of products and services they supply. The quality of products and

services provided to their customers determines the quality of the customers’

business activities or the quality of life of the individual customers. Therefore,

ensuring the quality of IT-based solutions is important for both the IT industry and

the end-user companies in maintaining their competitiveness as well as for an

increasingly affluent society.

The provision of quality IT human resources is undoubtedly a key factor in

ensuring the success of effective IT-based solutions. Nurturing highly qualified,

skilled and knowledgeable IT human resources and developing their professional
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outlook is an urgent social issue that should be addressed through a collaborative

relationship among industry, government and academia. However, the current

estimated shortfall of 150,000 IT workers has been alleged as being responsible

for the deterioration of software quality and frequent information system failures. In

addition, the IT profession has already become unpopular among young people in

Japan. Results of a survey of 10,299 Japanese university students seeking employ-

ment showed that just 4.2 % of them wanted to work in IT departments (Mainichi

Communications 2008). Even the number of people wanting to pursue IT-related

university degrees is decreasing. This situation is due to the poor working

conditions in the Japanese IT industry.

4.3.3.5 3K or 7K Workplace

Many Japanese companies have tried to improve their cost structure since the burst

of the economic bubble in the early 1990s. In-house IT departments, which had

often been considered as cost centres, became targets of restructuring and many of

them were spun off into separate companies. The outsourcing of information

system development, operation and maintenance, even offshore, is already com-

monplace. Japanese IT companies now compete with domestic as well as overseas

IT companies, and keenly feel the need to reduce costs.

The pressure to reduce the personnel cost has made the working environment

worse in terms of pay and working hours. The number of full-time workers is

decreasing even as the number of part-time workers and contractors is increasing.

The working environment of IT professionals in Japan is no exception, and

conditions are often described as “3K”, from the three Japanese phrases Kitsui
(physically hard), Kyuryo ga yasui (low pay) and Kaere-nai (cannot go home). This

has recently expanded to “7K” with the additional four Ks being Kyuka ga tore-nai
(cannot take a holiday), Kisoku ga kibishii (stringent working regulations), Kesho
ga nora-nai (have rough skin due to irregular hours and lack of sleep) and Kekkon
deki-nai (not marriable).

Japanese IT professionals do receive above-average salaries. However, aside

from Kyuryo ga yasui, the rest of the 3K and 7K clearly apply to the working

conditions in the Japanese IT industry. That IT professionals feel their pay is low is

understandable, considering the heavy burden of their work. Moreover, many of

them must work overtime without extra pay. A survey of 2,214 IT professionals

indicated that one-quarter of them felt that their jobs were not worthwhile, and

72.6 % recognised their profession was unpopular among young people (Nikkei

Computer 2006).

Development of professionalism is difficult because Japanese IT professionals

lack pride in their profession. The poor labour conditions in the field are so

notorious that young Japanese people tend to shy away from becoming IT

professionals. Thus, the Japanese IT industry finds it difficult to hire good workers.

The result is a small number of capable IT professionals who are always forced to

shoulder a heavy workload.
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4.3.3.6 Business Practices in the Japanese IT Industry

The Person-Month Myth

Regarding the business practices of the Japanese IT industry, several obstacles exist

to the development of IT professionalism. The “person-month” is still used as the

usual measure of development cost for information systems. This was originally

used in the manufacturing industry and is not necessarily a good fit for estimating

the product cost of human intellectual activities such as software. As described by

Brooks (1995), the concept of the person-month assumes that an IT professional is

productive all the time. It also presumes that one IT professional can be substituted

with another, ignoring any difference in skills and knowledge between them. These

assumptions are based on the misunderstanding of intellectual work and workers.

This unrealistic method of cost estimation often results in unreasonable infor-

mation system implementation deadlines, and turns gold-collar workers into blue-

collar or entry-level workers. Because punctuality is the soul of the Japanese

business culture, the frontline members of system development teams are often

forced to work without relief to meet deadlines while sacrificing their job quality.

This requires physical capacity and mental toughness, not creativity or original

thought.

In addition, the terms and conditions of a written contract for the development

and implementation of information systems in Japan are sometimes considered to

be Tatemae, a simple formality with no real substance. In general, a written contract

is prone to be considered far less important than the mutual faith and trust of all

parties to the contract (Nakane 1972), and a conflict between them, if it occurs,

tends to be resolved without resorting to the provisions of the contract (Uchida

2000). The Japanese business culture of “the customers are our gods” or “the

customers are always right” encourages this tendency, and scope creep without

adjustment of deadlines is not unusual.

Under these circumstances, a more competent IT professional in a system

development team must work harder and longer to meet an immovable deadline,

which eventually tends to reduce the quality of the work performed. Hence, even

though the quality of work should be dependent on the worker’s personal skills,

taking full responsibility for personal performance becomes very difficult.

False Contracting and Multi-tier Subcontracts

Recently, false contracting has become a serious social issue in Japan in which

contract-based workers are forced to work for their client companies as if they were

normal employees. This is common in the Japanese IT industry to reduce personnel

costs, even though it is illegal. Moreover, many Japanese IT professionals do not

understand that false contracting is illegal.
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Multi-tier subcontracts are also commonplace. One project manager told the

author that he had worked on a project having 16 levels of subcontracts. The

situation in which an engineer working for a third-tier contractor, for example, is

sent off to work for the prime contractor or end-user company due to a shortage of

skilled engineers, is quite common, but also illegal. These business practices make

project management difficult and tend to turn IT professionals into programming

machines.

4.4 Construction of an Appropriately Professional Working

Environment

4.4.1 Organisational Measures to Construct an Appropriately
Professional Working Environment

In order to create and preserve high quality of IT-enabled services, it is necessary

not only to institute a code of professional ethics for IT professionals, but also to

take organisational measures to relieve the pressure and stress that can induce

unprofessional behaviour. Managers in business organisations need to understand

that an appropriately professional working environment, in which IT professionals

are prompted to maintain a professional attitude and to behave in an ethical manner,

has practical or strategic value as well as ethical value.

IT professionals operating in an appropriately professional working environment

could contribute to improved business performance by means of:

– Their professional integrity, which could improve the quality and reliability of

the goods and services they produce, thereby boosting the organisation’s trust-

worthiness and reputation, and lowering the costs of human resource manage-

ment (HRM);

– Their concern for public interest, which could mean caring about a wide range of

stakeholders and, therefore, obviating risks to the organisation’s trust and repu-

tation; and

– Their high motivation for learning, which could facilitate maintenance of a high

standard of knowledge and lessen HRM costs such as those incurred for in-house

education.

In the e-business environment, an organisation’s trustworthiness and reputation

are key, but intangible, assets in the construction of relationships with business

partners and customers (Murata 2003). Even in the short term, an appropriately

professional working environment can be quite effective in enhancing an

organisation’s business performance. In the long term, a business organisation

with an appropriately professional working environment could enjoy favourable

relationships with its business partners, customers, and its skilled and loyal

employees, helping the organisation to remain competitive.
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The following measures could be applied to take pressure off IT professionals

and to make their working environment less stressful: guaranteeing IT professionals

enough income for their living expenses, including such expenses after retirement;

guarantee of status; recruitment of a sufficient number of employees; clear presen-

tation of the typical career path; intrinsic motivation through challenging tasks;

manifestation of the business organisation’s values; and provision of mental health

care.

In order to construct such a working environment, whereby IT professionals

would be supported in conducting their duties with professionalism, both

organisational business measures and social measures are required.

4.4.2 Social Measures to Support an Appropriately Professional
Working Environment

An appropriately professional working environment for IT professionals is benefi-

cial to society; poor working conditions tend to cause fatigue and apathy in them,

which can lead to insensitivity to technological, social and ethical issues, ensuing,

ultimately, in failures within society. Conversely, because IT development and use

now underlie such a wide range of economic activities, the production of reliable,

quality goods and services by IT professionals with a developed sense of profes-

sionalism can contribute to the activation of economic activities. In this way,

support for the construction and maintenance of an appropriately professional

working environment is socially meaningful.

The following measures may be effective in supporting such a working environ-

ment for IT professionals: establishing official certification for IT professionals;

forming a trade union of IT professionals across businesses; creating legislation to

protect whistle blowers; and setting up social safety nets for IT professionals.

Improvement of the IT working environment is a major requirement for improv-

ing IT professionalism in Japan, and this is an urgent social issue. One way to do

this would be to create an independent industry-wide organisation to support the

improvement of the social status and the working environment of IT professionals.

The Programmers Guild (http://www.programmersguild.org/) would be a good

example of this. However, to ensure the effectiveness of the activities this

organisation undertakes, Japanese IT professionals who join the organisation

must recognise it as being their primary group. The tradition of co-operative in-

house unions in Japan would be an obstacle to the effectiveness of such an

organisation.

Developing self-motivation among Japanese IT professionals is a prerequisite

for improving the IT working environment. However, almost all IT professionals

are salaried employees, and the amount of their pay is not based on their perfor-

mance. Any pay differences among members of a system development team are

intentionally small; significant differences would degrade the team effectiveness
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due to the Japanese egalitarian culture. Japanese IT professionals are usually

motivated to take responsibility for their teams and companies, not for their

performance, meaning that Japanese business practices would have to change.

On the other hand, one of the most serious problems with respect to business

practices in the Japanese IT industry is that written contracts often do not have

practical force. This is true not only for development contracts between companies,

but also for employment contracts between IT professionals and the companies

hiring them; moreover, the contracts tend to be downplayed. In the industry, the

contents of implicit contracts are often stretched, with the more powerful parties to

the contracts holding the advantage.

Examining how written and implicit contracts should function in the Japanese IT

industry is an urgent issue to improve business practices and thus to establish a

reasonable level of IT professionalism. Everyone in the industry must understand

the importance of the contracting process (Uchida 2000) and develop an appropri-

ate respect for contracts.

4.5 Conclusion

In an information society, IT professionals in business organisations have power

over the general public’s quality of life. Thus, IT professionals are responsible to

the public and need to develop a professional outlook and ethical attitude in order to

attain a high level of quality of IT-enabled services and consequently to create and

preserve a safe and reliable information society.

However, individual IT professionals are not necessarily independent and

unchallenged individuals; their behaviour can be affected by stress and pressure

experienced in the workplace. Accordingly, organisational as well as social

measures are needed to construct an appropriately professional working environ-

ment in which IT professionals are supported in maintaining their professional

ethics and outlook.

An appropriately professional working environment has practical value as well

as ethical value for business organisations and IT-enabled services they provide,

and is beneficial to society. Such a working environment could constitute the basis

for professionalism in IT professionals, which, in turn, would provide the basis for a

safe and reliable society. The efficacy of codes of professional conduct can only be

ensured through the construction of an appropriately professional working

environment.

Acknowledgments This study is supported by the MEXT (Ministry of Education, Culture,

Sports, Science and Technology, Japan) Programme for Strategic Research Bases at Private

Universities (2012–16) project “Organisational Information Ethics” S1291006 and the MEXT

Grant-in-Aid for Scientific Research (C) 22530378.

74 K. Murata



References

Brooks FP (1995) The mythical man-month: essays on software engineering. Addison-Wesley,

Reading

Flexner A (1910) Medical education in the United States and Canada: a report to the Carnegie

Foundation for the Advancement of Teaching. Bulletin Number Four (The Flexner Report),

The Carnegie Foundation for the Advancement of Teaching, available online at http://www.

carnegiefoundation.org/publications/medical-education-united-states-and-canada-bulletin-number-

four-flexner-report-0. Accessed 25 May 2012

Flexner A (1915) Is social work a profession? In: Proceedings of the national conference of

charities and corrections, pp 576–590, available online at http://ia600406.us.archive.org/10/

items/cu31924014006617/cu31924014006617.pdf

Gotterbarn D, Miller K, Rogerson S (1999) Software engineering code of ethics: approved!

(Software engineering code of ethics and professional practice, Version 5.2). Commun ACM

42(10):102–107

Hodges MP (2001) Does professional ethics include computer professionals? Two models for

understanding. In: Hester DM, Ford PJ (eds) Computers and ethics in the cyberspace. Prentice-

Hall, Upper Saddle River, pp 195–203

Huff C (2004) Unintentional power in the design of computing systems. In: Bynum TW, Rogerson

S (eds) Computer ethics and professional responsibility. Blackwell, Malden, pp 98–106

Imamichi T (1989) The concept of an eco-ethics and the development of moral thought. In: Tnag

Y, Lie Z, McLean GF (eds) Man and nature: the Chinese tradition and the future, the council

for research in values and philosophy. http://www.crvp.org/book/Series03/III-1/chapter_xv.

htm. Accessed 2 June 2008

Imamichi T (1990) Eco-ethica. Kodansha, Tokyo (in Japanese)

Imamichi T (1998) Technology and collective identity: issues of an eco-ethica. In: Imamichi T,

Wang M, Liu F (eds) The humanization of technology and Chinese cultures. The council for

research in values and philosophy. http://www.crvp.org/book/Series03/III-11/chapter_i.htm.

Accessed 6 June 2008

IT Skill Standards Centre (2008) Skill standards for IT professionals, Version 3, Part 1: Overview.

http://www.ipa.go.jp/english/humandev/second.html#v3. Accessed 16 June 2008 (in Japanese)

Japan Business Federation (2007) Towards acceleration of advanced ICT human resources:

proposal for setting up the National Centre. http://www.keidanren.or.jp/japanese/policy/

2007/106/honbun.html. Accessed 12 Feb 2008 (in Japanese)

Johnson DG (2001) Computer ethics, 3rd edn. Prentice-Hall, Upper Saddle River

Kizza JM (2003) Ethical and social issues in the information age, 2nd edn. Springer, New York

Linderman JL, Schiano WT (2001) Information ethics in a responsibility vacuum. Database Adv

Inform Syst 32(1):70–74

Mainichi Communications (2008) Survey on University students’ job seeking behaviour. http://

job.mynavi.jp/conts/saponet/enq_gakusei/ishiki/ishiki08/2008ishiki.pdf. Accessed 26 June

2008 (in Japanese)

Murata K (2001) Social and ethical aspects of IT. Off Automat 22(3):30–35 (in Japanese)

Murata K (2003) Trust and reputation as corporate assets and information ethics. In: Tohyama A

(ed) Post-IT strategy: from e-business to business. Nikkagiren, Tokyo, pp 163–185

(in Japanese)

Nakane C (1972) Conditions for adaptation. Kodansha, Tokyo (in Japanese)

Nakane C (1978) Dynamics of the vertical society. Kodansha, Tokyo (in Japanese)

Nikkei Computer (2006) Questionnaire survey on ICT professionals’ work. Nikkei Comput

(668):38–53

Nissenbaum H (1994) Computing and accountability. Commun ACM 37(1):73–80

Uchida T (2000) The age of contract. Iwanami Shoten, Tokyo (in Japanese)

Yamada R (1998) Professional school: professional education in the USA. Tamagawa University

Press, Tokyo (in Japanese)

4 Construction of an Appropriately Professional Working Environment for IT. . . 75

http://www.carnegiefoundation.org/publications/medical-education-united-states-and-canada-bulletin-number-four-flexner-report-0
http://www.carnegiefoundation.org/publications/medical-education-united-states-and-canada-bulletin-number-four-flexner-report-0
http://www.carnegiefoundation.org/publications/medical-education-united-states-and-canada-bulletin-number-four-flexner-report-0
http://ia600406.us.archive.org/10/items/cu31924014006617/cu31924014006617.pdf
http://ia600406.us.archive.org/10/items/cu31924014006617/cu31924014006617.pdf
http://www.crvp.org/book/Series03/III-1/chapter_xv.htm
http://www.crvp.org/book/Series03/III-1/chapter_xv.htm
http://www.crvp.org/book/Series03/III-11/chapter_i.htm
http://www.ipa.go.jp/english/humandev/second.html#v3
http://www.keidanren.or.jp/japanese/policy/2007/106/honbun.html
http://www.keidanren.or.jp/japanese/policy/2007/106/honbun.html
http://job.mynavi.jp/conts/saponet/enq_gakusei/ishiki/ishiki08/2008ishiki.pdf
http://job.mynavi.jp/conts/saponet/enq_gakusei/ishiki/ishiki08/2008ishiki.pdf


Chapter 5

A Community Based Trust Establishing

Mechanism for a Social Web Service

Shigeichiro Yamasaki

5.1 Introduction

Encountering new people is indispensable for succeeding in business and enriching

the life of a person. Communities and companies that fail to take on new challenges

and invite new participants have difficulty surviving. The primary purpose of a trust

infrastructure is to reduce the risk caused by new encounters and to give us the

freedom to challenge new businesses and make new friends. IT enabled services

subject to this chapter are social Web services. Social Web services offer the

possibility to amplify a person’s ability to meet new business and new friends. In

order to make this power actually available, it is necessary to provide an infrastruc-

ture of trust for social web services.

5.1.1 The Infrastructure of Trust in the Age of Social Web Service

Before the social web services become popular, primary information source in the

Internet was the web pages. Search engine services such as Yahoo!, Google has

been succeeded by providing the effective means to search valuable web pages.

Social web services has become popular from 2003. Those services had obtained

a huge population of users in a short period of time. Facebook had gotten more than

800 million users at June 2011. Enormous number of people have come to dissemi-

nate information over the social Web service. Recent years, the primary informa-

tion source in the Internet has become the people on the social web service from a

web page.
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Usefulness of the Web page is based on the described content of it. However, the

usefulness of a person on the social web service as an information source is the

expectation for the information which the person will inform in the future.

Intuitive definition of “trust” in this chapter is the expectations for reliability and

usefulness of the information a person will disseminate. Our motivation is to

present a platform to evaluate the trust of the individuals and companies as an

information source over the social Web services.

5.2 The Concept of Trust

There are various definitions for the concept of trust. First, we will try to organize

the concept of trust.

5.2.1 Trust for Governance and Trust for the Market

There are two types of trust based on the purpose of it: trust for the market and trust

for governance. The purpose of the trust for governance is that a certain range of

members are allowed safe interaction with each other under the guarantee of an

authority. The purpose of the trust for the markets is to minimize the risks for

companies that do business in the open market where anyone can participate.

Trust for governance limits the number of members to be included. On the other

hand, the trust of the market does not exclude any person. The trust of these two, in

fact, are neither independent or mutually exclusive. In order to make its foundation

firm, trust for the market uses the trust for governance. However, we should not

confuse these different meanings of “trust”.

5.2.2 Definition of Trust in Social Psychology

Social psychology also has a lot of proposals for the definition of the concept of trust.

Yamagishi defined trust as “expectations for the order of the social morality”

(Yamagishi 1998). Furthermore, Yamagishi gave amore detail definition that includes:

(1) expectations for the party’s ability to accomplish it, and (2) expectations for the

willingness to perform the responsibility of the party. Yamagishi also pointed out that

the (3) meta-communications needed for the trust to state to the party, “I believe you”,

is an important element for establishing trust (Yamagishi and Yoshikai 2009). In the

area of finance, an example of trust in the ability of a financial person is his/her income,

an example of the trust in their motivation is the mortgage, and an example of the trust

in the meta-communication of a financial person is the financial contract.

We adopt these three definitions of trust for our discussion.
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5.2.3 Fostering Trust Through the Reputation of an Open
Community

The appropriate style of the foundation of trust varies depending on the era, the size

of a population, and the social system of a nation.

A nation has the ability and will to bear the responsibility for the governance of

trust. In the first half of the twentieth century, most of the nations of the world

worked well as a foundation of trust for the governance. However, in the latter half

of twentieth century, many nations, including Japan, began to shrink and privatize

the functions of it. For example, in Japan from 1995 through 2009, the number of

civil servants had decreased by 894,000. By reducing the function of the nation, the

ability to accomplish trust through the nation has also been reduced.

Contrastingly, in recent years, giant enterprises of social web services like

Google, Facebook, Twitter, etc. have appeared. These giant enterprises have the

ability and will to bear a part of the responsibility of trust, to get new users, and to

have the users continue using their services. However, the trust that they provide is

minimum.

On the other hand, on social Web services, the users and their community have a

more powerful ability and strong will to bear the trust because they seriously need

it. Therefore, it is natural that we expect the foundation of fostering trust through

the reputation of an open community over the social web.

5.3 The Concept of Persona

Next, we describe the concept of a “persona,” which is another central concept in

this chapter. A persona is intended to symbolize the different side of the social role

of a person. A “pseudonym” is an identity of a person which can guarantee their

attributes while hiding their real name. A persona can also be used as a pseudonym

if it is used with an authentication infrastructure and with a well designed attribute

authorization system.

5.3.1 Persona and Privacy

A persona is useful for controlling the range of personal information. We are able to

bring together the attributes and behaviors of a person with an independent persona

which is a representation of a person’s role in the workplace, in the family and in

their relationships with friends. By selecting the appropriate persona for the scene

we can control private information.

Some kinds of persona may be used for the exposure of illegal acts. Such kinds

of persona will be created and destroyed temporally by their owner.
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5.3.2 Accumulating the Reputation of a Persona

A persona can also be an means for accumulating one’s reputations. Notice that,

because everyone who owns a persona may destroy and re-create it freely, the

negative reputation of the persona will not work well. However, there is an

incentive to keep a persona that has a positive reputation that can accumulate

ratings. A company in the social Web services is one persona. The persona of a

company can also obtain trust by accumulating positive a reputation.

The important thing to create consistency for a persona is that the value of the

reputation which has been accumulated by that persona reaches a level that is too

high to throw away. Long term time lines of a persona over the social web become

evidence for proving that the persona has exited in an active state (Fig. 5.1).

5.3.3 Persona and Cross-Web Authentication and Authorization

A trustable IT enabled service should be equipped with the functionality (1) to

confirm persons who interacts in the real world (2) to confirm the consistency of

persons who have been interacted with and (3) to confirm the privileges of the persons

who interact with them. User-centric authentications and authorizations such as

OpenID or OAuth are made use of through cross-website safe mash-up for personal

data exchange. Additionally, OpenID connect has also been specified for integrated

cross-web site authentication and authorization (Passant et al. 2009). We can under-

stand a persona as a symbol for (1), (2) and (3) when all the functionality of user-

centric cross web-site authentication and authorization mechanisms works (Sakimura

et al. 2011).

5.3.4 Open Persona

The essence of privacy and copyright is the right to control information which is

owned by a person. To guarantee certain rights to control copyrighted literature and

private information of individuals is important. However, too strong rights about

those cause serious problems rather than convenience. The works of open source

software have succeeded by deliberately weakening the rights of the owner and

liberalizing access to the works. In the same way, we suppose that a person

classifies and separates personal information and organizes them with personas.

Also, we assume that some of the personas intentionally weaken the rights of

privacy and whose information is accessed freely. We call this “open persona.”
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By taking advantage of the open persona, we can control the scope to disclose

personal information. For example, when you want to receive the recommendation

of the books only a certain field in the book purchase site, you can create an open

persona only for this purpose. An open persona is better in the following points than

an automatic recommendation system.

1. Range of personal information disclosed by an open persona can be controlled

by the will of the person.

2. By continuing to use the persona of a particular application, the accuracy of The

recommendations for the person will be improved.

3. To configure a community of highly similar personas is special fields, the

accuracy of recommendation systems can be improved.

5.3.5 Disclosure and Trust Game

Trust is not required in a closed society. Trust is needed in order to obtain a new

business opportunity and meeting new people in an open society. When meeting a

new person, disclosure of the party is an important factor in order to trust the party.

Similarly, to get trust of the opponent, one has to disclose the private information of

oneself.

On the other hand, the disclosure of private information involve risks. Actually,

there exist many malicious social web applications which aim to exploit private

information. In addition, this principal does not disclose their information, after

taking the opponent’s personal information, they may destroy their persona. There-

fore, partners who want to form trust relationships should only be persons who

disclose their information properly. This also applies to the party, all people should

disclose their own information if the they want to be trusted.

Thinking in game theory, two people who want to form a trust relationship with

each other would get the highest gain when disclosing the same level of personal

Fig. 5.1 Negative rating and

positive rating of persona.

A persona with a negative

rating can be destroyed and

reproduced. A persona with a

positive rating will be

maintained perpetually
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information. As there is no deduction from the gain even if just taking the informa-

tion of an open persona, the strategy that both sides use open personas is a Nash

equilibrium.

5.4 Technology Related to the Reputation Based Trust

Reputation based trust is to perform the evaluation of the trust of a person based on

the records of the interactions among other people.

5.4.1 Related Works of the Reputation Based Trust

Before beginning the discussion about reputation based trust, we will discuss

related works.

Artz and Gil (2007) surveyed the researches about trust in computer science and

the Semantic Web. According to their study, research about trust is classified into

the following four categories, (1) based on the certificate issued by the trustable

principal, (2) based on reputation by the community, (3) based on the calculated

value based on the general model of trust, and (4) based on the study of trust of

information sources. Furthermore, they classified the researches based on reputa-

tion by the community as follows, decentralization and referral trust, trust in

P2P networks and grids, and trust metrics in a web of trust.

Decentralization and referral trust

For decentralization and referral trust studies of distributed management against

security problems for the centralized management of reputation, in this study we

include “open networks by (Beth et al. 1994) is an algorithm to evaluate the

reputation of a P2P system based on the transitivity of trust.

Trust in P2P networks and grids

For trust in P2P networks and grids studies on the evaluation methods for the

quality of the data without guarantee over P2P networks, the EigenTrust

algorithm (Kamvar et al. 2003) is an algorithm to evaluate the reputation of

the P2P system based on transitivity of trust. The reliability of each peer is

computed with the PageRank algorithm (Brin and Page 1998; Langville and

Meyer 2006). Damiani et al. proposed an automatic voting protocol called

XRep (Damiani et al. 2002a, b) to select the best host to get a reputation for the

resource from the feedback.
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Trust metrics in a web of trust

For trust metrics in a web of trust studies on trust as a distance which is

calculated from the transitive relationship through the mutually related informa-

tion over the web, Golbeck and Hendler proposed the TrustMail (Golbeck and

Hendler 2004a, b) system.

In their system, each entity fixes its reputation based on the information of other

entities. They call it a ‘web of trust.’ They are using an ontology to represent

trust and reputation. This enables calculation of the degree of trust between any

two entities. They call it a “trust metric.”

5.4.2 Trust Based on the Reputation Over the Social Web

5.4.2.1 Trust Relationship Based on Follow-Up Relationship of Twitter

Google’s PageRank (Brin and Page 1998) is the most famous method to evaluate

web pages. It is similar to the evaluation method for literature which uses the

number of citations. PageRank evaluates the value of a web page from the number

of hyper links. A lot of methods similar to PageRank have been proposed for the

evaluation of trust of persons in a social web like EigenTrust (Kamvar et al. 2003).

We have tried to evaluate the trust of a person from the number of followers on

Twitter. We regard the following relationship as a recommendation of a person. We

call this method “PersonaRank” (Yamasaki 2010).

The features of PersonaRank are: a person that is followed by many people will

be valuable persons, and a person who is followed by a valuable person will also be

a valuable person. The calculation model of PersonaRank is almost the same as

Google PageRank. The outline of the calculation is as follows (Fig. 5.2).

Pi : Persona i

rðPiÞ : The PersonaRank of Pi

FPi
: The set of followers of Pi

jPij : The number of people following Pi

H : Sub� stochastic following relations matrix

G : Google matrix

a : lonely node vector

a : Scaling parameter; a scalar between 0 and 1

e : Row vector ðevery element is 1Þ
pT : PersonaRank vector

pðkþ1ÞT ¼ pðkÞTG (5.1)
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G ¼ aHþ ðaaþ ð1� aÞeÞ 1

neT
(5.2)

rðPiÞ ¼
X
Pj2FPi

rðPjÞ
jPjj (5.3)

Hij ¼ 1

jPjj (5.4)

5.4.2.2 A Subjective Trust Evaluation Method from the Similarity

of the People

Trust is a subjective concept. Therefore, it is natural that the results of the evalua-

tion of trust are different according to the evaluator. For example, a person who

loves some special type of wine will feel they can trust another person who loves

similar types of wine.

We utilize the similarity between the evaluated and the evaluator person to

reinforce the evaluation of trust. We use collaborative filtering technology

(Goldberg et al. 1992) to calculate the similarity of the people. Collaborative

filtering technology is famously used in Amazon’s recommendation system. Simi-

larity of behavior between Twitter users are defined as follows using the Pearson

correlation coefficient.

pðx; yÞ ¼
Pn
i¼1

xi��xð Þ y��yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1
ðxi��xÞ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

yi��yð Þ2
r

Dist Pi;Pj

� � ¼ 1� p Pi;Pjð Þþ1
2

Fig. 5.2 The features of our

PersonaRank are (1) a person
that is followed by many

people will be a valuable

person. (2) a person who is

followed by a valuable person

will also be a valuable person
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5.5 Problems of Trust Based on Statistical Information

5.5.1 Result of the Experimentation of Trust by the Following
Relationship

We collected the data of 28,830 Twitter users randomly and calculated PersonaRank.

According to the score of PersonaRank, we ranked the users. The top 5 highest

scoring users are listed as follows.

1. “Britney Spears”

2. “ashton kutcher”

3. “Ellen DeGeneres”

4. “Lady Gaga”

5. “Barack Obama”

Almost all persons on this list are famous people. It is natural for many people

follow a famous person. However, these famous people are not always trustworthy

or valuable as a information resource.

The intention to follow someone in the social web and to link some web pages

are different in terms of the trust for those information sources. Most of the

messages on the time line of Twitter contain chatting or jokes. However, some

people appreciate famous people’s chat and joke. The value of the information of

the social web and web pages are quite different.

In any case, PersonaRank or other information rating methods based on the

number of followers or friends can not be a suitable index for measuring the trust

for the information sources over social web services.

5.5.2 Experimental Results of Trust Evaluation Based
on the Similarity of Behavior

Next, we confirmed a trust evaluation method which focuses on the similarity

among users. We have focused on the temporal similarity of behavior among

people as an index of similarity. We have selected 578 active users from 28,830

users, who had posted more than 20,000 tweets. We had recorded for 1 week and

counted the number of tweets per hour (Fig. 5.3).

After correcting that, we calculated the similarity of every pair of the people. The

graph of Fig. 5.4 shows the similarity of the top 30,000 pairs. After checking the

results of our experimentation, almost all the pairs of high similarity turned out to be

a BOT. A BOT is a software robot, which imitates human behavior. We found that

BOTs are prevalent amongst social web services. This result has serious implications

because the interest of this research is concentrated on the pairs of high similarity

and it is very hard to distinguish the BOTs from humans automatically.
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This problem is not restricted to the similarity of lifestyle. Activity BOTs and the

technologies that imitate human conversation have become sophisticated. After

examining such kinds of BOT technologies, we concluded that clever BOTs would

skew the data in any statistical approach. Such kinds of problems would still be hard

to avoid even when using authentication technologies because some actual person

or company authenticates most of the BOTs.

5.6 Trust by Meta-Communication

The most serious shortcoming of the above approach is that we considered trust to

be represented by statistical information over the social relationship. The human

race, over time, has designed various social methods and social devices to establish

trust. We have to reconfirm such kinds of deep knowledge about trust. A trust rating

method requires more precise evidence of trust.
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Fig. 5.4 The relationship of

the similarity and the number

of pairs. This result shows

that there exists small number

of pairs of very high

similarity between users

Fig. 5.3 Frequency of

tweeting as to time and

persona. The columns of this

table represents the persona

and the row of the table

represents the time from

Monday to Sunday. The

content of each cell represents

the times of tweets in 1 hour
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As we mentioned before, the definition of trust according to social psychology

includes expectations for the party’s ability to accomplish it, expectations for the

willingness to perform the responsibility of the party, and meta-communications for

trust to state the party. Among these definitions, the ability and the motivation can

be captured as a statistical index, however, meta-communication is more human

oriented.

The most basic meta-communication for trust is to say “I will trust you” from the

person who is trusting to the person who is trusted. Such an assertion makes a

commitment to the party. And the party carries the social responsibility when he or

she responds by saying “All right” (Fig. 5.5).

5.6.1 Areas Suitable for Our Approach

The evaluation of the evaluator is also an important thing because without it the

result of the evaluation of trust can not be validated. A responsible evaluation is a

costly job for the evaluator. The most important prerequisite for its adoption is the

existence of fair motivation on behalf of the evaluator. The proposed trust-rating

model has limited application (Fig. 5.6).

5.6.2 Our Meta-Communication Protocol for Trust

It is important that parties who commence trusting each other confirm it explicitly.

Some form of meta-communication, like saying, “I will trust you” and responding

“All right, is required.” In the real world, not only legal contracts, but also various

kinds of social ceremonies, like a declaration of marriage, require a strong mental

commitment from the parties and their explicit statement of trust. In our social

model, when a subject wants to trust some object with which they share a weak tie

of social relationship, explicit meta-communication is required. In our meta-

communication protocol, the subject of trust sends a meta-communication message

to the object of trust before they begin actual communication. We also assume that

the subject is a state machine that changes its states with the events of this protocol.

5.6.3 The Mental States of the Subject and the Reputation
of the Object of Trust

After meta-communication is complete, a subject of trust forms his/her mental model

about trust for the object. When the state of the subject becomes “trustworthy” the
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value of the reputation of the object of trust goes up. When the state of the subject

becomes “untrustworthy” the value of the reputation of the object of trust goes down.

5.6.4 The Measurement of Trust Ratings from the Commitment
Network of Trust

The algorithm of trust rating is basically the same as PersonaRank. The network

structure is not the following relationship, but rather, the commitment relationship.

The value of the reputation can be negative if the mental state of the subject of trust

is untrustworthy.

Fig. 5.5 Meta communication and the commitment of trust. When a person had stated “I will trust

you” the person would receive the commitment. And the party carries the social responsibility

when he or her had responded to statement “All right”

Fig. 5.6 The basic model of the meta-communication approach. This model must have the

evaluation of the trust of the evaluator. The motivation to evaluate trust faithfully is also important
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5.7 Some Applications of the Trust by Meta-Communication

5.7.1 A Trust Rating System for the Job-Hunting System
for IT-Engineers

As an example of our proposal, we constructed a job-hunting system for IT

engineers as a Facebook application. IT engineers tend to publish their results of

activity as web content. Examples of such web content include, source code

repositories of open source software and its documents, shared slides of technical

meetings, blogs of technical information and logs of technical meetings. If the

personal web contents of an IT engineer are integrated to form one distinguishable

name, we can use the integrated content as evidence of the ability of the IT

engineer. An employer who wants to search for an IT engineer of some specialized

area of technology can easily classify the candidates by the integrated web content

of the candidate.

5.7.2 Mutual Evaluation Among IT Engineers and Its Motivation

Like an IT engineer in the same field, who has the ability to evaluate the skill of

another, there exists a symmetrical relationship between the objective IT engineer

and his/her evaluator. An evaluator also evaluated by the employees and reputation

as an evaluator is accumulated as an ability of the IT engineer. This is the motiva-

tion for the evaluator to be honest (Fig. 5.7).

5.7.3 Meta-communication Using a Loyalty Program

The primary purpose of a loyalty program is to give customers an incentive to

use same service. A loyalty program has another effect on customers. It is the index

used to evaluate the customer as “loyal customer”. A loyalty program has pseudo-

bidirectionality, from customers to the service, and from the service to the

customers. That is, a customer uses points as a method for settlement and the service

issues points to the user. Issuing points to a user is a kind of meta-communication

which means “you are our royal customer”. The customer who gave points will feel

a sense of superiority in being a loyal customer. It is also an another commitment.

The meaning of meta-communication is not limited to trust. However, almost all

meanings have similar structure. To expand the usage of loyalty programs we can

expand the meaning of meta-communication.
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5.7.4 Loyalty Program and UGC (User-Generated Content)
Sharing Service

UGC (user-generated content) sharing service for images, photographs, videos,

music, encyclopedia,vocaloid, etc. and its community has been developing. We

can list some famous UGC sharing services like Wikipedia, YouTube, Flickr, etc.

There is very high quality user-generated content. In most cases, such high quality

UGCs are the result of contributions from a very large number of people who

belong to the user community. An UGC community can be a issuer of a kind of

loyalty program. It is not a loyalty program for the value to purchase some goods,

but instead, for a value that demonstrates expectations and trust for the quality of

work which the user creates.

To issue the points of a loyalty program of the community is a meta-

communication, it means “We will trust you as a good creator of our community”.

And the user who gets the points would feel a sense of commitment and responsi-

bility that “I am a member of the creator community”.

5.8 How to Control the Phenomenon of Information Cascading

Everyone is influenced by the information that comes from the people around them.

Information cascading occurs when people observe the actions of others and then

make the same choices others have made. People tend to be influenced by informa-

tion which has no way of being confirmed directly. Because of the occurrence and

size of the phenomenon of information cascading, it is a complex system, and its

prediction and control is very difficult. In the construction of a stable social

infrastructure of trust based on the reputation of the people, this phenomenon of

information cascading is a problem in two ways.

1. A person can become an untrusted source of information based on the influence

of the people around that person.

2. The trust evaluation system becomes untrustworthy due to this phenomenon.

Fig. 5.7 A trust rating

system for the job-hunting

system for IT-engineers will

work because IT-engineers

have motivation to evaluate

each other
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For the first problem, we can expect that a person who had accepted the

commitment and responsibility as a evaluator would withstand the rumor. We

can consider a way to control the phenomenon of information cascading to deal

the second problem.

5.8.1 Merits of the Phenomenon of Information Cascading

There exists some positive side of the phenomenon of information cascading. This

phenomenon is the origin of the power of information distribution. With this

phenomenon, a user of social web services can get fresh and valuable information

and can distribute their own ideas to the people who need them.

5.8.2 Anxiety Reduces the Thresholds of Weakly Tied People

A person without the means to confirm an object directly tends to follow another

person’s evaluation easily. When people are anxious, it is hard to maintain

reasonable thresholds. For example, in the midst of a major disaster people feel

anxious about the contamination of food, and erroneous information can be

spread.

5.8.3 How to Control the Phenomenon of Information Cascading

A small amount of information cascading always occurs everywhere in small

communities over a huge social web service. In a small community it is natural

that some important information will spread all over the community. Sometimes

small cascading triggers large scale cascading in this way. The precise conditions

which cause such large cascading is not known. Because small cascading is useful,

we try to control the size of cascading.

5.8.3.1 Betweeness Centrality of a Network

“Betweeness Centrality” is a popular index to represent the centrality of the

network structure (Barthelemy 2004). A vertex which has a high value of

betweeness centrality is a mediator of multiple communities. In the example of

Fig. 5.8, v1 seems to be central vertex because vertex v0 has only three arcs and

vertex v1 has six arcs. However, give all the pairs of the vertex in the network and
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draw the shortest path of each pair, the vertex whose path is crossed the most times

is v0. The betweeness center of the network is the vertex which is crossed the most

times by the shortest paths of every pair of the network. In Fig. 5.8, v0 is the

betweeness centrality.

Betweeness centrality is calculated as follows.

bi ¼

PN
iS¼1;iS 6¼i

PiS�1
iT¼1;iT 6¼i

gðiS iT Þ
NiSiT

ðN � 1ÞðN � 2Þ=2

5.8.3.2 Division of the Network by Betweeness Centrality

Deleting the vertex of betweeness center in the network, the network becomes

divided to be the set of clusters (Girvan and Newman 2002). This dividing is a

coarse method of finding communities. As a method to control the size of the

phenomenon of information cascading, we can use the splitting of the network by

betweeness centrality (Fig. 5.9).

The most influential person is a person who has many followers. However,

the most important factor of wide area information cascading is a person of the

betweeness center of the social network. Therefore a person who has both property

is an important person to control the information cascading.

n0

n1

Fig. 5.8 v0 is the betweeness
center because in this

network, the one whose path

is crossed the most by the

shortest paths of the every

pair of vertex is v0
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5.9 Conclusions

Social web services have the possibility to be an important social infrastructure in

the future. The foundation of trust is indispensable to reduce the risk caused by new

encounters and to provide the freedom to obtain new businesses and new friends for

us over social web services.

The trust infrastructure for social web services based on the reputation of the

people is the most natural trust foundation now. The application area of our trust

mechanism is limited. Nevertheless, our proposal is part of the reconstruction of

social devices for trust which have been considered by the long history of human

beings. We have to learn more from this history.

Technologies used to prevent the phenomenon of information cascading are still

immature. However, there is a lot promising knowledge about approaching these

problems. We expect that we can progress this research and apply it to such

knowledge.
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Chapter 6

Smartphones: The Next Generation

Medication Administration Tool

Eizen Kimura

6.1 Introduction

A common aim of healthcare professionals is that patients regain a healthy state under

their professional and dedicated treatment. However, the “To Err is Human” (Kohn

et al. 2000) report released by IOM (Institute of Medicine) in 1999 emphasized the

fact that many patients suffer from medical accidents every year. This report brought

to the healthcare domain the concept of “Safety Management” as a medical accident

measure, and attempted to ensure “Patient Safety” by the introduction of the ICT

(information and communications technology) check system.

The Japanese Council for Quality Health Care reported in 2009 that nurses had

the most frequent error incident reports, followed by physicians (Japan Council for

Quality Health Care Division of Adverse Event Prevention 2012). Most incidents

occurred in the patient’s room (inpatients) and the operating room; the most

frequent issues were “Bedside assistant jobs” and “Treatment care/procedure”.

The most frequent reported causes were “neglecting to check”, “misjudgment”,

and “neglecting to observe.” The report noted that the number of reported incidents

had not changed since 2005. It was also noted that 41 % of medical errors ensued

from medication administration (Lisby et al. 2005). Medical safety management in

medical practice is still an ongoing issue.

The rising cost of medical technology development has encouraged national

interest in “sustainable health services”. For healthcare management reform, the

focus on information gathering and analysis of EHRs (Electronic Health Records) is

a pressing concern. We note the importance of medical safety practices, such as

properly documenting medical records, tracking expenditures for hospital business

analysis, and ensuring traceability and accountability.
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Medical practice entails forms of consumption and, in this context, the idea of

building a mobile medication checking system has emerged. These mobile devices

allow the user to take them away from the staff station, enabling the checking of

medication order lists and consumed medications at the same time. However, there

are many problems peculiar to the healthcare field; trials using mobile terminals

with ICT support have a long way to go before being acceptable for medical use.

We will give an outline of the background of BCMA (Bar-Corded Medication

Administration) (Koppel et al. 2008), introduce some trials on it, and discuss the

way forward.

6.2 Issues Relating to BCMA

6.2.1 Institutional Background

In Japan, “The Drugs, Cosmetics and Medical Instruments Act” and “The law to

revise the drawing of blood and blood donation business control methods” came

into effect in 2005 (Pharmaceutical and Food Safety Bureau 2004). Biogenous

medical products, except plasma derivatives, require management of the production

history. Not only is a product’s history tracked during the initiation stage and during

production but the selection of the donor (the source of raw materials) should also

be able to be confirmed. In addition, it is necessary to maintain records of antipol-

lution maintenance and manufacturing tracking.

MHLW mandates drug companies to keep detailed records of followup of the

donor user, the infectious disease submission report, the mandatory display of

primary material if a drug is biogenous product, and the monitoring of proper

usage at the post market. Drug companies must make sure that all records are

connected and verified to ensure accountability in case of future incident

investigation.

Historical background of the constitution of the law was the experience of the

lawsuit on adverse drug reactions and the investigation of the casual association

between administered drugs and the adverse drug reactions had processed with

difficulty because of lacking sufficient records. We recognize that extensive trace-

ability is required in order to undertake root cause analysis into the harmful effects

of drugs.

In September 2006, to prevent accidental misunderstandings on drug

applications and to ensure traceability, guidelines for implementing medication

barcodes were given in office notice No.0915001 “The barcode display on an

ethical drug” by MHLW (Ministry of Health, Labour and Welfare) Pharmaceutical

and Food Safety Bureau (2006). The ethical drugs were categorized into five kinds:

biogenous products, specific biogenous products (among biogenous products, main

raw material is from human blood or tissue), oral medicine, intravenous, and

external medicines. Packaging schemes are categorized into three kinds: dosage
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packaging unit, sell packaging unit and bale packaging unit. The notice also

requires manufacturers to provide serial number manufacturing codes, quantity,

and expiration date on the barcode.

The JAN (Japanese Article Numbering) (The Distribution Systems Research

Institute 2012) code is the product identification code of the Japanese Industrial

Standards; it is designed to be compatible with EAN (European Article Number) of

GS1. GS1 (Global Standard One) is a global organization dedicated to the design

and implementation of global standards of supply and demand chain. The number

of the packaging type and the JAN code together make up the product code of the

ethical drug. The information level on a dosage packaging unit is necessary to

ensure the proper medical treatment at the end point of accountability. “GS1 RSS

(Reduced Space Symbology, recently renamed as “DataBar”.) limited composition

symbol CC-A” and “RSS-14 stack composition symbol CC-A” should be used.

As of 2010, the product code of the sale packaging unit is displayed on more than

99 % of medical supplies. However, as for the manufacturing number or the

manufacturing code, only a specific biogenous product is 100 % (Ministry of Health

Labour and Welfare Health Policy Bureau Economic Affairs Division 2012). The

degree of labeling on other medical supplies is still low; the environment for

traceability in the medical field is still developing. Neither barcodes nor RFID

(Radio Frequency Identification) are completely adequate for labeling purposes at

the moment; it is necessary to build a system that supports both barcodes and

RFIDs.

6.2.2 Healthcare Management

The medical treatment system in Japan has traditionally used fee-for-service

payments, but recently the payment method has been shifting to the prospective

payment system. MHLW introduced the DPC (Diagnosis Procedure Combination)

(Okamura et al. 2005) in 2003. While the DRG/PPS system is a “per-case payment”

system, the DPC is “per-day payment”; it is generally believed that there is an

incentive in shortening the average length of stay (LOS) to reduce medical

expenses. When part of the medical treatment is fixed, controlling medical costs

becomes the most important task for healthcare.

It is common that the business analysis in hospitals distributes and assesses the

cost of ethical drugs based on the billing information of each patient and on a

departmental basis. The practitioners enter the orders, and these orders are trans-

ferred to the medical business department to gather the claim information and

generate the medical care claims bills.

The billing transaction process in Japan was computerized in 1999. However,

the current ordering system merely records the history of ordering and dispensing

medications, allows administrative checking, and converts the transaction informa-

tion to billing claims. The billing rules are so complex that the medical treatments

and the billings do not have a one-to-one relation. The billing does not reflect the
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actual consumption of ethical drugs for medical administration purposes. Thus, it is

impossible to determine the accurate picture of healthcare expenditure strictly from

the billings.

Adopting the unit control of medical supplies and recording the exact medical

treatment and procedures will allow for real cost accounting. However, checking

the unit controlled medical supplies by scanning barcodes may increase the burdens

on healthcare practitioners. Personnel costs comprise nearly half of medical

expenditures (Ministry of Health Labour and Welfare Health Policy Bureau Eco-

nomic Affairs Division 2009); thus, increasing the burdens on practitioners will put

pressure on management to refine business analyses and practices. A medication

checking system must require the least amount of personnel labor possible.

6.2.3 Operating Issues with Regard to the Ordering System

Healthcare services around a Japanese medical ward are limited due to poor

housing conditions (Ministry of Health Labour and Welfare 1995). The lack of

resources makes it difficult to build a cost effective and timely delivery system of

maintaining a stock of ethical drugs at the ward and distributing them efficiently.

Common practice is to have the pharmaceutical department arrange the delivery

date for the drug order and deliver the drugs at the appointed time. The ordering

system is recognized as a tool for reserving or backordering drugs over a long

period (Tomohiro 2005). The real computer-based injection designation system has

recently emerged.

Tanaka et al. reported that among all intravenous infusions at the hospital in

2007, less than 1 % of treatments were not authenticated, due to an emergency order

by a physician (Kaihara et al. 2009). Among authenticated orders, 55 % were

changed or canceled. This study shows that even when put on alert, nurses have

tendency to repeatedly enforced some orders to be authenticated. The fact that 4 %

of the override actions were the cause of malpractice incidents indicates that the

healthcare workers are too close to medical accidents. Medical treatment cannot

always be scheduled. A failsafe design in the checking system at a ward is very

important. In addition, the long time span between dispensing drugs and

administering treatment can also cause frequent order changes and cancellations.

Lacking a supply system that supports sustainable and prompt delivery for

urgently required ethical drugs, practitioners have a tendency to order extra drugs

so as to have them on hand. To change the focus from ordering resources to

indications for medical treatment, the system should shorten the time between

dispensing a drug and administering it. Collecting the log of authentication, the

list of medicated ethical drugs, and the log of treatment time will enable realtime

stock forecasting and better stock control.
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6.2.4 Securing Medical Safety

To ensure medical safety, BCMA helps practitioners to ensure the five “rights” of

medication administration (Koppel et al. 2008): “right patient,” “right drug,” “right

dose,” “right route,” and “right time.” On the other hand, there is a report pointing

out that the effect of BCMA is limited and may even be one of the causes of medical

accidents (Koppel et al. 2008). The controversy over the usefulness of BCMA

stems from a lack of standardized definitions relating to the information and the

workflow that BCMA should handle (Akiyama and Atsushi 2009; Henneman et al.

2007). In that sense, BCMA is not a mature system. There have also been few

discussions about the absolute merit of the five “rights” (Shane 2009); the informa-

tion for analysis and authentication is still not fully elucidated.

Akiyama et al. suggested that authentication of the “right drug” not only implies

authentication of the right kind of drug, which is exactly what the physician has

prescribed, but also implies checking whether a drug to be co-infused is co-infused

correctly, as well as accessing a drug adverse reaction database to ensure that these

drugs have no side effects related the medical administration (Akiyama et al.

2008a). After drugs are co-infused, there is a decrease in drug efficacy and bacterial

growth as time goes on; mixing drugs more than 1 h from the prescribed time is

inappropriate (Schneider et al. 1998). “Right route” is commonly focused on

confirming the intravenous injection route. Additionally, improper treatments that

deviate from the scheduled time should be suppressed. Checking whether additional

treatments are medically appropriate is also required; this is conducted by calculat-

ing the daily dose (Akiyama and Atsushi 2009). In other words, securing medical

safety does not involve merely authenticating items and times; it also requires that

treatments are performed appropriately, using the right medications, at the

prescribed time and place, and properly conducted using the correct workflow. To

that end, we have to develop a system that accesses an adverse event database and

queries the clinical decision support system instantly, via an authentication process,

to judge whether the request is correct according to the “five rights”.

6.2.5 Information Security

In healthcare, the sharing of patient information between practitioners, as well as

immediate access to the information, should be guaranteed. Without this guarantee,

patients’ lives may be endangered. Efficient medical treatment may be hampered if

access control with regard to medical records is inappropriate. The healthcare

domain should establish an original security policy that balances the protection of

information, considering fundamental patients’ rights, and the disclosure of patient

information to practitioners to ensure medical safety (Tsukuma et al. 2001).

Some paper suggested that instead of managing access control strictly, we

should add audit functions to the medical information system. We may enhance
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accountability by tracking personnel access and preventing fraudulent activity. In

other words, guaranteeing immediate access to patient information, determining

who accesses it, and recording these logs in a tamper-proof format are more

important than preventing illegal access to patient information in healthcare.

6.2.6 Ethical Drugs and Traceability

Traceability in the healthcare domain is the ability to track ethical drugs from

production to patient use. To that end, product information should accompany

medical supplies from production to distribution. However, barcode re-labeling

may be performed during physical distribution, hence it may not be possible to

locate critical information, such as the lot number, and a medical center may also

get the wrong ethical drugs if the re-labeling process itself is done in error.

One problem in this regard is that the information management units are

different between the production, physical distribution and dosage stages. To bridge

the gap between information management units, barcode re-labeling is undertaken.

The production phase and the dosage phases require “Unit Dose”, but in the

physical distribution phase, labeling is done according to various packaging

forms, such as palette, lot, the cardboard box, etc. Every time drugs are packaged

and unpackaged, re-labeling may be required.

GS1 (Association of the old international EAN) has standardized the physical

distribution process to resolve these issues. In the GS1 standard, GS1-128 (UCC/

EAN-128), RSS (Reduced Space Composite Symbology) and RFID are used as

Data Carriers. GTIN (Global Trade Item Number) and SSCC (Serial Shipping

Container Code) are approved as the standard data format. GTIN focuses on

consumption while SSCC focuses on physical distribution; GTIN and SSCC are

mutually interchangeable. In the healthcare domain, most pharmaceutical

companies use the EPC Global code, and it has become the de facto standard.

The EPC uses SGTIN (Serialized GTIN) that has interchangeability with GTIN. In

Japan, JAN (Japanese Article Number) is specified based on EAN and also has

interchangeability with GTIN.

Japan has mandated that all ethical drugs are to be labeled with barcodes after

2008. Unit item management can identify the kind (name) of ethical drugs, but

cannot identify individual ampoule bottles. Single item management can use the

serial number to distinguish individual products, and it is indispensable for ensuring

medical safety. Accidents in which practitioners mistake the mixed injection drug

for another because the bottles appear the same will be avoided by distinguishing

the individual bottles (Kondoh et al. 2008).

Therefore, SGTIN enables single item management and is regarded as an

important component in the medical field. However, as the barcode is not currently

displayed on all medical supplies, complete source marking is not now available.

Every medical institution has to apply private “in-house” markings in each medical

institution, which creates additional administrative burdens.
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6.3 Issues Relating to BCMA

Nurses in a ward carry out most of the orders for patients during a hospitalization.

Blood transfusions are primarily reported by the nurses at a ward, implying that

many invasive and high-risk medical treatments are conducted at the ward; depend-

able authentication should be performed beforehand. Below is a typical workflow

process from ordering the blood transfusion to the actual transfusion to give a

general idea of the workflow at a healthcare setting:

A physician inputs the blood transfusion order via CPOE (Computer-based

Provider Order Entry). The blood type of the patient is registered on an electronic

medical record, previously inspected by a blood transfusion department system.

The blood transfusion department accepts the order from the physician and

performs the radiation on the blood bag and dispenses it. At the staff station, nurses

verify the dispensed blood with the form issued by CPOE; then, they carry the blood

to the patient’s bedside. The nurse scans the barcode on the staff identification plate

and inputs it as the performer’s identity. Then she scans the barcode on the hospital

card of the patient. Finally, she scans the barcode on the blood bag to perform three

points authentication (Dzik 2007).

Because the authentication process requires the authenticating person and

materials at the ward, mobile terminals such as a PDA (Personal Digital Assistant)

and PHS (Personal Handy-phone System), attached to a barcode reader, are widely

used. In Japan, BCMA has been implemented on mobile terminals since the 2000s

and has spread rapidly (Akiyama 2007a). The number of negative incidents has

been remarkably reduced in hospitals using BCMA (Watanabe et al. 2006; Matsuda

et al. 2006; Makoto 2004); however, such incidents have not been completely

eliminated.

The patients wear a wristband with a barcode in many hospitals, but the

responses from patients in this regard have not been positive (Yano et al. 2008).

Therefore, some hospitals use a hospital card instead of the wristband, using the

wristband only in a limited number of situations, such as during operations.

However, these sorts of measures may be the cause of certain problems. Too

many barcodes required for authentication (Tomohiro 2005), and the complicated

operation of the mobile terminal, can lead to nurses bypassing authentication

(Watanabe et al. 2006) or refraining from using BCMA; there are many reports

that nurses have been hesitant in using BCMA (Yano et al. 2008; Tateishi et al.

2008). For example, the light of a scanner is very bright, which can disturb sleeping

patients. Another example sets out how a nurse gave up using the terminals because

the terminals were not charged and spare terminals could not be found immediately.

A system that reduces the burden on practitioners is, obviously, desirable (Lisby

et al. 2005; Kaplan 2005). Koppel analyzed the ‘workarounds’ of BCMA and their

causes in detail (Koppel et al. 2008): (1) The user administers medication without

scanning the medication barcode to confirm whether it is the correct medication,

leading to wrong medication administered, (2) the user administers medication

without scanning patient ID barcode to confirm it is the correct patient, leading to
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the wrong patient receiving medication, and (3) the user does not check or verify the

patient’s new medication orders before administering medication, leading to wrong

medication dosage or administration route. The most prominent probable causes

are: (1) The scanning procedure is slower or more difficult than other methods

because it may conflict with workflow efficiency (Watanabe et al. 2006; Tateishi

et al. 2008), (2) Users are not well trained in using the adequate procedures, and

(3) Users are not aware of hospital medication use policies, e.g., double checking

for high-risk medications. In other words, from the viewpoint of BCMA,

practitioners act inappropriately; from the standpoint of human design, current

BCMA may be one of the worst products in the medical field, due to a lack of

sensitivity about human nature built into its design.

The PDA introduced from 2000 to 2007 cannot be said to be comfortable for the

nurse because its performance (Watanabe et al. 2006), size and weight are far

behind the ideal form (Yano et al. 2008). Windows CE-based terminals were

mainstream in those days, and these terminals had to expand to contain the high-

capacity battery and scanner modules needed to support longtime operation in the

ward. As a result, the size and weight of the terminal were increased to the point

where it was difficult to call it “mobile”. This became a major reason why nurses

did not want to effectively use BCMA. Other reasons to avoid BCMA include the

fact that the barcode is sometimes hard to scan, depending on the surface shape

(Yano et al. 2008; Tateishi et al. 2008); additionally, the pattern of the barcode may

be distorted, broken, or stretched.

Currently, most healthcare settings do not use the barcode labeled at the time the

product is shipped from the manufacturer, but use a barcode that the SPD (Supply

Processing Distribution) center or pharmaceutical department provides when it is

delivered to the healthcare setting. When drugs require refrigeration, the labels may

freeze and come off or condensation may blur the information (Yano et al. 2008).

When the labels have to be re-labeled, there may be a chance that the wrong label is

applied. Some healthcare facilities re-label drugs after mixing an injection at a

ward. There may be also a possibility of mislabeling when the practitioner mixes

drugs for multiple patients at the same time.

6.3.1 RFID Overcomes the Problems of Barcode

It has been repeatedly pointed out that barcode authentication, relying on optical

technology, has usability problems: (1) A scanner’s orientation and focus need to be

precisely oriented to the barcode, which requires great care, (2) Scratches, dirt, or

leaking fluids, such as blood, can make the barcode unreadable, (3) The barcodes on

a soft and deformable surface such as a wristband or intravenous feeding bags are

sometimes unreadable, (4) Attaching barcodes to a patient’s body may disturb the

patient’s sleep and rest. It may also upset patients because it detracts from their

individuality, (5) It requires scanning multiple barcodes to mix multiple injections,

(6) With traditional distribution processes, multiple barcode standards coexist and
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sometimes re-labeling is required (Kondoh 2007). These defects place a burden on

practitioners.

In comparison to optical barcode technology, the RFID (Radio Frequency

Identification) utilizes the characteristics of radio, which has the following

advantages: (1) The direction of an RFID reader does not have to exactly match

the IC tag, and it is readable even if there is shielding (noncontact authentication),

(2) RFIDs can read more information and more precisely than a barcode. Some IC

tags can also be written to or have write-once capability, (3) Multiple IC tags can be

read at the same time, (4) There is enough room in RFID for reading information so

automation of scanning materials is possible. In other words, the problems of

barcodes will be resolved by utilizing RFID’s characteristics.

6.3.2 RFID Trials in Healthcare

Kondo et al. developed a medical PDA with RFID reader and a wristband that has

an IC tag built-in (Kondoh 2007). They conducted a feasibility study at a medical

ward in 2004. Before medical treatment, the practitioners perform user authentica-

tion by scanning the IC tag in a staff identification card. Then, they scan the tag on

the medication and the patient’s wristband to confirm that the drug matches the

order of the physician. As a result, injection related incidents decreased, and they

can expand the coverage to both blood transfusions and outpatient chemotherapy.

There is the case replacing the conventional barcode with IC tags. This study

showed that an IC tag has a higher input efficiency and more efficient treatment

than the cases with barcodes (Kondoh 2007; Ota et al. 2008).

One in 10,000 people are reported to have surgical instruments or gauze left

inside the body after an operation (Gawande et al. 2003). The number of surgical

instruments used in one operation can be several hundred, depending on the opera-

tion. The nurse in an operating room has to count all instruments and to confirm that

no items are missing before, during, and after the surgery. The surgical instruments

are stored in a container and sterilized after irrigation. The distribution of

instruments to each container is also performed by manual labor, and approximately

2 % of distribution work may include the wrong items (Yamashita et al. 2009).

The MHLW (Ministry of Health, Labour and Welfare) mandates, via the

Amendment of Pharmaceutical Affairs Law of 2007, the safe management of

surgical instruments and setting the expiration date of instrument based on usage

count (Ministry of Health Labour and Welfare Pharmaceutical and Food Safety

Bureau Safety Division 2003). This mandate aims to establish more effective

medical safety practices by changing maintenance management from a non-binding

guideline to a requirement (Akiyama 2007b). However, a medical institution with

many surgeries often has 4,000–7,000 operations every year and manages more

than 100,000 instruments (Yamashita et al. 2009). At present, no healthcare facility

has managed surgical instruments on a unit management basis. There is no evidence

available for surgery frequency and the failure rate of instrument counting.
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MHLW’s demands for safety management will result in a huge burden on

healthcare unless countermeasures are taken.

The use of IC tags with surgical instruments is expected because of the IC tag’s

capability of providing multiple item authentications at the same time. Marcario

had tried to find the gauze left in a human body by scanning a small IC tag attached

into the gauze (Macario et al. 2006). However, we have to overcome a weak point

of the IC tag in order to account for surgical instrument materials. Surgical

instruments are mainly made of metal, and sterilization is necessary. Ethylene

oxide gas sterilization is used for precision instruments, such as an endoscope,

that should not be heated at high temperatures. Steel devices, such as scalpels or

forceps, are sterilized by high-pressure steam (Wolfgang et al. 2009). IC tags need

to be resistant to high temperatures and chemical agents. IC tags should also have

impact resistance because they can be subjected to the impact of automated

cleaning and transportation. IC tags are required to maintain readability under

these severe environments.

To address these issues, Yamashita et al. developed the ceramic IC tag, which

buried a small IC tag in a ceramic body; this allows the tag to perform durability

management by logging usage frequency and the history of surgical instruments

through the cycle of irrigation, sterilization, and keeping (Yamashita et al. 2007).

The ceramic IC tag is resistant to high temperature, pressures, and chemical agents.

The advent of the ceramic IC tag eliminates the areas where IC tags cannot be used

in healthcare, and may lead to ubiquitous use. The issues that remain to be solved

are reducing the costs, standardization of the information on IC tags, and develop-

ment of a tag management system.

6.4 Challenges for the Future

6.4.1 Workarounds for Barcode

There are some problems with regard to BCMA that need to be resolved. One is that

the mobile terminals of BCMA have a tendency to be heavy, because a barcode

scanner module has to be attached to the terminal. The labels on a deformable

package or on a curved surface are difficult to read. Machine error, unreadable

barcodes, and users forgetting to read the barcodes are major risk factors that

threaten medical safety (Koppel et al. 2008). However, barcode systems cost less

than RFIDs, hence it is expected that barcodes will coexist with RFID in the future.

One future challenge is that of developing a mobile terminal that can process

barcodes more easily. One possible solution is a smartphone equipped with an AF

(Auto Focus) camera. Smartphones have high-speed processors so they can handle

more advanced image processing than conventional PDAs, in a shorter amount of

time. Reading barcodes with AF cameras and performing advanced image
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processing may increase the recognition rate of barcodes. As robust barcode

recognition algorithms are researched (Gallo and Manduchi 2009; Wachenfeld

et al. 2008), it is expected that more efficient BCMA may be developed.

6.4.2 Expand the Use of RFID in Healthcare

Investigation of the effects of electromagnetic waves from RFID devices in

healthcare settings has not been adequately performed (Akiyama et al. 2006).

There have been studies of the effect of radio waves produced from RFID devices

on medical equipment in laboratory settings (Ministry of Internal Affairs and

Communications 2006), but little research has been conducted in real medical

facilities.

There are huge amounts of transaction data that contain patient status, medica-

tion history, and the list of administered drugs with a lot-number. A distributed

processing technology to handle such data efficiently is required to realize realtime

CDSS (Clinical Decision Support System). To effectively work with the life cycle

management of ethical drugs’ supply, safekeeping, mixture, administration and

disposal, the standardization of a drug master code and a medical information

model should be developed. Solving these issues will accelerate the expansion of

RFID in healthcare.

6.4.3 Data Mining for Medical Safety

Akiyama et al. developed POAS (Point of Act System), a system that collects the

transaction logs of medication administered to patients. By conducting data mining

on tens of millions of transaction data, they found that warnings about an injection

occurred most frequently when the nurses’ shift change occurred (Akiyama et al.

2008b). Data mining based on the real dynamics of medical treatment is impossible

with conventional ordering systems and medical electronic records. By using

mobile terminals, the practitioner, patient, medications, injections, place, time,

and routes are all recorded, allowing investigation into which part of the workflow

medical accidents most frequently occur. Analyzing the time lag and the route

between ordering and administering medication may optimize stock and material

distribution.

This kind of data mining has already been performed in other fields, but data

mining in healthcare is still in the early phases of development. As I have described

previously, the standardization of the medical information model is still developing,

and we have to combine complicated, structured data to build data mining targets

because the treatment process includes many kinds of administering medication,

and these administration transactions are stored separately.
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6.4.4 Introduction of Smartphone to Healthcare

The introduction of information technology to the healthcare field has demonstrated

that such technology can reduce medication errors; however, there is no evidential

support for increased adherence to protocol-based care (Wu et al. 2006), and many

studies lack a financial analysis of the introduction of mobile terminals in

preventing medical accident; the real cost effectiveness is still unclear. However,

making the shift to smartphones from PDAs or special-purpose barcode readers will

improve the cost-effectiveness aspect.

PHS (Personal Handy-phone System) is very common in Japanese healthcare

settings; the GSM (Global System for Mobile) and CDMA (Code Division Multiple

Access) based cellular phones are not used. The evidence of the influence on

medical equipment of cellular phone’s radio waves has been unclear until recently,

so hospital managers have hesitated to introduce GSM or CDMA cellular phones.

The smartphone’s capability to connect to multiple channels such as Wi-Fi, 3G and

4G wireless technology is an advantage, but its advantage also may be a weakness

because more channels means it is more open to security risks.

Through the smartphone, enormous amounts of personal information will be

exchanged. We have to develop distributed processing systems that can service the

realtime clinical decision support while providing adequate security (Ministry of

Health Labour andWelfare 2010). It will be necessary to develop the authentication

system closely with cloud computing technology. There are many issues that

hospital managers should take into consideration before introducing smartphones

into medical institutions.

6.5 Conclusion

Research into ensuring medical safety and analyzing the medical business process

with mobile terminals has been conducted for more than 10 years. The course of this

research has not been smooth, and there are many remaining problems. However, I

expect that the advent of smartphone implementation will provide a break-through

for several reasons: The major problems of BCMA are the low-quality design of

user interface and the performance issue on barcode reading. Smartphone processor

performance is now surpassing former high-end workstations while the more

sophisticated interface and more robust barcode recognition by high-performance

image processing will make BCMA more useful.

Furthermore, a smartphone equipped with NFC (Near Field Communication)

will be expected to integrate barcode and RFID into one item. This capability will

be available in many commercial products so that all healthcare members may

change from PHS to smartphones, and they will be ready to conduct medical

administration authentication no matter what the time or location. In addition,

smartphones support many channels such as Wi-Fi, 3G and 4G wireless
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technologies at the same time. The practitioners can conduct medical administra-

tion anywhere.

The smartphone seems promising, but there is little empirical evidence of its

effectiveness in the healthcare domain.We have to verify the smartphone’s usability

in the future.
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Chapter 7

Weaknesses of the E-Government

Development Index

Eltahir Kabbar and Peter Dell

7.1 Introduction

Although initially conceived in the relatively narrow context of Business Process

Outsourcing (BPO), particularly to offshore locations, IT-enabled Services (ITeS)

has matured and increasingly emphasizes innovation of conventional services

(Uesugi 2008). An example of this in practice is the growth of e-government, in

which conventional government services are provided in online environments.

However, as Weerakkody et al. (2009: iv) note, efforts to transform the public

sector have largely resulted in “reinforcing old practices”, rather than the innovation

ITeS increasingly supports. For IT to fulfill its potential to enable true transformation

of government, attention must be paid to the new and innovative services it enables.

Thus, ITeS lie at the core of transformational government by allowing new practices,

rather than simply automating inefficient and undesirable old ones.

E-government can promote economic development and encourage participation in

service delivery processes (United Nations 2012). Consequently, there have been a

number of efforts to monitor the state of e-government development in countries

worldwide, the most widely reported of which is the United Nations E-Government

Survey. This survey produces a regular series of rankings of countries’ e-government

development, based on a metric known as the UN E-Government Development

Index (EGDI).

The importance of these rankings cannot be underestimated. They are widely

cited and discussed, perhaps not least because as a product of the UN they are

highly regarded by default. Yet there has been little critical examination of the

index itself. One notable exception is the identification of statistical flaws in the

manner in which the index is calculated (Whitmore 2012). However, even were this
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to be rectified in future versions of the index there still remain questions as to how

the index should be interpreted. It is not necessarily the case that an ‘absolute value’

of e-government development, which the UN metric provides, is particularly

helpful if one’s objective is to understand how well a country performs relative to

its ability to do so; in such cases a metric that takes into account economic and

sociocultural factors would be more appropriate.

With these thoughts in mind, this chapter examines the EGDI, and in particular

its correlation with economic and sociocultural factors. We note that past literature

in e-government has focused primarily on the supply side of e-government, includ-

ing models of e-government evaluation and practices (Reddick 2004; West 2004);

effectiveness of implementation and challenges of e-government services (Jaeger

and Thompson 2003); success factors and implementation of E-government

initiatives (Jaeger 2003; Traunmüller and Wimmer 2003). Very little attention

has been paid to demand aspects of e-government. This chapter avoids this weak-

ness by looking at both supply and demand sides. First, the following section

examines macroeconomic issues that affect a country’s ability to effectively deploy

e-government services in the first place. Second, the chapter will examine some of

the sociocultural factors that influence the population’s willingness to use those

services, and thus examines the demand side. Finally, the chapter concludes with

some recommendations for practice and research.

7.1.1 The United Nations E-Government Development Index

The EGDI is calculated from data collected in the UN E-Government Survey. The

most recent version of this EGDI was published in 2012 and is described in the UN

documentation as “measuring the willingness and capacity of national

administrations to use information and communication technology to deliver public

services”. The overall metric is based on three individual components. First, the

Online Service Index measures the maturity of a country’s e-government websites,

such as their national website and related portals, and related websites from

ministries such as education, labour, social services, health, finance and environ-

ment. Second, the Telecommunication Infrastructure Index derives a score for

a country’s telecommunications infrastructure based on five indicators: the propor-

tion of Internet users, fixed telephone lines, mobile subscribers, fixed Internet

subscriptions, and fixed broadband facilities. Finally, the Human Capital Index is

calculated based on measures of a country’s adult literacy and education enrolments.

Thus, the EGDI purports to take into account not only the maturity of

e-government services in individual countries, but the capacity of those countries

to deliver e-government services both in terms of the telecommunications infra-

structure and the skills of the population to provide and exploit them.

Although the EGDI is statistically flawed, a more statistically valid ranking

technique has not been widely adopted. Although other ranking methods have

been proposed, the EGDI is the current standard ranking technique and – for better
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or for worse – public policy debate around the world is influenced by the EGDI

more than any other measure.

It is prudent, therefore, to examine the EGDI in more detail to reveal possible

consequences of its use. Given that it is likely to continue to remain the dominant

measure of e-government success for some time, this will allow for public policy

debate to ensure a wider view of the state of affairs of e-government development.

This chapter examines economic and sociocultural factors related to the EGDI,

details of which are explored in the following sections.

7.2 Economic Factors

Perhaps not surprisingly, the EGDI is strongly correlated to per capita GDP. Indeed,

the UN E-Government Survey 2012 notes numerous associations between per

capita GDP and the state of e-government in various countries. Nevertheless, the

rankings presented in the UN report do not take income into account and the results

are similar to a ranking of per capita GDP.

Therefore, in this chapter we present an alternative ranking based on the UN data

and weighted to take into account per capita GDP, revealing somewhat unexpected

results. We conclude with discussion of some of the possible consequences of an

index which does not take these into account.

7.2.1 Incorporating GDP into EGDI

Using 2011 GDP data from the International Monetary Fund, a strong correlation

was observed between each of the indices and per capita GDP. In the case of the

Online Service Index (OSI):

OSI ¼ 0:1352 ln GDPð Þ � 0:7557; R2 ¼ 0:5219 (7.1)

In the case of the Telecommunications Index (TI):

TI ¼ 0:1698 lnðGDPÞ � 1:1917; R2 ¼ 0:7424 (7.2)

And in the case of the Human Capital Index (HCI):

HCI ¼ 0:1257 lnðGDPÞ � 0:4042; R2 ¼ 0:6023 (7.3)

Finally, the overall EGDI is inevitably correlated with GDP, derived as it is from

the three components above:

EGDI ¼ 0:1436 lnðGDPÞ � 0:7839; R2 ¼ 0:7712 (7.4)

7 Weaknesses of the E-Government Development Index 113



These correlations make intuitive sense: of course wealthy countries are more

likely to have the ability to invest in online services, telecommunications infra-

structure and education. However, the EGDI does not provide an easy basis for

comparisons between countries that are not roughly equivalent in terms of GDP.

For example, Qatar, the world’s richest country in terms of per capita GDP, has an

EGDI of 0.6405. In contrast, Zimbabwe, one of the world’s poorest countries, has

an EGDI of only 0.3583. Is one therefore to conclude that Qatar is “better” at

delivering e-government than Zimbabwe? Or more efficient? Or something else

entirely?

To resolve this difficulty we calculated the scores one would expect of each

country based on per capita GDP, termed here Expected EGDI (EEGDI). These

scores were calculated using the regression equation for overall EGDI above.

In order to determine if a country’s actual performance as assessed by the UN

(EGDI) was above or below their expected performance based on GDP (EEGDI)

we then calculated a calculated the difference between these two scores. As this

score is a reflection of a country’s e-government development performance relative

to what would be expected by GDP, we term this E-Government Development by

GDP (EGDGDP):

EGDGDP ¼ EGDI� EEGDI (7.5)

EGDGDP has a theoretical range of�1 toþ1. In the best possible case a country
has an EGDI of 1 but an EEGDI of 0, resulting in an EGDGDP of +1. On the other

hand, in the worst possible case they have an EGDI of 0 and an EEGDI of þ1,
resulting in an EGDGDP of �1. A summary of the original EGDI scores and these

differences is presented in Table 7.1.

Analysis of theseEGDI differences reveals somevery interesting – and unexpected –

results. When per capita GDP is taken into account Zimbabwe would only be

expected to have an EGDI score of 0.0981, yet that country’s actual score of

0.3583 is much higher. On the other hand, Qatar is expected to score 0.8791, but

has an actual score of only 0.6405.

By providing an indication of whether a country is performing above or below

expectations, these differences are arguably more useful than the “raw” scores that

are published by the UN; we therefore consider these to be a better measure of

E-Government Development Performance than raw EGDI on its own.

7.2.2 Implications of Considering Economic Factors

Analysis that only considers the raw EGDI values and does not take into account the

level of wealth in a country can be misleading. One such example can be drawn

from the UN report itself, which describes the United Arab Emirates (UAE) as a

“best practice case” (p. 23). Prima facie the UAE does look like a good example;

the EGDI having increased from 0.5728 in 2008 to 0.7344 in 2012.
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Indeed, the UAE’s per capita GDP has increased markedly over the same time

period so one would expect the EGDI to improve accordingly, yet when per capita

GDP is taken into account the EGDGDP value fell slightly from 0.0369 in 2008 to

0.0304 in 2012. In other words, although the UAE has a higher level of e-government

development than would otherwise be expected given the country’s GDP, the extent

to which this is the case actually fell between 2008 and 2012. While there are other

countries whose performance relative to that which would otherwise be expected

increased over the same time-frame, it is the UAE that is noted in the UN report. This

is not denigrate the improvement that has been achieved in the UAE – it should not

be forgotten that the EGDI score is still positive – rather to note that there are other

countries whose performance is even better and would be more suitable examples of

‘best practice’.

Similarly, the UN report considers the Seychelles to be a leader in Eastern

Africa, yet after per capita GDP is taken into account the Seychelles is an

underperformer with an EGDGDP ¼ �0.1469. On the other hand, another country
in Eastern Africa – Zimbabwe – has the world’s highest EGDGDP but their

performance relative to GDP goes without mention in the report.

Academic sources also often cite countries’ EGDI scores as evidence of those

countries’ performance, or lack thereof, in electronic government. For example,

Bhuiyan (2010) notes the low overall ranking given to Bangladesh, yet when one

considers the trajectory of Bangladesh’s e-government development relative to

GDP the situation is positive: EGDGDP rose from �0.2136 in 2008 to �0.0076
in 2012, one of the highest increases in performance globally.

Similarly, Al-Wazir and Zheng (2012) imply that e-government performance in

Yemen is poor and that Yemen could learn from other countries such as Egypt. Yet

Yemen’s performance relative to GDP increased by more than Egypt’s from 2008

to 2012 – Yemen’s EGDGDP increased by 0.1288, in contrast to Egypt’s 0.0479.

The implication is that the strategies being employed in Yemen have led to a more

rapid increase its performance relative to GDP, and by extension it can be argued

that e- policies to improve e-government development in Yemen are more effective

than those in Egypt.

There are many other examples where the UN rankings are reported without

question are also present in academic literature (e.g. Assar et al. 2011; Opesade

2011). Given the examples discussed above, academic debate that does not take

GDP into account may be unreliable and misleading. Further, information from non-

academic sources in the public domain also use the raw EGDI data; for example, the

Wikipedia entry on e-government includes a list of the top 50 countries based on the

UN rankings.

Many national governments have also repeated the UN rankings where it suits

them, for example government websites fromMauritius,1 Singapore,2 Saudi Arabia3

1 http://www.gov.mu/portal/sites/indicators/International_Indices.html
2 http://www.egov.gov.sg/accolades-and-awards-international-awards
3 http://www.alriyadh.gov.sa/en/news/Pages/news8668.aspx
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and Qatar4 all cite the EGDI as flattering evidence of the state of e-government in

those countries, yet when GDP is taken into account they fared worse than implied

by their websites, and in some cases much worse.

Clearly, although in many cases the raw UN rankings may give a misleading

indication of a country’s performance in e-government development, these

rankings are a staple of discussion in official, academic and public discourse.

This creates a risk that the wrong exemplars will be put forward in policy and

related debates. Given the clear correlation with a nation’s level of wealth and its

level of e-government development, there is no reason that a more accurate ranking

that takes this into account cannot and should not be devised given the simplicity of

doing so.

This section has incorporated GDP into EGDI to better assess countries’

E-government Development Performance, resulting in a metric termed EGDGDP.

However, in addition to economic factors, sociocultural factors are also an impor-

tant aspect that must be considered when considering a country’s e-government

development. In the following section these sociocultural factors will be explored in

more detail.

7.3 Sociocultural Factors

Over the past two decades or so many countries around the world started to utilize

the power of ICT to deliver public services. Despite the obvious benefits of online

services; the uptake of these services is still limited in many countries (Van Deursen

et al. 2006; Kunstelj 2007; Bertot and Jaeger 2006; Ebbers et al. 2008). Further, user

participation in online services is a key success factor in enabling e-government to

reach its full potential (Moon and Norris 2005; Jaeger 2003).

The limited e-government user uptake has been attributed to two main factors.

First, e-government activities have been predominantly driven by supply side

factors (Bertot and Jaeger 2006; Kunstelj et al. 2007; Reddick 2005; Schedler and

Summermatter 2007; Gareis et al. 2004; Ebbers et al. 2008). Many governments’

decision to offer e-services was predominantly influenced by supply side factors

such as cost and time cutting (Anthopoulos Siozos and Tsoukalas 2007). During the

early e-government initiatives it seems that a number of governments decided to

deliver their traditional offline services online. ICT was mainly used to automate

existing services following the same existing business process (Asgarkhani 2005)

rather than using ICT to radically redesign their services. Governments failed to use

the power of ICT to invent new possibilities.

Second, e-government initiatives are technology driven rather than needs driven

(Bertot and Jaeger 2008). Governments are motivated by what new technology can

4 http://portal.www.gov.qa/wps/wcm/connect/hukoomi+web+content/hukoomi/media+center/news+

and+press+releases/individual+news/hassan+al-sayed+it+increases+government+productivity
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offer to deliver public services rather than actual users’ needs and requirements.

Verdegem and Verleye (2009) among others call for a more comprehensive under-

standing of users’ needs and satisfaction to improve users’ uptake of e-services.

The OECD (2009) report stated that governments need to improve the uptake of

e-services by transforming their e-government strategies. The report recognizes the

shift of focus and approach of online public services from government-centric to

user-centric by placing more attention to the context, such as social, organization,

and institutional factors, in which e-government services are delivered is needed.

This implies that the sociocultural factors in which e-government projects are

implemented must be considered from both the supply side (governments) and the

demand side (users).

7.3.1 Sociocultural Factors and the UN Report

The UN report described EGDI as being a measure of the ‘willingness and capacity’

of national governments to use online methods to provide government services

(UN 2012). While it is not clear exactly what ‘willingness’ means at a national

level, it is likely that national culture might be a relevant factor. Zhao (2011)

examined the relationship between national culture and EGDI and found that

smaller power distances, higher levels of individualism and higher long-term

orientation are all related to increased e-government development; it is possible

that these might have some relationship with the willingness that EGDI attempts to

measure.

However, it may be a mistake to make conclusions about countries’ willingness.

Countries with lower per capita GDP might be extremely willing to increase their

e-government readiness but lack capacity due to economic constraints.

While the UN report does not explicitly talk about the impact of countries culture

on their e-government development, the report recommends government depart-

ments and agencies to change their culture in the form of promoting information

sharing, cooperative knowledge management to make the transformation to a more

citizen-centric approach possible. The report does not address the cultural changes

required towards e-government from the users’ side, including citizen trust in

government and their willingness to voluntary participate in online services. It

is arguable that such a change is critical factor in shaping users’ attitudes towards

governments’ ITeS because as Evans and Yen (2006) note, without a deep unwaver-

ing trust of citizens in their government there will not be a free flow of information.

The UN (2012) report states that governments have focused predominantly on

the provision of online services from a supplier perspective. However, the report

also acknowledges that recently there has been a shift towards a more consumer

demand driven policy and greater emphasis on citizen usage of online services.

Despite this recent shift, it has been stated that the uptake of online services is still

low. This slow uptake has been attributed to accessibility of online services issues

with only 24 countries openly promote free access to e-government services
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through free Wi-Fi or kiosks. The report also suggests that the lack of using social

media to leverage the adoption of e-services explains the low uptake. The report

states that only 40 % of governments use a social networking site.

The UN report explores the role sociocultural factors play in influencing the

uptake of e-government services by measuring each country’s Human Resource

Capital index. The Index is a weighted average that is composite of two indicators:

the adult literacy rate and the combined primary, secondary, and tertiary gross

enrolment ratio, with two thirds of the weight assigned to adult literacy rate and one

third of the weight assigned to the gross enrolment ratio. However, a number of

sociocultural factors such as power distances, individualism, government transpar-

ency, citizen’s trust in government, and citizen’s privacy concerns are not included.

We argue that there is a need to adjust the Human Capital index by introducing not

only the adult literacy rate and the enrollment ratio (which could be either demand

or supply side factor but mainly focus on the supply side) but also adding other

sociocultural perspectives such as privacy and trust to achieve better e-government

development indicators.

The UN 2012 acknowledges the privacy and security challenges facing many

countries. The report states that the majority – 59 % – of governments’ websites

around the world, mostly from developing countries, lack a privacy policy. Yet the

existence or absence of this feature is not part of the EGDI. The report also states

that almost half of the countries in Europe display secure links on their national

websites, while only one in Africa appears to do so. However, the existence or

absence of such security features in the website is also not part of the EGDI.

Interview data from a current study conducted by one of the authors that

investigates factors that influence individuals’ uptake of e-government in Abu

Dhabi, United Arab Emirates (UAE) suggest that privacy concerns, trust in govern-

ment and security concerns are all influencing factors that shape potential

e-government user decisions to use or not to use online services. The results clearly

indicate that end-users who perceive government to be trustworthy and transparent

are likely to trust and use the government’s online services.

Yet these demand side factors are overlooked by the 2012 UN report, which

suggests that offering more online public services will create more demand for the

services by end users:

E-government innovation and development can position the public sector as a driver

of demand for ICT infrastructure and applications in the broader economy (p. 10).

Promoting the uptake of online services has been considered only from the

supply side. We acknowledge the provision of ICT infrastructure and e-government

application are important factors in e-government development around the world,

but improving citizens’ trust in their government in the first place is of equal

importance as people who hold positive views about their government are more

likely to attempt to use online services.

Cultural background and communication preference in addition to the Human

Capital components play a role in their acceptance and use of online services.

Results from the current study noted above showed that participants from the
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Middle East and the Far East tended to prefer to communicate with government in

face-to-face interactions, while participants from a western backgrounds often

preferred to use online services and believed it conferred relative advantages such

as convenience, saving time, and so on. The point here is that e-government

developments must be considered not only by measuring the EGDI but also taking

into account individual member state culture; the context in which e-government is

implemented varies from one county to another.

7.3.2 Implications of Considering Sociocultural Factors

It is clear from the above discussion that the sociocultural aspects of different

countries are not considered by the UN report in assessing e-government develop-

ment in countries around the world. The EGDI is not telling the full story; therefore

the index needs to be adjusted to take into account cultural and economic factors.

While the index has been renamed ‘development’, it still measures e-government

readiness. Including these factors in the index will allow the creation of a better

index of a country’s e-government readiness that takes into account not only the

supply of e-government services but also the demand and acceptance for such

services.

When monitoring countries’ e-government developments, relying only on the

supply focused EGDI, and overlooking the sociocultural aspects could lead to false

sense of advancement in some countries. The lack of consideration to sociocultural

factors when considering and make decisions about government online services

could lead to the conceptions and implementation of e-government systems that are

either not used or underutilized by end-users. The focus should always be on the

users’ needs and expectations as users are the most important tools in implementing

ITeS.

7.4 Conclusions

If a country is not well developed there may not be services which are amenable to

online delivery in the first place. For example, if a country does not have a

‘Medicare’ style program there is little possibility of providing an e-government

interface to such a program.

Hence, the UN data need to be interpreted carefully before any specific

recommendations or policy decisions are made. The level of public discourse and

debate about e-government seems prone to considering e-government development

in absolute values and not relative to each individual country’s economic and

sociocultural circumstances.

Each individual country needs to look not only at the level of development of their

telecommunications infrastructure, the literacy and technological skills available in
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that country, and the e-government services already in place, but should also look at

the ability the country has to afford the development of new e-government services

and the sociocultural appropriateness of any proposed services. To fail to do this

increases the risk that inappropriate investment and policy decisions are made.

There is also a need for greater attention to be paid by academic and industry

researchers to the causes for countries’ differing levels of performance in

e-government development. Wealth and sociocultural factors clearly play a role,

but further investigation into how these factors influence e-government develop-

ment is necessary. Without it, the benefits promised by e-government will be more

difficult to realise, and perhaps not achieved at all.
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Chapter 8

Computer Mediated Communication

and Telecollaboration for Language

Learning: Issues of Technology

Paul Spijkerbosch

8.1 Preamble

Education is a critical element of most contemporary societies. The level, quality

and type of education that individuals receive can have a major influence on both

the types of job positions they may acquire and the earnings that they may generate.

Furthermore, lifelong learning is important in acquiring new knowledge and

upgrading one’s skills, particularly in this age of rapid technological and economic

changes. The educational services industry includes a variety of institutions that

offer academic education, vocational or career and technical instruction, and other

education and training to millions of students each year (Wilhelm 2011). And

technological proficiency, most would argue, is critical.

Yet technology is not just about innovations; it is about service, access, literacy,

and relevance. If these are missing or deficient in any way, adoption is likely to be

constrained. This construct is certainly relevant in the education industry. And it

stretches across borders. No longer, for example, are gadgets being priced cheaply

only for learners in developing countries. The Raspberry PI, priced below 50

American dollars and developed by a charity for users in the United Kingdom, is

hardware designed to provide Internet connectivity and app developmental capa-

bility at low cost for children at a fraction of the cost of smartphones currently out

on the market. This nexus of access, literacy, and relevance has ensured the

Raspberry PI being sold out, with further production runs being planned at an

even lower user cost (Davison 2012).

When people think of technology, invariably they think of computers, machines

and other similar artifacts that either simplify or enable their day-to-day life. In an

intriguing reconceptualization of technology, Zhouying Jin (2011) asserts that

people need to have a much wider appreciation of what technology means to
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people. Drawing on philosophers such as Plato, to research institutes such as

Nomura, she elegantly argues that people need to widen their concept of technology

to include techniques, approaches, and processes (Zhouying 2011). She describes

this as ‘soft tech’. Although her perspective is clearly not unique, what is indisput-

able is that although artifacts have enabled changes, people need to develop ways to

best make these changes work. It is this factor that is driving a lot of research in

social sciences of late. Zhouying Jin believes that these changes can be described as

traditional notions of ‘hard tech’ being supplanted by wider notions of ‘soft tech’.

This paper will outline how important this ‘soft tech’ is in appropriately

incorporating ‘hard tech’ innovations within the educational service industry. In

fact, it will quickly become apparent just how complicated ‘soft tech’ solutions may

be, compared to that of ‘hard tech’. Specifically, it will look at how Internet

telephony can be best managed for intercultural collaboration and language

learning.

8.2 Background

Rapid and on-going developments in computer-mediated communication (CMC)

technologies increasingly facilitate opportunities for language learners, educators,

and educational institutions. Unsurprisingly, these opportunities have been taken

advantage of in a variety of ways. Initially they were (and still are) used for

e-learning or communicative forums through emails, websites or blogs. Recently,

widespread access to Web 2.0 technologies such as VoIP telephony (Skype, Google

Talk, Messenger) or 3D avatar software (Second Life, Active Worlds) has become

available.

Language learning has traditionally been described in terms of location: foreign

language (FL), whereby the learning is undertaken in a country where the language

is not commonly used, or second language (SL) acquisition, where the learning takes

place in a country in which the target language is commonly used in day-to-day

transactions. Naturally SL environments provide opportunities for learners to absorb

a more holistic range of target (such as paralinguistic or pragmatic) skills. In

contrast, FL teachers cannot easily recreate a SL style learning environment: it is

usually bound to the classroom, creating debate over the authenticity of the learning

experience.

The reason CMC technologies have become so meaningful for language acqui-

sition is because they can facilitate communication in a number of forms which

together, can provide learners with more of the opportunities previously ascribed to

the SL environment, despite being accessed in the FL environment.

Although CMC technologies can enable more ‘authentic’ language learning

opportunities, their primary practical use seems mostly defined by transactional

activities: getting learners to negotiate meaning through interaction. Accordingly a

lot of research has focused on Telecollaboration, in which collaborative exercises

are undertaken via internet telephony. As often happens however, coined phrases

can lead to a range of meanings. For the purposes of this research, Telecollaboration
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will be defined as a project in which learners need to (with differing levels of

scaffolding) work with Internet-based partners to reach a common goal. The

language component may be dependent on learner proficiency and whether the

project involves a single language or language exchange (commonly referred to as

e-Tandem).

Initially, approaches to CMC technologies have been primarily driven by

individual instructors at institutions. Recently, as CMC financial and technological

barriers become lower, educational institutions seem to be joining the bandwagon.

Ensuring practical and effective strategies for incorporating these technologies are

put in place, however, remains one of the biggest concerns for stakeholders.

Although there is research detailing types of collaboration and their assessment,

little seems to touch on the need for curricula or blended subjects (combining an

academic subject with the target language).

8.3 Barriers

It is easy to be caught up in the novelty of using technological innovations to

communicate with others. Ever changing fads and quirks mushroom in the infor-

mation technology sector, with various conferences and expositions given the kind

of attention previously afforded to Cannes and Hollywood. Educators are no

different, and with good reason. Technological innovations offer a variety of

methods to facilitate language learning. But, as Warschauer (1996) warned, tech-

nology itself does not improve language learning, but rather, it is the manner in

which it is utilized. There are a number of technologically related issues that would

need to be ameliorated for a truly successful CMC project to eventuate.

8.3.1 Multimodal Literacy

Just like literacy defines ability to read and write language, multimodal literacy

signifies the ability to understand and utilize a range of technologically-modified

communicative modes appropriately.

Despite technology fast becoming an integral part of most people’s lives,

exposure can elicit a range of abilities, and not all users are proficient; or rather,

proficient at some, but inadequate at others. Furthermore, as the penetration of

technology in our society continues, the emergence of multi-modal skills in CMC

use is becoming increasingly important, not only for the learner, but also for the

instructor in the classroom.

Multimodal literacy, defined by Pegrum (2009) as ‘understanding and interpreting

the relationship and interaction between different formats of digital media’, is both

gateway and barrier to language learning – in the classroom at least (Guth and Helm

2010). In a study of task-based language teaching (TBLT) course design reflection,
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Hauck (2010) explored the interrelationship between multimodal literacy and online

communication and concluded that educators need to be teachers of the technology,

not just facilitators, if their learners are going to be able to fully partake of the

opportunities for language learning and intercultural development (Hauck 2010). In

other words, if teachers are going to expect their students to use technological

applications (viz. CMC) it would be appropriate to ensure that all students can utilize

them effectively. Common sense maybe, but nevertheless literature suggests that it

remains a significant hurdle.

8.3.2 Appropriacy

In a world that seems to rapidly churn out all manners of technological marvels and

innovations, teachers need to be able to cherry pick the most relevant options for

their classroom: options that enhance, rather than distract from, the learning process

for their students.

In choosing a collaborative technology, instructors should determine how much,

and what type, of student interaction is needed to complete group assignments and

facilitate learning (Parker and Ingram 2011). As referred to previously, functionality

can be exciting, but it is only one part of the selection criteria. Timmerman and

Kruepke (2006) point out that more features are not necessarily better. Function

availability doesn’t equate to student usage. Having too many tools – or tools with a

steep learning curve – can impede, rather than facilitate, student learning (Falowo

2007). Otherwise, as Loveless et al. (2001) point out, effective learning through

integrated use of Internet Communicative Technologies (ICT) is likely to occur

despite, and not because of, the role of the teacher. One example of this distractive

quality is the recent usage of avatar-based CMC (such as in Second Life or Active

Worlds), after which some students concluded that they had been sidetracked by the

novelty and that they might have gotten better return by just sticking to simplified

chat forums (Deutschmann et al. 2009).

8.3.3 Accessibility

Despite the recent ubiquity of CMC, accessibility remains an issue. Accessibility

hinges on a number of aspects, such as; age, location, and time.

Learners are of all ages, and accordingly CMC may be utilized at all age levels.

However, younger learners often need more teacher-centered pedagogy to partici-

pate productively in class, while older participants may feel marginalized with

regard to technology. What this means is that age may affect how accessible the

CMC is perceived by learners. Perception can be a powerful psychosomatic reali-

zation despite environmental factors that may indicate otherwise.
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Parker and Ingram (2011) point out that there are a variety of micro or macro

issues that may affect participatory rates. Classroom ambience and social dynamics

can affect the development of class community – an important factor for teachers to

take into account considering their focus on collaborative tasks.

. . .if technology is truly experienced differently by different users, then the effects may

vary by user as well, and studying its effects at multiple levels of analysis is a necessity.

[One option] may be to examine how instructors can best move students beyond learning

the chosen technologies to learning how to use their functions to collaborate effectively, no

matter what technology is used. Parker and Ingram (2011)

Some telecollaboration involves different time zones. Students in a Japanese

secondary school have little chance to communicate live with peers, for example at

a North American school, forcing them to fall back on delayed methods of

telecollaboration. Class scheduling can exacerbate this issue.

Many students’ access to CMC is restricted outside the classroom for a variety of

reasons: bandwidth, hardware, parental concerns. Consequently, accessibility

through either bandwidth or portal outside the classroom can often be problematic.

8.4 Philosophical Frameworks

Rod Ellis in a foreword to Thomas and Reinders (Ellis 2010) elegantly details what

he describes as interactionist theories that underpin the raison d’etre of SLA within

CMC environments. He considers that most research to date in this field has been

informed by ‘negotiation-of-meaning sequences that support learning by providing

comprehensible input, feedback and opportunities for learners to self-correct’

(Ellis 2010). He goes on to point out however, that learners using CMC have

communicated in different ways from traditional classrooms, requiring researchers

to understand and describe why this is so. Although the research to date may well be

grouped in terms of ‘interactionist theories’, there are big differences within this

purview.

Research into international exchanges with CMC was initially framed in terms

of cognitive approaches. More recently, this has been superseded by socio-cultural

frameworks (Lantolf and Thorne 2006; Lamy and Hampel 2007). A third approach

has been to focus on tasks within the CMC moderated exchange.

The cognitive approach, championed by Chomsky’s assertion that mind and

matter were separated, considered information technology to epitomize the move of

thought and rationalization from meatspace to cyberspace. Language represented

rationalization, and thus, CMC would empower people from different cultures to

minimize their socio-cultural restraints and enable them to improve their language

learning without socio-cultural ‘hindrance’. These theories quickly dissipated from

the realization users’ actions, and apparent thoughts, could not be divided so easily

into the dichotomy of mind and body. Rather their thoughts seemed to reflect their

environment or past influences. This quickly led to the development of frameworks

that could better explain these phenomena.
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Socio-cultural theories (SCT) stress social interaction for learning. Social interac-

tion, through participation in cultural, linguistic, and historically formed settings such

as family life and peer group interaction, and in institutional contexts like schooling,

organized sports activities, and work places, leads to development of language –

as language is a fundamental aspect of interaction (Lantolf and Thorne 2006).

Key aspects of SCT involve mediation, regulation, and abstraction (Lantolf and

Thorne 2006), based on the principles of SCT set out by Vygotsky.

Another important aspect of SCT within the context of SLA is the zone of

proximal development (ZPD) (Donato 2000; Ohta 2001). The ZPD is defined as the

zone of potential in which an individual can achieve more with assistance from

others with better proficiency than they can do alone. The significance of this notion

is that learning is linked to development only within the ZPD. Facilitating contact

between language users of different abilities to help create this ZPD is a principal

goal of educators using CMC technologies (Cheon 2008).

The nature of CMC has invoked further rationalization of the processes involved

in SCT: multimodalities and multiliteracies. Lamy and Hampel (2007), quoting

Wertsch (2002) and Kress (2003), point out that the functionality of CMC ensure

that modes of communication transform previous modes to such an extent that they

may be totally different with respect to the affordances they represent to users

(Smith 2003, 2005). This raises the issue of whether or not users are able to adjust

accordingly. The plethora of modes is only matched by the need for skills, or

literacies, to use them appropriately. In other words language requires not only

certain levels of competency, but also various other skills – such as technological or

communicative competence. Deficiencies in one or more of these additional

skillsets can negatively impact on the likelihood for successful language learning

within a CMC environment.

A modern derivation of Vygotsky’s work (Müller-Hartmann and Schocker-v.

Ditfurth 2010) that incorporates these further rationalizations has become

popularized as Activity Theory (AT). AT encompasses multimodalities and

multiliteracies within a number of facets and levels. Importantly, it facilitates a

comprehensive research framework for the pedagogical implications of Task-Based

Language Learning (TBLL) in the CMC classroom.

As SCT has dominated the approaches of recent research frameworks, cultural

interaction as a trigger for developing intercultural competence (IC) seems to have

become an end in itself, rather than a means, for a lot of SLA researchers.

Researchers have drawn on the behaviorist psychology concepts of incidental and

intentional learning, popularized during the 1970s, to develop tools that could

describe the language learning processes within CMC environments (Kabata and

Edasawa 2011; Hulstijn 2003). Kabata and Edasawa (2011) quotes Huckin and

Coady (1999) in arguing that “incidental acquisition is the primary means by which

second language learners develop their vocabulary beyond the first few thousand

most-common words”. In fact, incidental learning is believed to have certain

advantages over direct instruction (Kabata and Edasawa 2011) as it is contextual-

ized, learner centered, and is pedagogically efficient (vocabulary acquisition and

reading occur at the same time).
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8.5 Management

8.5.1 Blending Subjects

Subject division was a mechanism developed by philosophers in order to clearly

define bodies of knowledge. Increasingly however, these boundaries are being

blurred as topics of interest draw on disparate subjects to transmit knowledge.

Points of convergence between these subjects have automatically led to ever

growing fragmentation and specialization, evidenced by the growing number of

‘subjects’ available for study at all stages of formal education. This process has been

accelerated through information technology as knowledge becomes more accessi-

ble. Although widely recognized by educators, the retention of these constructs is

considered a ‘necessary evil’ however, as they provide a form of control.

To reconceptualize this within a Japanese context, English language education is

typically taught in complete isolation to other subjects in the school system. English

teachers rarely, if at all, teach in conjunction with instructors of other subjects. This

is not to say English, or language instruction, is the exception. Most subjects are

taught in isolation. Although this may be appropriate in some situations, educators

and researchers need to consider if recognizing these points of convergence in a

curriculum would be more beneficial for learners. Certainly with regard to CMC

telecollaboration, points of convergence would allow more instructor interaction at

the curricular level, and enable time saved on avoiding repetition to be spent on

other worthwhile topics.

8.5.2 Collaboration

It could be argued that a number of factors are leading many teachers to narrow

their focus at a time when they should be scaffolding their students and setting an

example in the classroom by encouraging collaborative practices. Factors that

complement the narrowing of focus include more emphasis on performance

measures (Gewirtz 2002), teaching to the test, and skewing students’ integrated

knowledge about language (Frater 2000), and limited time to work with others

outside their specialized area of expertise (Hodkinson and Hodkinson 2005). With

specific regard to collaborative practices, Gereluk (2005) notes that:

Collaboration requires time and effort amongst staff and a demanding curricular framework

may overwhelm an already overworked teacher. The inflexibility of the curriculum may

create a situation whereby teachers do not have time to collaborate or see the need to

collaborate when every detail has been laid out.
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8.5.3 Curricular Development

Curriculum has come to represent different concepts to different people. Whether it

is transmitted, a product, a process or praxis, curricula seldom makes all

stakeholders happy. Furthermore, it could be argued, curricular theory can distract

teachers from the art of teaching: learning too often occurs in spite of, rather than

because of, instruction. Nevertheless, for learning environments typically provided

by institutions, a curriculum remains the framework through which potential value

can be appraised by stakeholders.

Around the world, curricula have become a mechanism for the transmission of

social values. This then, can be seen as a cultural construction. Teachers attempting

to establish a telecollaborative venture need to ameliorate their different educa-

tional (or cultural) systems to facilitate common goals.

8.5.4 Competencies

Hauck (2010) outlines what she describes as the ‘interdependence of multimodal

and intercultural communicative competencies’. Using Internet-based telephony to

collaborate interculturally requires intercultural communicative skills as well as

technological skills. They are dependent upon each other, and checking and scaf-

folding learner knowledge of them needs to be considered fundamental if they are

to be effectively used pedagogically.

8.5.5 Intercultural Communicative Competence (ICC)

A number of researchers in various fields have addressed the need for ICC.

However, with regard to language learning in conjunction with ICC, Byram

(1997) developed the seminal model. Specifically, Byram (1997) considered lan-

guage use to be a manifestation of culture (Thorne and Lantolf 2007). In other

words, he argued that language could not be separated from culture. To describe

this in more detail, Byram outlined five types (or savoirs) of competencies that

language users employ in variable quantities at different times: Attitudes, Knowl-

edge, Discovery and interaction, Interpreting and relating, and Critical cultural

awareness – all of which are constructs that have been well defined. Furthermore,

he outlined more than 20 specific classroom objectives, most of which are

performance-based. These objectives have ensured that Byram’s model is particu-

larly useful for institutions (which tend to be objective-based). Furthermore the

model is grounded in student-centered literature, and focuses on concepts of

language mastery.
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Conversely, Deardorff’s (2006) study, based on interviews with a group of

educational administrators and a group of ICC ‘experts’, found that although

specific ICC objectives were favored by the administrators, the experts leant toward

a more generalist set of benchmarks. Nevertheless, the experts in Deardorff’s study

were able to reach a consensus on certain attributes that could define ICC; attributes

that focused on cognitive and interactional dispositions. They could not reach

consensus on what role language had to play in the acquisition or performance of

ICC however, although it was recognized as being critical (my own italics).

Regardless, what was significant in terms of cross study reliability is that Deardorff

reached similar conclusions in comparison to a study by Fantini (2006) in which

Fantini noted that “a complex of abilities [is] needed to perform effectively and

appropriately when interacting with others who are linguistically and culturally

different from oneself ”.

8.5.6 Assessment Literacy

Although, at first, assessment appears to have been largely overlooked in CMC and

language acquisition literature, it seems to be moving to the forefront of the debate

on how to best evaluate telecollaborative practices. Lamy and Hampel (2007) cast

this oversight in terms of development. The focus appears to have been, until

recently, mostly on task design, media type, and philosophical frameworks:

understandable, considering the relative novelty of the technology being

incorporated.

However, Levy and Stockwell (2006) point out educators have failed to incor-

porate assessment methodologies that reflect the changing nature of course design.

They claim that many educators are still using exams and tests at the completion of

courses focused on telecollaborative designs. If blended learning is to be an integral

part of language teaching, then it follows that assessment practices need to accu-

rately reflect this pedagogical shift. Conceivably, there may be negative

ramifications for course designers in which the learners themselves would start to

question the legitimacy of assessment. O’Dowd (2010) highlights this issue in a

timely article, where he states;

If educators believe that foreign language education in our modern ‘globalized’

society should involve the ability to learn, work and communicate in online

contexts with members of other cultures, then it is to be expected that assessment

procedures and criteria should take this new learning context into account (p. 338).

As O’Dowd goes on to point out, there are a range of complex issues connected to

assessing the skills and competencies of language learners in a CMC-related course.

Issues such as; Intercultural Communicative Competence (ICC), multimodalities

and multiliteracies (Lamy and Hampel 2007), as well as interpretive skills and

dialogue sensitivity (Schneider and von der Emde 2006).

Assessing these issues is problematic. Although O’Dowd (2010) makes some

effort to describe current attitudes to, and methods for, assessing CMC courses, he
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describes aspects of (yet fails to focus on) what may be the main point of assess-

ment: involving learners in the assessment process. Incorporating learners in the

development of assessment rubrics as well as course design is an interconnected

process. By getting learners to describe criteria for assessment, it can be inferred

that they are undergoing learning of the key constructs and components of the

course. Negotiating what construes what requires interlocutors (viz: learners and

their instructors) to come to a common understanding and agreement before the

assessment can be undertaken. Furthermore, it would be logical to undergo this

process prior to the development of the material to be assessed.

8.5.7 Stakeholders

The main driving force behind co-operation and particularly, collaboration, is for

stakeholders to help each other achieve objectives and this interaction is reciprocal

in nature. In education however, it is recognized that instructors and students,

although sharing certain objectives, do not usually share collegial and equitable

control in their relationship. This control over the relationship usually becomes

more defined the earlier the stage of education: elementary school students are

usually told what to do, while graduate students often help their professors attain

mutually beneficial objectives.

8.5.8 Methods

Most research seems to be focused on one or a mix of three methodologies:

ethnological, discourse analysis or conversation analysis.

We need to consider what constitutes research data for either developing inter-

cultural competence or language learning: output or interaction (Dooly 2011a).

Although ethnographies, for example, provide rich detail of actual learning

experiences, analysis of the data can suffer from segmentation that has implications

for the validity and reliability of the research. One response to this conundrum has

been to sidestep the perspective that knowledge should be tested and measured at

the completion of a program and instead, focus on trying to capture and trace the

emergence and evolution of students’ learning moments throughout a course. This

ethnographical approach has been labeled Activity Relevant Episodes (ARE) and

was published in 2001 by Barab et al. (2001). The essence of this approach is to

avoid preconceived ideas of what constitutes learning. One problem remains the

same however, as Dooly (2011b) concludes ARE still lacks cross study validity.

Consequently some researchers try to focus on data that can provide cross study

reliability. Discourse Analysis (DA) provides an obvious opportunity. It enables

researchers to focus on a variety of language in any form produced by any number

of users ranging from specific language types to corpus analysis. The fact that most
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language production in CMC environments is captured means DA is an ideal tool to

analyze communication in empirical terms (Herring 2004). Initial efforts to apply

DA used asynchronous tools, looking primarily at word counts and numbers of

postings, but then moved toward a more semantic-based analysis of content

(Fitzpatrick and Donnelly 2010), a reflection of both the ever growing

multimodality of CMCs, as well as a move from cognitive analyses to SCT.

Van Leeuwen (2008) argues that for DA to be effectively applied, researchers

will need to move from a linguistic analysis to a more socio-semantic one, and

not be shy of incorporating additional cultural theories to augment and inform DA.

One component of DA is Conversation Analysis (CA) which focuses on turn-

taking, adjacency, and repair between interlocutors. CA was originally developed

as a tool to analyze social interaction rather than language acquisition (Egbert et al.

2004; Hauser 2005; He 2004) although this has been challenged of late for use in

conjunction with sociocultural and activity theories, situated learning theory, and

longitudinal studies (González-Lloret 2011). Consequently for language acquisi-

tion, there are only a few studies (Kitade 2000, 2005; Negretti 1999; Thorne 2000;

González-Lloret 2007, 2008, 2009) that analyze learners’ foreign language acqui-

sition. González-Lloret (2011) believes that for CA to demonstrate learning,

expanding the definition of learning may be necessary, so that SLA is not limited

only to linguistic features but also includes the social context and sequential

development of interactions. In particular, the use of CA for the study of multi-

modal synchronous CMC is still relatively new (Jenks 2009). As interactional

software becomes more sophisticated and internet connections become faster and

more powerful, the use of video in connection with audio and text is becoming more

common (González-Lloret 2011).

The value of being able to use CA and DA lies within the fact that authentic

language is measurable in a classroom, as compared to traditional sources which

have tended to be outside the classroom (González-Lloret 2011). Furthermore,

being able to describe perceived changes in SL proficiency ensures that these

methods provide valued insights for educational institutions as well as researchers.

8.6 Summary

Education is a huge service industry in most countries around the world. In the United

States, it is second behind the health sector at 10% ofGDP (Larson 2009). It performs

a number of roles in society – which, perhaps, accounts for its lack of change over the

last 100 years (Larson 2009). This paper has covered just one aspect of the education

sector – second language acquisition (SLA) in which one ‘hard’ technological

innovation was examined: computer-mediated communication (CMC). Using

Zhouying’s perspective, whereby the notion of technology incorporates innovative

methods of practice, thought and management in addition to normative concepts of

artifacts, we can see that successful implementation actually requires advances in a

variety of skills.
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The ‘soft-tech’ in this paper included reviews of multimodal literacies,

appropriacy of usage, and accessibility. It also included a look at various philo-

sophical frameworks and how they have transformed CMC implementation over

recent years. Finally, we looked at education management (blending, collaboration,

curricular development, and international communicative competence – ICC),

assessment literacy, and research methodologies. In this respect, at least, relevant

researchers appear to be coming to grips with methods on how to effectively

incorporate ‘hard tech’.

Without question, Internet telephony has provided the mechanism by which

many educational practices are being transformed. But, as described with the earlier

reference to Vygotsky, it is not so much the shovel that can transform modes of

production, it is how the shovel is actually used that can induce a revolution in

technological practice. Likewise, practices and processes that incorporate IT-based

functions need to be conceptualized as technological practices themselves. This is

where we, as researchers, need to remember that the term technology should

incorporate techniques, management approaches, and processes when we consider

the ramifications of innovative artifacts.
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Chapter 9

Transforming the Personal Response System

to a Cloud Voting Service

Yu-Hui Tao and C. Rosa Yeh

9.1 Introduction

The personal response system (PRS), otherwise known as classroom (Fies and

Marshall 2006), people (Griff and Matter 2008), student (Bunce et al. 2006), and

audience (Bunz 2005) response system and electronic voting system (Draper

and Brown 2004), has been increasingly used in classroom teaching since a new

generation of infrared PRS became available in 1999 and subsequently used widely

after 2003 (Abrahamson 2006). Figure 9.1 presents a graphical sketch of the PRS

classroom environment. The instructor uses the teacher’s infrared-based remote

control to click a question from the PRS server, and the overhead projector projects

the image of the question on a white screen in front of a class of students. The

students can respond to the multiple-choice question using their own infrared-based

remote controls, and see the confirmation of their click action; in this case, the

changing color of their remote control numbers as displayed around the edges of

the screen from green to red. All the click actions are immediately stored; thus, the

teacher can show the statistics on screen to the students. Appropriate subsequent

actions can then be taken from the perspectives of teaching instructions, which can

be part of the pedagogical strategies designed for adopting PRS in the classroom

setting.

In the West, PRS is commonly implemented in major universities, such as

Harvard (ATG 2010), Cornell (CIT 2012), and Berkeley (ETS 2009). Why do

these universities adopt PRS? According to the benefits summarized by the
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University of Wisconsin (Wiki 2012), PRS improves attentiveness, increases

knowledge retention, polls anonymously, tracks individual responses, displays

polling results immediately, creates an interactive and fun learning environment,

confirms audience understanding of key points immediately, and gathers data for

reporting and analysis. Taking Florida State University (FSU) as an example,

Professor Calhoun demonstrated that the use of PRS increased student attendance

from 60 % to more than 85 % and increased the size of the Economics class,

resulting in the need for a larger classroom with 500 seats. Consequently, FSU

extended the facility to ten lecture halls to cover other subjects, such as physics,

economics, math, biology, geography, sociology, geology, nursing, and chemistry

(Briggs 2006). Several universities in Taiwan have adopted the PRS technology, but

Taipei Medical University (TMU) has the largest scale of implementation (http://

www.wretch.cc/blog/habook/9560532) because it fulfilled the one-remote-control-

per-student policy that approximates the ideal large-implementation approach of

universities in the West (http://excellence.tmu.edu.tw/~TMU_TEACH/pro/super_

pages.php?ID¼pro1&Sn¼20).
Although PRS technology has its pedagogical benefits in class interactions and

instructions, its applications are still limited by physical location due to the require-

ment of specialized equipment, such as the ten lecture halls in the case of FSU and

the student remote control policy in TMU. Internet technologies have started to

mature, and have achieved a stage where many innovative, insightful, and interest-

ing applications have become more feasible. Each technology has specific strengths

and applications, and maximizes its potential may create new emergent applications

with other technologies. PRS usage in college education is a good emergent

candidate for such an evolving state for a wider scope of innovative applications.

Fig. 9.1 PRS classroom facility
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Davila et al. (2006) classified innovations as incremental, semi-radical, and

radical. One possible incremental innovation of PRS is freedom from its current

applications using specialized equipment and fixed physical locations. PRS is an

ideal candidate for transformation into a more widely used voting service. Instead

of specialized clickers, personal mobile devices, such as cell phones, personal

digital assistants (PDAs), pads, or notebook computers, of the audience/voters are

used. This transformation potentially opens up the service to all synchronous or

asynchronous group activities with voting needs.

With the integration of existing technologies, new IT-enabled services may be

quickly created to meet the criteria of this incremental innovation. The remaining

sections include a brief literature review on PRS, followed by the conceptual

description of the proposed cloud voting system. Two research prototype

applications are then introduced as proof of concept. Finally, a brief discussion of

the new business service model by this improved PRS technology is discussed with

a concise conclusion.

9.2 Literature Review

Before the application of PRS in education, this technology was first used in the

military for filmed instruction materials in the 1960s, as investigated by Judson and

Sawada (2002), who commented that even by today’s technology standards, the

early system was fairly sophisticated for educational use. For example, the Litton

Student Response System reported in Boardman (1968) allowed five answers from

A to E and provided feedback for correct response through vibrating buttons.

The use of PRS in class instruction has evolved from in-class reading quizzes to

pre-class response and reading (Crouch and Mazura 2001) to increase the problem-

solving skills of students (Levesque 2011) through peer discussion (Smith et al.

2009) or peer instruction (Crouch and Mazura 2001). As an ideal complement to

peer instruction, just-in-time teaching is also used to help structure students’

reading before class and to provide feedback for the instructor to tailor peer

discussion questions to target student difficulties (Mazur and Watkins 2010).

Meanwhile, the main target of large-class application has also been extended to

small-class application (Smith et al. 2011) to enable the students to do the required

reading before class, share their thoughts, and learn from their peers, as well as for

the instructors to engage all students in the class.

The components of PRS have also evolved since then. First, PRS has changed

from a specialized system to a web-based system (Carlson 2001), which is more

accessible to the students and more manageable to the teachers. Meanwhile, the

remote control has been improved from infrared-based to a better and more stable

Radio Frequency Identification (RFID)-based alternative, which has been adopted
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by many suppliers, such as Turning Technologies (http://www.turningtechnologies.

com/). Furthermore, specialized student remote controls have been replaced by the

students’ own cell phones (Carlson 2001), an innovation now available through

PRS providers, such as Turning Technologies (http://www.turningtechnologies.

com/studentresponsesystems/mobiledistancelearning/).

Recent studies provide adequate evidence on the positive perception of students

on the use of PRS in higher education. Judson and Sawada (2002) provided the

earliest summary of PRS use, where they investigated PRS use in the 1960s and

1970s, and then made recommendations. Modern PRS use after the 1970s to 2000

was also discussed, and corresponding findings were drawn. By contrast, Fies and

Marshall (2006) reviewed the methods employed to assess PRSs, including peda-

gogical constructs in consideration of the traditional and next-generation PRS

systems with 7 references from 1997 to 2004 and actual implementation studies

with 14 references from 1996 to 2005. These two review papers provide valuable

information for understanding the transition of PRS adoption from the early stage to

this modern time.

Simpson and Oliver (2007) provided a summary of the pedagogical and organi-

zational implications of PRS adoption, with corresponding perceptions of staff and

students. In particular, they compared the practices of PRS use before 2000 and

after 2000 and up to 2006, which bridged the knowledge of two eras of PRS

development and practices. Meanwhile, Caldwell (2007) reviewed 25 peer-

reviewed articles, which identified primary PRS users, articulated the rationale

for PRS use, explored and questioned the strategies used by PRS, and identified

its best practices. Caldwell’s (2007) research is perhaps the most comprehensive

review, with majority of its references published after 2000.

In referencing the abovementioned review articles, Kay and LeSage (2009)

summarized PRS literature and identified 13 benefits and 12 challenges. The benefits

of PRS are grouped into three categories, namely, classroom environment, learning,

and assessment benefits. Classroom environment benefits include attendance, atten-

tion, anonymity, participation, and engagement. Learning benefits include interac-

tion, discussion, contingent teaching, learning performance, and quality of learning.

Assessment benefits include feedback and formative and comparative assessments.

The challenges of PRS are grouped into three categories, namely, technology-based,

teacher-based, and student-based challenges. Technology-based challenges include

non-functional remote control devices and PRS. Student feedback, coverage, and

question formulation are examples of teacher-based challenges. Student-based

challenges include acceptability of new methods, discussion, effort, summative

assessment, attendance for grades, identifying students, and negative feedback.

Kay and LeSage (2009) also posited key problems and future research directions

from past PRS literature. Key problems encountered by current PRS research include

the lack of systematic research methodology, bias toward using the anecdotal, lack

of qualitative data, excessive focus on attitudes as opposed to learning and cognitive

processes, and inconclusive samples derived from limited education settings. Four

future research directions for PRS research were identified as follows: the need to

determine why specific benefits and challenges influence PRS use, the need for an
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in-depth research that analyzes the impact of specific types of questions on creating a

student-centered learning experience, the need for knowledge-rich learning that

builds a classroom community that can facilitate the expansion of PRS to include

social sciences subject areas and K-12 classrooms, and the necessity for more

research on the individual differences in the use of PRS focusing on gender, year

level, age, and learning style.

Several issues presented by these PRS literature provide evidence for this study.

First, most PRS facilities require students to have clickers of their own, which may be

purchased by the school and distributed to the class, or purchased/rented by the students

themselves. These options are neither convenient nor cheap (Briggs 2006) for the

schools and the students. Second, the clickers and receivers are usually infrared-based,

which many studies have found to be unreliable, necessitating an upgrade to RFID-

based devices (Murphy 2008). Owing to the limitations of infrared- or RFID-based

clickers, the questions are limited to true-or-false or multiple-choice questions

(Beuckman et al. 2006). Third, operating and debugging the PRS are extra burdens

for the teachers (Hatch et al. 2005). Fourth, many PRS servers and receivers are

installed in fixed locations in Taiwan. Thus, the technology is not applicable to general

classrooms or other locations, as commonly experienced in Taiwan.

9.3 Concept of Cloud Voting System

PRS would be more useful if it can be used anywhere and anytime without being

constrained by fixed locations. This leads to the concept of web-based, online, or

Internet-enabled cloud services. Slightly different from Fig. 9.1, the cloud voting

service depicted in Fig. 9.2 illustrates that the PRS server and database facilities can

be accessed through the Internet via the teacher’s notebook computer and students’

remote controls, as well as cell phones, PDAs, pads, and notebook computers.

The implementation of a cloud voting service depends on the availability of

student remote controls, which in general are purchased by the schools and

distributed to and collected from students. To remove this tedious procedure in

large-scale university implementation, students are required to rent, such as in

Florida State University (Briggs 2006) or purchase, such as in University of West

Florida (http://uwf.edu/its/instructionandresearch/classroomresponse.cfm), from the

campus bookstores. In Taiwan, the only known large-scale implementing school is

TMU, which adopted a different strategy by purchasing the student remote controls

and loaning them for free to the students during their stay at Taipei Medical

University (http://excellence.tmu.edu.tw/~TMU_TEACH/pro/super_pages.php?ID¼
pro1&Sn¼20). Either way, PRS adoption depends on specialized student remote

controls, which is always a barrier for teachers and schools. In an effort to solve this

problem, Professor Junki of Erskine College in South Carolina negotiated a deal

with local SPRINT PCS provider to loan them 200 free cell phones and a temporary

cell phone tower on the campus (Carlson 2001). This problem also created

opportunities for several service providers. According to “Audience Response”
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Wiki (2012), there are already web-based PRS providers that use cell phones, such

as eduVote (http://eduvote.de/), Your Emotion Live (http://www.yel.me), and

Mentimeter (http://mentimeter.com), to provide a simplified free PRS service for

everyone.

The feasibility of this cloud service also depends onwhether the students have their

own mobile devices. This is evident from the m-commerce applications which are

“especially popular in Europe, Japan, South Korea, and other countries with strong

wireless broadband infrastructure” (Laudon and Laudon 2011, p. 352). In Taiwan, a

developing country, the majority of college students have cell phones and some have

notebook computers. According to a 2010 investigation, nearly 80 % of junior high

school students have cell phones and over 20 % of high school students have two cell

phones (Huaxia 2010). Therefore, even in a developing country like Taiwan, it is

promising for college students to access the cloud voting service via their own cell

phones. Although only one-third of students may have 3G access through their cell

phones, the Wi-Fi access in college campus is almost 100 %. Even outside the

classrooms, the majority of college campuses in Taiwan have wireless connections

built into every building. These connections can facilitate the voting services using

Wi-Fi cell phones/notebooks or 3G cell phones. This new, unprecedented environ-

ment widens the application scope of voting services in campus activities.

PRS server
& database 

Fig. 9.2 Cloud voting service
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9.4 Experimental Prototype

This concept of cloud voting system was implemented by a team of undergraduate

students for their graduating project. During the 1-year duration of their project, five

students proposed and implemented a simple version of cloud voting system for the

2010 Taipei International Flora Exposition (TIFE). This project was part of the

requirements of the creative competition held by Chunghwa Telecom, along with

a full version for using in college classrooms. More details are provided for the

TIFE case because the mobile device is necessary in this setting. The full version,

although more complicated, can be easily incorporated into university-level

e-learning platforms, such as Moodle or Blackboard.

9.4.1 Cloud Voting System for 2010 Taipei International
Flora Exposition

The objective of the TIFE project was to enable the PRS system to be available to

tourists via wireless access to make voting-related activities a more instantaneous

and fun experience. The core process of a cloud voting system for the TIFE

activities, as illustrated in Fig. 9.3, is summarized as follows:

First, the TIFE-authorized person can log in to the system using a management

account to set up questions and generate URL link for convenient access by tourists.

Second, the voting URL is posted to the public so the tourists can access it from

their own devices and register the ticket series number with their name and phone

number for future identification and contact. Third, in addition to tourist access to

the cloud voting system via the traditional desktop computers or notebook

computers, the voting web pages have functional-oriented designs tailored for

mobile devices for the user to easily submit the selected item to the server. Fourth,

the TIFE office can check the voting results and statistical charts on the web pages

in private or in public. The tourists who have voted can also check the outcomes

after the voting activity ends. Fifth, the TIFE office can randomly draw the prize

winners from those who voted or who voted specific answers.

Several activities can be created to take advantage of this cloud voting system.

These activities could include calls for a prized quiz, quick question and answer,

and the popular flower voting. This cloud voting system will not only save labor

cost, such as tallying the vote statistics, and resource consumption, such as printing

on papers, but can also increase interest and profit through this fresh and innovative

way of interacting with tourists. To make voting convenient and eliminate concerns

for compatibility issue for majority of the tourists, basic HTML approach can be

used, which allows web pages to be downloaded through personal computers,

notebooks, cell phones, PDAs, and other web-enabled mobile devices. To illustrate

how the combination of the cloud voting system with TIFE tourists’ own mobile

devices can increase the variety of activities and attention of participants to create
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word-of-mouth marketing, which is key to the successful application of the cloud

voting system, some sample activities are presented in Tables 9.1, 9.2, 9.3, and 9.4.

The activities are categorized according to time span, namely, extremely short,

short, medium, and long.

These activities are mere references to the role of the cloud voting system in the

TIFE, such that the office can design versatile activities to promote the TIFE by

covering all possible types of tourists. For example, the biggest prize can be

awarded to the tourists with tickets, and allow voting to be conducted at home or

on-site with any device, on the road, or in any other place decided by the TIFE

office for maximum accessibility. At the minimal, the application can be given to

sponsors, such as Chunghwa Telecom, which provides prizes to customize voting

activities for its own customers with Chunghwa Telecom mobile numbers. This

method will form a bigger pool of prized-voting activities that could be participated

by the tourists, the TIFE office, and the sponsors.

The TIFE voting system is named IRS@cloud, which can be a cloud-based or a

web-based system, depending on the setup. IRS (Instant Response System) is

another name for PRS. As seen in Fig. 9.4, users include the TIFE staff, activity

Required

Optional

Setup question 
with due time

Inform 
activity URL

Draw prize 
randomly (optional)

Answer with 
mobile devices

Announce result 
at due time

Fig. 9.3 Core process of the cloud voting system
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providers, and tourists. An activity provider is authorized to manage the voting

activities, which includes setting the questions and response time and having the

maintenance capability to change or delete activities. The simplest user are the

Table 9.1 Activities with extremely short duration (less than 15 min)

Activity Description Tactics Frequency

Guided tour

Q&A

During the guided tour,

the guide can raise a

quick question, such as

knowledge on flowers. The

tourists can immediately

answer the question using

their mobile device as an

interactive game to bring up

the fun atmosphere, as well

as to test the level of

understanding of the group

If the guide only faces a

few tourists, the

question can be

announced verbally

instead of setting up in

the system beforehand

Depending on

the volume of

tourists

200 times/day

Quick response

question

For large-scale prized-quiz

activities, the TIFE office

could gather the tourists

in a large area with a stage

or electronic board. The

question is announced

onsite for the audience to

compete for the correct

answer, which will heat up

the cordial atmosphere

The audience

competes for the

correct answer

based on their

speed and

correctness

Two to three

times a week

(medium

prize value)

Strong promotion

beforehand to assure

adequate number of

onsite participants

Occasional higher prize

will reinforce the

retention of tourists

Two times a

month

(high prize

value)

Table 9.2 Activities with short duration (15 min to 1 h)

Activity Description Tactics Frequency

Daily

flower

king

All tourists with tickets can

participate in this daily

cosplay activity. Participants

compete for the dressing-up

votes of the audience to

increase interest and fun

Once a day (top

three winners)

Daily

prized

quiz

All tourists with tickets can

participate in this daily prized

quiz activity

The quiz questions are

mainly based on the

content of the TIFE

exposition

Twenty times a day

(Low-prize

awards and one

high prize

at random times)

Up to you! All tourists with tickets can

participate in this daily game

activity, wherein the winning

tourist can request a task

from a celebrity

Games can be designed to

randomly draw a

participant to play with

a celebrity

Three times a day

(the celebrity

fulfills the task

requested by

the winners)
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tourists who can register and log in to the system, make queries on the voting

activity, vote, make queries on the voting results, and leave messages. The most

complex functionality is on the TIFE staff user who manages the membership and

general data. The membership management role can add, change, and delete the

accounts for tourists and activity providers, whereas the general data management

Table 9.3 Activities with medium duration (half day to 1 week)

Activity Description Tactics Frequency

Flora star voting Voting for the periodical TIFE

Star. All winners will be

competing for the TIFE Star

in the last week of the

exposition. Candidates are

regular tourists and can be

divided into male and

female groups

One lucky tourist will be

randomly drawn to

have dinner with the

elected TIFE Star

Once per half

day to a

week

Weekly prized quiz Drawing the weekly prized quiz

winner from all those who

answered correctly in the

weekly quiz. This voting

activity can be done at home

or in the exposition with

mobile devices or voting

facility provided by the

TIFE office

Correct answers will be

announced at the day

of the activity

Once a week

Tourists with the correct

answers may win the

seasonal tickets

TIFE thought sharing

voting

Voting for the most insightful

articles to encourage

participants, particularly the

students, to share their

thoughts after visiting the

TIFE park. Prices range

from the top three best

articles to ten distinguished

articles

Best paper award Once a week

Winning article will be

posted in the official

website and

published in related

publications

Certificate and monetary

reward

Table 9.4 Activities with long duration

Activity Description Tactics Frequency

Best tour guide

voting

Voting for the best tour

guide to encourage

quality service and

interactions with

tourists

Top three winners Once during the whole

expositionOther voters may win

smaller prizes

Monthly flower

voting

Voting for the monthly

most popular flower

Randomly drawn lucky

voters who voted for

the winning flower

Once per month

Champion flower

voting

Voting for the tourists’

favorite flower

Once during the whole

exposition
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role includes searching system records, screening the rank of incoming tourist time

stamps, and drawing prizes.

The system development environment is depicted in Fig. 9.5. The server used is

MySQL database under WinServer 2003. The application software used are PHP

Web program language, Flash, XHTML, and JQuery. The application software

used for mobile devices is limited to PHP and XHTML.

The following screen captures illustrate how the cell phone can complete a

voting activity in the TIFE. The English translation is labeled next to the Chinese

version to assist the reader in understanding these illustrations. The assumption is

that any tourist with a ticket can register in the voting system because the ticket

serial number is unique, as seen in Fig. 9.6. However, in reality, the TIFE did not

design a serial number on the ticket, which has been officially criticized by several

municipal councilmen. However, this condition does not affect the design of the

application of this IRS@cloud system because there would have been a ticket serial

number if this system was adopted by the TIFE Office in the beginning.

To confirm the identity of a prize winner, all voting participants are required to

log in to the system, as seen in Fig. 9.7a. The participant should enter the activity

serial number bound to the activity in any format accessible to the tourists, as seen

in Fig. 9.7b.

In principle, all voting activities are multiple choice questions so the tourists can

easily and quickly click one option and submit the answer back to the IRS@cloud

Fig. 9.4 Functional chart of the cloud voting system for the Taipei International Flora Exposition
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IRS@Cloud

Server
MySQL

Database

Application 

Mobile Side (PHP + 
XHML)

Connect

Connect

Fig. 9.5 Development environment diagram

Password

Password validation

Cell phone number

Submit

Register your 
ticket number

Ticket serial number

Fig. 9.6 Cell phone/portable device interface: registering with ticket serial number
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system, as seen in Fig. 9.8a. This procedure will be confirmed on the screen by a

thank you message to the participating tourist, as seen in Fig. 9.8b.

9.4.2 Cloud Voting System for Classrooms

The objective of the classroom project is to enable the PRS system to become

available to the university faculty and students via wireless access to conduct

voting-related activities without being constrained by physical limitations.

There are three sets of facilities in the university attended by one of the authors.

However, only a few teachers are using it, although many have expressed their

interest in using this educational technology. One main reason for the teachers’

hesitance in adopting PRS is their reluctance to change the location of the

classrooms to be able to use the PRS functionality for a relatively small portion

of the overall teaching activities, and manage the use of remote controls in class.

Complete installation of the PRS system software for a 50-seat classroom

in Taiwan includes the PRS management software, one infrared receiver, one

teacher’s remote control, 50 student remote controls, and one remote control box.

The entire system costs around US$4,430, excluding the server machine and

operating software. Additional student remote controls are required for larger

classes, which are expensive and hard to maintain. Furthermore, there are space

Submit

Ticket serial 
number

Password

Log in

Question serial 
number

Submit

Activity Query

a b

Fig. 9.7 (a) Logging in with the registered ticket serial number. (b) Entering the serial number of

a voting activity
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requirements for the physical installation of PRS facility and the size of lecture

room. Therefore, universities have to identify ideal classrooms for proper installa-

tion and future use. However, the management of remote controls, including

distribution and collection in the classroom, is a big issue in practical implementa-

tion in Taiwan. Accordingly, although PRS functionality can be easily integrated

into the Moodle e-learning platform, the student project requires a stand-alone

PRS@cloud system to demonstrate its feasibility as a proof of concept.

Figure 9.9 presents the functional chart of PC and mobile devices used by

students, as well as that of teachers and system administrator. Two modes are

made available to students, namely, full-screen display using personal, notebook,

or pad computers, or simplified screen display, such as mobile phones, personal

digital assistants, or smaller pad computers. In either mode, students can register

and login to the system, modify data, select classes, answer questions, and inspect

the statistics. The teacher account can only be created by the system administrator,

but once the teachers log into the system, they can create, inspect, and edit classes,

as well as approve students, manage student name lists, add questions, and inspect

statistics. The system administrator can create teacher accounts and maintain all

accounts in the systems when necessary, such as when users forget their passwords.

This PRS function for educational use can actually be incorporated into the

e-Learning platforms. The operation is no different from the general functions

available in Moodle. In fact, the clicker provider, Turning Point Software, has

released a Moodle module to support the clicker use with Moodle, but discontinued

Complete your vote

Thanks for 
participating

Vote

Question
serial number

Where does the 
exposition take place?

A. Taipei
B. Taichung
C. Tainan
D. Kaohsiung

Submit 

a b

Fig. 9.8 (a) Selecting an answer option. (b) Completing the voting activity
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support for Moodle 2.x in January 2012 (http://moodle.org/mod/forum/discuss.

php?d¼45208). Therefore, this system is not demonstrated in this paper, particu-

larly, the mobile phone operations are more complicated but similar to those screen

captures as in the first case of TIFE above. However, with this PRS@cloud, whether

stand-alone or integrated into the Moodle, there may be occasions when questions

are asked for non-regular class activities, such as talks, events, and joint activities

by more than two universities. A commercial PRS@Cloud service provider has to

gradually expand and cover needs outside regular class activities.

9.4.3 Business Models and Implications

The general business model for cloud voting services will be any company that can

provide such service for a fee. The infrastructure and the voting system can be self-

developed or outsourced because it does not require challenging technologies and

Fig. 9.9 PRS@Cloud class functional diagram
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capabilities to implement. Therefore, the most critical element will be the profit

model related to the marketing and pricing of such services to schools, business

organizations, and the public. The free PRS service provided by Mentimeter (http://

mentimeter.com) provides a live illustration of how easily PRS may be

implemented as a web-based service. The system is free for the current simplified

version without the management capabilities demonstrated in the TIFE and

PRS@Cloud in Figs. 9.4 and 9.9, respectively. Mentimeter is also working on a

premium version with enhanced functionality, which will not be free, and thus, will

be closer to the business model depicted below.

Promoting such services should be directed not only to PRS adopters but also to

potential users who can benefit from, but previously could not afford, did not need,

or did not know of PRS’s existence. A successful marketing campaign will capture

more adopters, thus creating a larger market. The campaign can follow the success

story of the soybean sauce company in Taiwan 20 years ago, which used a catchy

slogan in a TV commercial to promote its barbecue sauce and accidentally created a

new tradition during the Mid-Autumn Festival to barbecue when friends and family

get together. Similarly, the marketing campaigns of department stores in Taiwan

that turn the consumers’ perception of December 25th from commemorating the

Constitution Day in Taiwan to celebrating Christmas have created a big market for

Christmas shopping in the past two decades.

Pricing strategies should be sufficiently flexible to accommodate a variety of

users with different needs to attract potential users. Taking the school as an

example, license pricing can be at school, unit, or individual level. Pricing can

also be rated to accommodate different usage patterns, such as flat rate, based on

frequency and time frame of usage (e.g., one semester per year), or on a pay-per-use

basis. Pricing strategies for the business corporations or the public can be just as

flexible.

Who can be the service providers? In Taiwan, there are currently only two local

PRS suppliers who can easily adopt this new business model to transform their

products and expand their service market. However, this business model can also be

easily adopted by any corporation that wish to participate in cloud computing

marketing, including brand-name notebook companies, such as Acer; telecommu-

nication companies, such as Chunghwa Telecom, the largest in Taiwan; web portal

companies, such as Yahoo and Google; and high-tech companies, such as Foxconn

or Quanta.

For profitability concerns, the cloud voting service needs a larger market, not just

for educational purposes. Traditional PRS application has been used in a broad

range of industries and organizations, such as corporate training, game shows,

delegate voting, and market research (Wiki 2012). Cloud voting services will

expand its applications outside the sphere of the educational market. For example,

the environment in large business organizations is more mature than university

campuses. For small and medium enterprises (SME) without Wi-Fi capability,

3G cell phones remain the most feasible channel. These services may have been

previously inaccessible, but the SMEs can begin using such voting services in public

buildings or stores/shops, such as Starbucks or 7-11. Another potential application
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of cloud voting service is public events. Whether large or small, indoor or outdoor,

audience voting in public events has become a trend. For example, New Year

countdown shows, concerts, political gatherings, or government-held events usually

last for hours and are attended by large crowds of audiences. Occasional audience

interactions via cloud voting using their personal cell phones create an innovative

and entertaining atmosphere within these events.

9.5 Conclusions

In this article, an incremental innovation of PRS has been described as an achievable,

short-term technology integration for potentially profitable business opportunities.

Although cloud voting service is a specialized service, it demonstrates how

technologies can enable the transformation of a traditional product or service into a

new business model. Furthermore, its influence can be sufficiently significant in

changing the instructional design or classroom practices in different levels of the

educational system. The influence of PRS may be sufficiently wide to be popularly

used in many business routines that would have never considered before using such a

service.
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Chapter 10

Case Studies of User Interface Design

on Internet Banking Websites and Mobile

Payment Applications in Thailand

Nagul Cooharojananone and Kanokwan Atchariyachanvanich

10.1 Introduction

In order to do payment transactions, customers conventionally have to go to a branch

or a counter service of a bank, and so are restricted by location and service opening

hours. However, this can be inconvenient for customers, for example due to traffic and

limited servicing hours compared to their other commitments (such as work ) in that

limited service time window, or recent relocation to an unknown area. Therefore,

many banks now increasingly use and offer web-based technologies to develop

website access so that transactions can be done through the website anywhere and

anytime. The concept of 24-h internet banking and equivalents has also been devel-

oped to cover mobile phones, since mobile phones are a large and continuously

growing market and are served by an increasing number of mobile application

developers, publishers and providers (Mobile applications 2008). Thus, they have

become a business tool for companies to increase the opportunities to connect with

customers.Accordingly,mobile payment (m-payment) applications have been created

to assist in serving the customers since it is convenient for customers to use mobile

phones to purchase goods and services and to transfer payments or to pay invoices for

goods and services (http://www.wirelessintelligence.com/mobile-money).

In the case of university students, they are very busy with their studies and

activities, but they still require to perform banking transactions, such as paying

their registration fees, rent and bills. This is, however, analogous to other sectors of

the community (for example with work commitments) and so is likely to be of a

somewhat broader representation of the community. Therefore, for the general
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populace, going to a bank in person to perform such transactions is not that

convenient compared to internet banking (subject to local 24-h access to the

internet). However, internet banking websites are different in design for each

bank. For m-payment applications, although there are only a few applications

currently available on the market, their designs are also different. These various

different designs, for both the websites and mobile screens, could affect the ability

of users (students in this study) to use them.

There have previously been several studies on user interface of banking service

applications. Seven New Zealand online banks were studied in terms of their website’s

effectiveness, functionalities and internet strategies (Chung and Paynter 2002). Another

study that focused on the trust, relative advantage and trialability of the application,

found all three factors had a significant effect on the intention to use the application

(Nor and Pearson 2007). In Thailand, there have been several reports on out of service-

counter banking services. For example, the ATM interface of five banks was evaluated

for their usability factors using four groups of users (Taohai et al. 2010;

Cooharojananone et al. 2010), whilst for the internet banking services the quality of

the services between each bank has been compared (Leelapongprasut et al. 2005;

Ongkasuwan and Tantichattanon 2002; Esichaikul and Janeck 2009), but the range

of factors that influence the customers intent to use the applications has not been

extensively studied.

Previous research on mobile applications reported that the perceived ease of use

has a positive effect on both the intention to use m-payment and the perceived

usefulness of m-payment (Kim et al. 2010). Therefore, m-payment applications

must be easy to understand and easy to use so as to increase the user’s intention to

use them. That is because the perceived usefulness will have a positive effect on the

intention to use m-payment. For example, evaluation of the consumer’s acceptance

of mobile wallets found that trust aspect was related to the creditability of the

m-payment and extended the user’s acceptance to use the m-payment application

(Kim et al. 2010). Likewise the degree of trust in virtual malls positively affected

the customer’s intention to use a mobile wallet. Moreover, good design aesthetics of

the application can influence the intention of the user, where a higher level of design

aesthetics of a mobile website will result in higher perceived levels of usefulness

and ease of use of the mobile website (Shin 2009). Designers should consider

having groups of potential users assist in the design by choosing the words and

organizing the menus (Li and Yeh 2010) (Fig. 10.1).

The research reported here extends the previous research in internet banking and

m-payments by evaluating eight and six usability factors, respectively, in compar-

ing the interfaces and functions of two main systems for both internet banking and

m-payments. Specifically, the goal of the research on the internet banking website

and the m-payment application was to study the effect of the usability perspective

on the intention to use. For internet banking, eight user factors (reliability, func-

tionality, efficiency, ease of use, design aesthetic, learnability, satisfaction and

security) were evaluated for their influence upon the intention to use the applica-

tion. For the m-payment application, six factors (security, service quality, design
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aesthetic, trust and usefulness) were likewise evaluated. Both researches focused on

university students as the participants.

10.2 Methodology

Each hypothesis (H) is based on the tenant that the given variable has a direct

independent effect on the participant’s intention to use the application. That is the

design aesthetics (H1), functionality (H2), ease of use (H3), efficiency (H4),

learnability (H5), reliability (H6), satisfaction (H7) and the security (H8) each

have an effect on the participant’s intention to use the application.

For the mobile payment applications, the hypotheses model is shown in

Fig. 10.2, where in the same way as above each hypothesis (H) is based on the

tenant that the given variable has a direct independent effect on the participants

intention to use the application. That is the security (H1), service quality (H2) and

design aesthetics (H3) each have an effect upon the user’s trust of the application. In

addition, the service quality (H4), trust (H5), design aesthetics (H6), usefulness

(H7) and the ease of use (H8) each have an effect on the participant’s intention to

use the application.

Design Aesthetic

Functionality

Ease of use 

Efficiency

Reliability

Satisfaction

Intention to use 

H1
H2

H3

H4

H

Security

Learnability
H

H
H

Fig. 10.1 The proposed hypotheses (H) model for the internet banking websites
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10.2.1 Data Collection for Internet Banking Websites

The research methodology on the internet banking websites was divided into two

parts: (1) to survey the five most common tasks of internet banking, and (2) to use

these to then test the websites with the participants (university students).

Our preliminary test was conducted to identify the top five banks and top five

common tasks. To this end, 130 randomly selected university students, comprised

of 38 males and 92 females, were asked to fill out a questionnaire. The question-

naire consisted of 40 questions that included personal information, their frequently

used bank(s) and frequently used tasks. From the answers to these questions, the top

five banks and the top five tasks were derived and are reported in Tables 10.1 and

10.2, respectively. The top five banks and top five tasks from Tables 10.1 and 10.2

were then to be used for the next experiment, to collect data for a regression

analysis, but one of the top five tasks was excluded (see below). In this experiment

175 randomly selected university students (58 males and 117 females) were asked

to fill out a new questionnaire. Their ages were between 18 and 25 years old. The

questionnaire contained two sections to cover all eight perspectives. The first

section was the demographic characteristics of the participants, whilst the second

section was the participant’s attitude towards each internet banking website. Within

this second section were eight parts: to measure the reliability, functionality,

efficiency, ease of use, design, learnability, satisfaction and security.

The participants were requested to evaluate the level of their agreement with each

scale item on a four points Likert scale from disagree (1), somewhat disagree (2),

somewhat agree (3), and agree (4). Questions in the questionnaire were selected from

conventional works (Hornbaek 2006; Abran et al. 2003; Bevan 2001; Garvin 1987;

Intention to use

Usefulness

Ease of use

H

H

H

Trust

Service
Quality

Design
Aesthetic

Security
H

H

H

H

H

Fig. 10.2 The proposed hypotheses (H) model for the mobile payment (m-payment) applications
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Kaikkonen et al. 2005). The tasks were then selected from the previously evaluated

top five tasks (Table 10.2) except that for security reasons the credit card payment

was not tested and therefore only the top four tasks were considered. The demo-

graphic data shows that all of the participants spend at least some time on the internet

every day, with over one third spending 5–9 h per day on the internet (Table 10.3).

For each participant, they first selected one of the top five banks (from

Table 10.1). Next, they had to select one of the top four tasks (Table 10.2 excluding

the credit card payment) and try to complete it. Then, they completed the question-

naire. Examples of a captured screen of two internet banking websites are shown

in Fig. 10.3.

10.2.2 Data Collection for Mobile Payment Applications

In this section, 200 randomly selected university students were split into two groups

(100 participants in each). They were asked to perform one of the two tasks on the

K-Mobile Banking PLUS application (http://www.kasikornbank.com) and one of

the three tasks on the mPay application (http://www.mpay.co.th/). The common

task between the K-Mobile Banking PLUS and the mPay applications was transfer-

ring money to another phone that uses the same payment service. However, the

mPay application has two different tasks for transferring money; transferring

money to a bank account or to mCASH (a money account from the service provider

where that money is transferred from the user’s bank account). The other task to be

performed on the mPay application was a mobile top up, whilst the other task for the

K-Mobile Banking PLUS system was payment of a bill. On completion of the tasks

the participants were asked to fill out a new questionnaire appraising their views on

the applications and their use.

The demographic data for both groups of 100 participants are shown in

Table 10.4 with respect to the application the group they were in used. For both

Table 10.1 List of the top

five banks (for the sampled

university students)

Rank Bank

1 Siam commercial bank

2 Krungthai bank

3 Kasikorn bank

4 Bangkok bank

5 Bank of Ayudthaya

Table 10.2 List of the top

five tasks (for the sampled

university students)

Rank Menu

1 Balance checking

2 Money transferring

3 Fee payment

4 Profile editing

5 Credit card payment
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groups (i.e. for users of both applications) 61 % of the participants were female,

most were 18–22 years old, and between 25 % and 34 % were flood victims from

the 2011 flood in Thailand. The later is included as this is potentially a recent

experience of when it may have been difficult to reach a bank service counter due to

either flood water closure or access restrictions, or relocation to an unfamiliar

location. Importantly, 87 % and 83 % of the subjects who used the K-Mobile

Banking PLUS or the mPay application, respectively, had prior experience on

using a touch screen mobile phone, whilst 20 % and 18 %, respectively, had prior

experience with payment on a mobile phone.

For the K-Mobile Banking PLUS application (Fig. 10.4), the participant must

enter a login name and password before they can start to do any tasks. The

participant can then select the screen language from either Thai or English from

the right of the main menu page.

For the mPay application (Fig. 10.5), the user interface of the main page is

designed in graphics that consists of descriptions under each icon. But in the deep

level of each task, such as the money transfer page (Fig. 10.5c), the user interface is

not consistent but rather it has an appearance that is similar to a text-based design.

The font size is very small forcing the normal (or corrected to normal) sighted users

of this study to enlarge the screen to read the information and so would potentially

be problematic for partially visually impaired users including uncorrected hyper-

opia (long sightedness) or those developing cataracts.

The questionnaire was comprised of two sections. The first section recorded the

potential participant’s demographic characteristics and their technology back-

ground, whilst the second section was the participant’s attitude towards the M-pay

application in terms of the (1) usefulness of application, (2) ease of use, (3) suitable

aesthetic design, (4) trust in using the application, (5) service quality, (6) security

and (7) intention of using the application. These questionnaires had 64 questions in

total. All items were assessed using five-point Likert scales from strongly disagree

(1), disagree (2), neutral (3), agree (4) and strongly agree (5). From our model

(Fig. 10.2), we used the user interface, service quality, security and trust questions

as the first study, and the usefulness, ease of use, user interface, service quality, trust

and intention to use questions as the second study. Questions in the questionnaire

were selected from conventional works (Kim et al. 2010; Shin 2009; Li and

Yeh 2010; Klockar et al. 2003; Fred 1989).

Table 10.3 Demographic

data of respondents

(N ¼ 175)

Category Percentage (%)

Gender

Male 33.1

Female 66.9

Frequency of using internet per day

�4 h 40.0

5–9 h 39.4

10–13 h 12.1

14–17 h 5.1

18–24 h 3.4
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10.3 Experimental Result

10.3.1 Internet Banking

Figure 10.6 shows the results of the multiple regression analysis of the results for

the participant’s intention to use the internet banking website. The beta-coefficients

for the efficiency, ease of use, learnability and design aesthetics are shown in

Fig. 10.3 Example of captured screen shots of the internet banking websites for (a) Kasikorn bank

and (b) Siam commercial bank
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Fig. 10.6 and were all found to be significant (p < 0.01), and so hypotheses H1, H3,

H4 and H5 are supported. In addition, the beta-coefficients for functionality and

satisfaction were also significant, but at the p < 0.05 level, supporting hypotheses

H2 and H7. In contrast, that for the reliability factor (b ¼ 0.006; p > 0.05) and

security (b ¼ 0.014; p > 0.05) were not significant and so hypotheses H6 and H8

are rejected (and these are not shown in Fig. 10.6 accordingly).

Table 10.4 Demographic data of the respondents (N ¼ 100 each)

Category K-mobile banking PLUS (%) mPay (%)

Gender

Male 39 39

Female 61 61

Age

18–22 84 96

21–35 7 4

�35 9 0

Flood victims in Thailand

Yes 29 34

No 71 66

Experience in a touch screen mobile phone

Used 87 83

Never 13 17

Experience in mobile payment

Used 20 18

Never used 80 82

Log in Main Menu Payment

a b c

Fig. 10.4 Captured screens of K-mobile banking PLUS on iPhone
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That the reliability and security factors seem to have no significant effect on the

participant’s intention to use the application is because many of the participants

think that these websites are official websites that have a good reputation and are

safe and secure. Therefore, they intend to use these websites no matter how reliable

they are as they believe that they are safe and secure. Another reason might be due

to prior experience, as all the participants had no prior experience in internet

banking and so may not have any ideas about security issues.

With respect to the six factors that did have a significant effect upon the

participant’s intention to use, the efficiency factor was mainly correlated with the

intention to use factors, since the participants preferred to have a quick response and

a high efficiency website. The ease of use factor had a high effect as participants

commented that ease of use is an important key factor and is their main criteria in

deciding if they intend to use any given internet banking website or not.

Functionality was important as participants were required to use a variety of

different functions. Many internet banking websites provide common functions,

such as balance checking and fee payment, but some provide functions that others

do not provide, such as a calculator.

The learnability factor affected the intention to use factor as when participants

had problems using the website, they looked for FAQ or the help menu for an

example of how to do the tasks. In particular, fee payment was a difficult task for

some participants. Thus, having help functions will enhance the user learnability

and make the user continue to use the website.

The design aesthetic factor was also significant as participants agreed that a well

designed website catches their attention and interest more. That might be one of the

reasons why internet banking websites try to be different from each other in terms

of their design. As a consequence, the satisfaction factor has an effect on intention

to use factor.

Main Menu Main Profile Money Transfer

a b c

Fig. 10.5 Captured screens of mPay for money transferring task
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10.3.2 Mobile Payment

The experimental results for the mobile payment applications are considered

separately as the results from (1) the regression analysis and (2) from the compared

means analysis.

10.3.2.1 Result from Regression Analysis

Regression analysis was used to measure which of the three evaluated factors (user

interface, service quality and security) had an effect on the feeling of trust in the

application, and was also then used to measure which of the five evaluated factors

(usefulness, ease of use, user interface, trust and security) had an effect on the

intention to use the application. In this experiment, the collected data of the two

tested systems, that of the K-Mobile Banking PLUS and the mPay applications,

were analyzed separately. The two factors were paired and performed with multiple

regression analysis, the results being shown in Figs. 10.7 and 10.8.

Figure 10.7 summarizes the results of the multiple regression analyses, showing

the beta-coefficients and significance, for the intention to use the K-Mobile Banking

PLUS application, including the R2 and standardized path loadings for all

hypothesized relationships. The feeling of trust in the application was significant,

whilst the security, service quality and design aesthetics were all significant factors

influencing the level of trust, supporting hypotheses H1, H2 and H3. Trust also

Design Aesthetic

Functionality

Ease of use

Efficiency

Learnability

Satisfaction

Intention to use

0.00.03

0.2

0.6

0.

0.032

p<0.01* 
p<0.05**

Fig. 10.6 The results for the internet banking website showing the beta coefficients for each

significant factor (accepted hypothesis) that influences the intention to use the application
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significantly impacted upon the intention to use this application, supporting hypoth-

esis H5. Moreover, the service quality, design aesthetics, usefulness and ease of use

were all found to significantly impact the intention to use the K-Mobile Banking

PLUS application, supporting hypotheses H4, H6, H7 and H8, respectively. All

together, the trust, service quality, design aesthetics, usefulness and ease of use

Intention to 
use (R2 = 0.482)

Usefulness

Ease of use

0.248*

0.344*

0.281*

Trust
(R2 = 0.469)

Service
Quality

Design
Aesthetic

Security
0.155**

0.442*

0.5*

0.351*

0.317*

p<0.01*
p<0.05**

Fig. 10.7 The results of the hypotheses testing model for the K-mobile banking PLUS applica-

tion, showing the beta-coefficient value and significance level for the accepted hypotheses

Intention to
use (R2 = 0.455)

Usefulness

Ease of use

0.329*

0.428*

Trust
(R2 = 0.402)

Service
Quality

Design
Aesthetic

0.523*

0.341*

0.356*

0.193*

p<0.01* 
p<0.05**

Fig. 10.8 The results of the hypotheses testing model for the mPay application, showing the beta-

coefficient value and significance level for the accepted hypotheses
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accounted for 48.2 % of the variance in the intention to use the K-Mobile Banking

PLUS application, with usefulness having the highest impact followed by

(in decreasing order) the feeling of trust, ease of use, user interface and service

quality. Figure 10.8 shows the results of the multiple regression analyses on the

intent to use the mPay application, which revealed that the trust in the application is

significant. The beta-coefficients for the service quality and user interface (design

aesthetics) were significant factors upon the trust, supporting hypotheses H2 and

H3, but security was not significant (b ¼ 0.102; p > 0.05) and so hypothesis H1 is

rejected (and accordingly not shown in Fig. 10.8).

Trust also significantly impacted upon the intention to use this application,

supporting hypothesis H5. Moreover, the design aesthetics, usefulness and ease of

use were found to significantly impact upon the intention to use the mPay applica-

tion, supporting hypotheses H6 and H7. However, the service quality (b ¼ �0.060;
p > 0.05) was not significant with a slight numerical negative effect on the

intention to use this mobile payment application, and so hypothesis H4 is rejected

(and accordingly is not shown in Fig. 10.8). All together, the trust, service quality,

design aesthetics, usefulness and ease of use accounted for 45.5 % of the variance in

the intention to use the mPay application, with service quality having the highest

impact on the level of trust and the user interface having the highest impact on the

intention to use this application, followed by (in decreasing order) the feeling of

service quality, trust and perceived usefulness.

The results from the multiple regression analysis showed that the user interface

has the highest impact on the trust factor for the K-Mobile Banking PLUS applica-

tion. This is consistent with Karvonen (2000), who reported that the aesthetic

beauty of the website affects the feeling of trust in the internet environment. In

Karvonen’s study, the design elements, such as the clarity, was the most frequently

mentioned key factor in enhancing the trust level towards service providers on the

web (Karvoven 2000). Clear and clean design in the internet environment would

make users ready to trust the service providers more easily.

In this study presented here the user interface is the most important factor and is

then followed in importance by the service quality and security factors, where

participants think that this application should have a confirmation message for

finishing any tasks, such as a short messaging service (SMS). They desire that a

SMS should be sent to their mobile phones after they have transferred money or

paid bills confirming the transaction was completed as this would make them feel

safer and trust in this mobile payment application more easily. Moreover, the results

also show that the usefulness has the highest impact on the intention to use factor

for the K-Mobile Banking PLUS application. Participants think that this application

can be used in daily life for money transferring or any other tasks they want to do so

that they do not have to go to the bank or the ATM.

The second highest impact on the intention to use factor is trust, which is an

advantage of the K-Mobile Banking PLUS application. The application is owned by

one of the top five banks in Thailand and so this familiar brand-name imposed level

of trust relates to the level of user satisfaction. This is then followed by the ease of

use and user interface, where because participants find this application easy to use
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they then concomitantly find the application is very convenient. Users also consid-

ered the user interface of the application, since a good design can allow them to be

clearer in using the application and finish their tasks very quickly. Although the

K-Mobile Banking PLUS application has a nice and consistent layout, most of

participants who performed the bill payment task were confused about the menus

because the location of its menu is different from the location on the ATM

(Fig. 10.9).

The last factor was the service quality where some participants who failed to

operate the application correctly then lost their trust of the application. In effect

they perceived their errors as application errors and so the application becomes

perceived by them as unreliable and untrustable.

10.3.2.2 Result from Compared Means

The results of compared means analysis are described for the difference between

two groups. The point that we are interested is the potential significance of the

participant’s prior experience on using a touch screen mobile phone towards the

ease of use and the intention to use. The results are shown in Tables 10.5, 10.6, 10.7

and 10.8.

(a) Is prior experience in using a touch screen mobile phone significant in the ease

of its use?

Hypothesis:

mS ¼ The average of ease of use for people who have experience of using a touch

screen system on mobile phone

Main menu payment Donation

a b c

Fig. 10.9 Captured screen images of the bill payment task on the K-mobile banking PLUS

application
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mM ¼ The average of ease of use for people who never had experience of using a

touch screen system on mobile phone

Null hypothesis (H0):

mS ¼ mM: There is no significant experience difference in the ease of use.

Alternative hypothesis (HA): mS 6¼ mM: There is a significant experience differ-
ence in the ease of use.

Assumed that:

1. Dependent variable “ease of use” is a numerical variable.

2. The dependent variable is normally distributed.

3. The two groups have approximately equal variance on the dependent variable.

The independent samples t-test was used because it tests whether the means of

two groups (experienced and non-experienced groups) are equal or not, and the

means in this test are numerical variables (ease of use).

In Table 10.5, the Levene’s test for equality of variances shows that the F ratio

(0.009) is not significant (p ¼ 0.926), and so the two variances are not significantly

different. Thus, equal variances were assumed with a t value of 0.463 and 96

Table 10.5 The results of the compared means analysis for the K-mobile banking plus application

Levene’s test

for equality

of variances t-test for equality of means

F Sig. t df Sig. (2 -tailed)

95 % confidence

interval of the

difference

Lower Upper

Ease of use

factor

score

Equal variances

assumed

0.009 0.926 0.463 96 0.645 �0.4710 0.7574

Equal variances

not assumed

0.478 14.552 0.640 �0.4970 0.7834

Table 10.6 The results of the compared means analysis for the mPay application

Levene’s

test for

equality of

variances t-test for equality of means

F Sig. t df Sig. (2 -tailed)

95 % confidence

interval of the

difference

Lower Upper

Ease of use

factor

score

Equal variances

assumed

0.239 0.626 �0.398 96 0.692 �0.6540 0.4357

Equal variances

not assumed

�0.417 22.280 0.681 �0.6516 0.4333
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degrees of freedom. The obtained p value (0.645) is not greater than the 95 %

confidence intervals and the calculated t value (0.463) does not exceed the table

t value of 1.960. Therefore, the null hypothesis could not be rejected and the two

means (mS and mM) are not statistically significantly different at the 5 % level of

significance. There is no significant experience difference in the ease of use for the

K-Mobile Banking PLUS application.

In Table 10.6, the Levene’s test for equality of variances shows that the F ratio

(0.239) is not significant (p > 0.05) and the two variances are not significantly

different. Thus, equal variances were presupposed with a t value of �0.398 and 96

degrees of freedom. The obtained p value (0.692) is greater than the 95 % confi-

dence interval and the calculated t value (�0.398) does not exceed the table t value

of 1.960. Therefore, the null hypothesis could not be rejected and the two means

(mS and mM) are not statistically significantly different at the 5 % level of signifi-

cance. There is no significant experience difference in the ease of use for the mPay

application. That prior experience of using a touch screen system on a mobile phone

Table 10.7 The results of the compared means analysis for the K-mobile banking plus application

Levene’s

test for

equality of

variances t-test for equality of means

F Sig. t df Sig. (2 -tailed)

95 % confidence

interval of the

difference

Lower Upper

Intention to

use factor

score

Equal variances

assumed

0.327 0.569 0.480 98 0.632 �0.4491 0.7357

Equal variances

not assumed

0.473 15.644 0.643 �0.5005 0.7871

Table 10.8 The results of the compared means analysis for the mPay application

Levene’s

test for

equality of

variances t-test for equality of means

F Sig. t df

Sig.

(2-tailed)

95 % confidence interval

of the difference

Lower Upper

Intention

to use

factor

score

Equal

variances

assumed

0.279 0.599 �0.301 98 0.764 �0.61135066 0.45013429

Equal

variances

not

assumed

�0.288 22.060 0.776 �0.66191484 0.50069847
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does not have any effect on the ease of use for mobile payment applications agrees

with the participants who said that both the K-Mobile Banking PLUS and the mPay

applications have transaction tasks that are useful and easy to use.

(b) Is prior experience on using a touch screen mobile phone significant in deter-

mining the intention to use?

Hypothesis: mS ¼ The average intention to use for people who have prior experi-

ence on using a touch screen system on a mobile phone.

mM ¼ The average intention to use for people who have no experience of using a

touch screen system on a mobile phone.

Null hypothesis (H0): mS ¼ mM: There is no significant experience difference in

the intention to use.

Alternative hypothesis (HA): mS 6¼ mM: There is a significant experience differ-
ence in the intention to use.

Assumed that:

1. Dependent variable “intention to use” is a numerical variable.

2. The dependent variable is normally distributed.

3. The two groups have approximately equal variance on the dependent variable.

The independent samples t-test was used because it tests whether the means of

two groups (experienced and non-experienced groups) are equal or not, and the

means in this test are numerical variables (intention to use).

In Table 10.7, the Levene’s test for equality of variances showed that the F ratio

(0.327) is not significant (p ¼ 0.569), and so the two variances are not significantly

different. Thus, equal variance was assumed with a t value of 0.480 and 98 degrees

of freedom. The obtained p value (0.632) is not greater than the 95 % confidence

Table 10.9 The list of advantages and disadvantage of the mPay application

Advantages Disadvantages

1. Application screen is graphic-based 1. The icons don’t allow the user to

immediately identify their function

2. Application form uses icon images with an

underlying description

2. The graphic-based screen takes longer

to load than a text-based one

3. Has full functionality in terms of paying for utilities

and entertainment

3. Have to connect to the internet

4. Makes daily life easier and more convenient 4. Cannot customize icons for other users

5. Screen by the icon organizes the work into easy to

use categories

5. Fee for service is more expensive than

other applications

6. Frequently used functions can be added to the

favorite menu, which makes management of

applications consistent with the individual

6. Can only be used through the AIS,

GSM and 1–2-call networks

7. Good response time and a clear status indication

while the transaction is underway

7. Must have a mCASH account

8. Registration is difficult and each bank

has a different system
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interval, and the calculated t value (0.480) does not exceed the table t value of 1.960

and so the null hypothesis could not be rejected and the two means (mS and mM) are
not statistically significantly different at the 5 % level of significance. There is no

significant experience difference in the intention to use the K-Mobile Banking

PLUS application. In Table 10.8, the Levene’s test for equality of variances

shows that the F ratio (0.279) is not significant (p ¼ 0.599) and the two variances

are not significantly different. Thus, equal variances were presupposed with a

t value of 0.301 and 98 degrees of freedom. The obtained p value (0.764) is greater

than the 95 % confidence intervals and the calculated t value (0.301) does not

exceed the table t value of 1.960. Therefore, the null hypothesis could not be

rejected and the two means (mS and mM) are not statistically significantly different

from zero at the 5 % level of significance. There is no significant experience

difference in the intention to use the mPay application.

Consistent with this analysis, that prior experience of using a touch screen mobile

has no difference on the participant’s intention to use the application, is that the

participants mentioned that both applications were easy to use. The user interface of

the two applications is consistent and not complex, so they are comfortable using

these applications as they allow the participants to perform the tasks easily.

Table 10.10 The advantages and disadvantages of the K-mobile banking PLUS application

Advantages Disadvantages

1. Able to make financial transactions easier

and simpler by the use of mobile phones

1. The menu button looks like it is text based

which confuses the user

2. Saves time for financial transactions 2. Can change the language, but users must

first access the settings in the Thai menu

3. The functions are essentially the same

as in the K-ATM

3. The magazine page format is different from

other pages (Looks like a webpage, not an

application page.)

4. Screen is simple and uncomplicated

5. Text font for easy reading (text base)

6. Have video clips that help make it more

user friendly

7. Perceived security of password

controlled access

8. Records previous transactions

9. Account shows previous transfers

automatically in the transfer menu

10. Able to use with every mobile telecom

network

11. Good classification of transactions

12. You can find the nearest ATM machine

from the GPS network

13. The Kasikorn bank logo is in every page

to make sure that the user does not

accidentally log out
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10.3.2.3 Results of the Participants’ Comment

In this section, we summarize the advantages and disadvantages of the two systems,

as derived from analysis of the participants’ comments after completing the tasks.

Table 10.9 shows the results for the mPay application whilst Table 10.10 shows that

for the K-mobile banking PLUS application.

10.4 Conclusion

In this research, we studied the user interface design factor on internet banking

websites and mobile payment applications in Thailand. For the study of internet

banking websites, the application efficiency, satisfaction, functionality, ease of use,

learnability and design aesthetics were all significant influences on the intention to

use, whilst the reliability and security had no effect. For mobile banking applications,

the service quality and design aesthetics affected the trust in the application, whilst

the trust, service quality, usefulness, ease of use and design aesthetics all significantly

affected the intention to use the application. In contrast, the security had no signifi-

cant effect on the trust and the service quality had no effect on the intention to use.

Due to the ease of use and learnability of the applications, prior experience of touch

screen mobile phones had no effect on the ease of use and intention to use.

There are many more interesting factors that can be explored in future work,

such as the literacy and loyalty factors. This research would be beneficial for any

providers.
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Chapter 11

Japanese Students’ Behavior Toward

E-Commerce

Takashi Okamoto and Nobuyuki Soga

11.1 Introduction

With an increase in the use of information and communication technology (ICT)

devices and the broadband environment in Japan, more diverse types of people are

accessing various affordable, high-speed Internet services. The expansion of ICT

affects our daily lives, giving us new options for purchasing goods and services. For

example, we can easily obtain specific information on goods and services from the

Internet and read other buyers’ reviews. With such benefits, purchasing goods and

services from online shops has become common.

Therefore, Internet selling has spread; even people with little knowledge of ICT

find it easy to sell their goods at online malls and auction sites. In the ICT

environment, we can consider electronic commerce (EC) as IT-enabled services

and business-to-consumer (B2C) sales as a common EC service.

Japan’s B2C market was worth 7.8 trillion yen in 2010, up 16.3 % from the

previous year. The EC ratio, a measure of EC expansion, increased to 0.4 points

from the previous year to reach 2.5 % (Ministry of Economy, Trade and Indus-

try2010). As this report notes, commercial transaction computerization has been

evolving and growing. Another report shows that 53.6 % of Internet users used B2C

in 2010 (Ministry of Internal Affairs and Communications, Japan 2011a). In Japan,

46.9 % of Internet users indicated “purchasing goods and services” as their purpose

for using the Internet via a PC, and 30.1 % indicated the same purpose for using

their mobile phone (Ministry of Internal Affairs and Communications, Japan

2011b). This shows that B2C is commonly used as an important element of the

consumer market, not only in Japan but worldwide.

Although B2C shops are not always profitable, their number has been increasing.

In fact, only 32.2 % of online shops make profit, 46 % suffer losses, and 25.5 %
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expect the difficult business environment to continue (Nikkei Inc. 2010). Many

online shops’ business problems should not be attributed to technological

complexities but to their management’s lack of knowledge and knowhow. Many

online shop managers do not understand online consumer behavior and their

perceptions regarding online shops. Because small and micro enterprises and

sometimes individuals manage their own online shops, they do not know how or

have the resources to research the B2C market.

Several reports have profiled consumer behavior in online shopping. For exam-

ple, the Japan Direct Marketing Association (JADMA) reports the state of con-

sumer utilization of direct marketing on the Internet (The Japan Direct Marketing

Association 2010). Its respondents, however, are limited to people who either have

been using online shops or are familiar with the Internet, and thus, are more likely to

patronize online shops. To develop online shops’ market and create effective sales

strategies, shop owners/managers need to survey users’, including potential users’,

behaviors, purposes, and perceptions.

Regarding Internet use, the under-40 age group’s Internet usage rate exceeds

96 % (Ministry of Internal Affairs and Communications, Japan 2011b). Because

nearly all young people use the Internet, the online shop market will expand in the

near future. There are few studies, however, on consumer behavior and perceptions

of people aged 20 and below. Because they are major customers of online shops,

understanding their behavior and perceptions is necessary for developing sales

strategies for the online shop market.

In this study, we examine young people’s use of ICT and the Internet and their

behavior and perceptions regarding online shops. In particular, we report the

characteristics of high school students and university students on the basis of our

research. Conjoint analysis reveals their priorities with respect to several features of

online shops. Our study will contribute to the development of the online shop

market and suggest effective marketing strategies for online shops.

11.2 Summary of Research Model

11.2.1 Research Methods

To examine young people’s behavior and perceptions regarding online shops, we

use a questionnaire as the research method. We choose high school and university

students, around 20 years old, as representative of young people. Our research was

conducted on October 7, 2010 at Ehime University and November 18, 2010 at

Ehime University senior high school. As both schools are located in the same area,

we can reduce the number of demographic attributes other than high school or

university age grouping.
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11.2.2 Overview of Questionnaire

Our questionnaire is composed four sections. The first gathers information about

students’ state of using ICT devices and Internet services. The questions deal with

the following topics.

• Possession of PC or mobile phone

• Duration of using Internet services on weekdays/weekends via PC/mobile phone

(excluding e-mail)

• Internet services used

The second section gathers information about students’ usage of online shops.

• Experience of using online shops: mainly from PC, mainly from mobile phone,

equally from both PC and mobile phone, or no experience

• Categories of goods that students have previously purchased or expect to

purchase from online shops (multiple answers accepted): “Book,” “CD,”

“DVD,” “Clothes,” “Accessories,” “Bag,” “Shoes,” “Watch,” “Miscellaneous

goods,” “Purse/wallet,” “Games,” “Foods/drinks,” “Cosmetics/perfume,”

“Sporting goods,” “Music,” “Instrument/score,” and “Others”

• Priorities of the advantages of online shopping (multiple answers accepted):

“Purchasing goods not sold at nearby physical shops,” “Shopping at home,”

“Price/cheapness,” “Large variety of items,” “Open 24 h,” “Referring reviews

and reputations,” “Purchasing at one’s own pace,” “Delivery by other people,”

“Easy searching of goods,” “Easy comparison of goods,” “Rich information

about goods,” “Easy purchasing procedure,” “Rich information about other

goods,” “Availability of rare goods,” “Speedy purchasing,” “Acceptable waiting

time for delivery,” and “Others”

• Unattractiveness and anxieties regarding online shops (multiple answers

accepted): “We cannot confirm goods’ quality or details before purchasing,”

“Risk of difference between goods’ online appearance and that of actual goods,”

“Risk of receiving inferior goods,” “Annoying advertisements after purchasing,”

“Risk of personal information theft,” “Risk of nondelivery of purchased goods,”

“Difficulty in canceling purchase orders,” “Too long from purchase to delivery,”

“Complex purchasing procedure,” “No supply of goods in stock at many online

shops,” “Too many items to recognize what I want,” and “Others”

Because our research focused on online shops that sell goods, we eliminated

online shops that sell services such as online reservations or music downloads. We

referred to JADMA’s research (The Japan Direct Marketing Association 2010) for

selecting each option, and we transformed options so that they were appropriate for

high school and university students.

Third section gathers data about students’ perceptions of online shops, using

conjoint analysis.
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Last section gathers data about students’ demographic attributes as follows:

• Transportation to their school

• Monthly budget

• Grade

• Gender

11.3 Features of Respondents

11.3.1 Lifestyle and Budget

The respondents were 350 high school students and 157 university students.

Table 11.1 displays their composition, which contains only minor deviations in

grade and gender, although the number of university students is half that of high

school students.

Ninety percent of high school students and 70 % of university students ride their

bicycle to school, and only 5 % of all students use public transportation to get to

school. Because Matsuyama city, in which both schools are located, is compact,

most students do not need public transportation. Very few students in Ehime use

ICT devices while traveling in trains or buses, although students in urban area often

use ICT devices while traveling in public transport. We can assume that they use

ICT devices primarily at their house or school.

The monthly average budget of high school students is approximately 5,300 yen,

and 67 % of high school students’ budget is 2,000–6,000 yen. In contrast, the

monthly average budget of university students is approximately 36,000 yen, and

45 % of university students’ budget is 10,000–30,000 yen.

11.3.2 State of ICT Usage

Most of our respondents use both ICT and the Internet, as indicated by other

research. Only 0.6 % of university students and 6.9 % of high school students do

not have a PC at their homes, and only 0.6 % of university students and 3.1 % of

high school students do not have a mobile phone. Thus, the vast majority of these

young people have an ICT environment including both PCs and mobile phones.

Table 11.2 shows high school students’ daily Internet access time (excluding

e-mail). On weekdays, most of them access the Internet for 0.5–1 h or do not access

it at all. They use the mobile phone as their primary device for accessing the

Internet. Approximately 20 % of them use the Internet for 1–3 h on a weekday.

For both PCs and mobile phones, the daily access time on weekends is longer than

that on weekdays.
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In contrast, Table 11.3 shows university students’ daily Internet access time

(excluding e-mail). On weekdays, most of them access the Internet for 0.5–3 h.

There is a large difference between weekday and weekend mobile phone access

time. On weekends, the university students’ daily Internet access using a PC

increases to 1–3 h.

Very few university students do not use the Internet, compared to approximately

20 % of high school students. The number of high school students who use only

e-mail or do not use the Internet at all is greater than that of university students.

University students, in contrast, use PCs, particularly on the weekend, more than

high school students. This research was conducted before smartphones become

common in Ehime; thus some students may shift from PCs to mobile phones after

the spread of smartphones.

Table 11.2 High school

students’ daily Internet access

time

PC Mobile

Weekday Weekend Weekday Weekend

0 h 115 (33 %) 79 (23 %) 79 (23 %) 77 (22 %)

0–0.5 h 85 (24 %) 65 (19 %) 92 (26 %) 65 (19 %)

0.5–1 h 79 (23 %) 76 (22 %) 83 (24 %) 72 (21 %)

1–3 h 59 (17 %) 91 (26 %) 79 (23 %) 82 (23 %)

3–5 h 11 (3 %) 29 (8 %) 12 (3 %) 38 (11 %)

5 h over 0 (0 %) 9 (3 %) 5 (1 %) 16 (5 %)

No answer 1 (0 %) 1 (0 %) 0 (0 %) 0 (0 %)

Table 11.1 Research methods and participants

Date 11/18/2010 10/7/2010

Method Self-administered questionnaires (held and

collected in class)

Respondents Ehime Univ. senior high school Ehime Univ.

Number 350 157

Grade 1st:120 2nd:67

2nd:116 3rd:66

3rd:114 4th:24

Gender Female:153 Female:77

Male:197 Male:80

Table 11.3 University

students’ daily Internet access

time

PC Mobile

Weekday Weekend Weekday Weekend

0 h 10 (6 %) 7 (4 %) 13 (8 %) 17 (11 %)

0–0.5 h 25 (16 %) 11 (7 %) 39 (25 %) 35 (22 %)

0.5–1 h 47 (30 %) 28 (18 %) 41 (26 %) 36 (23 %)

1–3 h 55 (35 %) 70 (45 %) 48 (31 %) 46 (29 %)

3–5 h 14 (9 %) 26 (17 %) 14 (9 %) 22 (14 %)

5 h over 6 (4 %) 15 (10 %) 1 (1 %) 1 (1 %)

No answer 0 (0 %) 0 (0 %) 1 (1 %) 0 (0 %)
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Internet services that high school students use most frequently with PCs are

search engines, video sites, and blogs. Many of them also access search engines,

blogs, and community sites with mobile phones. Many university students access

search engines and video sites by using a PC, and search engines, blogs, and social

networking services (SNS) using a mobile phone. As video sites require higher

communication bandwidth, the PC is the best access medium. Both high school and

university students’ primary purposes for using the Internet are receiving, sending,

and searching for information. Typical services are blogs, community sites, and

SNS. This generation is nearly “digital native” and will become the largest online

consumer market.

11.4 Differences in Consumer Behavior and Perceptions

11.4.1 Experience of Online Shops

Respondents’ experience of using online shops (excluding Internet auctions) is

shown in Table 11.4. Forty-nine percent of the high school students and 76 % of

university students have used online shops. Other research shows that 82.1 % of

people under-30 years (excluding students) have used online shops (IRC 2010).

Compared to that research, we found slightly lower student usage of online shops.

University students use online shops more than high school students. The difference

is statistically significant at 1 % level. Students’ low budgets constitute a strong

reason for their use of online shops, suggesting that online shops can potentially

become a major channel for purchases of goods and services by students.

Most student users of online shops access them via PCs, although most students

generally access the Internet using both mobile phones and PCs. Only 16 % of each

category of students uses mobile phones for purchasing at online shops. This

finding may result from their need of a wide screen and functional usability when

shopping online, which explains why PCs are students’ primary online shopping

device. Their non-use of public transportation may also limit their use of mobile

phones outside of their house or school. The spread of smartphones, however, may

spur a shift to more mobile phone use for online shopping.

Categories of goods that students have already purchased and expect to purchase

from online shops are shown in Tables 11.5 and 11.6. Significant differences

between number of high school students and university students are also indicated

in the table. Both categories of students purchased and expected to purchase books,

CDs, and clothes. University students more often purchased books, CDs, DVDs,

clothes, accessories, bags, shoes, watches, and cosmetics at online shops than high

school students. These differences are statistically significant at 5 % level. The

goods that university students have previously purchased are similar to those that

they hope to purchase. High school students, however, hope to purchase more of the
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Table 11.4 Experience of online shops

Experience and devices High school students University students

Using online shops mainly from PC 119 (34 %) 95 (61 %)

Using online shops mainly from mobile phone 30 (9 %) 8 (5 %)

Using online shops from both PC and mobile phone 24 (7 %) 17 (11 %)

No-experience 177 (51 %) 37 (24 %)

Table 11.5 Goods that students purchased

Goods High school students University students w2ð1Þ P-value

Books 77 78 39.13 0.000

CDs 69 48 7.20 0.007

DVDs 43 38 11.47 0.000

Clothes 52 48 16.91 0.000

Accessories 22 22 8.17 0.004

Bags 27 26 9.06 0.003

Shoes 24 34 23.43 0.000

Watches 12 15 8.07 0.005

Miscellaneous goods 46 24 0.42 0.518

Purses/wallets 14 11 2.09 0.148

Games 44 33 6.00 0.014

Foods/drinks 8 10 5.28 0.022

Cosmetics/perfumes 14 16 7.46 0.006

Sports goods 21 12 0.48 0.488

Musical instruments/scores 22 16 2.38 0.123

Others 18 5 0.96 0.327

Table 11.6 Goods that students expect to purchase

Goods High school students University students w2ð1Þ P-value

Books 107 70 9.37 0.002

CDs 99 46 0.05 0.815

DVDs 82 41 0.43 0.514

Clothes 100 63 6.64 0.01

Accessories 41 27 2.81 0.094

Bags 39 32 7.68 0.006

Shoes 47 33 4.70 0.03

Watches 12 12 4.27 0.039

Miscellaneous goods 75 32 0.07 0.789

Purses/wallets 28 15 0.34 0.561

Games 66 30 0.00 0.947

Foods/drinks 30 21 2.77 0.096

Cosmetics/perfumes 26 16 1.09 0.297

Sports goods 22 10 0.00 0.971

Musical instruments/scores 38 13 0.80 0.372

Others 11 0 5.04 0.025
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same the goods at online shops. This finding may reflect non-users’ high

expectations from online shops.

11.4.2 Advantages and Disadvantages of Online Shopping

Understanding users’ and potential users’ perceptions of the advantages and

disadvantages of online shopping will contribute to online shopping market devel-

opment. Table 11.7 shows students’ priorities of the advantages of online shopping.

Fifty-eight percent of high school students and 69 % of university students selected

“purchasing goods not sold at nearby physical shops”, which makes it the highest-

priority feature. Approximately half the students selected as the second and third

highest priority features, “shopping at home” and “price/cheapness,” respectively.

The fourth, fifth, and sixth priority features were, respectively, “Large variety of

items,” “open 24 h,” and “referring reviews and reputations.” University students

gave more priority to “Purchasing goods not sold at nearby physical shops,” “open

24 h,” “Delivery by other people,” and “Rich information about goods” than high

school students, and high school students gave more priority to “Acceptable waiting

time for delivery” than university students. These differences are statistically

significant at 5 % level.

The results imply that students can largely obtain the goods that they want to

purchase locally, but would shop online if the products are unavailable from nearby

physical shops. Although cheaper pricing is usually a primary reason for people

Table 11.7 Priorities of advantages of online shopping

Priorities of advantages of online

shopping

High school

students

University

students w2ð1Þ P-value

Purchasing goods not sold at nearby

physical shops

202 (58 %) 108 (69 %) 5.60 0.018

Shopping at home 178 (51 %) 94 (60 %) 3.54 0.060

Price/cheapness 175 (50 %) 85 (54 %) 0.74 0.389

Large variety of items 142 (41 %) 77 (49 %) 3.17 0.075

Open 24 h 122 (35 %) 77 (49 %) 9.15 0.002

Referring reviews and reputations 106 (30 %) 59 (38 %) 2.63 0.105

Purchasing at one’s own pace 88 (25 %) 49 (31 %) 2.02 0.155

Delivery by other people 64 (18 %) 43 (27 %) 5.39 0.020

Easy searching of goods 92 (26 %) 38 (24 %) 0.25 0.620

Easy comparison of goods 59 (17 %) 34 (22 %) 1.67 0.197

Rich information about goods 41 (12 %) 32 (20 %) 6.61 0.010

Easy purchasing procedures 41 (12 %) 23 (15 %) 0.85 0.357

Rich information about other goods 52 (15 %) 21 (13 %) 0.19 0.660

Availability of rare goods 65 (19 %) 21 (13 %) 2.08 0.150

Speedy purchasing 23 (7 %) 18 (11 %) 3.49 0.062

Acceptable waiting time for delivery 41 (12 %) 8 (5 %) 5.44 0.020

Others 4 (1 %) 1 (1 %) 0.28 0.594
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shopping online, the student market clearly prioritizes availability, followed by

convenience, with price only third on their list of perceived advantages. The goods

sold in rural physical shops often offer less variety than those in urban shops,

although physical shops are the primary channels of purchase for students. Thus,

they may regard online shops as a complement of the physical shops. Therefore,

small and micro online shops do not need to engage in price competition; instead,

they can focus on product differentiation.

Table 11.8 displays the students’ perceived disadvantages and anxieties when

shopping online. Seventy three percent of high school students and 79 % of

university students selected “We cannot confirm goods’ quality or details before

purchasing,” the highest ranked disadvantage, which overshadowed the students’

second- and third- ranked negative perceptions. Fifty six percent of the high school

students selected “Risk of receiving inferior goods” and 48% of them selected “Risk

of difference between goods’ online appearance and that of actual goods.” These

were elements of the second and third ranked disadvantage. Fifty seven percent of

university students selected “Risk of difference between goods’ online appearance

and that of actual goods,” as the primary element of the second ranked disadvantage.

High school students gave a high priority to “Risk of receiving inferior goods” and

“No supply of goods in stock at many online shops” than university students. These

differences are statistically significant at 1 % level. And university students gave a

high priority to “Annoying advertisements after purchasing” than high school

students. This difference is statistically significant at 5 % level.

Because more than 70 % of the students selected “We cannot confirm goods’

quality or details before purchasing” as the primary disadvantage of online shop-

ping, online shops face a tremendous obstacle. Overcoming this fundamental

characteristic of online shipping requires ingenuity, and technical solutions to the

problem may include increasing the amount of information about product

Table 11.8 Unattractiveness of the online shops

Unattractiveness and anxieties of the online shops

High school

students

University

students w2ð1Þ P-value

We cannot confirm the goods’ quality or details

before purchasing

254 (73 %) 124 (79 %) 2.35 0.126

Risk of difference between goods’ online

appearance and that of actual goods

169 (48 %) 90 (57 %) 3.54 0.06

Risk of receiving inferior goods 195 (56 %) 64 (41 %) 9.69 0.002

Annoying advertisements after purchasing 82 (23 %) 50 (32 %) 3.99 0.046

Risk of personal information theft 106 (30 %) 46 (29 %) 0.05 0.823

Risk of nondelivery of purchased goods 92 (26 %) 33 (21 %) 1.62 0.203

Difficulty in canceling purchase orders 55 (16 %) 30 (19 %) 0.89 0.344

Too long from purchase to delivery 65 (19 %) 21 (13 %) 2.08 0.15

Complex purchasing procedure 60 (17 %) 19 (12 %) 2.09 0.148

No supply of goods in stock at many online shops 74 (21 %) 18 (11 %) 6.83 0.009

Too many items to recognize what I want 24 (7 %) 13 (8 %) 0.32 0.569

Others 9 (3 %) 1 (1 %) 2.1 0.148
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specifications and a large variety of product pictures from several angles, with the

capability to zoom in and see small details. Alternatively, improved business

models could reduce consumer anxiety about disappointment in the product after

delivery. One possibility is making the return of goods easier and inexpensive or

free to mitigate this perceived disadvantage. If an online shop sells clothes, for

example, it can send articles of clothing in the next size smaller and larger than the

one ordered to their customers with free returns within a given number of days.

Such business models may ease customers’ anxieties about online shopping.1

As compared with university students, more high school students report feeling

anxious about the security of online shops. Because of their low budget, they would

be severely affected by risks such as identity or credit card number theft. A

percentage of high school students who have not used online shops may overesti-

mate these risks. Technological enhancement of online shops’ security systems for

all consumer information is essential for expanding the online shopping market; in

addition, it is important to prominently display complete and precise information

about user security.

11.4.3 Students’ Perceptions of Online Shops: Differences
Among Experiences

Experiences of online shopping may strongly affect students’ attitudes toward and

perceptions of online shops. Some students may increase their appreciation of

online shops after using them, whereas others may decrease their evaluation of

online shops. Here, we examine the relationship between experiences of online

shopping and students’ perceptions.

Students who have used online shops indicate all factors as priorities of online

shops more than those who have never shopped online. For each priority, such as

“Rich information about goods,” “Shopping at home,” “Purchasing at one’s own

pace,” “Delivery by other people,” and “Availability of rare goods,” differences

between experienced and inexperienced students are not statistically significant at

5 % level. Other priorities’ differences in experience ratings are statistically

significant at 5 % level.

These results demonstrate that experience in online shopping improves students’

perceptions of online shops. Students did not know the advantages or had only

heard of the reputations of online shops before using them. After experiencing

online shopping, however, students have positive perceptions of online shops,

because they enjoy the many functional advantages of online shops.

We found interesting characteristics of the perceived disadvantages of online shops.

Table 11.9 shows the relationship between students’ perceived disadvantage of online

shops and their experiences. In case of disadvantages such as “Risk of personal

information theft,” “Risk of difference between goods’ online appearance and that of

1We should mention that this approach would be prohibitively costly and problematic from the

merchants’ perspective.
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actual goods,” “Risk of receiving inferior goods,” “Risk of nondelivery of purchased

goods,” and “Complex purchasing procedure,” students who have never used online

shops rank these disadvantages more highly than those who have used them, and these

differences are statistically significant at 5 % level. In contrast, students who have used

online shops rank the disadvantages of “Too long from purchase to delivery” and “No

supply of goods in stock at many online shops” more highly than those who have never

used them, and these differences are statistically significant.

These results indicate that students who have never used online shops will often

overestimate risks of online shopping. These students are aware of such technical

risks, but they may not understand them sufficiently; hence, they may avoid using

online shops because of their incorrect risk estimation. Other generations may

overestimate the risks more because they are less familiar with ICT than such

students. To expand the online shop market, we should inform users of their actual

risks and show them simple methods of avoiding these risks.

Students who have used online shops indicate that the inconveniences of online

shops include extremely complex user interfaces or poor distribution systems. To

stimulate the use of online shops, we should develop more convenient systems in

these two areas.

11.5 Conjoint Analysis

11.5.1 Model

In this study, conjoint analysis was conducted via an experiment that presented

respondents with choices from which they must had to select the most desirable one

Table 11.9 Differences among experiences of online shops

Unattractiveness and anxieties of the online shops Experienced Inexperienced w2ð1Þ P-value

We cannot confirm the goods’ quality or details

before purchasing

210 (72 %) 168 (79 %) 3.04 0.081

Risk of difference between goods’ online

appearance and that of actual goods

136 (46 %) 123 (57 %) 6.05 0.014

Risk of receiving inferior goods 129 (44 %) 130 (61 %) 13.84 0.000

Annoying advertisements after purchasing 83 (28 %) 49 (23 %) 1.89 0.169

Risk of personal information theft 70 (24 %) 82 (38 %) 12.26 0.000

Risk of nondelivery of purchased goods 46 (16 %) 79 (37 %) 29.97 0.000

Difficulty in canceling purchase orders 53 (18 %) 32 (15 %) 0.87 0.351

Too long from purchase to delivery 58 (20 %) 28 (13 %) 3.95 0.047

Complex purchasing procedure 25 (9 %) 54 (25 %) 26.22 0.000

No supply of goods in stock at many online shops 73 (25 %) 19 (9 %) 21.41 0.000

Too many items to recognize what I want 17 (6 %) 20 (9 %) 2.3 0.130

Others 11 (4 %) 7 (3 %) 0.08 0.772
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by ranking their preferences. The concept of a random utility model underlies this

approach. When a certain respondent n chooses item i, utility Uni is denoted as

follows.

Uni ¼ Vni þ eni ¼
XM
m¼1

bmxmni þ eni (11.1)

Vni is an observable definite term, and eni is an unobservable error term for a

researcher. xmni is an attribute that constitutes a choice. bm is the marginal utility of

the attribute, and this value is estimated as the sum of true marginal utility and the

product of the scale parameter proportional to the reciprocal of variance of an error

term. The scale parameter was normalized to 1.2

The probability that a respondent n will choose i from a certain choice set

C ¼ 1; 2; � � � ; Jf g is denoted as Pni. This behavior when a respondent n chooses

i indicates that one choice’s utility is higher than that of other choices j
j 2 C; i 6¼ jð Þ; therefore, Pni can be shown as follows.

Pni ¼ Pr½Uni > Unj; i; j 2 C; i 6¼ j�
¼ Pr½Vni � Vnj > enj � eni; i; j 2 C; i 6¼ j� (11.2)

Here, if we assume that error terms eni and enj have the type I extreme value

distribution, then the difference between the error terms has the logistic distribu-

tion.3 Therefore, the probability Pni has the following conditional logit model: CL.4

2 This assumption indicates that the variance of an error term is constant.
3 Refer to McFadden (1974) and Train (2009).
4 The likelihood function of (11.3) is

L ¼
YN
n¼1

Pni;

and the log-likelihood function of this equation is

ln L ¼
XN
n¼1

lnPni:

din is a dummy variable that assigns 1 when a respondent chooses i, and the parameter vector b
can be derived as a solution of the following maximum problem.

lnL ¼
XN
n¼1

X
i2C

din lnPni
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Pni ¼ em�VniP
j2C

em�Vnj
(11.3)

However, CL is the model achieved under two assumptions, homogeneous
preference and Independence from Irrelevant Alternatives: IIA. Although CL is

easy to analyze, it has the problem of weak model interpretability. Revelt and Train

(1998) advocated the mixed logit model ML, which eliminates these two

assumptions. ML is a model that has a preference from which an individual differs.

When a certain respondent n chooses item i, utility is set toUni, denoted as follows.

Uni ¼ Vni þ eni ¼
XM
m¼1

bmn x
m
ni þ eni (11.4)

It is assumed that eni has an independent and identical type I extreme value

distribution, and the probability that the respondent n will choose i is formulized as

follows.

Pni ¼
ðYT

t1

expðViÞPJ
j¼1 expðVjÞ

f ðbjOÞdb (11.5)

T indicates the number of occurrences of the choice experiment, and several

repetitive questions are presented to the same respondent in the usual choice

experiment. f is the probability density function of b, and O indicates parameters

such as the average and variance of b.
In this study, the choice experiment was conducted using an orthogonal array

design; the variety of attributes and the level were set up as shown in Table 11.10.

Eight profiles were created using the orthogonal array design from the level of

each attribute. Two profiles were combined at random, and a choice set with the

added option “Using neither online shop” was created. Each respondent answered

eight choice sets per questionnaire. An example of a choice set is shown in

Table 11.11.

An alternative specific constant (ASC) was added to the analysis; ASC3 was

introduced into “Using neither online shop.” It can be interpreted as negative for the

purchase of goods from an online shop if the ASC is significantly estimated as

Table 11.10 Variety and

level of an attribute
Attribute Level 1 Level 2 Level 3

Store Yes No –

Saturation High Low –

Procedure Easy Difficult –

Postage Free 500 yen –

Price 3,000 yen 4,000 yen 5,000 yen
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negative. In contrast, it is affirmative for the online purchase if the value is

significantly estimated as positive.

Response data of 157 students from the Ehime University and 352 students from

the Ehime University Senior High School were analyzed. First, the dummy variable

university dummy, whose value is 1 for a college student, was added and the cross

term was multiplied by the university dummy; then, an attribute variable was

added. An important difference in the attribute between university and high school

students was analyzed by the time duration of online shopping. Second, the usage

dummy, whose value is 1 for those who have used online shops in the past, was

added and the cross term was multiplied by the usage dummy; then, an attribute

variable was added, and the differences in the preference by use of an online shop

was investigated.

The coefficient estimated in conjoint analysis indicates marginal utility, i.e., the

increment of utility. In analysis, all the attribute variables were calculated as a

random parameter, and the standard deviation parameters of the coefficient that

were not significant were re-calculated as a non-random parameter. NLogit 4.0 was

used as the analysis software.

11.5.2 Results and Analysis

The investigation results are illustrated in the Tables 11.12 and 11.13. The bold

lettering in the table indicates the nonrandom parameters.

From the complete results, ASC is estimated as significantly negative, and

respondents are considered to be positive about using an online shop. A positive

and significant estimated result was obtained for saturation and purchase procedure

of the site. It is considered that a respondent’s utility increases when the site

saturation becomes high and the site’s purchase procedure becomes easy. A nega-

tive and significant estimated result was obtained for the goods price and postage,

that is, if the product price and postage increase, the respondent’s utility decreases.

Because the value of the marginal utility of each attribute is considered to

change with the student education level and usage experience, these differences

are verified as described below.

Table 11.11 Example of choice set

Attribute Online shop A Online shop B Using neither online shop

Store No No -

Saturation Low High

Procedure Easy Easy

Postage Free 500 yen

Price 3,000 yen 4,000 yen
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Table 11.12 Estimated result of a high school and a university student

Variable Coefficient t-value P-value

Random nonrandom parameters in utility functions

Availability (no) �0.048 �0.518 0.605

Availability � univ. dummy 0.387 2.467 0.014

Saturation (high) 2.530 13.943 0.000

Saturation � univ. dummy �1.085 �4.144 0.000

Procedure (easy) 1.167 10.580 0.000

Procedure � univ. dummy �0.313 �1.734 0.083

Postage �0.00333 �10.561 0.000

Postage � univ. dummy 0.00051 1.087 0.277

Price �0.00191 �21.522 0.000

Price � univ. dummy 0.00036 4.141 0.000

ASC3 �6.064 �20.439 0.000

Derived standard deviations of parameter distributions

Availability (no) 0.903 9.322 0.000

Saturation (high) 1.614 10.786 0.000

Procedure (easy) 1.063 9.433 0.000

Postage 0.003 7.419 0.000

Price 0.000 4.313 0.000

ASC3 2.869 15.992 0.000

No. of obs. 4,045

Log-likelihood �3,299.722
The bold lettering indicates the nonrandom parameter

Table 11.13 Estimated result of a online shop user and a nonuser

Variable Coefficient t-value P-value

Random nonrandom parameters in utility functions

Availability (no) �0.070 �0.574 0.566

Availability � use dummy 0.390 2.538 0.011

Saturation (high) 0.3147 12.773 0.000

Saturation � use dummy �1.488 �5.521 0.000

Procedure (easy) 1.479 10.155 0.000

Procedure � use dummy �0.799 �4.444 0.000

Postage �0.00322 �8.162 0.000

Postage � use dummy 0.00016 0.330 0.742

Price �0.00200 �20.045 0.000

Price � use dummy 0.00027 3.159 0.002

ASC3 �5.987 �19.486 0.000

Derived standard deviations of parameter distributions

Availability (no) 0.935 9.176 0.000

Saturation (high) 1.635 13.587 0.000

Procedure (easy) 1.182 10.669 0.000

Postage 0.003 8.175 0.000

ASC3 3.500 15.506 0.000

No. of Obs. 4,045

Log-likelihood �3,278.918
The bold lettering indicates the nonrandom parameter
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11.5.2.1 Difference Between High School and University Students

For availability, high school students’ marginal utility is not statistically significant,

that is, they do not think availability is important when they purchase goods at an

online shop. In contrast, university students’ marginal utility, 0.387, is statistically

significant, that is, university students consider that the purchase of the goods that

cannot be obtained at a nearby store is important.

The utility of the site having high saturation is higher than that of the site having

low saturation for high school and university students, but the evaluations of site

saturation differ significantly. Utility for high school students is 2.530, which is

higher than that of university students by 1.085. That is, when purchasing goods at

an online shop, high school students attach greater importance to site saturation

than university students. Similarly, high school and university students prefer to

purchase at sites where the procedure is easy; however, no statistically significant

difference was found between the two categories of students.

The marginal utility of the postage and product price for both students is

negative, and when postage or a product’s price rises, utility decreases. Further-

more, disutility from the 1-yen rise in postage is larger than that in price, that is,

respondents dislike the rise of postage by even 1 yen. Although there is no statisti-

cally significant difference between high school and university students regarding

postage, there is a statistically significant difference regarding product price; the

marginal disutility of high school students for the 1-yen increase of product price is

larger than that of university students, and high school students prefer sites with

lower product prices.

The coefficient of standard deviation shows that diversity is significant for high

school students. Although high school students prefer sites with high saturation,

easy buying procedures, and lower postage and product prices, the degree and

manner thinking vary among individuals. Furthermore, the coefficient of variation

obtained by dividing the coefficient of the standard deviation of an attribute by the

coefficient of the random parameter shows that the most diverse ideas existed for

purchase procedure. Because all were estimated as a nonrandom parameter for the

dummy variable, university students are considered to have the same preference for

these attributes.

11.5.2.2 Difference in Use Experience of Online Shops

Individuals who have never shopped online consider site saturation as the most

important attribute. Although experienced online shoppers also consider site satu-

ration as important, its value of marginal utility for individuals who have never

shopped online is 3.147, compared to 1.659 for experienced online shoppers (1.488

lower). A nonuser’s marginal utility for ease of purchase procedure is 1.479, which

is higher than that of a user by 0.799.
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For postage, marginal utility is negative and no statistically significant difference

by usage experience was observed. Similarly, although the marginal utility of

product price is negative, the value is larger for nonusers than users, with nonusers

tending to more strongly dislike increases in product price.

The marginal utility of availability for nonusers is not statistically significant,

whereas it is significant for users, and they consider as important the ability to

purchase goods unavailable at a nearby store.

The diversity of nonuser’s preferences was observed for availability, saturation,

purchase procedure, and postage, with the largest variation in the postage

preference.

Although high school and university students exhibit differences in their rates of

online shop utilization, it is considered that the rate generally increases with age. In

this analysis, the differences between high school and university students seem

attributable to their different experiences in using online shops.

11.6 Discussion and Conclusions

In this study, we examined young people’s behavior and perceptions regarding

online shops. Our research suggests certain important features that will support the

maturation of the online shop market.

Most of our respondents use the Internet via a PC or mobile phone every day, and

over half of them have purchased some goods online. The largest categories of

goods that they have purchased or intend to purchase are books, CDs, and clothes.

This finding indicates that online shops have become a popular channel for student

purchases of goods and services. As this group represents largest future customer

base for online shops, they should devise management and marketing strategies

that increase students’ motivation to use their products and services.

Access to goods unavailable in nearby physical shops attracts students to online

shops. Surprisingly, although students typically have limited funds, they do not priori-

tize low prices as highly as the differentiation of goods at online shops. Students

consider the most unattractive feature of online shops to be the difficulty in confirming

goods. These results suggest that primary buying channel of students is nearby physical

shops, and they regard online shops as a complementary option. Thus, online shops

should select and market their goods or improve their business models for optimal

competition with the goods and business models of physical shops.

Regarding the security of online shopping, high school students may overestimate

this risk. Their small budget and the large proportion of nonusers may affect this

overestimation in our findings. However, online shops are well advised to develop

their security technology and prominently display their security policy. Their pur-

chase return policy should also be prominently displayed for the student market.

Conjoint analysis clearly revealed which attribute respondents consider as

important when purchasing goods online. It also shows that students consider

being positive about using online shops and online shops become common for
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students. Although the results indicated that availability was the most important

attribute in the basic research, conjoint analysis revealed that university students

and Internet users highly value availability, whereas high school students and

Internet users and nonusers do not consider availability as highly important.

Comparison of high school and university students as well as Internet users and

nonusers revealed that the saturation of a site was considered as most important by

high school students and nonusers. Similarly, ease of purchase procedure is consid-

ered to be more important by Internet users than nonusers, but no statistically

significant difference was found between high school and university students’

ratings of procedure’s importance.

The analysis also verified that the marginal utility of a 1-yen increase differs

between the postage and price of goods. The disutility of a 1-yen increase in postage

is larger than that for a 1-yen increase in a product’s price, suggesting that consumer

behavior changes with an online shop’s pricing tactics.

Because students regard online shops as a complement of the nearby physical

shops, the environment affects their behavior and perceptions, even for online

shops. Similar future research can provide more precise investigation of factors

relating to consumers’ geographical locations (urban vs. rural) and age groups.

Consumers’ geographical locations may lead following possibilities. Most peo-

ple who live in urban area usually use public transformations to get to their school

or their office. They spend one or two hours in the train or the bus everyday. Many

of them use ICT devices during the “free time” in the vehicle. In many cases, public

transportation system in rural area is less convenient than urban area. Most people

who live in rural area commute by their own car, motorcycle, or bicycle, and they

have less time in the vehicle. Such differences of living environments may lead

different usage of ICT devices and online shops.

Students, working people or house makers may use online shops in different

way. Each consumer has different budget or consumer behavior. Their experiences

or occupations will have close relationship with their behavior for the online

security. Credit card ownership may play a number role in utilization of online

shops. Consumer behavior and perceptions of online shops may be different

between different countries.

Rapid spread of smartphones and tablet terminals will promote the convenience

of online shops. Improving the speed of mobile communication network may

improve the usability of online services. Future research will provide these

investigations.
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Chapter 12

Exchange of Information and Values Taking

Privacy into Consideration

Hirotsugu Kinoshita

12.1 Introduction

We circulate information resources, e.g. knowledge, writing, and personal infor-

mation, in contemporary society through networks with various information tech-

nology tools. Information resources in various societies need to be circulated

among communities that have different values and public entities that do not belong

to any particular community. Figure 12.1 outlines various relationships in

communities. Members are bound by agreements based on confidence and

exchanges of resources and money such as electronic money (Kinoshita et al.

2011) and local currencies. Appropriate values for the information resources and

services should be evaluated before these values and information resources are

exchanged in order to circulate the information resources more smoothly. Further-

more, information resources should be prevented from leaking. The goal of our

approach is outlined in Fig. 12.2. The four principal components of the system

consist of a copyright management system (Kinoshita and Morizumi 2008), a

settlement system reflecting various values (Morizumi et al. 2010; Kinoshita

et al. 2011), a secure retrieval service on Web applications (Morizumi et al.

2009), and a knowledge mining system. The copyright management system is a

primitive element of our system and it enables information and values to be

circulated and privacy to be protected. Section 12.2 describes a method of commu-

nication between an information distributor and an agent accompanying the infor-

mation over an anonymous channel. Moreover, an anonymous-routing method for

locating the position of distributed data has been proposed based on traces of

routing history. By applying this method to the system that treats private informa-

tion, owners of information can control the purpose of content use and protect the

integrity of information (Kinoshita and Morizumi 2008). Section 12.3 explains how
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the information capsule for copyright management could be used for securitization

and its concurrency. We describe the method of securitization with the informa-

tion capsule, which includes mobile agents (Kinoshita et al. 2009). An investor

could check the uncertainness of his/her own securities by applying this method to

the system, e.g., which obligation is contained or how to estimate the value of the

securities. Section 12.4 describes a value exchange system with agents that more

smoothly offers information resources and services. We also created a value

vector to reflect various values. We then developed a method of converting

parts of vectors into securities to be circulated among the community. Further-

more, an information capsule is introduced to exchange services and local

currencies (Morizumi et al. 2010).

Fig. 12.1 Relationships in communities

Fig. 12.2 Goal of our system
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12.2 A Network for Copyright Management and Control

of Private Information

12.2.1 Background

Since the quality of digital content does not deteriorate with repeated copies,

copyright protection is an important issue. To handle this issue, digital rights

management (DRM) has been applied to securely deliver the contents and create

secondary content quoted partially from various sources. However, DRM has not

effectively dealt with an arbitration process. Moreover, conventional technologies

are inflexible to control the use of copyright materials. In some cases, access to

reference data in the content or data transfer is restricted when they are permitted

under the copyright law. This could deprive users of the right to access. The

distribution infrastructure through license agreement has improved in terms of

checking copyright and licensing materials based on DRM. However, many license

restrictions still make no allowance for any changes.

The system structures we are looking at are: (a) database management agent with

the extended Dublin Core and access control list, (b) contents capsules containing

software agents that control copyrights and access authorization, and (c) user

agents. Copyright material is stored in the database. We apply the existing access

control technologies to the database management agent in order to read and write

data to the database (Yamada et al. 2007).

This system is expected to increase the convenience of content access. Further-

more, introducing the agent technology allows a negotiation to take place between

capsule agent and access control agent for users. This will bring various

advantages: for example, reducing network traffic; improving response; inspecting

the sufficiency of rights; developing an efficient inference mechanism; and

mediating complicated rights issues in n-dimensions.

On the other hand, protection and control of private information are serious

problems in the IT enabled networks.We can also apply thesemethods to treat private

information because access control mechanisms are efficient to protect the privacy of

information. However, one of the problems of these systems is routing mechanism.

Moreover, users sometimes want to use contents anonymously. On the other hand, an

owner and a distributor of contents or private information want to check its integrity,

update the information, and change the access rights. Because of these reasons, they

communicate with each other anonymously.

In this chapter, we describe the network which is suitable for the distribution of

content with DRM and for the distribution of private information controlled by the

involved parties. In addition, an anonymous routing method with a mechanism to

find the position of distributed data has been proposed.
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12.3 Information Capsule for the Copyright Management

The information capsule, shown in Fig. 12.3, is a framework that circulates digital

contents such as music, movies, and books (Kinoshita and Morizumi 2008). It can

be used to control the access to the contained information and negotiate the content

usage conditions with other agents.

To control and protect the private information, the following functions are

required in the system.

1. The person related to the private information can restrict the purpose of infor-

mation usage.

2. The person can check the validity of this purpose.

3. The person can check the integrity of distributed information.

4. The person can change the purpose of the use of distributed information.

5. The person can update or delete the distributed information.

In particular, we require the DRM system to function as follows.

1. The owner who holds the copyright can set the conditions for information usage.

2. The identity of distributed information should be assured.

3. The owner can check the validity of information usage at the user’s site.

4. The owner can change the conditions for the use of information

5. The owner can update the distributed information.

Each function of the DRM system can also be used for the function of private

information control system. Therefore, we can install the private information

control system on the DRM system.

The additional conditions are required to manage the secondary use of contents.

1. If a user wish to be a secondary author of contents in the secondary use, the user

can negotiate with the original authors. Then copyrights are resolved between

original authors and secondary author based on recorded policies with the

contents. Next, new copyrights policies are recorded.

2. If the original contents are secondary contents the processes should be executed

recursively.

Fig. 12.3 Information

capsule

200 H. Kinoshita



The definition of the information capsule system structures we are looking at are:

3. The entities are the information capsule agent which manage the contents, the

access control agent which processes the contents for the user and the database

management agent at the author who create the contents.

4. The content are encrypted with the contents key issued by the database manage-

ment agent.

5. Database management agent with the extended Dublin Core (Yamada et al.

2007) and access control list.

6. Content capsules containing software agents that control copyrights and access

authorization. The copyright material is stored in the database.

Furthermore, an anonymous communication between the owner and the user of

the contents should be supported if the entities needs anonymity. So the anonymous

routing system (Mambo et al. 1991; Kinoshita and Morizumi 2008) is required to

keep the privacy of entities.

Figure 12.3 shows the interaction of agents. An information capsule has several

components shown as follows.

• Encrypted Contents: The contents which encrypted with contents key managed

by the information capsule agent.

• Access Control Lists: The conditions for use of contents based on the extended

Dublin Core are stored and the structure of contents which shows the

components of the contents.

• Information Capsule Agent : These multiple agents are contained because each

original contents has a information capsule agent.

12.4 Control of Distributed Information

The information capsule is used for DRM system (Nobukazu et al. 2003). We

developed the concept of the information capsule to resolve complicated copyrights

and treat the private information. The information is encapsulated with metadata

and a mobile agent. The metadata includes routing and access control information.

The functions of agent are to resolve rights in information and to operate the access

control based on the rights.

12.4.1 Resolving Rights

The agent communicates with users and arbitrates the rights. Firstly, the agent tries

to arbitrate with the metadata. Next, if the agent cannot arbitrate independently,

it must communicate with a distributor based on the routing information. For

example, if the content is a second use consisting of multiple sources, each

copyright of source will be resolved.
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12.4.2 Updating Contents

When the distributor wants to update the contents or change the access control

condition, it tries to communicate with the agent. Then the agent updates the

contents or meta information

12.5 Routing Based on Traces of Contents

12.5.1 Requirements of Routing

Generally, packets are forwarded based on IP address or FQDN and each packet

contains a source address and a destination address. Though many anonymous

networks have been found (Clarke 1999; Mambo et al. 1991). These system are

assumed that all entities on network are static. Therefore, we have to consider the

dynamic-moving entities because the information will be moved and distributed over

P2P network. The flood routing is a solution to this condition. However, it causes heavy

traffic and is not realistic. Another solution is to register the forwarding history in

routers. However, this solution has two problems. First, plenty of memory is required

on the routers. Second, some ID numbers are stored and this may violate the privacy.

12.5.2 Assuming Network

Another method proposed that network is composed by nodes shown in Fig. 12.4.

A capsule contains the contents, the agent that manages the access control, and

routing identifiers. The functions of these nodes are to create, to use, or to forward

the capsule.

The entities of assuming network are as follows.

• Distributor has copyrights or is an owner of distributed contents. The owner can
change the access rights and purpose of contents. This function is important for

the controls of digital right management and privacy.

• User uses the contents and creates the second use contents. Therefore, Usermay

become a Distributor.
• Agent accompanies the contents and controls the content usage at the node of the

User.
• Router forwards contents with meta information. This information consists of

Agent and Trace set which is used for routing.

• Capsule is a container of the contents, Agent and Trace set.
• Uplink message is data or message transmitted from Distributor to Agent. This

message is used for updating the contents or for controlling access rights.
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• Downlink message is data or message transmitted from Agent to Distributor.
This message is used for checking the content certification when Agent cannot
independently certify it.

12.5.3 Basic Concept

We introduce the trace matrix. It is the n dimensions matrix M1 for each port of I.
Each dimensionAi has 2

m elements. The content occupies several points (l points) in
the matrix. The content has unique identification number that consists of l� m� n
bits. An example of the trace matrix with three dimensions is shown in Fig. 12.5.

These traces will be checked when the connection between Distributor and

Agent is established. Next, if Router finds the trace of contents, the next hop is

selected from the ports which have the trace.

12.5.3.1 Initial Routing

This stage is used for the distribution and the transfer of the contents.

1. A Distributor or a User sends Capsule to another User.
2. A Router marks up the trace which represented as points on matrix M1. These

points are called as Trace set.
3. The Capsule is forwarded based on the conventional method with IP address or

some ID numbers.

Original
contents 1

Router User 1

Original 
contents 2

Original
contents 2

Router

Distributor 1
(Original information)

Distributor 2
(Original information)

Original 
contents 1

Distributor 3
(Second use)

Secondary
contents

Router
Secondary 
contents

User 2

Downlink Routing

Initial and Upload Routing

Fig. 12.4 Secondary use and anonymous communication
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12.5.3.2 Forward Routing

This stage is activated when aDistributor requests to contact the Agent of a Capsule
without any knowledge about the position of Capsule on the network.

1. A Distributor sends a Uplink message to neighbor nodes.

2. Trace set is checked on each port of the router. If the traces are exist, Uplink
message is forwarded to this port.

Figure 12.5 shows an example of routing. On Router B, Uplink message (or

Downlink message) is forwarded from Router A via port1 to Router C via port2, if

Trace set in Uplink message matches to trace matrix M1 and M2 and not match to

matrix M3.

12.5.3.3 Backward Routing

This stage is activated when the Agent requests to contact to Distributor with

anonymous routing.

1. Agent sends Message to neighbor Router.
2. On each port of the Router, Trace set is checked and if the traces are exist,

Downlink message is forwarded to this port.

12.5.3.4 Combining Multiple Rights

If the multiple contents are combined as a secondary use, each Trace set of the
original contents and a Trace set of the secondary used contents are concatenated. In
the stage of forwarding routing, only Trace set of the secondary used is checked on

theRouter. On the other hand, allTrace set are checked in the backward routing stage.

A1 [T1,T2,T3]
Trace Set

Port1
Port3

Port2

M3

Router D

Router C

M2

Router B
M1

Router A

2m

A3

A2

Fig. 12.5 Trace matrix and forwarding on router
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12.5.3.5 Resolving Multiple Copyrights

If contents contain multiple copyrights or private information and if the content

usage requires some negotiation between Distributor and Agent, the Capsule is

copied and is forwarded based on each Trace set such as the multicast routing. An

example shown in Fig. 12.4. In this case, a secondary contents is composed from

original contents 1 and original contents 2 by user 2. User1 is plays as a user, a

distributor and a router. If user 2 should resolve the rights with original distributors,

Downlink message is distributed to user 2 as a second use distributor, distributor 1

and distributor 3.

12.6 Financial Securitization with Digital Rights Management

System

12.6.1 Background

Subprime mortgage crisis is a serious financial problem (The Rise and Fall of

Subprime Mortgages 2007). The financial securities of the subprime lending are

issued by using the structured finance. Because of complexities of the structured

finance (The role of ratings in structured finance: issues and implications 2005),

the securitization of the assets, distribution of the securities and the protection of the

private information among transactions of secirities on IT enable networks became

serious problems. Especially, uncertainness of the securities that which debts are

included the securities. On the other hand, we studied an application for the privacy

information control using the digital rights management system (Kinoshita and

Morizumi 2008). In this paper, we show that the information capsule for the

copyright management could be used to the securitization and its concurrency.

We propose the method of the securitization with the information capsule

(Kinoshita and Morizumi 2008; Yoshioka et al. 2003) which includes mobile

agents. By applying this method to the system that a investor could check the

uncertainness of the own securities. For example which obligation is contained or

how to estimate the value of the securities.

12.6.2 Problems on the Securitization

The securitization is a structured finance process (The role of ratings in structured

finance: issues and implications 2005). The cash flow from loan, obligation or

mortgage backed security of the debtors producing financial assets are securitized.

Figure 12.6 shows the entities who appeared in securitization. The originator

initially owns the assets engaged in the deal. Special purpose vehicle (SPV) is a

legal entity. An originator negotiates the assets to the SPV to manage the assets and
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avoid the risk. Then SPV issues securities and sells these to the investors.

A servicer collects payments and monitors the assets. The servicer can often be

the originator. A financial institution reinforce the credit enhancement and the

liquidity coverage.

Generally the securities are pooling and repackaging into another securities.

Pooling is a resource management term that refers to the grouping together of

resources for the purposes of maximizing advantage and/or minimizing risk to the

users. Securities have been issued to repackage existing assets which makes them

more attractive to investors.

Tranching is the method that the securities are divided into categories as part of

the same transaction. Each category has same level of the risk. The more senior

rated tranches generally have higher ratings than the lower rated tranches. For

example there are rated the class AAA, class AA, class A, class B. The tranching is

an important mechanism of the structured finance. Generally, they are paid sequen-

tially from the most senior to most subordinate.

Dividing is the process that the securities divided into a small amount of bonds.

The repetition of pooling or repackaging and tranching or dividing increases

complexity that which debt is included in the securities and the influence of the debt.

12.6.3 Securitization and Rights Management

To control the processes of securitization, the following functions are required in

the system. Especially the function of the secondary use plays an important role.

1. Debts such as loans could be treated as the contents.

2. An investor can recognize that which securities are contained in the securities.

Fig. 12.6 Securitization
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3. An investor who has the securities can check the results of the investment from

each security.

4. The change of status of the cash flows are propagated from the servicer to the

investors.

5. The debtors can check the negotiation of the securities.

Each function of the DRM system can also be used for the function of the

securitization system. Function 2 and 3 are installed as the function of resolving

copyrights on the DRM system. Function 4 is installed as the function of updating

contents. Function 5 is installed as the function of check the purpose of usage.

Therefore, we can install these functions for the securitization on the DRM system.

12.6.4 Processes of the Securitization

12.6.4.1 Securitization

In our system, the structure of the securities is defined as follows.

The information capsule of the securities contains a body of the agent, a body of

the securities, a key for the encrypted securities, a identifier of the debtor or SPV, a

contract described in XML, an evaluation method of the result of the investment

and conditions of management in repackaging and tranching.

If the security is repackaged, one agent and information of the source or original

securities. In this case, we call the agent of the repackaged security and agent of the

sources the master agent and the slave agent, respectively.

First, the debtor issues a bond to the originator. The structure of the bond is

similar to the securities except the issuer is the debtor. The bond is transferred from

the originator to the SPV. Next the SPV issues the capsule of the securities to the

investor. The copies of the securities are then sent to the servicer. The agent at the

debtor and servicer exchange the information and the servicer monitors the cash

flows.

12.6.4.2 Repackaging and Pooling

Figure 12.7 shows the process of the repackaging. This process is similar to the

process of secondary use in copyright management. All bodies of securities are

concatenated or processed appropriately as new, repacked securities. Each infor-

mation capsule of securities is concatenated or aggregated. The aggregation is key

to the repackaging. First, the aggregated agent inherits the functions of previous

agents. Then identifiers of debtors are stored into a database.
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12.6.4.3 Tranching and Dividing

Figure 12.8 shows the process of the tranching. First, the agents are copied to

tranched securities. Next, the body of securities and contracts is reorganized. The

dividing process is similar to that of tranching except that the ranks have the same

level of risk.

12.6.4.4 Operations of Securities

An example of the currency of the securities is shown in Fig. 12.9.

The originator pools several of the debtors’ loans. Next, the pooled loans are

transferred to the SPV. The SPV then issues the securities on the basis of the pool.

The SPV transfers the obligation to the servicer.

Another originator and SPV pool these issued securities and issue repackaged

securities as new assets.

When an investor values his or her securities, the agents operate as follows. The

master agent checks the dependencies of the securities and makes a tree of the

Fig. 12.8 Tranching

 

Fig. 12.7 Repackaging and pooling
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structure of the securities. Each node has a method to value the securities located at

lower levels of the tree. The types of method are as follows:

• Immediately: The securities are evaluated independently.

• Query: A query to the SPV is required. If it isQuery, the dependent slave agent is
activated and obtains the information, e.g. losses of the portfolio, from the agent

at the SPV.

The agent at the SPV that receives the query from the slave agent, checks the

collection of the debt, and reports the results. If the securities are repackaged, the

query is executed recursively.

The advantage of this scheme is that the queries from investors to servicers are

distributed.

12.7 A Local Currency System Reflecting Variety of Values

12.7.1 Background

The local currency is suitable for financial settlement between members of a

community. Several theoretical approaches have been studied to analyze the circu-

lation of local currencies. Katai et al. (2009) described the ability of local currencies

by introducing a method based on fuzzy network analysis. Miura (2008) explained

how local currencies circulate on the basis of the search theory of money. As these

previous studies treated the values as a criterion, just circulating resources in the

communities is insufficient to meet our aims. Muto (2006) developed theoretical

foundations of social motives in a dyad model from the viewpoint of altruism and

egalitarianism. This study evaluates the values and motives in a society.

 

Fig. 12.9 Operating of securities
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We propose a value exchange system with agents for smoother exchange of

information resources and services. When the transactions are done, the possibility

of the information leakage is detected through multiple communities, and the

balance between convenience, safety, and circulation is considered.

Outline of the whole system is described as follows.

1. The definition of the value

2. Settlement between two entities

3. The circulation of the value with securities. The credit of the securities is

evaluated by a human relationship diagram (Kubo et al. 2011).

4. The settlement based on the information capsule with agents.

12.7.2 The Exchange of Values

12.7.2.1 Values and Services

When information resources and services are supplied through a network, their

values are unified and expressed in prices in conventional settlements. Otherwise,

the supplier is either voluntarily giving them away or gaining advertisement

through sponsorship. Furthermore, although the price is in the local currency,

finding appropriate parties with which to exchange and the services for currency

can be difficult. It is also difficult to exchange one local currency for services in

different communities. Thus, various types of value should be considered to

describe a user’s conditions for the transactions, and the information capsule with

the agent is required to exchange services between communities. Certain values,

e.g. laws, ethics, or feelings of satisfaction, are difficult to replace with the conven-

tional value of money. Additionally, resources that are operated independently and

are used among different services need to be used without the information leaking

or being falsified. Private information, e.g. personal information and transaction

history, should be distributed actively to supply adaptive services. In this situation,

privacy must be under the control of the subjects whose information this is.

12.7.2.2 The Implementation of the Scheme

The management of the traditional local currency is categorized into three types i.e.

the bill, the bankbook, and the account.

Our scheme adopts the bill method because we think it can best maintain the

privacy of the participants.

We proposed an electronic money system (Morizumi et al. 2010), a DRM system

based on the information capsule (Kinoshita and Morizumi 2008), and a securitiza-

tion system (Kinoshita et al. 2009).

We combined these systems to implement our local currency system.
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12.7.3 Circulation Using Securities

12.7.3.1 Classification of Values

We classify the values into three categories shown in Fig. 12.10.

• The first value: This value is effective for oneself.

• The second value: This value is effective for entities who transact with each

other.

• The third value: This value is recognized commonly in the community.

It is difficult to circulate the first and second values one after another. To

circulate the first and second values, we have to convert them into the third value.

12.7.3.2 Value Vector

We describe the value as the vector shown in Fig. 12.11. Each axis shows a value.

Let x1; x2; � � � ; xn be the values. The value of object x is denoted as

Vx ¼ ðx1; x2; � � � ; xnÞ:

Services, products, and local currencies have a value vector. We introduce

two types of value vector functions. One is the transaction evaluation function

FtranseðVx;VyÞ, which shows the gain of the transaction from the viewpoint of the

entity e:Vx and Vy are a value vector of a service and a reward for the service,

respectively. Ftranse becomes positive if the transaction yields a profit for e. The

Fig. 12.10 Classification

of the value

 

Fig. 12.11 Value vector
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other is the property function Fprope, which shows amount of the property of the

entity e shown in Fig. 12.12.

12.7.3.3 Transactions

The transaction comes off successfully if

FtransAðV1;V2Þ>0 ^ FtransBðV2;V1Þ>0:

Let VAðtÞ and VBðtÞ be the value vectors at the time t of entities A and B

respectively. Then, the amounts of property the entities have after a transaction are

described as

VAðtþ 1Þ ¼ FpropAðVAðtÞ;�V1;þV2Þ
VBðtþ 1Þ ¼ FpropBðVBðtÞ;þV1;�V2Þ

12.7.3.4 Container of the Evaluation Functions

The evaluation functions Ftranse and Fprope are represented by a combination of

equations and look-up tables. We call this a function container. The mobile agent, a

part of the information capsule, uses the container to evaluate values when the

transactions are requested. Each entity has to register the evaluation functions in

advance.

12.7.3.5 Conversion of the Values into Securities

The first and second values are converted into the third value by issuing securities.

Some parts of values that an entity receives may be the third value and can be

circulated one after another. Other parts of values may be the first or second values.

Before transaction 

After transaction 

Fig. 12.12 Transaction
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In our system, any entity can issue securities as a local currency. LetVS andVR be

the value vectors for a service and a reward, respectively. Let [ be the conjunction

of parts of the value vector.VR could be divided into three parts shown in Fig. 12.13.

VX ¼ V1st [ V2nd [ V3rd

where V1st;V2nd;V3rd are the value vectors of the first, second and third, respec-

tively. For example V1st is denoted as

V1st ¼ ðx1; x2; � � � ; xnÞ

If a subset Vprofit of the value vector, which is a subset of V1st � VS, is profit for

the entity, securities Sprofit are issued instead of the first value. The value vector of

Sprofit is denoted as

Vprofit ¼ ðx1; x2; � � � ; xmÞ

Similarly, V2nd is processed.

12.7.4 Credit of the Securities

12.7.4.1 Reputation of the Personality

Outline of the Method

The reputation of the entities consists of two parts. One is evaluated by the

performance history of the securities issued by the entity. The other is the subjective

reliability, which is evaluated by the relationships in the communities.

The human relation diagram is a graph that shows the relationships between

entities in the community and shows the reliability of the partners in the transactions

(Shimizu et al. 2008). For example, the relationships could be a friendship or a

business connection. This concept can be seen in the social network services. An

example of the diagram is shown in Fig. 12.14.

Fig. 12.13 Conversion

of the securities
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12.7.5 Currency with Information Capsule

12.7.5.1 Categories of the Information Capsule

In our system, the local currencies, the services that can be supplied through the

network, and the list of suppliable services are circulated by the information

capsules.

The information capsules are categorized as follows.

1. Local currencies: The information capsules of the local currencies includes the

third values and securities converted from the first and second values.

2. Service supply: The service supply is used to advertise the services that the

entities can supply to the community. The contents consist of the entity who

wants to supply, the service, and the value vector of the service. The capsule of

the service list is circulated among the entities in the community such like the

super-distribution.

3. Service demand: The service demand is used to find out the services required in

the community. The contents consist of the entity who wants the service and the

value vector of the service.

4. Service body: The service body is categorized into four types on the basis of the

location of the supplier. We assume that the supply of the products is considered

as a service.

(a) On site services: These services require face-to-face interaction between

entities or the work on site in the real world.

(b) Real-world products: These services provide real-world products. The

supplier transfers these to the customer.

(c) On line services: These services are provided through the network.

(d) Digital contents: These services provide the products that are distributed

through the network.

The contents of the information capsule for the real-world services and the real-

world products are certifications of the services shown in Fig. 12.15.

Fig. 12.14 Human relation

diagram
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12.7.5.2 Protocols

User Agent

Each entity has a user agent to negotiate with the agent contained in the information

capsule.

Finding Services

• An entity who wants the service distributes the information capsules of the

service demand to the community.

• An entity who can supply the service distributes the information capsule of the

service demand to the community.

• The service supply agent, the a service demand agent, and the user agent

exchange the information about services.

• If supply and demand match, the value of the service is presented.

Evaluating Values

• The service supply agent and the service demand agent evaluate the value vector

using the evaluation functions mentioned above.

• The service demand agent present the value vector in the local currency to be

used for the payment.

• If the results of the value evaluation benefit each entity, the transaction comes off

successfully.

Payment

The information capsule of the local currency is moved from the customer entity to

the supplier entity.

Fig. 12.15 Types of services
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Chapter 13

Real Name Social Networking Services and Risks

of Digital Identity

Can We Manage Our Digital Identity?

Yohko Orito

13.1 Introduction

The development and social penetration of Information Communication

Technologies (ICT) has been intergraded into various aspects of our lives. Nowa-

days many Internet users are enjoying the use of free web-based services such as

Social Networking Services (SNS), search engines, video access,1 to name just a

few. The number of users continues to rise, and SNS which encourage users to

disclose their real names on their websites seem to have boosted their internet

presence even further.

It is alleged that ‘real name’ SNS enhances trust which leads to more frank and

clear communication among website users.2 In fact, it seems that many users

consider inappropriate or impolite manners become the norm when the users do

not disclose their real name. Furthermore, many users may appreciate the conve-

nience of suggested friends or websites that occur when real name systems on the

SNS websites are utilized. These trends on such SNS have been receiving growing

attention on the web.

On the other hand, the social impacts of social media and SNS have been analysed

in various contexts (for example, gender issues (Asai 2009, 2010), and influence on

children (O’Keeffe and Clarke-Pearson 2011). One example is the concern it raises

over information privacy. Because providers of SNS have conducted promotional

activities to collect personal information, many SNS users already have provided

huge amounts of personal information including personally identifiable information

Y. Orito (*)

Faculty of Law and Letters, Ehime University, Matsuyama, Ehime, Japan

e-mail: orito@LL.ehime-u.ac.jp

1 The recently Megaupload debacle has had a huge impact on legal ramifications.
2 For example, the international manager of Facebook explained that Facebook enables the users to

construct a reliable relationship with other users using a real name system (see, http://ascii.jp/elem/

000/000/135/135542/).
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on these websites. There are social concerns about the protection of information

privacy and online stalking. In order to allay such social concerns, many SNS have

launched various privacy settings or options for their users.

However, even if various privacy options or privacy settings are available for

SNS users and the users understand that they themselves also take a certain level of

self responsibility to protect their information privacy, the actual responsibility,

whether legal or moral, remains murky at best when the users reveal their real name

on the websites. Although the users who give out their real name can enjoy

information sharing with each other, they may lose complete control over their

digital identity.

This “digital identity” can be defined as information to “describe the persona an

individual presents across all the digital communities in which he or she is

represented” (Odin Lab 2010). The social influence of SNS where the digital

identity of individual users is developed remains a matter of debate. This chapter

examines the social impact of real name SNS on individuals from the viewpoint of

digital identity risk management. (Hereafter, “SNS” should be interpreted to mean

“SNS which encourages users to reveal their real names,” unless otherwise

specified.)

13.2 Social Networking Services (SNS)

13.2.1 Business Model and Architecture

SNS have been attracting a growing number of users; clearly a response to the user

perception that there are significant benefits to membership. For instance, SNS

enable users to activate and broaden their network of “friends”. On the relevant

website, users can enjoy sharing information such as their profile, photos and

feelings with other users, and are also able to search for and find existing friends

in real life or even new friends with similar interests or the same taste on a world

wide scale.

In many cases, using SNS are free and large parts of their operations are covered

by advertising revenue (see Negoro 2006). This relationship is one of the root

causes of the SNS debate covered in this chapter. With the purpose of getting

advertising revenue, the providers of SNS websites need to make the website as

attractive as possible for the advertising clients. Generally, the higher the website

access rate, the higher the value of the SNS for the advertising media. To generate

more traffic to the SNS website, it becomes necessary for the SNS that it increases

both registration numbers and the quality of users’ personal information. This

situation has facilitated the current circumstance in which the business model has

to balance user privacy with commercial sense.
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Providers of SNS websites work constantly on expanding the number of users

and on encouraging the information sharing among the users, based on the concept

of network externalities or network effects. As a result, continuous improvement of

SNS information systems is absolutely vital for its ongoing operation. Critically,

SNS have been designed to enhance information sharing among users. As well as

the architecture of search engine systems which collect huge amounts of informa-

tion individuals provide such as search key words (for example Battelle 2005), it

has been considered that the more a SNS website is used by users, the more personal

information it acquires about its users, and subsequently the better the quality of

information users can get from the SNS website.

This type of information system can be described as a “dataveillance system3”

(Clark 1988), which is designed to bring about continuous improvement of the

quality of information services provided to individual users (Orito 2011). On that

basis, SNS information systems built on this dataveillance architecture collect user

information and utilize it to attract further users on an ongoing basis. Fundamen-

tally then, the operation of dataveillance systems is crucial for the SNS business

model. When considered in conjunction with the attraction of advertising clients

through target advertisements or behavioural marketing, the collection of users’

personal information is indispensable.

13.2.2 Case of Facebook

Facebook is one of the most famous SNS websites on the Internet. It has gained a

significant market share and is estimated to have over 700 million users around the

world, including Europe, North America, and Asia.4 Some users’ communication

on Facebook has been used for pro democracy perspectives, and accordingly, their

impacts on various political activities have attracted interest. The most distinctive

feature of Facebook is its real name system. When the user signs up on its website,

the user is encouraged to give their real name on the site, and already many

Japanese do so in Japan (Mobile Marketing Lab 2011). This is in contrast to

Japanese SNS in which a pseudonym system is maintained. As noted earlier, it is

alleged that this real name system increases trust among Facebook users. For

example, Dwyer et al. (2007) demonstrates survey results that detail Facebook

members expressing greater trust in both Facebook and its members, compared to

members of MySpace which had adopted a pseudonym system at that time.

Like other SNS websites, Facebook has developed dataveillance component

as part of its information system. Personal information the user provides to

Facebook is analyzed and utilized for the operation of Facebook websites

(Weekly Toyokeizai 2012). It is assumed that the more detailed the personal

3 This word is coined by Clark (1988).
4 See, http://www.internetworldstats.com/facebook.htm.
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information they provide is, such as family information, hometown, photograph of

users’ face, old school name, political view, religious affiliation, date of birth and so

on, the better the analysis for friend recommendation and friend search. Through

the mechanism, it is possible to increase the number of Facebook users, and to

enhance its value from the standpoint of the advertising media. In particular,

personally identifiable information is useful for encouraging users’ participation

on Facebook, because it is observed that this information is more closely related to

the real life of the users, and users have a tendency to trust information posted by

the users revealing their real names.

13.2.3 Privacy Settings and Users’ Responsibility

As pointed out earlier, discussions over user privacy protection on SNS like

Facebook have been central to this business model. In order to deal with widespread

concerns over information privacy, almost all SNS provide privacy settings as well

as other online services to allay users’ fears. On a typical privacy setting, the user

can define to what extent they disclose their personal information on the website.

However, some argue that such privacy settings are not easy to understand

(e.g. Lawler and Molluzzo 2007) and accordingly do not work well to protect

information privacy. Needless to say, these settings and privacy policies need

continual improvement. In the case of Facebook, users should take responsibility

to disclose their personal information with the privacy options Facebook provides.

Facebook gives its users little alternative to using their actual names. Facebook

states that users’ accounts could be deleted if the user selects a nickname in the

“Statement of Rights and Responsibilities” as follows (complete details can be

found at: http://en-gb.facebook.com/legal/terms).

4. Registration and Account Security statement

Facebook users provide their real names and information, and we need your help to keep

it that way. Here are some commitments you make to us relating to registering and

maintaining the security of your account:

1. You will not provide any false personal information on Facebook, or create an

account for anyone other than yourself without permission.

2. You will not create more than one personal profile. If we disable your account, you

will not create another one without our permission.

. . .. . .
10. If you select a username for your account we reserve the right to remove or reclaim it

if we believe appropriate (such as when a trademark owner complains about a username

that does not closely relate to a user’s actual name).

In fact, it has been reported that users who do not use their real names on

Facebook were expelled from using Facebook without warning.5

5 See, Facebook giveth, Facebook taketh away (http://www.smh.com.au/news/web/facebook-

giveth-facebook-taketh-away/2007/10/29/1193555573838.html?page¼fullpage#contentSwap1).
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According to Kirkpatrick (2010, p. 199), Zuckerburg (CEO of Facebook) said

“Having two identities for yourself is an example of [a] lack of integrity.” However,

is it possible for people to behave as a social being without resorting to different

personas depending on the situation, even if it is on SNS? Also, can we effectively

take complete responsibility to control our personal information and to construct

the digital identity that we would want? The digital identity of SNS users seems to

be problematic for the users themselves to control. In the following sections, the

uncertainty of controlling personal information and digital identity is discussed.

13.3 Out of Complete Control

13.3.1 Disclosure of Information by others

As already noted, almost all SNS attempt to provide privacy options to their users so

they are able to manage their information privacy while trying to balance this with a

users’ real name policy. However, even if SNS users can choose their privacy settings

and accept the self responsibility principle, he/she cannot have complete control over

the flow of personal information concerning him or her and they cannot control

events that may shape their digital identity. One of the reasons is that information

related to one user could be posted not only by one’s self, but also by others.

Let’s assume that an individual (hereafter referred to as, “A”) posts a blog article

which describes a humorous episode at a party, and then uploads pictures of party

participants with tagged information including their names. Even if the blog is only

accessible for exclusive members, that is, friends who are linked, the uploaded

picture is not controlled by the participants of the party. If one of the participants

(hereafter referred to as, “B”) had not wanted these pictures to be posted by A,

it would be likely that the picture files could not be completely eradicated, perhaps

due to copies having been made despite B having asked A to delete the files. As a

consequence, it may become a serious relationship problem between A and B. In

reality, cases just like this have happened many times on SNS websites.6 There is a

possibility that certain information concerning one user is revealed by other users in

a way that is not desirable from the first user’s perspective. This type of situation

may put a burden of self-responsibility on individual users. Moreover, there is an

asymmetric level of impact and responsibility between users, one of which uses

their real name and one who does not. For example, when one user using a handle

name posts a compromising message concerning another user who uses their real

name on the SNS website, it could be considered that there is a much greater impact

on the user using their real name.

6 See, Trend micro survey (http://jp.trendmicro.com/jp/about/news/pr/article/20120410035738.

html), and New York Times (Spring Break Gets Tamer as World Watches Online, www.nytimes.

com/2012/03/16/us/spring-break-gets-tamer-as-world-watches-online.html?_r¼2&src¼recg).
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13.3.2 Interpretation to Information

The second reason why the user loses complete control of their digital identity or

information concerning him or her on an SNS site is related to interpretation or

context-sharing problems. The meaning of information depends on the context, but

it is difficult to interpret information in the original context by others completely,

even if the information sender and receiver have developed a close relationship. In

particular, when certain personal information is coupled with other information or

just partially referred to, meaning which is different from the original context may

be ascribed to the original information by other users. It has been argued that such a

distortion of information could be amplified, particularly when information

processing is repeated (Murata 2004).

For example, if one user (hereafter referred to as C) misunderstood the meaning

of blog articles posted by his/her friend (hereafter referred to as D) and got angry

with D, C may write something derogatory about D on the SNS. In that case, even

though it was only a misunderstanding that made C post such comments, the

information is stored and disclosed on the website. Under such circumstances,

like a celebrity, if our message, connected with our real name, is misunderstood

by other users, whose responsibility would it be? This is an example of the

accompanying risk when we disclose information on the Internet.

The users’ list of friends also becomes the subject of the interpretation. Even if

the users were to accept the self-responsibility principle and restrict the access to

their page, it is difficult to take responsibility for other users’ interpretation on

digitalized information the original user transmits. Additionally, the interpretations

of information concerning a user’s activity could be ever-changing. It’s not always

true that information which is revealed at a certain point will be interpreted in the

same context in future situations. Nobody can understand how a context could be

change in the future. There is no certainty that what may be considered harmless

information at present may impact negatively in the future.

13.3.3 Architectural Control

The third factor is related to architectural control. As referred to earlier, SNS could

be considered as a dataveillance system which collects and utilizes certain aspects

of the information that a user provides; for example, to make appropriate

suggestions or recommendations for other users. When we consider this, we need

to realize that even search keywords and page access information may be utilized

for further recommendations to prospective friends. In other words, our facial photo

tagged with our real name, could be provided to other users.
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However, most users don’t know how their names or photos are used, nor what

kind of recommendation list the SNS might present to other users. The average user

simply cannot understand why their profile might be considered suitable for recom-

mendation to other users, because the SNS as a dataveillance system is a black box

for them (Orito 2011, p. 13). Whereas developers of SNS supposedly have the

intention to expand user relationships on their website, our human relationships are

analysed based on SNS web architecture without users’ understanding. Sometimes

users may even have blind confidence in these recommendations. The SNS as a

dataveillance system can make suggestions for users before the users may even

consider them, and often users accept these ideas. Most users cannot recognize the

architecture influence that such a situation implies. Thus there is uncertainty over

how users’ personal information is used by the system architecture of SNS

websites.

Moreover, the architecture of SNS is designed to stimulate users’ feelings to

want to know what friends and friend’s friends do, and feelings of wanting to attract

other users’ attention on the SNS. For example, on the Facebook website, many

active users want to attract other users’ “Like this” or comments, by submission of

certain articles, photos, and so on. This mechanism means that such users’ feelings

can reinforce dataveillance systems which continue to collect, store, and utilize

personal information the users provide, and the users could follow the principle that

is describe the network externalities or attention economy (Goldhaber 1997)

through the frequent use of SNS.

13.4 The Dull Mirror World

Those SNS which encourage their users to reveal their real names and to develop

real social relationships with other users seem to have the intention to construct a

“mirror world” around the users on their website. This mirror world has no

geographic or time constraints. Also, the mirror world reflects users’ real life to

some extent; a real life that could be affected by the mirror world. In other words,

the digital identity which is formed on the SNS website can affect social

relationships in the real world (Rogerson 2002).

The information garnered from the user and stored on the SNS website defines

how the user expresses themself in the mirror world. However, as noted in previous

sections, the user information cannot be controlled in isolation by themself. Digital

identities can become distorted versions of the real life identity. It is also difficult to

distinguish relationships developed in the mirror world.

Thus, it is not necessarily the case that the mirror world developed on a SNS

website can reflect the reality that the user may wish to project. Sometimes, a user’s

digital identity can be formed by others and even system architecture, intentionally

or unintentionally. The personal images developed in the mirror world can diffuse
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rapidly across SNS websites, and such digital identity is exposed to a variety of

interpretation by others. From that standpoint, the mirror world which is shaped via

SNS websites could be regarded as a dull mirror, even though the users give out

their real names. Also, the dull mirror world continues being recorded in one way or

another. Like life logging systems (Allen 2008), it is thought that information about

one’s private life, continually being saved on the SNS website, may annoy the user.

13.5 Dilemma of Real Name System

There is a way of thinking that by maintaining a relationship on the SNS website,

communication in both real and virtual space can be managed effectively, and that

this is best done by revealing the user’s real name. However, the ability to control

how one’s digital identity is developed is lost to some extent on an SNS. It is

inevitable that others will post information related to another user indirectly or

purposefully on the SNS, and that information provided by one’s self and others is

interpreted in differing contexts of others, such as friends or even a third person.

The dataveillance systems, operating as a black box, continue to analyse which kind

of information should be provided for users in a timely manner and to encourage

users to reveal their personal information.

Such situations pose a dilemma for SNS that require real name users. It has been

shown that while the user would typically like to continue communicating under

their real name, their capacity for shaping their digital identity could be impaired to

some extent. On the other hand, if SNS were to move away from using a real name

policy, opportunities to receive useful and appropriate information for oneself may

well decrease, and it may even negatively affect the opportunity to expand their

social relations. In fact, the transmission of information through the SNS website

makes it possible for the user to receive a huge amount of responses from other

users. It cannot be denied that there is a real advantage at present in this regard for

SNS using a real name policy. Users are forced to confront this dilemma; to risk or

not risk using their actual name.

Recruiting activities are a typical example. Recently, companies in the U.S.A.

provide a “job fit score” which is calculated based on users’ information they reveal

on various social media (Garling 2011), such as Facebook and Twitter. For the job

hunter, these services may force them to reveal personal information via social

media, because digital identity can be taken as a good sign of employment aware-

ness. On the other hand, with regard to the dilemma described earlier, it is not easy

to control our digital identity by ourselves.

Moreover, if we can understand such a SNS dilemma, how can users continue

accessing SNS under such situations? When we develop our digital identity and

personal information on the SNS, how can we keep a close watch on our informa-

tion in the mirror world? It sounds like monitoring for oneself by oneself. And if a

job hunter were to consider that the company that they were applying to would

check their personal information stored on the SNS, should they then change their
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privacy setting and blog articles to build an appropriate digital identity, one the

company wants? It may not necessarily be that information sharing on SNS is a

utopia after all.

13.6 Social Challenges for Future SNS

It is expected that as SNS utilizing a real name policy like Facebook become more

popular, more SNS will collect personal information which is connected with users’

real activities. As these SNS spread out more and the personal information collected

in the SNS comes to be utilized more widely, then the personal information which is

stored in each SNS websites may be merged into one large database for advertising

purposes.

Under such circumstances, further social concerns will be raised. One of the

issues is whether a private large organization such as Facebook, can effectively take

responsibility to balance its commercial interests with its social role. If private

organizations cannot be responsible for the data collection of their users, and

appropriate regulations cannot be implemented, digital identity in the dull mirror

world may well seriously impact on our real life. In fact, one of the Face book

policies is “Done is better than perfect” (Weekly Toyokeizai 2012, p. 53). If the

operation of Facebook had negative impacts, can they take responsibility for the

damage of them?

Another important issue is that related to the authentication system that

guarantees the real name of users. Without such authentication, the accuracy of

the information cannot be guaranteed. If someone made a false digital identity of a

SNS user, its influence could cause an incalculable loss on the user. In order to

avoid this kind of situation, measures need to be taken to protect the individual’s

digital identity.

13.7 Conclusion

On the surface, it seems many users accept responsibility for using SNS websites,

and there are many options to handle problems related to information privacy abuse

and online stalking. However, as described in this chapter, there remain concerns

over the use of personal information and the management of digital identity on

SNS. Updating personally identifiable information on SNS websites, our digital

identity is shaped not only by ourselves, but also by other users and the architecture

of systems. Bearing in mind that SNS is an ICT-based dataveillance system which

is intended for profit, it is inappropriate to assume that the users have complete

control over the construction of their digital identity. Self-responsibility for the

development of one’s digital identity has its limits.
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Many SNS users may not consider such kinds of issues seriously and instead,

actively incorporate information sharing on SNS websites that may be considered

critical for advancing democratic principles. On the other hand, it is doubtful that

the situation discussed here can really make us more autonomous entities on the

SNS websites, because the construction of our digital identify cannot be controlled

by ourselves completely. Individual autonomy is one of the most important values

with respect to the protection of information privacy. The use of SNS may obscure

this value.

At first it would appear that the spread of the value that “information sharing is a

virtue” promotes the diffusion of hoarded information. However, nobody

understands whether the mirror world on the SNS website really is leading its

users to the utopian world it seems to be promoting, and that there is also a

difference in perception caused by socio-cultural background. For example, it

seems Japanese people have tended to favor the use of SNS which adopt anony-

mous or pseudonym naming systems compared to those in Europe or the U.S.A.

Further research on SNS issues from these perspectives is necessary.
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Chapter 14

Information-Offering by Anonymous Users

in a Japanese Human Flesh Search

Analysis of Motivation in a Social Media Platform

Hidenobu Sai

14.1 Introduction

The development and diffusion of information and communication technologies

(ICT) has led to the development of various tools and services. Among them, the

tools and services that are referred to as ‘social media’ are increasingly being used.

Social media include blogs, Twitter, social network services (SNS), such as

Facebook, image and video sharing websites, such as Flickr and YouTube, and

question-and-answer sites, such as Yahoo! Answers and Quora.

In this study, social media are defined as services or platforms in which many

people can participate by offering and exchanging information. One characteristic

of this kind of social media is that users attach greater importance to the information

offered by and shared with other users than to information from a service provider.

Thus, to be functional and attractive, social media have to encourage and motivate

users to offer information.

Within this context, the objective of this study is to examine motivations behind

information-offering in social media. In this chapter, we will begin by summarizing

several previous studies that have focused on the reasons why individuals use

various kinds of social media and their motivations for offering information.

Next, we will present existing research about the ‘human flesh search’, which is a

specific phenomenon in social media, and analyze a Japanese case of a human flesh

search from the aspect of differences in information behavior online and offline.

Finally, we explore the motivations behind contributions to human flesh searches

and countermeasures against human flesh searches from the perspective of expec-

tancy theory of motivation and information prospectability.
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14.2 Related Works on Social Media

Kawaura et al. (1998) identified three main groups of motivation for beginning to

keep an online diary: motivation to express one’s own thoughts, an instrumental

motivation (e.g., making it easier to update information, or generating more traffic

on a website), and a ‘conformable’ motivation (i.e., users may start an online diary

due to influences from others).

Miura (2005, 2007) analyzed blog authors’ intentions to continue blog-writing

and identified three kinds of benefits to blog authors: benefits to self, benefits to

relationships with others, and benefits to information-handling skills (Miura 2007).

Miura surveyed blog authors and divided them into two groups based on

characteristics of their blogs. One group is the ‘database oriented blogger’, who

emphasizes sharing information and knowledge with a community. The other is the

‘diary oriented blogger’, who values expressing him- or herself, and maintaining

closer relationships with others. For both types of bloggers, interactions with others

affect their intentions to continue blog-writing. Additionally, benefits to

information-handling skills are important to database oriented bloggers, but not to

diary oriented bloggers (Miura 2005).

Heckner et al. (2009) studied information behavior in social tagging systems.

According to their study, there are two motivations for tagging: personal informa-

tion management for one’s own use, and resource-sharing with others. Although

these two motivations are important, users of Flickr and YouTube tend to focus

more on sharing information and the users of Delicious and Connotea have

tendencies toward personal information management.

Research on Wikipedia users (Glott et al. 2010; Schmidt et al. 2010) has found

that almost 31 % of users contribute to Wikipedia as an author, editor, or adminis-

trator. Based on self-reported data, the most common motivation behind

contributing to Wikipedia is the user’s feeling that “I like the idea of sharing

knowledge and want to contribute to it.” The second most common motivation is

“I saw an error I wanted to fix.” On the other hand, the most popular reason for not

contributing is “I don’t think I have enough information to contribute.” The second

most common reason is “I am happy just to read it; I don’t need to write it.” Most

users who do not currently contribute stated that they would contribute if “I knew

there were specific topic areas that needed my help.”

14.3 Human Flesh Search

Human flesh search (HFS) is a literal translation of the Chinese phrase

“RenRouSouSuo” (人肉捜索), which means “searching by human power.” Gener-
ally, HFS refers to cooperation in order to find particular information by a large
number of Internet users. In many cases, the target of HFS is a particular person
who has committed an illegal or immoral act. For this reason, HFS is sometimes
called an ‘Internet man hunt’ or a ‘cyber witch hunt’.
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Although Wang et al. (2009) did not provide the original definition of HFS, they

suggested that HFS shared characteristics with crowd sourcing, social search,

collective intelligence, and distributed problem solving. They also pointed out

five characteristics of HFS: accessibility, popularization, centerlessness, informa-

tion timeliness, and convergence.

Wang et al. (2010) defined HFS as “A mass campaign, which comes into vogue

through the medium of internet, targeting at searching for the identity of a certain

person or the truth about a certain event, whose data collection depends partially on

the human force to filtering the information gained from the search engine, and

partially on the anonymous or real-name information announcement.” The HFS

process occurs within a short time, and in most cases, no matter how ambiguous or

clueless the problem is, finds a correct answer. Wang et al. (2010) identified two

characteristics of HFS. One is the importance of involvement of strong offline

elements (e.g., information acquisition through offline channels or some kind of

offline activism). The other is that almost all HFS rely on voluntary crowd sourcing.

In this study, we focused on HFS as a phenomenon that happens on social media

and as one of the usage processes of social media.

One reason why HFS can yield information from relatively few clues is the fact

that many users are engaged in search activities toward the same target, as opposed

to one individual. The effectiveness of HFS, however, does not only depend on the

large number of individuals involved; it also involves more sources of information

than one individual can access. In this way, HFS can be considered to use the

‘wisdom of crowds’. Surowiecki (2004) identified four main elements needed to

exert the power of such wisdom: diversity of opinion, independence, decentraliza-

tion, and aggregation. Because HFS involves a large number of users who come

together from all walks of life through Internet, it tends to involve high level of

diversity and decentralization. It is also highly likely to involve users from a wide

range of backgrounds who can gather adequate offline information that cannot be

found through online searches. However, although HFS involves high levels of

independence, due to the lack of collective decision making, in most cases no

aggregation mechanism is available. Thus, while HFS can use the power of the

‘wisdom of crowds’, it cannot maximize the benefits of this wisdom.

14.4 Differences in Information Behavior Online and Offline

To understand the characteristics of HFS, it is useful to set out certain concepts

about information behavior online and offline because HFS is performed through

information behavior online and offline. First, we can distinguish between “sub-

stance” and “information”. Substance is a concept about a physical entity that exists

only in the real world (offline). In contrast, information is an aggregation of

symbols indicating some specific meaning and it can exist online and/or offline

according to the media on which the information is recorded.

14 Information-Offering by Anonymous Users in a Japanese Human Flesh Search 231



There are some differences in information behavior online and offline

(Fig. 14.1). Offline, substance is always generating and sending information as

long as it exists in the real world although its information is not always recorded. In

contrast, most information sending through online activities is performed

intentionally, and it is possible to send information intermittently online. Recording

online information or transmitting it to a remote place is easier than doing this

offline. This is also true for searching, deleting, and duplicating information.

Next, identification information can be distinguished from general information.

Information indicating a specific substance is called identification information (ID).

If the substance in question is a man or woman, his or her name can frequently be

used as ID. However, degrees of tying between ID and substance differ by what

kind of ID is used. Although the tying is strong if a real name is used as ID, it is very

weak if the ID is no-name, that is, anonymous. In cases where ID is a pseudonym,

the degree of the tying between ID and substance is located somewhere in between

real names and anonymous. In this study, we use the word “identified” as a status

that is strongly tied between ID and substance or real name.

When an individual wants to send some information, the sender can use different

IDs, according to his or her situation. In contrast to information sending online, in

which the use of information channels is limited, there is a tendency for information

sending offline by using different IDs to become difficult because several informa-

tion channels can be used simultaneously.

14.5 Case Study: HFS in Japan

In this section, we describe a case that occurred in Japan in December, 2010.

Figure 14.2 illustrates timelines and platforms related to this case.

Fig. 14.1 Differences of information behavior between online and offline
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On the evening of December 6, ALOHA (tentative name), a junior high school

student, tweeted that he had obtained an illegal copy of a game just after its release.

The next morning (December 7), ALOHA tweeted that he could not boot the file

and asked how to boot the file at a popular Japanese question and answer website. In

a short time, an interested individual found ALOHA’s tweet and posted a thread

about ALOHA on 2channel, Japan’s largest BBS complex which has an enormous

number of users. At this point, the HFS began.

Several hours later, some platforms reported ALOHA on the basis of ALOHA’s

thread on 2channel. Around noon, a news website JAWS (tentative name) reported

ALOHA with screenshots of his tweets and his blog. After that, another news

website HAWK (tentative name) reported ALOHA’s story and then a comment

on HAWK provided ambiguous information about ALOHA’s place of residence.

On 2channel, the main stage of ALOHA’s HFS, the HFS made progress in a

short period of time. On the day the HFS started, HFS participants found ALOHA’s

other posts on a video sharing site and identified images of ALOHA. Additionally,

they extrapolated information about ALOHA’s school. However, they could not

identify information about his school until next morning. Later, HFS participants

extrapolated information about which junior high school ALOHA attended, based

on the content of his blog and tweets. They shared a large amount of credible

information but no identified information about ALOHA was available until the

early morning of December 8.

On December 11, an individual went to a location where ALOHA took after-

school lessons to investigate ALOHA, and another individual made contact with

acquaintances of ALOHA using SNS. As a result, facts about ALOHA, including

his real name, were identified on December 12. Then, students who attended the

Fig. 14.2 Chart of ALOHA HFS case
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same junior high school as ALOHA started to participate in the HFS and reported

additional information, including the response of the school.

The ALOHA thread on 2channel failed due to attack by scripts at the beginning

of January 2011, and the HFS of ALOHA was settled by mid-January.

14.6 Analysis of ALOHA’s Case

The HFS is composed of two elements: platforms and platform users. The HFS of

ALOHA involved three platforms. Information-offering about ALOHA began with

2channel, which was the main stage of the HFS, and was followed by the news

websites JAWS and HAWK, which reprinted information from 2channel. Although

these are independent platforms, information sharing among them occurred to some

extent through the contributors who exchanged information among them.

Platform users involved in HFS can be classified into four types on the basis of

‘search’ and ‘post’ activity (Fig. 14.3). The first type of users is known as ‘Lurkers’,

who do not search or post anything. Lurkers are users who only read. The second

type of users is ‘Solitaries’. They search by themselves but do not post results.

Solitaries are searching for self-satisfaction. The third type of users is ‘Galleryites’,

who do not search but do post responses to HFS activity. In contrast, the fourth type

of users, called ‘Contributors’ in this study, cooperate with searches and offer

information to others. Contributors can be classified according to their main source

of information: ‘online’ contributors and ‘offline’ contributors. Contributors can

also be divided into two other groups: ‘active’ contributors who search and offer

information continuously, and ‘temporal’ contributors who cooperate with HFS

transiently. Thus, there are four types of contributors.

It is difficult to specify the contributors in the ALOHA case because almost all

contributors posted anonymously to the HFS platforms. One exception was the

thread about ALOHA on 2channel, in which contributors’ posts could be identified

to some degree because each post was displayed with a daily unique ID. Active

contributors who were identifiable on 2channel included MANTIS (who

investigated ALOHA’s after-school lesson), HUNTER (who reached out to

acquaintances of ALOHA), and MOLE (one of ALOHA’s school mates) (all

names are tentative). Of these contributors, HUNTER can be classified as an

online-active contributor (On-A) and both MANTIS and MOLE as offline-Active

contributors (Off-A). Figure 14.4 shows the main contributors in ALOHA’s case.

Temporal contributors can similarly be classified into two groups: online-

temporal contributors (On-T) offer information found in online searches or import

information from other platforms, and offline-temporal contributors (Off-T) offer

offline information, which is important for filtering and validating ambiguous

information.

Generally, the process of HFS can be illustrated as follows (Fig. 14.5). First,

information as a beginning (such as information about someone’s illegal or

immoral act) is offered on a platform. Of the participants who are interested in
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this information, On-A and On-T contributors start searching for online information

and offering the results on the platform, although some galleryites simply encour-

age contributors and other galleryites post to stop contributors’ actions. However,

Fig. 14.3 Types of users

on HFS

Fig. 14.4 Main contributors

in ALOHA’s case

Fig. 14.5 General process of HFS
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some information gathered and offered by On-A and On-T contributors may be

ambiguous or incorrect. Then, Off-T contributors help to validate this information

by using offline information. When a certain amount of credible information is

gathered, Off-A contributors may begin to investigate or protest near the HFS

target. On-A contributors sometimes request that Off-A contributors participate in

these actions. Through all of these processes, On-A contributors search and offer

online information and organize the information gathered, organize online protests,

and provide direction for Off-A contributors. On-A contributors also tend to act as

leaders in the HFS process.

14.7 Motivation of HFS Contributors

Pan (2010) argued that participation in HFS was motivated by two factors: acquisi-

tion of virtual currency and contribution to justice. Wang et al. (2010), however,

found that fewer than 5 % of all HFS began with some kind of monetary reward. In

the case of ALOHA, no contributors acquired real or virtual currency by means of

the HFS. Because this particular HFS began with an accusation of illegal activity, it

can be considered that one of the main motivations was a contribution to justice.

Also, conformity to mood, which is created by galleryites and other contributors,

played an important role. Additionally, benefits to information-handling skills

probably had an impact on information-offering by On-A and On-T contributors

as well as database-oriented bloggers. In contrast, Off-A and Off-T contributors

might have been motivated to offer information by the awareness that the informa-

tion was desired by someone. It is also expected that Off-T contributors only

offered offline information if searching and offering information did not have a

high cost.

Offline information offered by Off-T contributors is required to identify and

validate ambiguous information gathered by On-A and On-T contributors. Thus,

encouraging Off-T contributors to offer information can lead to success in the HFS

process.

Of the research done in the field of motivation, expectancy theory provides a

good explanation for the degree of motivation as the product of three elements

(Fig. 14.6). The first element is expectancy, which is the belief that one’s efforts

will result in the attainment of desired performance goals. In an analysis of

information-offering by HFS contributors, the performance goal is the act of

information-offering and the effort means the cost of information behaviors

required to offer specific information.

The second element is instrumentality, which is the belief that a person will

receive a reward if the performance expectation is met. Many HFS contributors

acquire only gratitude from others because very few HFS bring monetary rewards

to participants. If HFS contributors are aware that information is desired by

someone, they may expect gratitude from others for offering that information.

Improving information-handling skills through HFS can also serve as a reward.
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The third element is valence, which is a positive or negative value an individual

places on a reward. Regarding valence, there can be two types of rewards and

valences for information-offering. One reward is gratitude from others, and the

other is improvement in information-handling skills and the resulting feeling of

achievement. The former has a high valence for offline contributors, and the latter

has a tendency to have a strong valence for online contributors.

Instrumentality for gratitude tends to be increased when contributors are aware

that specific information is required by others. On the other hand, instrumentality

for improving information-handling skills can be subject to contributors’ individual

attributes. Thus, the degree of instrumentality depends on which kind of contributor

will offer information (Fig. 14.7). However, even if instrumentality and valence are

of a high degree for a contributor, if the contributor’s expectancy is very low,

information-offering will not be undertaken. This indicates that expectancy is the

most important element relating to whether information is offered.

14.8 Cost of Information Behavior and Information

Prospectability

We consider expectancy of information-offering to be affected by the costs of

information behavior and information prospectability.

Contributors’ information behavior is divided into three acts in this study

(Fig. 14.8). The first is discerning desired information, or scanning gathered

information. By this act, contributors can understand what types of information

are needed. The second is additional searching. The third is offering information.

Each act has its own cost and contributors estimate the cost to them. They decide

whether to act by comparing each estimated cost and valence acquired in

performing a particular information behavior. If the information required for the

HFS process is specific, and a participant is convinced that he or she already has that

Fig. 14.6 Three elements of expectancy theory
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Fig. 14.7 Analyzing contributors’ motivation by expectancy theory

Fig. 14.8 Information behavior and its costs for HFS
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information, the cost of information behavior for the HFS is only the cost of

offering the information. To discern what kind of information is desired, a partici-

pant must scan information that has already been gathered on the HFS platforms.

Thus, the participant has to pay time and cognitive costs. Additionally, if the

participant does not have the desired information or cannot be convinced of its

accuracy, he or she may not offer information or do any additional searching.

Thus, a prospect of obtaining information affects a participant’s motivation or

commitment to the HFS. In this regard, this study defines ‘information

prospectability’ as a factor affecting the decision whether to offer information.

Information prospectability is a subjective expectancy about the cost of information

behavior required to obtain information about a target. The lower the cost of

information behavior is required, the better information prospectability becomes.

Thus, if information prospectability is high, in accordance with the expectancy

theory of motivation, expectancy becomes higher.

Information prospectability depends on both individual attributes and the avail-

able information. The individual attributes include information-handling skills and

self-efficacy. Available information means both the quality and quantity of infor-

mation. Available information provides clues for additional searching and

identifying ambiguous information. Excessive information, however, may increase

the cost of scanning information. Moreover, information without coherency or

context may become ‘noise’ and worsen information prospectability. Thus, ensur-

ing high information prospectability requires not only increasing the amount of

available information but also organizing and directing information. In HFS, these

functions are provided primarily by On-A contributors.

14.9 Online and Offline Loops in HFS

In the HFS process, there are two ‘loops’, the online and offline loops (Fig. 14.9).

Both loops start at with a limited offering of information by a contributor. In the

online loop, if the cost for additional searching is estimated to be relatively small,

online contributors search online and offer more information including noise. An

increase of available information makes the cost for additional searching smaller.

However, at the same time, the increase in noise makes the cost for discerning

information higher and it decreases participants’ motivation. According to the

balance of the amount of information and noise, further online search may not

occur.

The offline loop is the same as the online loop regarding estimating costs and

offering information, although offline searches can reduce noise. Because of this, a

combination of online and offline loops forms a positive feedback loop and it can

provide more powerful searching than each loop alone. Nevertheless, for offline

contributors, the cost of information behavior tends to be higher than for online

contributors.
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Organizing information by On-A contributors makes information prospectability

higher and the cost of information behavior smaller. That is one reason why On-A

contributors enable more people to contribute to the HFS and accelerate online and

offline loops. In HFS, repetition of these loops will improve the quality and quantity

of information.

14.10 Conclusions and Implications

In this study, we examined the motivations behind information-offering on social

media platforms, specifically using a case of HFS in Japan. HFS is a phenomenon in

which a large, indefinite number of participants cooperate on a social media

platform to find information about a target.

Contributors to HFSs very rarely acquire any monetary reward. Nevertheless,

they still offer information. It is considered that the motivations of online

contributors stem from benefits to their information-handling skills, although the

motivation of offline contributors, especially Off-T contributors, is likely to be

more related to the awareness that someone desires the information in question. In

contrast, non-contributors do not offer information, even if they are aware of it.

We identified a new factor, ‘information prospectability’, as one that affects a

participant’s decision about whether to offer information. Information

prospectability is subjective expectancy concerning the cost of information behav-

ior required to obtain information about a target.

To improve information prospectability in HFS, On-A contributors play an

important role by providing organizing and directing functions. Additionally,

these functions can increase the number of participants and contributors in the

midstream of HFS processes.

Fig. 14.9 Online and offline loops in HFS
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In this study, we clarified the HFS process using the expectancy theory of

motivation and information prospectability. Further empirical research based on

other case studies is required.

Finally, there are two implications arising from this study. One concerns encour-

aging users of social media to offer information. There are several approaches that

can be used to encourage users. One involves offering rewards that have positive

valences to users and increasing the instrumentality of rewards. In HFSs, galleryites’

posts serve this function. Unlike HFS, in which information-offering is done by

anonymous users in most cases, if users offering information contributed with

specific ID, it would mean that previous records of contributions they had made

could be shown and it can be some kind of rewards. Another approach to encouraging

information-offering is decreasing the required cost for the information behavior.

Althoughmost of the cost depends on users’ attributes, the cost for discerning desired

information could be decreased by organizing informationwhich is typically done by

On-A contributors in HFS.

This study also indicates countermeasures against HFSs invading someone’s

privacy. These are also based on manipulation of the costs of information behavior,

valence, and instrumentality (Fig. 14.10). Stopping the HFS platform brings about

increases in information-discerning costs thorough being unable to use a place

where information about the target of HFS is accumulated. Because stopping the

HFS platform means stopping the ‘theater’ where many galleryites concentrate, it

brings about decreases in positive valence and instrumentality. It is also effective to

increase negative valences by imposing penalties for contributors. The develop-

ment of laws against invading privacy would make negative valences and

instrumentalities clear. Also regulation by a platform provider, based on terms of

use, can be effective. Stopping the service for users involved in HFSs acts as a

negative valence. Additionally, specifying users’ IDs brings about an increase in

instrumentality whether its valences are positive or negative.

Fig. 14.10 Countermeasures against HFS
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