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PREFACE

The course Generalized continua - from the theory to engineering ap-

plications brought together doctoral students, young researcher, senior
researchers, and practicing engineers. The need of generalized con-
tinua models is coming from the practice. Complex material behavior
sometimes cannot be presented by the classical Cauchy continua.

Generalized Continua are in the focus of scientists from the end of
the 19th century. A first summary was given in 1909 by the Cosserat
brothers. After World War II a true renaissance in this field oc-
curred with a publication of Ericksen & Truesdell in 1958. Further
developments were connected with the fundamental contributions of,
among others, Kröner (Germany), Aero and Palmov (Soviet Union),
Nowacki (Poland), Eringen (USA), and Maugin (France).

The Mechanics of Generalised Continua is an established research
topic since the end of the 50s - early 60s of the last century. The
starting point was the monograph of the Cosserat brothers from 1909
Théorie des corps déformables and some previous works of such fa-
mous scientists like Lord Kelvin. All these contributions were focussed
on the fact that in a continuum one has to define translations and ro-
tations independently (or in other words, one has to establish force
and moment actions as it was done by Euler).

The reason for the revival of generalized continua is that some
effects of the mechanical behavior of solids and fluids could not be
explained by the available classical models. Examples of this are the
turbulence of a fluid or the behavior of solids with a significant and
very complex microstructure. Since the suggested models satisfy all
requirements from Continuum Thermomechanics (the balance laws
were formulated and the general representations of the constitutive
equations were suggested) the scientific community accepted for a
while but missed real applicative developments.

Indeed, for practical applications the developed models were not
useful. The reason for this was a gap between the formulated consti-
tutive equations and the possibilities to identify the material parame-
ters. As often the case one had much more parameters compared to
classical models.

During the last ten years the situation has drastically changed.
More and more researches emerged, being kindled by the partly for-



gotten models since now one has available much more computational
possibilities and very complex problems can be simulated numerically.
In addition, with the increased attention paid to a large number of
materials with complex microstructure and a deeper understanding of
the meaning of the material parameters (scale effects) the identifica-
tion becomes much more well founded. We have thus contributions
describing the micro- and macrobehaviors, new existence and unique-
ness theorems, the formulation of multi-scale problems, etc, and now
it is time to ponder again the state of matter and to discuss new
trends and applications. In addition, generalized continua models are
not included in the actual BSc or MSc programs.

At present the attention of the scientists in this field is focussed
on the most recent research items
• new models,
• application of well-known models to new problems,
• micro-macro aspects,
• computational effort, and
• possibilities to identify the constitutive equations

The new research directions were discussed during the course from
the point of view of modeling and simulation, identification, and nu-
merical methods. The following lectures were presented:
• On the Roots of Continuum Mechanics in Differential Geometry

- A Review - by Paul Steinmann
• Cosserat Media by Holm Altenbach & Victor A. Eremeyev
• Cosserat-type Shells by Holm Altenbach & Victor A. Eremeyev
• Cosserat-type Rods by Holm Altenbach, Mircea Bı̂rsan & Victor

A. Eremeyev
• Micromorphic Media by Samuel Forest
• Electromagnetism and Generalized Continua by Gérard A. Mau-

gin
• Computational Methods for Generalised Continua by René de

Borst
Finally the lecturers should acknowledge the German Research

Foundation supporting the Course by the Grant No. AL 341/40-1.

Holm Altenbach and Victor A. Eremeyev
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On the Roots of Continuum Mechanics

in Differential Geometry

– A Review –

Paul Steinmann

Chair of Applied Mechanics, University of Erlangen-Nuremberg, Germany

E-mail: Paul.Steinmann@ltm.uni-erlangen.de

Abstract The aim of this contribution is to illustrate the roots of
the geometrically nonlinear kinematics of (generalized) continuum
mechanics in differential geometry. Firstly several relevant concepts
from differential geometry, such as connection, parallel transport,
torsion, curvature, and metric (in index notation) for holonomic
and anholonomic coordinate transformations are reiterated. The
notation and the selection of these topics are essentially motivated
by their relation to the geometrically nonlinear kinematics of con-
tinuum mechanics. Then, secondly, the kinematics are considered
from the point of view of nonlinear coordinate transformations and
nonlinear point transformations, respectively. Together with the
discussion on the integrability conditions for the (first-order) dis-
tortions, the concept of dislocation density tensors is introduced.
After touching on the possible interpretations of nonlinear elastic-
ity using concepts from differential geometry, a detailed discussion
of the kinematics of multiplicative elastoplasticity is given. The dis-
cussion culminates in a comprehensive set of twelve different types
of dislocation density tensors. Potentially, these can be used to
model densities of geometrically necessary dislocations and the ac-
companying hardening in crystalline materials. Continuum elasto-
plasticity formulations of this kind fall into the class of generalized
(gradient-type) plasticity models.

1 Introduction

The kinematics of geometrically nonlinear continuum mechanics is deeply
rooted in differential geometry. An appreciation thereof is thus particu-
larly illuminating. This is especially true for some generalized models of
continuum mechanics, for example, gradient crystal plasticity. Here, the

H. Altenbach, V. A. Eremeyev (Eds.), Generalized Continua from the Theory to  
Engineering Applications, DOI 10.1007/978-3-7091-1371-4_1, © CISM, Udine 2013



2 P. Steinmann

amount of accumulated dislocations (point defects in an otherwise perfect
crystalline lattice) is typically deemed responsible for the state of hardening
that the crystalline material displays. Thereby, the total amount of arrested
dislocations is decomposed into statistically stored dislocations (SSD) and
geometrically necessary dislocations (GND). The former are then assumed
responsible for isotropic hardening. The latter are necessary to support the
plastic part of the deformation and form an (additional) obstacle to further
dislocation flow. Geometrically necessary dislocations may be subdivided
further into dislocations responsible for a macroscopically stress free cur-
vature of the crystal lattice, and dislocations responsible for macroscopic
residual stresses, both after the removal of external loads. The illuminat-
ing relation between the stress free curvature of the crystal lattice and the
part of the dislocation density that is geometrically necessary to support
this curvature was establishes by Nye (1953). Both contributions to the
geometrically necessary dislocations, i.e. those resulting in a stress free cur-
vature of the crystal lattice and those resulting in residual stresses, consti-
tute additional contributions to the hardening of the crystalline material.
Thus, geometrically necessary dislocations obviously have to be taken into
account when modelling of plasticity to describe the hardening behaviour
more realistically and thus more accurately.

A consideration of the continuum version of geometrically necessary dis-
locations, i.e. the dislocation density tensor, in a thermodynamically con-
sistent modelling framework inevitably results in a form of gradient crystal
plasticity, see Steinmann (1996), Menzel and Steinmann (2000). The dis-
location density tensor, however, is intimately related to one of the key
concepts in non-Riemann differential geometry, i.e. the third-order torsion
tensor as introduced by Cartan (1922). For anholonomic coordinates, as
in the case of crystal plasticity, the Cartan torsion coincides moreover with
the so-called anholonomic object of differential geometry. The important
relation between the continuum description of dislocation density and a non-
Riemann geometry was discovered by Kondo (1952) and Bilby et al. (1955);
Bilby and Smith (1956). Prior to this, differential geometry was instrumen-
tal in the development of general relativity and the theory of gravitation,
see Misner et al. (1998). Important contributions to the elaboration of
differential geometry in this context have been made by Schouten (1954,
1989).

Kröner (1958) proposed a geometrically linear continuum theory of resid-
ual stresses based on the concept of dislocation densities. Motivated by
insights into differential geometry, the corresponding extension to the geo-
metrically nonlinear case was developed by Kröner and Seeger (1959) and
Kröner (1960). It turned out that the interplay between continuum mechan-



On the Roots of Continuum Mechanics 3

ics and differential geometry is extremely helpful: firstly, rather involved
relations of the geometrically nonlinear kinematics of continuum mechanics
such as the connection between the dislocation density and the St. Venant
compatibility conditions for the strains could be clarified; and secondly, gen-
eralized continuum formulations that consider more general (point) defects
besides dislocations, such as the distribution of quasi-dislocations caused,
e.g., by inhomogeneous temperature distributions, electric or magnetic fields,
vacancies, interstitial atoms and the like in the crystal lattice, are motivated
by the existence of other, more involved, types of differential geometries,
see e.g. the contributions by Anthony (1970a,b, 1971). A comprehensive
account of the geometrically linearized version of the continuum theory of
general defects in crystal lattices is found in de Wit (1981). Further in-
teresting contributions to the continuum theory of dislocations are e.g. by
Kondo (1964), Noll (1967), and Kröner (1981).

After the prolific developments in the 1950’s to 1970’s the topic became
somewhat dormant, but since the 1990’s there has been a renewed interest.
This had to do with, on the one hand, the intense research on possibilities to
overcome the pathological dependencies on the discretization that compu-
tational solutions, mainly based on the finite element method, displayed for
the simulation of inelastic materials with a softening response. The incorpo-
ration (in one way or another) of gradients of the inelastic variables into the
modelling has a regularizing effect that results in discretization-independent
simulations, see e.g. Liebe and Steinmann (2001). On the other hand, the
continuing trend towards miniaturization made clear that the inelastic re-
sponse of a material especially is length scale (size) dependent. Again, size
dependence can be included into the modelling by incorporating gradients of
the inelastic variables. For an overview of a variety of possibilities to arrive
at a generalized model of plasticity see, e.g., Hirschberger and Steinmann
(2009); the micromorphic approach has recently been advocated strongly
by Forest (2009) and Grammenoudis and Tsakmakis (2010).

However, purely phenomenological approaches for generalized models of
continuum mechanics are somewhat unsatisfying if a clear link to the under-
lying physics is lacking. The plasticity of crystalline materials is a notable
exception, as the mechanisms of plasticity are well understood to depend on
the concepts of dislocations and dislocation flow. The flow of dislocations
causes the plastic deformation process while the accumulating arrest of sin-
gle dislocations represents an obstacle that has to be overcome if ongoing
flow of dislocations is to occur. To better capture the underlying physics of
crystalline material was the main motivation for the proposal in Steinmann
(1996) to include the dislocation density tensor as an additional argument in
the free energy density. As a consequence a gradient-type crystal plasticity
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formulation emerges. Subsequently, many more or less related formulations
considering specific versions of dislocation density tensors were pursued,
among them the important contributions by, e.g., Le and Stumpf (1996),
Acharya and Bassani (2000), Cermelli and Gurtin (2001), Gurtin (2002),
Svendsen (2002), Becker (2006), Reddy et al. (2008), Clayton et al. (2006)
(and many more). Other aspects such as the gauge theory of dislocations
as treated, e.g., by Lazar and Hehl (2010) or nonsingular stress and strain
fields of dislocations and disclinations embedded in gradient elasticity, see
Lazar and Maugin (2005) are exciting topics of current research activities.

It is the aim of this contribution to review and highlight the roots of
the kinematics of this type of generalized crystal plasticity using relevant
concepts of differential geometry. A comprehensive and as clear as possible
exposition of relevant concepts from differential geometry, alone an inter-
esting field in itself, serves as a strong guide for the sound formulation of
physically based continuum theories. The interplay between materials sci-
ence and mathematical underpinning results in a very powerful and fruitful
approach. It is the hope that in this fashion the way may be paved to more
complex continuum models that take into account, e.g., disclinations and
further types of distributed (point) defects.

This contribution is decomposed into two major sections: In Sect. 2,
the essential concepts from differential geometry are reviewed. Thereby, in
the spirit of deduction, the present exposition is clearly in reverse to the
historical developments in which, starting with the idea of an Euclidean
space, the complexity was increased step by step resulting eventually in
the treatment of general affine spaces. Thus, after giving an overview of
various geometries of spaces in Sect. 2.1, some aspects of general manifolds
are treated in Sect. 2.2. The linear connection, the concept of parallel
transport and the torsion are then touched upon in Sects. 2.3, 2.4 and
2.5. Section 2.6 highlights the general concept of curvature. The previous
concepts are equipped with more structure by introducing the metric in Sect.
2.7. The implications of the metric on the curvature are considered in Sect.
2.8. Section 3 applies the previously outlined concepts from differential
geometry to the kinematics of continuum mechanics. To this end, Sect.
3.1 recalls the underlying ideas of continuum kinematics while Sect. 3.2
investigates the formulation of the distortion. In Sect. 3.3 the integrability
of the distortion into a compatible vector field is analysed. The kinematics
of elasticity are studied subsequently in terms of concepts from differential
geometry in Sect. 3.4. Finally, in Sect. 3.5, as the main outcome of this
review, the case of (crystal) elastoplasticity is treated along the same lines,
and, in particular, a set of twelve different dislocation density tensors is
proposed.
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2 Differential Geometry

This section is intended to give a concise but self contained exposition of
the here relevant basics of differential geometry as needed in the following
section to discuss the kinematics of (generalized) continuum mechanics.

2.1 Overview

Differential geometry deals with the geometry of spaces, which may be
characterized essentially in terms of only a few fundamental objects that
will be discussed in detail in the following sections, i.e.:

• Connection LI
JK

→ Torsion T I
JK = LI

[JK]

• Curvature R I
JKL

• Metric MIJ

These objects then allow for the classification of (affine) geometries as out-
lined in Table 1. A geometry with vanishing torsion is called symmetric, a
geometry with vanishing curvature is called flat (or equivalently a geometry
with teleparallelism), and a geometry with vanishing covariant derivative of
the metric with respect to the connection is called metric, it thus possesses
a metric connection.

An Euclidean space is defined as a symmetric, flat and metric geometry;
a symmetric, non-flat but metric geometry defines a Riemann space; a non-
symmetric but flat and metric geometry defines a Cartan space, a Riemann-
Cartan space is defined as a non-symmetric and non-flat but metric geom-
etry; finally a general affine space may be defined as a non-symmetric,
non-flat and non-metric geometry.

It is interesting to note that all of these geometries have corresponding
counterparts in the kinematics of various continuum theories: the kine-
matics of elasticity may be considered a flat Riemann geometry, i.e. sim-
ply an Euclidean geometry; a Riemann geometry describes, e.g., the kine-
matics of (a somewhat exotic) continuum-disclination-based elastoplastic-
ity; a Cartan geometry describes, e.g., the kinematics of (well-accepted)
continuum-dislocation-based elastoplasticity; the kinematics of (an again
exotic) continuum-disclination- and continuum-dislocation-based elastoplas-
ticity may be regarded a Riemann-Cartan geometry; and the kinematics of
the continuum version of even more general (point) defects such as the dis-
tribution of quasi-dislocations caused, e.g., by inhomogeneous temperature
distributions, electric or magnetic fields, vacancies, interstitial atoms and
the like may finally be considered within a general affine geometry that is
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Table 1. Classification of affine geometries of spaces based on three funda-
mental attributes (symmetric, flat, and metric) from differential geometry.

Symmetric Flat Metric

Euclid yes yes yes
Riemann yes no yes
Cartan no yes yes

Riemann & Cartan no no yes
General Affine no no no

essentially characterized by a non-metric connection, see Anthony (1971)
and more recently Clayton (2011).

2.2 Manifolds

Central to the following discussions is the notion of a manifold. Thereby,
the key idea of a manifold is to allow for general coordinate systems and
corresponding transformations between these coordinate systems, see e.g.
the discussion in Marsden and Hughes (1994). Correspondingly and more
formal is the following

Definition:
A smooth ndm-dimensional manifold is a set M such that for each point
P ∈ M there is a subset U of M containing P, and a one-to-one mapping
called chart (coordinate system) {X I} from U onto an open set in IRndm .
Multiple charts may be needed to cover the manifold. Coordinate transfor-
mations {X I} → {x i} (on a region of M) are infinitely differentiable, i.e.
C∞. A collection of charts covering M is called an atlas. �

As a simple example for a manifold consider either a circle or a sphere
that can only be covered by at least two charts. Thus the corresponding
atlas also consists of at least two charts. Abstracting from of our usual idea
of a (Euclidean) space a manifold may also be considered as a generalized
space. Thus less formal is the alternative

Definition:
A system that is assigned to ndm variables X 1,X 2, · · · ,Xndm is a point P
of an ndm-dimensional manifold M. The ndm numbers X 1,X 2, · · · ,Xndm

are the coordinates of the point P. The set of all points P then defines the
manifold M. �
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To illuminate this viewpoint consider as specific examples: (i) a mechan-
ical system with ndm generalized coordinates X 1,X 2, · · · ,Xndm , (ii) the set
of ellipsoids with ndm = 3 half-axes X 1,X 2,X 3, or (iii) as the most basic
case simply the ordinary ndm-dimensional Euclidean space.

Differentials Let a chart (coordinate system) consist of ndm coordinates

X 1,X 2, · · · ,Xndm := {X I}. (1)

Then a coordinate transformation from the ndm coordinates {X I} to a new
ndm-dimensional set of coordinates {x i} is given by the (one-to-one) map-
ping

x i = yi({X J}) with X J = Y J({x i}). (2)

Consequently the chain rule allows to work out the transformation be-
haviour of coordinate differentials simply as

dx i =
∂yi

∂X J
dX J =: F i

J dX J and dX J =
∂Y J

∂x i
dx i =: f J

i dx i. (3)

Please note that it is by purpose that the notation for coordinate mappings
and their Jacobians resembles notation typically used in the kinematics of
continuum mechanics, see Sect. 3.1. Thus to unify terminology, coordi-
nates X I and x i will also be addressed as material and spatial coordinates,
respectively.

Gradients Consider next a (scalar-valued) field that depends on either of
the ndm-dimensional coordinate systems

ϑ = Θ({X J}) = θ({x i}) ◦ yi({X J}). (4)

Then the total differential involves the gradient of the field with respect to
the coordinates

dϑ =
∂Θ

∂X J
dX J =

∂θ

∂x i
dx i. (5)

Thus by either using the chain rule or by incorporating the coordinate dif-
ferentials as derived in Eq. (3) the transformation of gradients follows as

∂Θ

∂X J
=

∂θ

∂x i

∂yi

∂X J
=

∂θ

∂x i
F i

J ,

∂θ

∂x i
=

∂Θ

∂X J

∂Y J

∂x i
=

∂Θ

∂X J
f J

i.

(6)
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In conclusion it shall be recognized carefully that differentials and gradients
obey different transformation behaviours upon a change of coordinates.1

Co- and Contravariant Transformations We may next attach ndm-
dimensional tupel V J({XK}) and VJ({XK}) to each point P of M. V J are
denoted the contravariant coefficients (of a vector) while VJ are the covari-
ant coefficients (of a covector), both evaluated at point P with coordinates
{XK}. Obviously these have to be distinguished by their transformation
behavior upon a change of coordinates:

Contravariant coefficients (of a vector) transform like differentials

v i = F i
JV J and V J = f J

iv
i, (7)

whereas covariant coefficients (of a covector) transform like gradients

VJ = viF i
J and vi = VJ f J

i. (8)

Tensors Sloppily speaking tensors are objects with multiple indices that
respect the following

Definition:
Coefficients of tensors change in a ’proper way’ with coordinate transforma-
tions. �

As an example the previously introduced vectors and covectors may be
regarded as first-order tensors with transformation properties

ui = F i
JUJ and ui = f J

iUJ . (9)

Consequently four different types2 of (simple) second-order tensors may be
constructed from dyadic products of first-order tensors and may be distin-

1Recall that the coordinate basis in a manifold corresponding to the coordinate system

{X I} is denoted by ∂XI , whereas the dual basis is denoted by dX I , see Marsden and

Hughes (1994). Then the coordinate representation of a vector reads V � = V I(∂XI ),

the coordinate representation of a covector (one-form) correspondingly follows as V � =

VIdX I . It is only in an Euclidean space parameterized by curvilinear coordinates {X I}
that the coordinate and dual basis coincide with the co- and contravariant base vectors

GI = ∂XI and GI = dX I that in turn may be related to the orthonormal Cartesian

base vectors EA and EA, respectively, see Sect. 3.1.
2Fully contravariant, fully covariant, contra-covariant, and co-contravariant, the latter

two collectively being referred to as mixedvariant, types of second-order tensors may

be distinguished.
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guished by their transformation behaviour

t ij := uivj = F i
KUKV LF j

L =: F i
KT KLF j

L,

tij := uivj = f K
iUKVLf L

j =: f K
iTKLf L

j ,

t ij := uivj = F i
KUKVLf L

j =: F i
KT K

Lf L
j ,

t j
i := uivj = f K

iUKV LF j
L =: f K

iT
L

K F j
L.

(10)

Clearly these transformations do also hold for general second-order tensors
that are constructed from a sum of simple second-order tensors. The exten-
sion to higher-order tensors follows the same pattern and is thus straight-
forward.

Affine Tangent Space In general no vectors are defined in a manifold
M. However a ndm-dimensional vector space (the tangent space TPM),
satisfying the axioms of an affine vector space3, may be attached to each
point P of an ndm-dimensional manifold M. It thus follows from the

Definition:
The tangent space TPM consists of all vectors V I emanating from P. �

Moreover at each point P a (covariant) basis of the affine tangent space
denoted by ∂X I with I = 1 · · ·ndm may be introduced.

As elementary but already specialized examples consider 1-dimensional
curves and 2-dimensional surfaces embedded into the Euclidean ambient
space: Then for a parameter curve XI = XI(t) the 1-dimensional tangent
space follows from the assignment dXI ↔ dX = dXIGI . Likewise the
2-dimensional tangent space of the surface is given by its tangent plane
spanned by G1 and G2. However, in general a manifold and its tangent
space do not necessitate the concept of an embedding Euclidean space.

2.3 Connection

Partial Derivatives Based on the transformation rule for contravariant
first-order tensors and the chain rule the partial derivatives (PD) of vectors
with respect to the coordinates are computed as

v i = F i
JV J → v i

,k = F i
JV J

,Lf L
k + F i

M,LV M f L
k,

V I = f I
jvj → V I

,K = f I
jvj

,lF
l
K + f I

m,lv
mF l

K .
(11)

3In an affine vector space addition of vectors and multiplication of vectors with scalars

are defined.
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Likewise, based on the transformation rule for covariant first-order tensors
and the chain rule the partial derivatives of covectors with respect to the
coordinates follow as

vi = f J
iVJ → vi,k = f J

iVJ,Lf L
k + VM f M

i,k,

VI = F j
Ivj → VI,K = F j

Ivj,lF l
K + vmF m

I,K .
(12)

It is obvious from the discussion in the preceding section and the representa-
tion in Eq. (10) that the underlined terms conflict with the transformation
rules for second-order tensors. As a result it may be stated that the partial
derivative of a vector or a covector does not result in a second-order tensor.

Covariant Derivatives Thus the challenge is to find a correction to the
partial derivative of a vector or a covector so as to reinstall the transforma-
tion behavior of second-order tensors. As a result an alternative derivative
with respect to the coordinates (indicated by a vertical bar |) is sought for
vectors that transforms as

v i
|k

.
= F i

JV J
|Lf L

k and V I
|K

.
= f I

jvj
|lF

l
K . (13)

Likewise a corresponding derivative for covectors is sought with the following
transformation behaviour

vi|k
.
= f J

iVJ|Lf L
k and VI|K

.
= F j

Ivj|lF l
K . (14)

If such derivatives may be found the resulting operation shall be called co-
variant derivative (CD). A suited ansatz to solve the above problem is to
introduce third-order objects LI

KL and l ijk, the so-called linear (or affine)
connection. Then the connection allows to reinstall the transformation be-
havior of the covariant derivatives of vectors and covectors provided the
connection satisfies the following non tensorial transformation properties4

F i
M,Lf L

k = F i
JLJ

MLf L
k − l inkF n

M ,

f I
m,lF

l
K = f I

j l jmlF
l
K − LI

NK f N
m.

(15)

4 A special case occurs whenever the covariant and the partial derivative coincide for a
particular coordinate system, which is only possible for a Cartesian coordinate system
in Euclidean space, i.e. in a flat manifold. Then the connection in the Cartesian
coordinates vanishes identically and the connection in the transformed coordinates
consequently reads

l ijk = F i
AfA

j,k and LI
JK = fI

aF
a
J,K .

Connections of this type are also denoted as integrable connections, the reason for this

terminology becoming clear only after the concept of curvature has been introduced.
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By rearrangement these non tensorial transformation properties of the con-
nection may also be stated equivalently as

f M
i,k = f M

nl nik − LM
JLf J

if
L
k,

F m
I,K = F m

NLN
IK − l mjlF

j
IF l

K .
(16)

By combining the transformation behaviour of the connection in Eq. (15)
with that of the partial derivative of a vector in Eq. (11) the covariant
derivative of a vector is eventually given by

v i
|j = v i

,j + l imjvm and V I
|J = V I

,J + LI
MJV M . (17)

Please observe that the position for the running index m or M , repectively,
and thus the precise arrangement of indices in all later expressions that
involve the connection varies in the literature, however once defined as in
the above it only matters to consequently stick to this convention in the
sequel. Likewise the covariant derivative of a covector follows from inserting
the transformation in Eq. (16) into Eq. (12) to render

vi|j = vi,j − vml mij and VI|J = VI,J − VMLM
IJ . (18)

Then the covariant derivatives of the four types of (simple) second-order
tensors follow from the product rule applied to their dyadic representation

T IJ
|K = T IJ

,K + LI
MKT MJ + LJ

MKT IM ,

T I
J|K = T I

J,K + LI
MKT M

J − LM
JKT I

M ,

TIJ|K = TIJ,K − LM
IKTMJ − LM

JKTIM ,

T J
I |K = T J

I ,K − LM
IKT J

M + LJ
MKT M

I .

(19)

Again these expressions do also hold for general second-order tensors that
are constructed from a sum of simple second-order tensors. The covariant
derivatives of higher-order tensors (and objects) follow likewise, e.g. for
third-order objects as occurring in the sequel one finds

T I
JL|K = T I

JL,K + LI
MKT M

JL − LM
JKT I

ML − LM
LKT I

JM , (20)

TIJL|K = TIJL,K − LM
IKTMJL − LM

JKTIML − LM
LKTIJM .

Based on its definition the covariant derivative obeys a number of important
rules, for example:

• The CD of scalars coincides with the PD of scalars,
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• The CD obeys the distribution rule,
• The CD obeys the Leibniz (product) rule.

Proof:
The first and second rule are obvious, the proof of the last rule is based on
the application of the partial derivative to the contraction of a vector and
a covector into a scalar (whereby opposite but otherwise identical indices
follow the Einstein summation rule)

[V IVI ],J = V I
,JVI + V IVI,J . (21)

Since based on the first rule the partial and the covariant derivatives of
scalars coincide it also holds that

[V IVI ]|J = [V I
,J + LI

MJV M ]VI + V I [VI,J − VMLM
IJ ]

.
= [V IVI ],J . (22)

Comparing the two results in Eqs. (21) and (22) and noting that LI
MJV MVI ≡

V IVMLM
IJ concludes the proof. �

2.4 Parallel Transport

It shall be observed that in general tangent spaces TPM and cotangent
spaces T ∗

PM at different points P of a manifold M are not connected.
However, if a covariant derivative of vectors V I |K = V I

,K + LI
JKV J and

covectors VJ |K = VJ,K − VILI
JK based on a linear connection LI

JK is
introduced, the notion of parallel transport may be defined. Thus the bundle
TM of tangent spaces TPM and the bundle T ∗M of cotangent spaces T ∗

PM
constitute affinely connected spaces.

Thereby the motivation for the notion of parallel transport pV I of a
vector V I is as follows: The comparison of two vectors V I({X J + dX J})
and V I({X J}) in two different (infinitesimal close) tangent spaces attached
to {X J} and {X J + dX J} necessitates first a parallel (back) transport of
V I({X J + dX J}) to {X J}. Thereby this parallel transport is assumed pro-
portional to V K and dX J , i.e. pV I := −LI

KJV K dX J , the minus sign (and
the sequence of indices) being convention. The argument holds likewise for
covectors. From these considerations we may derive the

Definition:
The transport along a parameter curve X J(t) of a vector V I that is attached
to a manifold is called parallel if the covariant derivative (or rather the
covariant differential DV I) of V I vanishes

V I
|J = V I

,J + LI
KJV K = 0 with DV I := V I

|J dX J = 0. (23)
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Thus for a parallel transport the change of the vector in the direction of the
parameter curve (directional derivative) follows as

dV I := V I
,J dX J ≡ −LI

KJV K dX J =: pV I . (24)

The notation pV I for the parallel transport of V I is motivated by simply
rotating the common notation for a differential dV I upside down. �

As a conclusion it may be stated that for a covariant derivative the
change of a vector V I due to its partial derivative with respect to the coor-
dinates, i.e.

dV I := V I
,J dX J = V I({X J + dX J})− V I({X J}) (25)

is corrected by the contribution of the parallel transport

pV I := −LI
KJV K dX J (26)

to render the covariant differential

DV I := dV I − pV I =
[
V I

,J + LI
KJV K

]
dX J . (27)

It shall be noted that the same arguments hold likewise for covectors to
render eventually

DVJ := dVJ − pVJ =
[
VJ,K − VILI

JK

]
dXK . (28)

2.5 Torsion

Transformation of Connection As a motivation for the introduction
of the torsion remember that the linear (or affine) connections LI

KL and
l ijk do not transform like a tensor, but according to Eqs. (15) and (16)
transforms rather like

l ijk = F i
I LI

JK f J
j f K

k + F i
I f I

j,k,

LI
JK = f I

i l ijk F j
J F k

K + f I
i F i

J,K .
(29)

Observe that it is the second term in each line that conflicts with a tenso-
rial transformation behaviour. By resorting to the following easy to proof
relations for the partial derivatives of the tangent maps

F i
I f I

j,k = −F i
J,K f J

jf K
k and f I

iF
i
J,K = −f I

j,kF j
JF k

K (30)
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it is useful in the sequel to express the transformation of the connections
also alternatively as

l ijk = F i
I LI

JK f J
j f K

k − F i
J,K f J

j f K
k,

LI
JK = f I

i l ijk F j
J F k

K − f I
j,k F j

J F k
K .

(31)

It shall be observed carefully that these transformations of the connec-
tions are valid for holonomic as well as anholonomic coordinate transforma-
tions. Here holonomic and anholonomic refers to the integrability and non-
integrability of the tangent map F i

I (or likewise f I
i) into a map x i = yi(X I)

(or likewise X I = Y I(x i)).

Holonomic Transformation It is obvious from the previous discussion
that the connections LI

KL and l ijk do not transform like third-order tensors.
Under a holonomic change of coordinates, however, due to the symmetry of
the second partial derivatives contained in the second terms of Eq. (29) its
(right) skew symmetric contribution does

F i
[J,K] = 0 → l i[jk] = F i

I LI
[JK] f J

j f K
k,

f I
[j,k] = 0 → LI

[JK] = f I
i l i[jk] F j

J F k
K .

(32)

Here, skew symmetry in an index pair is denoted by square brackets, i.e.
for example F i

[J,K] := [F i
J,K − F i

K,J ]/2.
Now as a new object, the skew symmetric part of the connection is called

the (Cartan) torsion or rather the torsion tensor

T I
JK := LI

[JK] and t ijk := l i[jk]. (33)

The meaning of the torsion can be highlighted by considering the situation
sketched in Fig. 1, compare also to Schouten (1989). The parallel transport
of two coordinate differentials dX I and dY I along each other results in a
pentagon formed by dX I and dY I together with the parallel transported
coordinate differentials

dX I
(◦)→(◦◦) = dX I − LI

JK dX J dY K (34)

and
dY I

(•)→(••) = dY I − LI
JK dY J dXK . (35)

From the situation sketched in Fig. 1 it is thus clear that torsion measures
the closure gap

dX I + dY I
(•)→(••) − dY I − dX I

(◦)→(◦◦) = (36)
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�
dX I

(•) �
�
�
�
�
�
�
�
��

dY I
(•)→(••)

(••)�

dY I

(◦)
����������dX I

(◦)→(◦◦)
(◦◦)

�
�	

Figure 1. In a space with torsion parallel transport of coordinate differen-
tials along each other results in a pentagon.

LI
JK dX J dY K − LI

JK dY J dXK = 2T I
JK dX J dY K .

As a result infinitesimal parallelograms constructed from coordinate differ-
entials do only exist in spaces with vanishing torsion.

Anholonomic Transformation Recall that the connections LI
KL and

l ijk do not transform like third-order tensors. Under an anholonomic change
of coordinates its (right) skew symmetric contribution thus transforms as

F i
[J,K] �= 0 → l i[jk] + aijk = F i

I T I
JK f J

j f K
k,

f I
[j,k] �= 0 → LI

[JK] + AI
JK = f I

i t ijk F j
J F k

K ,
(37)

whereby the torsion in the holonomic coordinates follows the standard def-
inition

T I
JK = LI

[JK] and t ijk = l i[jk]. (38)

The additional contribution appearing in the transformation due to the lack
of integrability is called the anholonomic object :

aijk := F i
[J,K]f

J
jf K

k and AI
JK := f I

[j,k]F
j
JF k

K . (39)

It shall be noted that in the above expressions either the coordinates x i in
the first row of Eq. (37) or the coordinates X I in the second row of Eq. (37)
are anholonomic. Based on the anholonomic object and the representation
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in Eq. (37) the torsion in a space that is equipped with anholonomic coor-
dinates follows from the

Definition:
The torsion in an anholonomic space with either anholonomic coordinate x i

or anholonomic coordinates X I , respectively, is given as

t ijk := l i[jk] + aijk and T I
JK := LI

[JK] + AI
JK . (40)

The situation is highlighted in Fig. 2. �

It will be shown in the sequel, that the anholonomic objects may be asso-
ciated with dislocation density tensors. Thereby, quite like in the definition
of the various stress measures in nonlinear continuum mechanics, Piola-type
anholonomic objects corresponding to two-point description dislocation den-
sity tensors together with Cauchy-type anholonomic objects follow from the

Definition:
The Piola-type anholonomic object corresponding to the two-point descrip-
tion dislocation density tensor is given by

Di
JK := F i

[J,K] and d I
jk := f I

[j,k]. (41)

Consequently the anholonomic object introduced previously is of Cauchy-
type and results from a convection (push-forward/pull-back) by the corre-

�

�

�

�

�
X I aijk

F i
[J,K]




�

�

�

�
AI

JK x i

f I
[j,k]

Figure 2. The anholonomic object characterizes the non-integrability of
the tangent map, i.e. the transformation of coordinate differentials. In the
top figure x i are anholonomic while X I are holonomic; in the bottom figure
the situation is reversed, i.e. X I are anholonomic and x i are holonomic.
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�

�

�

�

�
−AI

JK
aijk

Di
JK




�

�

�

�
AI

JK
−aijk

d I
jk

Figure 3. The anholonomic object characterizes the non-integrability of
the tangent map, i.e. the transformation of coordinate differentials. In the
top figure x i are anholonomic while X I are holonomic; in the bottom figure
the situation is reversed, i.e. X I are anholonomic and x i are holonomic.

sponding tangent map

aijk := Di
JK f J

jf K
k and AI

JK := d I
jkF j

JF k
K . (42)

The situation is highlighted in Fig. 3. �

Finally, Piola-Kirchhoff-type anholonomic objects may be regarded ei-
ther as the pull-back/push-forward of the Piola-type or the Cauchy-type
anholonomic objects due to the

Definition:
The Piola-Kirchhoff-type anholonomic object follows from the convection
(pull-back/push-forward) of the Piola-type anholonomic object by the cor-
responding tangent map

−AI
JK = f I

iD
i
JK and − aijk = F i

Id I
jk. (43)

It coincides with the definition of the previously introduced Cauchy-type
anholonomic object if the following anholonomic partial derivatives are de-
fined

f I
iF

i
[J,K] =: −f I

[j,k]F
j
JF k

K and F i
I f I

[j,k] =: −F i
[J,K]f

J
jf K

k. (44)

Recall that in the above expressions either the coordinates x i or the coor-
dinates X I are anholonomic. The situation is highlighted in Fig. 3. �
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From the above definitions it is clear that the terminology Cauchy-type
and Piola-Kirchhoff-type is used interchangeably if instead of the tangent
map F i

I : dX I �→ dx i the (inverse) tangent map f I
i : dx i �→ dX I is

considered.

2.6 Curvature

The notion of curvature or rather the curvature tensor is central to the
differential geometry of manifolds. Formally the curvature tensor is intro-
duced by the following

Definition:
Based on the linear connection a fourth-order object, the curvature tensor,
is defined as:

R I
JKL := LI

JL,K − LI
JK,L + LI

MKLM
JL − LI

MLLM
JK . (45)

The tensorial transformation properties of the curvature tensor will be
demonstrated later. �

From its definition the curvature tensor obeys the following skew sym-
metries:

R I
JKL = 2LI

J[L,K] + 2LI
M [KLM

JL] = R I
J[KL]. (46)

Note carefully that here, in contrast to most of the literature on differential
geometry, the notation for skew symmetrization of the two indices in the
term quadratic in the connection is used in the following format

2LI
M [KLM

JL] := LI
MKLM

JL − LI
MLLM

JK . (47)

This somewhat less heavy notation is here preferred over the traditional
LI

M [KLM
|J|L]. Less formal and more operational is the alternative

Definition:
The curvature tensor determines the change of a vector V I for a parallel
transport along infinitesimal closed curves as

ΔV I = R I
JKLV J dXK dY L. (48)

Thus, upon transporting a vector V I parallel along infinitesimal closed
curves if suffers a change ΔV I that depends on the curvature tensor, i.e. on
the curvature of the manifold.

Moreover, the curvature tensor also determines the skew symmetric con-
tribution to the second covariant derivatives of a vector

2V I
|[KL] = −R I

JKLV J − 2V I
|MT M

KL. (49)
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Figure 4. Parallel transport of a vector V I along an infinitesimal closed
curve. Due to the curvature V I suffers a change ΔV I . The closed curve
consists of the coordinate differentials dX I and dY I together with their par-
allel transport along each other dY I

(•)→(••) and dX I
(◦)→(◦◦) and the resulting

closure gap, compare Fig. 1.

Observe that the second covariant derivatives of a vector involves in partic-
ular the torsion. �

Note that similar operational definitions of the curvature tensor hold in
terms of covectors. The concrete representation and a proof are however
left to the reader.

In the sequel both, the change of a vector V I for a parallel transport
along infinitesimal closed curves and the skew symmetric contribution to
the second covariant derivatives of a vector shall be investigated.

Parallel Transport Along Infinitesimal Closed Curves By referring
to Fig. 4 the proof of ΔV I = R I

JKLV J dXK dY L may be sketched in nine
steps:

1. Parallel transport of V I to (•) and connection LI
JK• at (•),

2. Parallel transport of V I
• to (••),



20 P. Steinmann

3. Retain terms up to quadratic order,
4. Parallel transport of V I to (◦) and connection LI

JK◦ at (◦),
5. Parallel transport of V I

◦ to (◦◦),
6. Retain terms up to quadratic order,
7. Parallel transport from (◦◦) to (••),

retain terms up to quadratic order,
8. Substract,
9. Express Result in terms of the curvature tensor.

Proof:
These steps shall now be outlined in more detail:

1. Parallel transport of V I to (•) and connection LI
JK• at (•):

V I
• = V I − LI

JKV J dXK and LI
JK• = LI

JK + LI
JK,L dXL.

2. Parallel transport of V I
• to (••):

V I
•• = V I

• − LI
JK•V J

•
[
dY K − LK

OP dY O dXP
]
=[

V I − LI
JKV J dXK

]− [
LI

JK + LI
JK,L dXL

]×[
V J − LJ

MNV M dXN
]× [

dY K − LK
OP dY O dXP

]
.

3. Retain terms up to quadratic order in the coordinate differentials:

V I
•• = V I − LI

JKV J dXK − LI
JKV J dY K − LI

JK,L dXLV J dY K

+LI
JKLJ

MNV M dXN dY K + LI
JKLK

OP V J dY O dXP .

4. Parallel transport of V I to (◦) and connection LI
JK◦ at (◦):

V I
◦ = V I − LI

JKV J dY K and LI
JK◦ = LI

JK + LI
JK,L dY L.

5. Parallel transport of V I
◦ to (◦◦):

V I
◦◦ = V I

◦ − LI
JK◦V J

◦
[
dXK − LK

OP dXO dY P
]
=[

V I − LI
JKV J dY K

]− [
LI

JK + LI
JK,L dY L

]×[
V J − LJ

MNV M dY N
]× [

dXK − LK
OP dXO dY P

]
.

6. Retain terms up to quadratic order in the coordinate differentials:

V I
◦◦ = V I − LI

JKV J dY K − LI
JKV J dXK − LI

JK,L dY LV J dXK
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+LI
JKLJ

MNV M dY N dXK + LI
JKLK

OP V J dXO dY P .

7. Subtract:

V I
◦◦ − V I

•• = −2LI
J[K,L] dY LV J dXK

+2LI
J[KLJ

MN ]V
M dY N dXK + 2LI

JKLK
[OP ]V

J dXO dY P .

8. Parallel transport from (◦◦) to (••), retain terms up to quadratic order
in the coordinate differentials:

V I
•′•′ = V I

◦◦ − LI
JKV J

[
2LK

[OP ] dXO dY P
]
.

9. Subtract:

V I
•′•′ − V I

•• = −2LI
J[K,L] dY LV J dXK + 2LI

J[KLJ
MN ]V

M dY N dXK .

Thus, in summary the change of the vector V I may be expressed in terms
of the curvature tensor as defined in Eq. (46)

ΔV I := V I
•′•′ − V I

•• =: R I
JKLV J dXK dY L. (50)

Clearly, from the above derivation and in accordance with the definition in
Eq. (46) the curvature tensor is eventually recognized as

1

2
R I

JKL = LI
J[L,K] + LI

M [KLM
JL]. (51)

This concludes the proof. �

Skew Symmetric Contribution to Second Covariant Derivatives
The second covariant derivative of a vector is computed as the covariant
derivative of the (mixedvariant) second-order tensor represented by V I

|J ,
see the definition in Eq. (19).2

V I
|JK = V I

|J,K + LI
MKV M

|J − LM
JKV I

|M . (52)

Involving next the covariant derivative of a vector in Eq. (17) inflates the
above expression to

V I
|JK = V I

,JK + LI
MJV M

,K + LI
MJ,KV M (53)

+ LI
MKV M

,J + LI
MKLM

NJV N

− LM
JKV I

|M .
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Likewise, changing the sequence of the indices JK renders the corresponding
result

V I
|KJ = V I

,KJ + LI
MKV M

,J + LI
MK,JV M (54)

+ LI
MJV M

,K + LI
MJLM

NKV N

− LM
KJV I

|M .

Finally, substracting the two results in Eqs. (53) and (54) and taking into
account the symmetry of the second partial derivatives renders the skew
symmetric contribution to the second covariant derivative of a vector in
terms of the curvature and the torsion

V I
|[JK] =

[
LI

N [J,K] + LI
M [KLM

NJ]

]
︸ ︷︷ ︸

−R I
NJK/2

V N − T M
JKV I

|M . (55)

A similar result may be derived for the second covariant derivative of a
covector.

Transformation of the Curvature Tensor Due to the tensor prop-
erty of the curvature the following convection or rather pull-back (Y )/push-
forward (y) relations hold in the case of holonomic coordinate transforma-
tions:

Curvature(Y (connection))=Y (curvature(connection))

curvature(y(Connection))=y(Curvature(Connection))

As an example the pull-back of the spatial curvature expressed in terms of
the spatial connection equals the material curvature expressed in terms of
the pull-back of the spatial connection. The corresponding relation holds
if spatial and material objects are exchanged. However, in the case of an-
holonomic coordinate transformations extra contributions in terms of the
anholonomic object arise.

The tensorial transformation of the curvature tensor upon changing the
coordinate system between holonomic coordinates X I and anholonomic co-
ordinates x i is stated as

R I
JKL = f I

ir
i
jklF

j
JF k

KF l
L. (56)
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R I

JKL
r ijkl

Di
JK

Figure 5. Transformation of the curvature tensor for the case of holonomic
X I and anholonomic x i.

Thereby, for holonomic X I and anholonomic x i the curvature tensor R I
JKL

follows the standard definition in Eqs. (45) and (46) whereas the curvature
tensor r ijkl involves extra contributions in terms of the connection and the
anholonomic object

r ijkl = 2l ij[l,k] + 2l im[kl mjl] + 2l ijmamlk. (57)

The situation is depicted in Fig. 5.
Likewise, the tensorial transformation of the curvature tensor upon chang-

ing the coordinate system between holonomic coordinates x i and anholo-
nomic coordinates X I is stated as

r ijkl = F i
IR I

JKLf J
jf K

kf L
l. (58)

Then, for holonomic x i and anholonomic X I the curvature tensor r ijkl fol-
lows the standard definition corresponding to Eqs. (45) and (46) whereas
the curvature tensor R I

JKL involves extra contributions in terms of the
connection and the anholonomic object

R I
JKL = 2LI

J[L,K] + 2LI
M [KLM

JL] + 2LI
JMAM

LK . (59)

The situation is depicted in Fig. 6.
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R I

JKL
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Figure 6. Transformation of the curvature tensor for the case of holonomic
x i and anholonomic X I .
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Proof:
To proof the above assertions in Eqs. (57) and (59) the transformation of
the connection according to Eq. (29) has to be inserted into the standard
definition of the curvature tensor in Eq. (45) or (46).

As an example the case of holonomic X I and anholonomic x i shall be
considered in detail. To start with, the transformation of the connection
reads as

LI
JL = f I

il
i
jlF

j
JF l

L + f I
iF

i
J,L.

Computing the partial derivative of the connection as needed in the defini-
tion of the curvature renders the lengthy expression

LI
JL,K = f I

i,K l ijlF
j
JF l

L

+ f I
il

i
jl,kF j

JF k
KF l

L

+ f I
il

i
jlF

j
J,KF l

L

+ f I
il

i
jlF

j
JF l

L,K

+ f I
i,KF i

J,L

+ f I
iF

i
J,LK .

Unfortunately, upon skew symmetrization in L and K only one term drops
out so far

LI
J[L,K] = f I

i,[K l ijlF
j
JF l

L]

+ f I
il

i
j[l,k]F

j
JF k

KF l
L

+ f I
il

i
jlF

j
J,[KF l

L]

+ f I
il

i
jlF

j
JF l

[L,K]

+ f I
i,[KF i

J,L].

Observe that the underlined term is already part of the sought for curvature
tensor r ijkl. Next the term of the curvature quadratic in the connection shall
be computed. To this end the transformation of the connection is recalled
once again with the right set of indices

LI
MK = f I

il
i
mkF m

MF k
K + f I

iF
i
M,K ,

LM
JL = f M

ml mjlF
j
JF l

L + f M
mF m

J,L.
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Then multiplication of the two representations of the connection in the
above results in the multi-term expression

LI
MKLM

JL

= f I
il

i
mkF m

MF k
K f M

nl njlF
j
JF l

L

+ f I
il

i
mkF m

MF k
K f M

nF n
J,L

+ f I
iF

i
M,K f M

ml mjlF
j
JF l

L

+ f I
iF

i
M,K f M

mF m
J,L.

Here many terms may be simplified by taking out multiplications of the
tangent map by its inverse and by substituting partial derivatives of the
tangent map by those of its inverse in the spirit of Eq. (44):

LI
MKLM

JL

= f I
il

i
mkl mjlF

j
JF k

KF l
L

+ f I
il

i
jlF

j
J,LF l

K

− f I
i,K l ijlF

j
JF l

L

− f I
i,KF i

J,L.

Observe that the underlined term will be another part of the sought for
curvature tensor r ijkl. Upon skew symmetrization in L and K no term
drops out:

LI
M [KLM

JL] = f I
il

i
m[kl mjl]F

j
JF k

KF l
L

− f I
il

i
jlF

j
J,[KF l

L]

− f I
i,[K l ijlF

j
JF l

L]

− f I
i,[KF i

J,L].

However, if we combine the above results so as to produce the curvature
tensor R I

JKL many terms drop out and the resulting expression reads as

1

2
R I

JKL := LI
J[L,K] + LI

M [KLM
JL]
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= f I
i

[
l ij[l,k] + l im[kl mjl] + l ijmF m

[L,K]f
L
lf

K
k

]
F j

JF k
KF l

L.

Inserting finally the definition of the anholonomic object

amlk := F m
[L,K]f

L
lf

K
k

into the above result concludes the proof. �

2.7 Metric

The metric is an important object that introduces more structure into
a (differential) manifold as may be seen from the

Definition:
If a ndm-dimensional (differentiable) manifold M is equipped with a sym-
metric field of metric coefficients MIJ(X 1,X 2, · · · ,Xndm) such that the arc-
length of a parameter curve X I = X I(t) between parameter values ta and tb
is given by

S(tb)− S(ta) =

∫ tb

ta

√
Ẋ IMIJ Ẋ J dt (60)

the manifold M is a metric space. Its tangent space TPM at P is an Eu-
clidean (tangent) space. �

Thereby the metric shall obey the following properties:

• MIJ = MJI = M(IJ) with M[IJ] = 0 symmetric
• V IMIJV J > 0 ∀{V K} �= {0} positive definite
• MIJ transforms as 2nd-order tensor, i.e. mkl = f I

kMIJ f J
l

The first property is obvious since any skew symmetric contributions
would not contribute to a quadratic form as needed for the determination
of the length. The second property is specific to the later application to
(three-dimensional) continuum mechanics, relativity and general relativity
allow also for indefinite metrics, see, e.g., Misner et al. (1998). Finally
the proof of the third property is straightforward from the transformation
behaviour of the coordinate differentials, see Eq. (3):

dS2 = dX IMIJ dX J = dx kf I
kMIJ f J

l dx l = dx kmkl dx l. (61)

Metric Connection As an immediate consequence the introduction of a
metric allows to formulate the
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Ricci Postulate:
In a metric geometry the covariant derivative of the covariant metric coef-
ficients vanishes, i.e.

MIJ|K = MIJ,K − LM
IKMMJ − LM

JKMIM = 0. (62)

From resolving the above equality the partial derivative of the metric may
thus alternatively be stated in terms of the (left) symmetric part of the fully
covariant connection

MIJ,K = LJIK + LIJK = 2L(IJ)K . (63)

Note that the covariant metric has been used to lower the contravariant
indices of the connection5. The above representation will be useful in the
sequel. The underlying connection is denoted a metric connection. �

As a consequence a metric connection is additively decomposed into the
Riemann part of the connection and the contortion:

LI
JK = M I

JK︸ ︷︷ ︸
Riemann

+ K I
JK︸ ︷︷ ︸

Contortion

. (64)

Proof:
The proof follows directly by stating the Ricci postulate three times upon
cyclic permutation of the indices and subsequent addition of the resulting
expressions to render:

MIJ|K = MIJ,K − LM
IKMMJ − LM

JKMIM = 0

−MJK|I = −MJK,I + LM
JIMMK + LM

KIMJM = 0

MKI|J = MKI,J − LM
KJMMI − LM

IJMKM = 0

MIJ,K −MJK,I +MKI,J +2MJMLM
[KI]−2MKMLM

[IJ]−2MIMLM
(JK) = 0

Then by dividing by 2 and by adding and subtracting the terms

MIMLM
JK = MIMLM

(JK) + MIMLM
[JK]

5 The matrix arrangement of the contravariant metric coefficients [M IJ ] follows from

the (algebraic) inversion of the corresponding matrix arrangement of the covariant

metric coefficients [MIJ ]. The contravariant metric coefficients M IJ may be used to

raise covariant indices.
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the result follows immediately as

MIMLM
JK =

1

2
[MIJ,K − MJK,I + MKI,J ]

+ MIMLM
[JK] + MJMLM

[KI] − MKMLM
[IJ].

This concludes the proof. �

Thereby the Riemann part of the connection or in short simply the Rie-
mann connection follows from the

Definition:
The Riemann connection is exclusively computed from the metric coeffi-
cients:

MIJK :=
1

2
[MIJ,K − MJK,I + MKI,J ] . (65)

As will be demonstrated below the Riemann connection is a metric connec-
tion. �

It corrresponds to the Christoffel symbols in Euclidean space and obeys
the transformation behavior of the connection, thus it is not a third-order
tensor. It may be shown by inspection that, based on the symmetry of the
metric coefficients, its (right) skew symmetric contribution vanishes:

MI[JK] = 0. (66)

Likewise the contortion is given in the

Definition:
The contortion depends (linearly) on the metric coefficients and in particular
on the (Cartan) torsion tensor:

KIJK := TIJK + TJKI − TKIJ . (67)

The contortion inherits from the torsion the transformation properties of a
tensor, thus it is also denoted the contortion tensor. �

It may be shown by inspection, based on the symmetry of the metric
coefficients and the skew symmetry of the torsion tensor, that the (left)
symmetric contribution to the contortion vanishes:

K(IJ)K = 0. (68)
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Here, symmetry in an index pair is denoted by round brackets, i.e. for
example K(IJ)K := [KIJK +KJIK ]/2. Thus the conjecture in the above that
the Riemann connection is also a metric connection is obviously proven by

MIJ,K
.
= 2L(IJ)K = 2M(IJ)K + 2K(IJ)K ≡ 2M(IJ)K . (69)

Observe that as a consequence of the decomposition of the connection into
Riemann connection and contortion tensor together with the (right) sym-
metry of the Riemann connection

LIJK = MIJK + KIJK and MI[JK] = 0 (70)

the (right) skew symmetric contribution of the contortion tensor equals the
torsion tensor

TIJK := LI[JK] = KI[JK]. (71)

It is also interesting to note that due to its left skew symmetry the contortion
tensor does neither contribute to the projection of the parallel transport of
a vector

VI pV I = −V LV KLLKJ dX J = −V LV KMLKJ dX J (72)

nor to the projection of the parallel transport of a covector

V J pVJ = V JV NLNJK dXK = V JV NMNJK dXK . (73)

Length As a consequence it may easily been proven that in a metric space
the (quadratic) length V 2 = V IMIJV J of a vector V I is preserved upon an
infinitesimal parallel transport along a parameter curve XK(t) since firstly

p[V 2] = MIJ,KV IV J dXK + MIJ pV IV J + MIJV I pV J . (74)

Using next the definition of parallel transport then renders

p[V 2] =
[
MIJ,K − LM

IKMMJ − LM
JKMIM

]
V IV J dXK . (75)

Including finally the definition of a metric connection thus results in

p[V 2] =
[
MIJ,K − 2L(IJ)K

]
V IV J dXK ≡ 0. (76)

Observe again that the contortion does not contribute, obviously this result
is in agreement with Eqs. (72) and (73).
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Reduction of Torsion and Contortion in 3d In later sections the
previous concepts of manifolds and differential geometry shall be applied
to the geometrically nonlinear kinematics of continuum mechanics, thus all
considerations may be restricted to three-dimensional metric spaces. Then,
in 3d, and due to its (right) skew symmetry the third-order fully covariant
torsion tensor

TIMN = TI[MN ] (77)

may equivalently be represented by the second-order mixed-variant torsion
tensor

T J
I := −TI[OP ]EOPJ = −TIOP EOPJ . (78)

Here, EOPJ denotes the third-order, fully skew symmetric permutation sym-
bol 6. Note that the scaling by the factor 1

2 as common for the notion of
two-forms (see, e.g., Lazar and Hehl (2010)) has been omitted to obtain an
easier comparison to the curl operator that will be introduced later in Sect.
3.3. With the properties of the permutation symbol the inverse relation
(now including the factor 1

2 ) follows immediately as

TIMN = −1

2
T J
I EJMN . (79)

Likewise, in 3d due to its (left) skew symmetry the third-order fully covari-
ant contortion tensor

KIJN = K[IJ]N (80)

may equivalently be represented by the second-order mixed-variant contor-
tion tensor

K M
N := −1

2
EMOP K[OP ]N = −1

2
EMOP KOPN . (81)

Here the definition follows the usual scaling by the factor 1
2 known from the

notion of two-forms, see Lazar and Hehl (2010). Again with the properties

6The co- and contravariant permutation symbols satisfy the following relations upon a
single contraction

EIJMEMKL = δIKδJL − δILδ
J
K and EIJMEMKL = δ K

I δ L
J − δ L

I δ K
J .

Likewise, upon a double contraction the co- and contravariant permutation symbols
satisfy

EIMNEMNJ = 2δIJ and EIMNEMNJ = 2δ J
I .

Finally, a triple contraction of the co- and contravariant permutation symbols renders

EIJKEIJK = 6 and EIJKEIJK = 6.
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of the permutation symbol the inverse relation follows as

KIJN = −EIJMK M
N . (82)

Recall that the (right) skew symmetry part of the contortion tensor coincides
with the torsion tensor

KI[JK] = TIJK . (83)

Thus, as a consequence, in 3d the second-order mixed-variant torsion and
contortion tensors are related by:

T J
I = K M

Mδ J
I − K J

I . (84)

Finally, the inverse relation reads

K J
I =

1

2
T M
M δ J

I − T J
I . (85)

It turns out that this is the analogue in differential geometry to the relation
between the stress free curvature of a crystalline lattice and the density of
dislocations geometrically necessary to support this irreversible deformation
as discovered by Nye (1953).

Reduction of Anholonomic Objects in 3d Moreover it is observed
that, due to their (right) skew symmetry, the (Cauchy- and Piola-type)
anholonomic objects

aiop = Di
OP f O

of P
p and AI

OP = d I
opF o

OF p
P (86)

may equivalently be represented in 3d by second-order tensors

aij := −aiopeopj and DiJ := −Di
OP EOPJ , (87)

AIJ := −AI
OP EOPJ and d Ij := −d I

opeopj .

with the inverse relation

aimn = −1

2
aijejmn and Di

MN = −1

2
DiJEJMN , (88)

AI
MN = −1

2
AIJEJMN and d I

mn = −1

2
d Ijejmn.

Thus, the second-order anholonomic objects are related by

aij = −Di
OP f O

of P
peopj = −jDi

OP EOPJF j
J = jDiJF j

J , (89)
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AIJ = −d I
opF o

OF p
P EOPJ = −Jd I

opeopjf J
j = Jd Ijf J

j .

Here the transformation behaviour of the third-order permutation symbol
upon a change of coordinates has been involved

f O
of P

peopj = jEOPJF j
J and F o

OF p
P EOPJ = Jeopjf J

j , (90)

whereby j := det[f I
i] and J := det[F i

I ] denote the Jacobian determinants
of the matrix arrangement of the tangent maps f I

i and F i
I , respectively.

Note that the relations between the second-order Cauchy- and Piola-type
anholonomic objects in Eq. (89) correspond to Piola transformations well-
established in geometrically nonlinear continuum mechanics.

2.8 Metric Curvature

The presence of a metric has considerable impact on the possible repre-
sentations of the curvature tensor, in particular a fully covariant version of
the curvature tensor follows from the

Definition:
The fully covariant curvature tensor is obtained by lowering the first index

RIJKL := MIMR M
JKL. (91)

Thus from the definition of the mixedvariant curvature tensor it follows:

RIJKL = 2MIMLM
J[L,K] + 2LIM [KLM

JL]. (92)

As a result of the subsequent step by step proof the fully covariant curvature
tensor is eventually obtained explicitly as

RIJKL = 2LIJ[L,K] − 2LMI[KLM
JL]. (93)

Observe the different sequence of indices in the term quadratic in the con-
nection and its difference in sign for the mixed- and the covariant curvature
tensors, respectively. �

Proof:
The proof of the explicit representation for the covariant curvature follows
in four steps:

Step 1: Application of the product rule to the first term in Eq. (92) and
index lowering

MIMLM
J[L,K] = LIJ[L,K] − MIM,[KLM

JL].
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Step 2: Exploitation of the connection being a metric connection

MIM,K = LMIK + LIMK .

Step 3: Insert result of step 2 into the second term of the result in step 1

MIM,[KLM
JL] =

[
LMI[K + LIM [K

]
LM

JL].

Step 4: Insert the result of steps 1 to 3 into the definition in Eq. (92)

MIMLM
J[L,K] + LIM [KLM

JL] = LIJ[L,K] − LMI[KLM
JL].

This concludes the proof. �

It shall be noted further that the fully covariant curvature tensor obeys
the following left and right (minor) skew symmetries

RIJKL = RIJ[KL] = R[IJ][KL]. (94)

Proof:
The skew symmetry in the index pair KL is a direct result from the defini-
tion of the curvature tensor in Eq. (93). The assertion of the skew symmetry
in the index pair IJ can be proven easily in two steps:

Step 1: Exploit the connection being metric together with the symmetry of
second partial derivatives

MIJ,KL = LJIK,L + LIJK,L = LJIL,K + LIJL,K ,

→ LIJ[L,K] = −LJI[L,K].

Step 2: Rearranging the skew symmetry in the indices of the quadratic term

2LMI[KLM
JL] = LMIKLM

JL − LMILLM
JK = −2LMJ[KLM

IL].

This concludes the proof. �

Reduction of Curvature Tensor in 3d Since the coefficients of the
forth-order fully covariant curvature tensor based on a metric connection
obey the (minor) skew symmetries

RIJKL = RIJ[KL] = R[IJ][KL]. (95)

they may likewise be represented in 3d by the second-order contravariant
Einstein tensor

EMN :=
1

4
EMIJRIJKLEKLN . (96)
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Vice versa the forth-order curvature tensor may be extracted from the
second-order Einstein tensor

RIJKL = EIJMEMNENKL. (97)

Furthermore the corresponding (covariant) axial vector of EMN follows as

EI = −1

2
EMNEMNI =

1

4
RIJKLEJKL. (98)

Raising finally the index renders in addition its contravariant version

EI = M IMEM =
1

4
R I

JKLEJKL. (99)

Detailed representations equivalent to the skew part of EMN are therefore7

EI =
1

4
RIJKLEJKL =

1

2

[
T M
I |M − 2TIMNT MN

]
, (100)

EI =
1

4
R I

JKLEJKL =
1

2

[
T IM

|M − 2T I
MNT MN

]
.

Thus, as can be read of this representation, the Einstein tensor is in par-
ticular symmetric for vanishing torsion, since its axial vector then vanishes
identically, i.e.

EI = 0 and EI = 0. (101)

However, Eq. (101) is also true for a flat geometry with vanishing curvature
tensor, since then R I

JKL = 0 identically. The above result is called the
(first or algebraic) Bianchi identity (not to be confused with a number of
differential Bianchi identities, see Schouten (1954, 1989)).

Proof:
The proof of this assertion follows in three steps:

Step 1: Write down the curvature tensor as being defined before

RIJKL = 2LIJ[L,K]−2LMI[KLM
JL],

R I
JKL = 2LI

J[L,K]+2LI
M [KLM

JL].

7 Note that here the covariant derivative is based on the connection LI
JK . Thus terms

as, e.g., T M
I|M do not coincide with the divergence in Euclidean space unless LI

JK

coincides with the appropriate Christoffel symbols. This distinction is of consider-

able importance when discussing the geometrically nonlinear kinematics of continuum

mechanics in Sect. 3.1.
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Step 2: Relate the partial derivative of the connection to its covariant deriva-
tive

2LIJ[L,K] = 2LIJ[L|K]+2LMI[KLM
JL] − 2LIM [KLM

JL] − 2LIJMLM
[KL],

2LI
J[L,K] = 2LI

J[L|K]−2LI
M [KLM

JL] − 2LI
M [KLM

JL] − 2LI
JMLM

[KL].

Step 3: Combine the results in step 1 and step 2 and note that the underlined
terms cancel out to produce an alternative representation of the curvature
tensor in terms of the covariant rather than the partial dervative

RIJKL = 2LIJ[L|K] − 2LIM [KLM
JL] − 2LIJMT M

KL,

R I
JKL = 2LI

J[L|K] − 2LI
M [KLM

JL] − 2LI
JMT M

KL.

The proof is concluded by projecting the last result with EJKL and exploit-
ing EJKL

|M = 0 (being true since EJKL is scaled by det[MIJ ]). �

Riemann Curvature Tensor In a Riemann geometry, since there is no
torsion, the fully covariant curvature tensor or rather the Riemann curvature
tensor is computed from the Riemann connection solely. The Riemann
connection in turn depends only on the metric, see Eq. (65). Besides the
(minor) skew symmetries discussed in the above it turns out that it obeys
the following additional (major) symmetry for exchanging index pairs

M[IJ][KL] = M[KL][IJ]. (102)

Thus, as an immediate result, the corresponding Einstein tensor associated
to the Riemann curvature tensor is always symmetric.

Proof:
The proof of the (major) symmetry assertion follows directly in two steps:

Step 1: Exploit the structure of the Riemann connection, and take into ac-
count the symmetry of the metric and that of the second partial derivatives

2MIJ[K,L] = −MJK,IL + MKI,JL + MJL,IK − MLI,JK = 2MKL[I,J],

2MKL[I,J] = −MLI,KJ + MIK,LJ + MLJ,KI − MJK,LI = 2MIJ[K,L].

Step 2: Take the vanishing torsion of the Riemann connection into account

2MMI[KM M
JL] = MM(IK)M M

(JL) − MM(IL)M M
(JK) = 2MMK[IM M

LJ],

2MMK[IM M
LJ] = MM(KI)M M

(LJ) − MM(KJ)M M
(LI) = 2MMI[KM M

JL].
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This concludes the proof. �

3 Continuum Mechanics

In this section the previously discussed concepts of differential geometry
shall be applied to the geometrically nonlinear kinematics of (generalized)
continuum mechanics. Thereby the aim is eventually to investigate the
underlying structure of multiplicative elastoplasticity as a Cartan space and
to derive corresponding measures of dislocation density. These could then
be used in the modelling of the hardening due to geometrically necessary
dislocations in crystalline materials.

3.1 Kinematics

The kinematics of (nonlinear) continuum mechanics and their relation to
the previously introduced concepts of coordinates and their transformations
within differential geometry are sketched in Fig. 7. Thereby this represen-
tation is in particular inspired by the exposition in Haupt (2000), Chapter
1. Further details may also be found, e.g., in Marsden and Hughes (1994)

Spatial and Material Coordinates Thereby, a physical body B consists
in a set of physical points P (think of individual atoms or molecules)

B = {P}. (103)

Then at time t the assignment of the physical points P to spatial coordi-
nates, i.e. triplets {x i(t)} ∈ 3 may be stated by the help of the map χt

as
{P, t} �→ {x 1(t), x 2(t), x 3(t)} = χ(P, t) = χt(P). (104)

Accordingly, the placement of the whole physical body B into the spatial
configuration Bt ⊂ 3 reads at time t as

{B, t} �→ Bt = χ(B, t) = χt(B). (105)

Alternatively, by the map χ0 at time t = t0 = 0, the physical points P may
be assigned to material coordinates, i.e. triplets {X I = x i(0)} ∈ 3

{P, 0} �→ {X 1,X 2,X 3} = χ(P, 0) = χ0(P). (106)

Thus, the placement of the physical body B into the material configuration
B0 ⊂ 3 follows at time t = t0 = 0 as

{B, 0} �→ B0 = χ(B, 0) = χ0(B). (107)
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Figure 7. Kinematics of geometrically nonlinear continuum mechanics.
Physical body B consisting of physical points P, their assignment to ma-
terial and spatial coordinates in 3 and position vectors in 3, and its
placement into material and spatial configurations. The material and spa-
tial coordinates are related by an invertible and continuously differentiable
coordinate transformation, whereas the material and spatial position vectors
are related by an invertible and continuously differentiable point transfor-
mation.

The relation between the material and the spatial coordinates is then given
in terms of an invertible and continuously differentiable coordinate trans-
formation

{X J} �→ x i = yi(X J) and {x i} �→ X I = Y I(x j). (108)

It shall be noted that these coordinate transformations may be regarded as
an example of Eq. (2).

Spatial and Material Position Vectors For the present purposes a
continuum body is always embedded into the ordinary three-dimensional
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ambient space8 that is mathematically described by an Euclidean space
3. Then, at time t, the physical points P may be associated by the map

χt to spatial position vectors x(t) ∈ 3

{P, t} �→ x(t) = χ(P, t) = χt(P). (109)

Accordingly, the placement of the whole physical body B into the spatial
configuration Bt ⊂ 3 reads at time t as

{B, t} �→ Bt = χ(B, t) = χt(B). (110)

Likewise, by the map χ0 at time t = t0 = 0, the physical points P may be
assigned to material position vectors X = x(0) ∈ 3

{P, t} �→ X = χ(P, 0) = χ0(P). (111)

Thus the placement of the physical body B into material configuration
B0 ⊂ 3 reads at time t0 = t = 0

{B, 0} �→ B0 = χ(B, 0) = χ0(B). (112)

Finally the material and spatial position vectors are related by an invertible
and continuously differentiable point transformation

X �→ x = y(X) and x �→ X = Y (x). (113)

Rectilinear versus Curvilinear Coordinates In the embedding ambi-
ent (flat) Euclidean space Cartesian coordinates XA and xa and correspond-
ing orthonormal base vectors EA and ea may be used, thus the material
and spatial position vectors may be written as X = XAEA and x = xaea,
respectively9. Then the relation between the rectilinear (Cartesian) coor-
dinates XA and xa and the curvilinear coordinates X J and x j is stated
as

XA = X̂A(X J) and X I = X̂ I(XB), xa = x̂a(x j) and x i = x̂ i(xb). (114)

8In his excellent overview article de Wit (1981) distinguishes spaces from geometries:

..., it is a characteristic feature of defect theory that these geometries always exist

in Euclidean space. Hence, in this paper we are not dealing with curved space, but

with curved geometry in flat space.. Thus the Euclidean embedding of the continuum

body does not preclude to work with non-Euclidean geometries in order to describe

distributed defects.
9Note that indices A,B,C,D or a, b, c, d are here reserved for Cartesian coordinates and

Cartesian base vectors, respectively. The curvilinear coordinates and accompanying

base vectors are equipped with indices I, J,K,L or i, j, k, l, respectively.
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The corresponding Jacobians of these coordinate mappings are denoted by

JA
J = X̂A

,J and J I
B = X̂ I

,B , jaj = x̂a
,j and j ib = x̂ i

,b. (115)

Finally the Christoffel symbols associated with the curvilinear coordinates
in the material and spatial configuration are computed based on the above
concepts as

N I
JK = J I

AJ
A
J,K and ni

jk = j iaj
a
j,k (116)

Thereby the use of the Christoffel symbols is motivated as follows: In
Euclidean space tangent vectors gi := x,i = xa

,iea to coordinate lines

x = x(x i) with x j =const and x k =const together with normal vectors
gj := ∇xx j = x j

,be
b to coordinate surfaces x j(x) =const may be defined if

curvilinear coordinates {x k} are utilized, thus

gi = jaiea and gj = j jbe
b. (117)

Moreover co- and contravariant metric coefficients (that serve among other
purposes to lower and raise indices) are defined as

gij = gi · gj = jaiδabj
b
j and gij = gi · gj = j iaδ

abj jb. (118)

Then the Christoffel symbols allow essentially to express the partial deriva-
tives of the base vectors as

gj,k = ni
jkgi and gi

,k = −ni
jkg

j . (119)

In an Euclidean space the Christoffel symbols take the role of the connection.
Thus covariant differentiation of vectors and covectors in Euclidean space
based on the Christoffel symbols, i.e. Euclidean covariant differentiation
(denoted by a semicolon ; ), is defined as

v i
;k = v i

,k + ni
jkvj and vj;k = vj,k − vini

jk. (120)

Consequently, the spatial gradient of, e.g., a vector field reads

∇xv = v i
;jgi ⊗ gj = jaiv

i
;j j jbea ⊗ eb = vi;jgi ⊗ gj = j iavi;j j jbe

a ⊗ eb. (121)

In summary the Euclidean covariant derivatives in terms of the curvilinear
coordinates may be related to the ordinary partial derivative in terms of the
rectilinear (Cartesian) coordinates by

va,b = jaiv
i
;j j jb and va,b = j iavi;j j jb. (122)

Finally the Euclidean covariant derivative, e.g., of the covariant metric co-
efficients vanishes identically

gij;k = gij,k − 2n(ij)k ≡ 0 with nijk = gimnm
jk = jaiδabj

b
j,k. (123)
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3.2 Distortion

First-Order Distortions The coefficients of the first-order distortions
are introduced as the Jacobians of the curvilinear and the rectilinear coor-
dinate transformations, respectively, as

F i
J = yi,J f I

j = Y I
,j and F a

B = ya,B fA
b = Y A

,b. (124)

The corresponding first-order distortion (two-point) tensors follow accord-
ingly as the first-order gradients of the point transformation

F = ∇Xy = ya,B︸︷︷︸
Fa

B

ea ⊗EB = yi,J︸︷︷︸
F i

J

gi ⊗GJ , (125)

f = ∇xY = Y A
,b︸︷︷︸

fA
b

EA ⊗ eb = Y I
,j︸︷︷︸

f I
j

GI ⊗ gj . (126)

The first-order distortion tensors F and f are also denoted as (first-order)
deformation gradients.

Second-Order Distortions The coefficients of the second-order distor-
tions are introduced as the Hessians of the curvilinear and the rectilinear
coordinate transformations, respectively, as

G i
JK = F i

J,K gI
jk = f I

j,k and Ga
BC = F a

B,C gAbc = f I
b,c. (127)

The (Euclidean) total covariant derivative (denoted by a double dot :) simul-
taneously takes into account the material and spatial tangent and normal
vectors of the material and spatial curvilinear coordinate systems, for more
details see for example Ericksen (1960). The total covariant derivatives of
the first-order distortions in terms of the curvilinear coordinates are thus
computed as

Gi
JK = F i

J:K with F i
J:K = F i

J,K + ni
jkF j

JF k
K − F i

IN I
JK , (128)

gIjk = f I
j:k with f I

j:k = f I
j,k + N I

JK f J
jf K

k − f I
in

i
jk.

Note the sans serif font used to distinguish the total covariant derivative
of the first-order distortion Gi

JK = F i
J:K from the corresponding partial

derivative G i
JK = F i

J,K . The corresponding second-order distortion (two-
point) tensors follow accordingly as the second-order gradients of the point
transformation

G = ∇XF = F a
B,C︸ ︷︷ ︸

Ga
BC

ea ⊗EB ⊗EC = F i
J:K︸ ︷︷ ︸

Gi
JK

gi ⊗GJ ⊗GK , (129)
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g = ∇xf = fA
b,c︸ ︷︷ ︸

gA
bc

EA ⊗ eb ⊗ ec = f I
j:k︸︷︷︸

gIjk

GI ⊗ gj ⊗ gk.

The second-order distortion tensors G and g are also denoted as second-
order deformation gradients.

3.3 Integrability

It is of considerable interest to relate the conditions for the integrability
of the first-order distortion into a compatible vector field (the deformation)
to the previously discussed concepts of differential geometry, in particular
to the various anholonomic objects. To this end it is useful to first recall
some necessary aspects of tensor calculus in three dimensions:

Permutation Tensors In the tangent space to the material configuration
the material version of the permutation tensor has the following represen-
tation in terms of rectilinear and curvilinear coordinates, respectively

E := EABCEA ⊗EB ⊗EC = EIJKGI ⊗GJ ⊗GK . (130)

The permutation symbol EABC takes values 1, −1 and 0, for even permuta-
tions of A,B,C, odd permutations of A,B,C, and else. Then the material
permutation symbols in curvilinear and rectilinear coordinates are related
as

EIJK =
−1
√
GEABCδIAδ

J
Bδ

K
C =

−1
√
GEIJK , (131)

whereby G = det[GIJ ] denotes the determinant of the matrix arrangement
of the metric coefficients GIJ := GI · GJ related to the curvilinear co-
ordinates in the material configuration. Since the covariant base vectors
follow as GI = JA

IEA, the metric coefficients may also be expressed as
GIJ = JA

IδABJ
B
J and thus it holds also that G = det2[JA

I ]. Due to the
transformation properties of the base vectors it then also holds that

EABC = EIJKJA
IJ

B
JJ

C
K =

−1
√
GEIJKJA

IJ
B
JJ

C
K . (132)

In conclusion the permutation symbol EIJK takes values −1
√
G, − −1

√
G and

0, for even permutations of I, J,K, odd permutations of I, J,K, and else.
In analogy, the spatial permutation tensor in the tangent space to the spa-
tial configuration reads in terms of rectilinear and curvilinear coordinates,
respectively, as

e := eabcea ⊗ eb ⊗ ec = eijkgi ⊗ gj ⊗ gk (133)

Clearly, here the spatial permutation symbols in curvilinear and rectilinear
coordinates are related in terms of g = det[gij ], i.e. the determinant of the
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matrix arrangement of the metric coefficients gij := gi · gj related to the
curvilinear coordinates in the spatial configuration

eijk = −1
√
geabcδiaδ

j
bδ

k
c = −1

√
geijk. (134)

Finally the spatial and material permutation tensors are convected as

e = j[F⊗F ] : E · F t and E = J [f⊗f ] : e · f t, (135)

whereby J = detF and j = detf denote the determinants of the de-
formation gradients with J =

√
g/G and j =

√
G/g, and ⊗ denotes a

non-standard dyadic product that is highlighted in the corresponding index
notation

eabc = jEABCF a
AF

b
BF

c
C and eijk = jEIJKF i

IF j
JF k

K . (136)

Here J = det[F i
I ] and j = det[f I

i], respectively.

Curl Operators Next, the material curl operator with respect to the
material coordinates as applied to the deformation gradient F allows the
following coordinate representation

CurlF := DaCea ⊗EC = DiKgi ⊗GK , (137)

whereby the coefficients of CurlF are given in terms of the permutation
symbols expressed in material rectilinear and curvilinear coordinates, re-
spectively

DaC = −F a
A,BE

ABC and DiK = −F i
I:JEIJK ≡ −F i

I,JEIJK . (138)

Note that expressed in curvilinear coordinates the Euclidean total covariant
derivative may be substituted by the ordinary partial derivative due to
the (right) symmetry of the spatial and material Christoffel symbols. The
relation of the coefficients of CurlF to the (Piola-type) anholonomic object
in Eq. (41).1, respectively to the second-order dislocation density tensor in
Eq. (86).2 is obvious from the above equations.

Likewise, the spatial curl operator with respect to the spatial coordinates
as applied to the deformation gradient f allows the following representation

curlf := dAcEA ⊗ ec = d IkGI ⊗ gk, (139)

whereby here the coefficients of curlf are given in terms of the permuta-
tion symbols expressed in spatial rectilinear and curvilinear coordinates,
respectively

dAc = −fA
a,be

abc and d Ik = −f I
i:jeijk ≡ −f I

i,jeijk. (140)
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Finally, it may be shown by the chain rule applied to, e.g. f · F = I that
the spatial and material curl operators are convected as

CurlF = −JF · curlf · f t and curlf = −jf · CurlF · F t. (141)

Integrability of First-Order Distortions In rectilinear (Cartesian) co-
ordinates the condition for the first-order distortions F a

B and fA
b, respec-

tively, to be integrable into a vector field ya(XB) and Y A(xb), respectively,
derive simply from the symmetry of the second partial derivatives, i.e.

F a
[B,C]

.
= 0 and fA

[b,c]
.
= 0. (142)

Since in curvilinear coordinates the Euclidean total covariant derivative (in-
dicated by a double dot :) of F i

J and f I
j , i.e. F i

J:K and f I
j:k, may be

considered a transformation of the F a
B,C or fA

b,c, respectively, i.e.

F a
B,C = jaiF

i
J:KJ J

BJK
C and fA

b,c = JA
I f I

j:k j jbjkc, (143)

and since this is a similarity transformation in the indices JK and jk, re-
spectively, that preserves the symmetry and skew symmetry properties, the
integrability conditions for the first-order distortions in curvilinear coordi-
nates may be stated likewise as

F i
[J:K]

.
= 0 and f I

[j:k]
.
= 0. (144)

Recall that the Euclidean total covariant derivatives of the first-order dis-
tortion F i

J and f I
j , respectively, follow as

F i
J:K = F i

J,K + ni
mkF m

JF k
K − F i

MN M
JK , (145)

f I
j:k = f I

j,k + N I
MK f M

jf K
k − f I

mnm
jk.

Since, however, the spatial and material Christoffel symbols are (right) sym-
metric, the integrability condition for the first-order distortion expressed in
curvilinear coordinates may eventually be expressed in terms of the ordinary
partial derivative

F i
[J:K] = F i

[J,K] =: Di
JK

.
= 0 and f I

[j:k] = f I
[j,k] =: d I

jk
.
= 0. (146)

This relates the (Piola-type) anholonomic objects Di
JK and d I

jk in Eq.
(41), or rather the third-order dislocation density tensors to the integrability
conditions in curvilinear coordinates. Finally from the preceding discussion
on the coordinate representation of the permutation tensor and the curl
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operator applied to the deformation gradient, the integrability condition
may alternatively be stated as

D := CurlF
.
= 0 and d := curlf

.
= 0. (147)

Clearly, it is again the second-order (Piola-type) dislocation density tensors
D and d that may be used to express the integrability condition of the
first-order distortion.

3.4 Elasticity

Next, the previous concepts of differential geometry, in particular aspects
related to compatibility, shall be applied to the kinematics of (nonlinear)
elasticity. Thereby it shall be noted that the material and spatial con-
figurations of elasticity ought to be compatible. Then, two cases may be
considered: firstly the material configuration is assumed compatible and the
condition on the deformation for the spatial configuration to also be compat-
ible is sought; secondly the situation is reversed: the spatial configuration
is assumed compatible and the condition on the (inverse) deformation for
the material configuration to be compatible is sought.

Integrability of Material Metric For a spatial configuration of elas-
ticity to be compatible distance determination and parallel transport ought
to be of Euclidean type, thus Cartesian coordinates may be selected with
the spatial metric coefficients coinciding with the Kronecker-delta and a
vanishing spatial connection

mab = δab and labc = 0. (148)

The convection of the spatial metric and the spatial connection by the de-
formation map then renders the Cauchy-Green tensor and an integrable
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connection10 in the material configuration

MIJ = CIJ := F a
IδabF

b
J and LI

JK = f I
aF

a
J,K . (149)

Furthermore, it may easily be shown that the fully covariant material con-
nection LIJK = CIMLM

JK is metric with respect to CIJ , i.e.

CIJ,K = F a
I,KδabF

b
J + F a

IδabF
b
J,K = 2L(IJ)K . (150)

Consequently, and due to the integrability of F a
I , i.e. due to LI

JK = LI
(JK)

(compare Eq. (66)) the material connection LIJK coincides exclusively with
the material Riemann connection

MIJK = CIJK := [CIJ,K − CJK,I + CKI,J ]/2 (151)

based on the metric CIJ while the corresponding material contortion

KIJK ≡ 0 (152)

vanishes identically:

CIJ,K = + F a
J δab F b

I,K + F a
I δab F b

J,K

−CJK,I = − F a
K δab F b

J,I − F a
J δab F b

K,I

CKI,J = + F a
I δab F b

K,J + F a
K δab F b

I,J

CIJK = F a
IδabF

b
(J,K) and KIJK ≡ 0. (153)

Next, since the material connection is integrable, its associated material
Riemann curvature tensor vanishes identically

MIJKL = CIJKL(C) := 2CIJ[L,K] − 2CMI[KCM
JL] ≡ 0. (154)

10 An integrable connection results in a vanishing curvature tensor due to the symmetry
of the second partial derivatives:

Fa
J,[LK] =

[
Fa

ILI
J[L

]
,K]

= Fa
I [L

I
J[L,K] + fI

bF
b
M,[KLM

JL]]

= Fa
I [L

I
J[L,K] + LI

M [KLM
JL]]

= Fa
I R I

JKL/2

≡ 0.

In the context of plasticity an integrable connection is also sometimes denoted as crystal

connection, see, e.g., Clayton (2011).



46 P. Steinmann

This finding coincides of course with the postulated Euclidean character of
the spatial configuration

0 ≡ cabcd(δ) = cabcd(y(C)) = y(CIJKL(C)). (155)

Thus in the material configuration a vanishing Riemann curvature tensor
based on a Riemann connection assures integrability of the material metric
into a compatible deformation map, i.e. into a compatible spatial configu-
ration.

In summary the kinematics of elasticity may be considered a flat Rie-
mann geometry over the material configuration B0. A flat Riemann ge-
ometry is of course an Euclidean geometry. Concluding, flatness assures
integrability, i.e. the Cauchy-Green tensor may be derived from a vector
valued deformation map. This is the nonlinear version of the St. Venant
compatibility conditions expressed in terms of the material metric.

Integrability of Spatial Metric Next the situation is reversed, i.e. for
the material configuration of elasticity to be compatible distance determi-
nation and parallel transport ought to be of Euclidean type, thus Cartesian
coordinates may be selected with the material metric coefficients agreeing
with the Kronecker-delta and a null material connection

MAB = δAB and LA
BC = 0. (156)

Then the convection of the material metric and the material connection by
the (inverse) deformation map render the Finger tensor and an integrable
connection in the spatial configuration

mij = cij := fA
iδABf

B
j and l ijk = F i

Af
A
j,k. (157)

It thus follows that the fully covariant spatial connection lijk = ciml mjk is
metric with respect to cij , i.e.

cij,k = fA
i,kδABf

B
j + fA

iδABf
B
j,k = 2l(ij)k. (158)

As a consequence, and due to the integrability of fA
i, i.e. due to l ijk = l i(jk)

(refer again to Eq. (66)), the spatial connection lijk coincides with the
Riemann connection

mijk = cijk := [cij,k − cjk,i + cki,j ]/2 (159)

based on the metric cij while the corresponding spatial contortion

kijk ≡ 0 (160)
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vanishes identically:

cij,k = + fA
j δAB fB

i,k + fA
i δAB fB

j,k

−cjk,i = − fA
k δAB fB

j,i − fA
j δAB fB

k,i

cki,j = + fA
i δAB fB

k,j + fA
k δAB fB

i,j

cijk = fA
iδABf

B
(j,k) and kijk ≡ 0. (161)

Moreover, since the spatial connection is integrable, its associated spatial
Riemann curvature tensor vanishes identically

mijkl = cijkl(c) := 2cij[l,k] − 2cmi[kcmjl] ≡ 0. (162)

Clearly, this finding coincides with the Euclidean character of the material
configuration

0 ≡ CABCD(δ) = CABCD(Y (c)) = Y (cijkl(c)). (163)

Thus in the spatial configuration a vanishing Riemann curvature tensor
based on a Riemann connection assures integrability of the spatial met-
ric into a compatible (inverse) deformation map, i.e a compatible material
configuration.

In summary the kinematics of elasticity may alternatively be consid-
ered a flat Riemann geometry (i.e. an Euclidean geometry) over the spatial
configuration Bt. To conclude flatness assures integrability, i.e. the Finger
tensor may be derived from a vector valued (inverse) deformation map. This
is again the nonlinear version of the St. Venant compatibility conditions.

3.5 Elastoplasticity

Plastic Part of the Deformation A well-accepted assumption in the
kinematics of elastoplastic crystalline materials is the multiplicative decom-
position of the deformation gradient into a plastic and an elastic contribu-
tion

F = F̄ · F̃ . (164)

Besides the material and the spatial configuration this decomposition also
introduces the so-called intermediate configuration. In the sequel quantities
referring to the plastic part of the deformation either in the material or in the
intermediate configuration shall be denoted by a tilde ˜(•). The intermediate
configuration is characterized by an unchanged inclination of the crystalline
lattice as compared to the material configuration and is deemed accessible
by locally relaxing the stress state. As a consequence the so-called isoclinic
intermediate configuration of elastoplasticity is generally incompatible and
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can not be patched together to a single compatible configuration in the
Euclidean space.

However, due to the above conceptual definition distance determination
and parallel transport in the intermediate configuration of elastoplasticity
are of Euclidean type, thus Cartesian-like coordinates may be selected with
the metric coefficients coinciding with the Kronecker-delta and a vanishing
connection11

m̃αβ = δαβ and l̃αβγ = 0. (165)

The plastic convection of the metric and the connection then render the
plastic Cauchy-Green tensor and an integrable plastic connection in the
material configuration

M̃IJ = C̃IJ := F̃α
IδαβF̃

β
J and L̃I

JK = f̃ I
αF̃

α
J,K . (166)

It is easy to check that the fully covariant plastic connection L̃IJK =
C̃IM L̃M

JK is indeed a metric connection with respect to C̃IJ , since

C̃IJ,K = F̃α
I,KδαβF̃

β
J + F̃α

IδαβF̃
β
J,K = 2L̃(IJ)K . (167)

Thus, the plastic connection L̃IJK splits into the plastic Riemann connection

M̃IJK = C̃IJK := [C̃IJ,K − C̃JK,I + C̃KI,J ]/2 (168)

based on C̃IJ and the corresponding plastic contortion

K̃IJK := L̃IJK − M̃IJK . (169)

This may be verified directly by cyclic permutation of indices in Eq. (167)
and subsequent addition of the resulting expressions

C̃IJ,K = + F̃α
J δαβ F̃ β

I,K + F̃α
I δαβ F̃ β

J,K

−C̃JK,I = − F̃α
K δαβ F̃ β

J,I − F̃α
J δαβ F̃ β

K,I

C̃KI,J = + F̃α
I δαβ F̃ β

K,J + F̃α
K δαβ F̃ β

I,J

C̃IJK = F̃α
IδαβF̃

β
(J,K) − F̃α

JδαβF̃
β
[K,I] + F̃α

KδαβF̃
β
[I,J] (170)

and consequently, due to Eq. (169) the plastic contortion reads

K̃IJK = F̃α
IδαβF̃

β
[J,K] + F̃α

JδαβF̃
β
[K,I] − F̃α

KδαβF̃
β
[I,J]. (171)

11Note that greek indices α, β, γ, δ are here reserved for the Cartesian-like coordinates and

base vectors in the intermediate configuration. Here Cartesian-like refers to rectilinear

but anholonomic coordinates.
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Moreover, since the plastic (material) connection is integrable, its associated
curvature tensor vanishes identically

R̃IJKL = 2L̃IJ[L,K] − 2L̃MI[K L̃M
JL] ≡ 0. (172)

Then, since the plastic connection decomposes into the plastic Riemann
connection and the plastic contortion, the corresponding curvature tensors

C̃IJKL := 2C̃IJ[L,K] − 2C̃MI[K C̃M
JL] �= 0, (173)

and
K̃IJKL := 2K̃IJ[L,K] − 2K̃MI[K K̃ M

JL] �= 0 (174)

establish a relation between the (plastic) incompatibilities of the plastic
Cauchy-Green tensor C̃IJ contained in C̃IJKL on the one hand and the
dislocation density contained in K̃IJKL on the other hand

C̃IJKL = −K̃IJKL + 2K̃MI[K C̃M
JL] + 2C̃MI[K K̃ M

JL]. (175)

Recall that C̃IJKL obeys major symmetries in the index pairs IJ and KL.
The relation between incompatibilities of the strain and the (geometrically
necessary) dislocation density as displayed in Eq. (175) is a key result
in the geometrically linear theory of continuous dislocations that may be
established comparatively straightforward. However, for the geometrically
nonlinear case it would not have been easily discovered without the tools
from differential geometry.

Thus Eq. (175) is a result of the major symmetric part of R̃IJKL =
0, the consequence of the major skew symmetric part of R̃IJKL = 0 or,
equivalently, of the right hand part of Eq. (175) is discussed in the following:
Associated with the incompatibility of the intermediate configuration, and
referring to Eqs. (43).1 and (39).1, are the third-order Piola-Kirchhoff- and
Cauchy-type dislocation densities (anholonomic objects)

ÃI
JK = −f̃ I

αF̃
α
[J,K] and ãαβγ = F̃α

[J,K]f̃
J
β f̃

K
γ . (176)

These dislocation densities are related to the corresponding torsions as com-
puted from the connections in Eqs. (166).2 and (165).2

ÃI
JK = −L̃I

[JK] = −T̃ I
JK and ãαβγ = t̃αβγ − l̃α[βγ] = t̃αβγ . (177)

Clearly, due to the representation of the material plastic connection in Eq.
(166).2 its torsion coincides with the negative of the plastic (Piola-Kirchhoff-
type) anholonomic object in Eq. (176).1; likewise due to the representation
of the torsion in an anholonomic space in Eq. (40).1 it coincides with the
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plastic (Cauchy-type) anholonomic object in Eq. (176).2 due to the van-
ishing plastic connection in Eq. (165).2. Then, the (contravariant) second-
order Piola-Kirchhoff- and Cauchy-type dislocation density tensors are ex-
pressed in the ambient Euclidean space as

Ã = −f̃ · D̃ and ã = D̃ · coff̃ with D̃ = CurlF̃ . (178)

Finally the continuity equation of continuum dislocation theory states that
dislocation lines may not end within the volume, i.e. the plastic dislocation
density is source free (solenoidal)

DivD̃ = −F̃ · [DivÃ+ f̃ · ∇X F̃ : Ã] = 0 since D̃ = CurlF̃ . (179)

The solenoidal character of the plastic (Piola-type) dislocation density is di-
rectly related to the algebraic Bianchy identity corresponding to Eq. (101)
as may be seen from the following

Proof:
According to Eq. (87).2 the coefficients of the second-order dislocation
density tensor follow from those of the third-order dislocation density tensor
as

D̃αL = −D̃α
JKEJKL.

Then the divergence of the second-order dislocation density tensor involves
the total covariant derivative in Euclidean ambient space in terms of the
material Christoffel symbol N I

JK (the Christoffel symbol related to the
coordinates in the intermediate configuration ñα

βγ ≡ 0 vanishes due to the
selection of Cartesian-like coordinates, see Eq. (165).1)

D̃αL
:L = −D̃α

JK:LEJKL ≡ −D̃α
JK,LEJKL.

Here, firstly EJKL
:L = 0 (holds true since EJKL is scaled by det[GIJ ]) and

secondly the right symmetry of the material Christoffel symbols have been
exploited to derive at a result in terms of the partial rather than the total
covariant derivative of the dislocation density. Next, D̃α

JK is re-expressed
in terms of the connection in Eq. (166).2 to render

D̃α
JK = F̃α

I L̃I
[JK].
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Then, application of the product rule gives12

D̃αL
:L = −[F̃α

I L̃I
[JK]],LEJKL

= −F̃α
I [L̃

I
[JK],L + f̃ I

βF̃
β
M,LL̃M

[JK]]E
JKL.

Reassigning further the skew symmetries in the indices JKL due to the
triple contraction with the permutation symbol results in an expression
containing the plastic curvature tensor

D̃αL
:L = F̃α

I [L̃
I
J[L,K] + L̃I

M [K L̃M
JL]]E

JKL.

Finally, the axial vector ẼI of the plastic Einstein tensor and thus the
algebraic Bianchi identity is recognized from the triple contraction of the
curvature tensor with the permutation symbol

D̃αL
:L =

1

2
F̃α

I R̃ I
JKLEJKL = 2F̃α

I ẼI = 0.

Summarizing, since elastoplasticity may be considered a flat but non-sym-
metric geometry over the material configuration with R̃ I

JKL = 0 the skew
part of R̃ I

JKL = 0 coincides with the corresponding algebraic Bianchi iden-
tity, compare Eq. (101). �

Elastic Part of the Deformation The the well-accepted multiplicative
decomposition of the deformation gradient in Eq. (164) allows an alter-
native representation in terms of the inverse deformation gradient and its
corresponding decomposition into an elastic and a plastic part

f = f̃ · f̄ . (180)

In the sequel quantities referring to the elastic part of the deformation
either in the spatial or in the intermediate configuration shall be denoted
by an overbar ¯(•). Recall that the isoclinic intermediate configuration of
elastoplasticity is incompatible.

However, due to its isoclinic character the intermediate configuration of
elastoplasticity is endowed with distance determination and parallel trans-
port of Euclidean type, thus Cartesian-like coordinates may be selected

12Sticking to the total covariant derivative produces alternatively

D̃αL
:L = −F̃α

I [L̃
I
[JK]:L + f̃I

β F̃
β
M :LL̃M

[JK]]E
JKL.

By resorting to Eqs. (165).2 and (176).1 and using the relation between the third

and second-order dislocation density tensors the divergence statement in Eq. (179) is

recovered.
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again with the metric coefficients equal to the Kronecker-delta and a zero
connection

M̄αβ = δαβ and L̄α
βγ = 0. (181)

The elastic convection of the metric and the connection then render the
elastic Finger tensor and an integrable elastic connection in the spatial
configuration

m̄ij = c̄ij := f̄α
iδαβ f̄

β
j and l̄ ijk = F̄ i

αf̄
α
j,k. (182)

It is again easy to proof that the fully covariant elastic connection l̄ ijk =

c̄im l̄ mjk is indeed a metric connection with respect to c̄ij , due to

c̄ij,k = f̄α
i,kδαβ f̄

β
j + f̄α

iδαβ f̄
β
j,k = 2l̄(ij)k. (183)

Therefore the elastic connection l̄ijk decomposes into the elastic Riemann
connection

m̄ijk = c̄ijk := [̄cij,k − c̄jk,i + c̄ki,j ]/2 (184)

based on c̄ij and the associated elastic contortion

k̄ijk := l̄ijk − m̄ijk. (185)

The verification follows easily from rewriting Eq. (183) three times upon
cyclic permutation of indices and subsequent addition to render

c̄ij,k = + f̄α
j δαβ f̄β

i,k + f̄α
i δαβ f̄β

j,k

−c̄jk,i = − f̄α
k δαβ f̄β

j,i − f̄α
j δαβ f̄β

k,i

c̄ki,j = + f̄α
i δαβ f̄β

k,j + f̄α
k δαβ f̄β

i,j

(186)

c̄ijk = f̄α
iδαβ f̄

β
(j,k) − f̄α

jδαβ f̄
β
[k,i] + f̄α

kδαβ f̄
β
[i,j] (187)

and consequently by Eq. (185) the elastic contortion is computed by

k̄ijk = f̄α
iδαβ f̄

β
[j,k] + f̄α

jδαβ f̄
β
[k,i] − f̄α

kδαβ f̄
β
[i,j]. (188)

Moreover, since the elastic (spatial) connection is integrable, its associated
curvature tensor vanishes identically

r̄ijkl = 2l̄ij[l,k] − 2l̄mi[k l̄ mjl] ≡ 0. (189)

Here, since the elastic connection decomposes into the elastic Riemann con-
nection and the elastic contortion, the corresponding curvature tensors

c̄ijkl := 2c̄ij[l,k] − 2c̄mi[k c̄mjl] �= 0, (190)
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and

k̄ijkl := 2k̄ij[l,k] − 2k̄mi[k k̄ m
jl] �= 0 (191)

establish a relation between the (elastic) incompatibilities of the elastic Fin-
ger tensor c̄ij as contained in c̄ijkl on the one hand and the dislocation
density contained in k̄ijkl on the other hand

c̄ijkl = −k̄ijkl + 2k̄mi[k c̄mjl] + 2c̄mi[k k̄ m
jl]. (192)

Observe that c̄ijkl obeys major symmetry in the index pairs ij and kl,
thus Eq. (192) is a result of the major symmetric part of r̄ijkl = 0. The
consequence of its major skew symmetric part or, likewise, of the right hand
side of Eq. (192) is highlighted in the sequel.

Associated with the incompatibility of the intermediate configuration,
and referring to Eqs. (43).2 and (39).2, are the third-order dislocation
densities (anholonomic objects)

āijk = −F̄ i
αf̄

α
[j,k] and Āα

βγ = f̄α
[j,k]F̄

j
βF̄

k
γ . (193)

These dislocation densities are related to the corresponding torsions as com-
puted from the connections in Eqs. (182).2 and (181).2

āijk = −l̄ i[jk] = −t̄ ijk and Āα
βγ = T̄α

βγ − L̄α
[βγ] = T̃α

βγ . (194)

Obviously, due to the representation of the spatial elastic connection in
Eq. (182).2 its torsion coincides with the negative of the elastic (Piola-
Kirchhoff-type) anholonomic object in Eq. (193).1; likewise due to the rep-
resentation of the torsion in an anholonomic space in Eq. (40).2 it coincides
with the elastic (Cauchy-type) anholonomic object in Eq. (193).2 due to
the vanishing elastic connection in Eq. (181).2. Then, the (contravariant)
second-order Piola-Kirchhoff- and Cauchy-type dislocation density tensors
are expressed in the ambient Euclidean space as

ā = −F̄ · d̄ and Ā = d̄ · cofF̄ with d̄ = curlf̄ . (195)

Finally the continuity equation of continuum dislocation theory states that
the dislocation lines may not end within the volume, i.e. the elastic dislo-
cation density is source free (solenoidal)

divd̄ = −f̄ · [divā+ F̄ · ∇xf̄ : ā] = 0 since d̄ = curlf̄ . (196)

The solenoidal character of the plastic (Piola-type) dislocation density is
directly related to the algebraic Bianchi identity according to Eq. (101) as
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may be seen from the following

Proof:
According to Eq. (87).4 the coefficients of the second-order dislocation
density tensor follow from its third-order counterpart as

d̄αl = −d̄αjkejkl.

Then the divergence of the second-order dislocation density tensor involves
the total covariant derivative in Euclidean ambient space in terms of the
spatial Christoffel symbol ni

jk (the Christoffel symbol related to the coor-

dinates in the intermediate configuration N̄α
βγ ≡ 0 vanishes due to the

selection of Cartesian-like coordinates, see Eq. (181).1)

d̄αl:l = −d̄αjk:le
jkl ≡ −d̄αjk,le

jkl.

Here, firstly ejkl:l = 0 and secondly the right symmetry of the spatial
Christoffel symbol have been exploited to derive at a result in terms of
the partial rather than the total covariant derivative of the dislocation den-
sity. Next, d̄αjk is re-expressed in terms of the connection in Eq. (182).2 to
render

d̄αjk = f̄α
i l̄

i
[jk].

Then, application of the product rule gives

d̄αl:l = −[f̄α
i l̄
i
[jk]],le

jkl

= −f̄α
i[l̄

i
[jk],l + F̄ i

β f̄
β
m,l l̄

m
[jk]]e

jkl.

Reassigning further the skew symmetries in the indices jkl due to the triple
contraction with the permutation symbol results in an expression containing
the elastic curvature tensor in the spatial configuration

d̄αl:l = f̄α
i[l̄

i
j[l,k] + l̄ im[k l̄ mjl]]e

jkl.

Finally, the axial vector ēi of the elastic Einstein tensor and thus the asso-
ciated algebraic Bianchi identity is recognized from the triple contraction of
the elastic curvature tensor with the permutation symbol

d̄αl:l =
1

2
f̄α

i r̄
i
jkle

jkl = 2f̄α
iē

i = 0.

Summarizing, since elastoplasticity may be considered a flat but non-sym-
metric geometry over the spatial configuration with r̄ ijkl = 0 the skew part

of r̄ ijkl = 0 coincides with the corresponding algebraic Bianchi identity,
compare Eq. (101). �
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Dislocation Densities in the Intermediate Configuration Due to
the multiplicative decomposition and the compatibility of the total deforma-
tion the plastic Cauchy-type and the elastic Piola-Kirchhoff-type third-order
dislocation densities as introduced in Eqs. (176).2 and (193).2 together with
the corresponding torsions in the intermediate configuration are related by
the identities

ãαβγ ≡ Āα
βγ and t̃αβγ ≡ T̄α

βγ . (197)

Proof:
The multiplicative decomposition of the deformation gradient reads

F i
J = F̄ i

αF̃
α
J .

Consequently the material gradient of the deformation gradient, i.e. the
second-order distorsion expands into

F i
J,K = F̄ i

α,K F̃α
J + F̄ i

αF̃
α
J,K = −F̄ i

αf̄
α
j,kF

j
JF

k
K + F̄ i

αF̃
α
J,K .

Here the relation F̄ i
α,K = −F̄ i

β f̄
β
j,K F̄ j

α has been used. Multiplication

with f̃J
β f̃

K
γ and skew symmetrization in the indices JK then discovers the

relation between the elastic and plastic Piola-type dislocation densities

d̄αjkF̄
j
βF̄

k
γ = D̃α

JK f̃J
β f̃

K
γ .

As a consequence the relation between the elastic Piola-Kirchhoff-type and
the elastic Cauchy-type third-order dislocation densities then follows as

Āα
βγ = ãαβγ

Clearly this relation also holds for the corresponding torsions. �

Alternatively consider the

Proof:
The multiplicative decomposition of the inverse deformation gradient reads

f I
j = f̃ I

αf̄
α
j .

Consequently the spatial gradient of the deformation gradient expands into

f I
j,k = f̃ I

α,kf̄
α
j + f̃ I

αf̄
α
j,k = −f̃ I

αF̃
α
J,KfJ

jf
K
k + f̃ I

αf̄
α
j,k.

Here the relation f̃ I
α,k = −f̃ I

βF̃
β
J,kf̃

J
α has been used. Multiplication with

F̄ j
βF̄

k
γ and skew symmetrization in the indices jk then discovers the rela-

tion between the plastic and elastic Piola-type dislocation densities

D̃α
JK f̃J

β f̃
K
γ = d̄αjkF̄

j
βF̄

k
γ .
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As a consequence the relation between the plastic Cauchy-type and the
elastic Piola-Kirchhoff-type dislocation densities then follows as

ãαβγ = Āα
βγ .

Obviously this relation also holds for the corresponding torsions. �

As a consequence the plastic Cauchy-type and the elastic Piola-Kirchhoff-
type second-order dislocation densities in the intermediate configuration as
expressed in the ambient Euclidean space are likewise related by the identity

ã ≡ Ā. (198)

Proof:
The second-order plastic and elastic Piola-type dislocation densities in Eu-
clidean ambient space are computed from their third-order counterparts

D̃αL = −D̃α
JKEJKL and d̄αl = −d̄αjkejkl.

Then the convection to the intermediate configuration according to Eqs.
(178).2 and (195).2 and by considering the inverse of the relation between
the third-order tensors as stated in Eqs. (176).2 and (193).2 renders

ãαδ = −j̃ãαβγF̃
β
J F̃

γ
KEJKLF̃ δ

L and Āαδ = −J̄Āα
βγ f̄

β
j f̄

γ
kejklf̄δ

l.

Here, j̃ = det f̃ and J̄ = det F̄ denote the Jacobian determinants of the (in-
verse) plastic and the elastic part of the deformation gradient, respectively.
Thus, due to the relation between the permutation tensors E, ẽ ≡ Ē and
e in the material, the intermediate and the spatial configuration, i.e.

ẽ := j̃[F̃⊗F̃ ] : E · F̃ t ≡ J̄ [f̄⊗f̄ ] : e · f̄ t
=: Ē (199)

together with the result as stated in Eq. (197).1 for the third-order dislo-
cation densities the equality of the second-order plastic and elastic Cauchy-
type dislocation densities per unit volume in the intermediate configuration
in Eq. (198) follows identically with

ãαδ ≡ Āαδ.

Clearly this relation also holds for the corresponding second-order torsions.�
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Anholonomic Curl Operators It proves useful to introduce besides the
curl operators as defined in Euclidean space with respect to the material and
spatial coordinates in Eqs. (137) and (139) also curl operators with respect
to the anholonomic coordinates in the intermediate configuration, compare
Menzel and Steinmann (2007). Thus, with the Cartesian base vectors Ēγ

and the tangent vectors Ḡγ in the intermediate configuration denoted by
an overbar, the elastic curl operator as applied to the elastic part of the
deformation gradient is introduced as

CūrlF̄ := D̄aγea ⊗ Ēγ = D̄iγgi ⊗ Ḡγ . (200)

Here, the coefficients follow essentially the standard definition for the (mate-
rial) curl operator, however, since the intermediate configuration is incom-
patible, the gradient with respect to the anholonomic coordinates in the
intermediate configuration is expanded as the (elastic) anholonomic gradi-
ent (•),β := (•),bF̄ b

β to render

D̄aγ = −F̄ a
α,bF̄

b
βĒ

αβγ and D̄iγ = −F̄ i
α:j F̄ j

βĒαβγ . (201)

Furthermore, with the Cartesian base vectors ẽγ and the tangent vectors g̃γ

in the intermediate configuration13 denoted by a tilde, the plastic curl oper-
ator as applied to the plastic part of the deformation gradient is introduced
as

cũrlf̃ := d̃AγEA ⊗ ẽγ = d̃ IγGI ⊗ g̃γ . (202)

Here, the coefficients follow essentially the standard definition for the (spa-
tial) curl operator, however, since the intermediate configuration is incom-
patible, the gradient with respect to the anholonomic coordinates in the
intermediate configuration is expanded as the (plastic) anholonomic gradi-
ent (•),β := (•),B f̃B

β to render

d̃Aγ = −f̃A
α,B f̃

B
β ẽ

αβγ and d̃ Iγ = −f̃ I
α:J f̃ J

β ẽαβγ . (203)

These definitions together with the relation between the permutation ten-
sors E, ẽ ≡ Ē and e in the material, the intermediate and the spatial
configuration in Eq. (199) allow to introduce the convection of the spatial
into the elastic and the material into the plastic curl operators, respectively

CūrlF̄ = −J̄F̄ · curlf̄ · f̄ t
and cũrlf̃ = −j̃f̃ · CurlF̃ · F̃ t

. (204)

13Note that the notation for the base and tangent vectors in the intermediate configura-

tion is doubled for notational consistency, i.e. Ēγ ≡ ẽγ and Ḡγ ≡ g̃γ hold.
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The above relations will be exploited in the sequel to (i) introduce further
versions of dislocation density tensors and to (ii) identify relations between
these and the previously defined dislocation density tensors.

Furthermore as a consequence of the multiplicative decomposition of
the deformation gradient in Eq. (164), the definition of the elastic curl
operator and the convection of the permutation tensors allow to decompose
the material curl of the deformation gradient additively into elastic and
plastic contributions14

CurlF = CūrlF̄ · cofF̃ + F̄ · CurlF̃ .
= 0. (205)

Likewise the multiplicative decomposition of the inverse deformation gradi-
ent in Eq. (180) together with the definition of the plastic curl operator and
the convection of the permutation tensors allow to decompose the spatial
curl of the inverse deformation gradient additively into plastic and elastic
contributions

curlf = cũrlf̃ · coff̄ + f̃ · curlf̄ .
= 0. (206)

The additive decomposition of the material and spatial curl as applied to
the total deformation gradient is in agreement with the equality of the
plastic and elastic Cauchy-type dislocation densities in Eq. (198) as may
be demonstrated in the following.

Dislocation Densities Based on Anholonomic Curl Based on the
anholonomic elastic curl operator an additional (contravariant) Piola-type
dislocation density may be introduced in the ambient Euclidean space as

D̄ := CūrlF̄ . (207)

Observe that D̄ is a two-point tensor deriving from an anholonomic elastic
curl that maps from the intermediate to the spatial configuration. As such

14 The additive decomposition of the material curl of the deformation gradient into elastic
and plastic parts follows in detail from the step by step calculation

CurlF = −∇X(F̄ · F̃ ) : E

= −∇xF̄ : [F̃⊗F ] : E − F̄ · ∇X F̃ : E

= −[∇xF̄ · F̄ ] : [F̃⊗F̃ ] : E + F̄ · CurlF̃

= −J̃ [∇xF̄ · F̄ ] : [F̃⊗F̃ ] : [f̃⊗f̃ ] : Ē · f̃ t
+ F̄ · CurlF̃

= −[∇xF̄ · F̄ ] : Ē · cofF̃ + F̄ · CurlF̃

= CūrlF̄ · cofF̃ + F̄ · CurlF̃ .
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this situation is different from the previously introduced elastic Piola-type
dislocation density d̄ = curlf̄ that is a two-point tensor mapping from the
spatial to the intermediate configuration and that derives from the ordinary
spatial curl. However, due to the convection of curl operators in Eq. (204).1
these two Piola-type dislocation densities are related by

D̄ = −F̄ · d̄ · cofF̄ . (208)

Therefore, the (elastic) Piola-Kirchhoff- and Cauchy-type dislocation den-
sities Ā and ā as introduced in Eq. (195) are related to D̄ by

Ā = −f̄ · D̄ and ā = D̄ · coff̄ . (209)

Likewise, based on the anholonomic plastic curl operator a further (con-
travariant) Piola-type dislocation density may be introduced in the ambient
Euclidean space as

d̃ = cũrlf̃ . (210)

Note that d̃ is a two-point tensor deriving from an anholonomic plastic curl
that maps from the intermediate to the material configuration. As such
this situation is different from the previously introduced plastic Piola-type
dislocation density D̃ = CurlF̃ that is a two-point tensor mapping from
the material to the intermediate configuration and that derives from the
ordinary material curl. However, due to the convection of curl operators in
Eq. (204).2 these two Piola-type dislocation densities are related by

d̃ = −f̃ · D̃ · coff̃ . (211)

Thus, the (plastic) Piola-Kirchhoff- and Cauchy-type dislocation densities

Ã and ã as introduced in Eq. (178) are related to d̃ by

ã = −F̃ · d̃ and Ã = d̃ · cofF̃ . (212)

Summarizing, as depicted in Fig. 8 the multiplicative decomposition of the
deformation gradient into incompatible elastic and plastic contributions in
Eq. (164) (or likewise Eq. (180)) results in the introduction of twelve (total,
elastic and plastic) dislocation density tensors of Piola- , Piola-Kirchhoff-
and Cauchy-type, respectively. Thereby the six Piola-type dislocation den-
sity tensors in a) are defined as the application of the appropriate curl oper-
ator to the corresponding contribution to the deformation gradient. Accord-
ingly, the six Piola-Kirchhoff- and Cauchy-type dislocation density tensors
in b) and c) are either a result from appropriate pull-back/push-forward
operations or a result from the convection of curl operators, respectively.
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Ā

y

F ,D

F̃ , D̃ F̄ , D̄

B0 Bt

TBp

A = −f ·D
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From Eqs. (205) and (206) the previously derived equality of the elastic and
plastic dislocation densities in the intermediate configuration finally follows
in the format

f̄ · D̄︸ ︷︷ ︸
− ¯A

+ D̃ · coff̃︸ ︷︷ ︸
˜a

= 0 and F̃ · d̃︸ ︷︷ ︸
−˜a

+ d̄ · cofF̄︸ ︷︷ ︸
¯A

= 0. (213)

Obviously this is nothing but the statement of compatibility of the total
deformation gradient as stated in Eqs. (205) and (206).

4 Summary

The foundations of geometrically nonlinear continuum mechanics in differ-
ential geometry are considered a key for the sound formulation of gener-
alized models. Here this aspect has been demonstrated especially for the
prominent example of multiplicative (crystal) elastoplasticity, whereby the
dislocation density tensor and its variants are related to the torsion of the
underlying Cartan space or rather the corresponding anholonomic object.
Considering these kinematic quantities in a thermodynamically consistent
formulation results typically in a gradient-type crystal plasticity, see Stein-
mann (1996). Intriguing interrelationships between concepts of differential
geometry and physically relevant statements such as the algebraic Bianchi
identity on the one hand and the solenoidal character of the dislocation
density (corresponding to the continuity equation of continuum dislocation
theory) on the other hand are paradigmatic to demonstrate the strength of
this approach. However, differential geometry is much richer in that it al-
lows also for more complex geometries such as Riemann-Cartan spaces and
general affine spaces. Thus the combination of differential geometry and
continuum mechanics opens the door to further, more sophisticated models
of generalized continuum models that shall be explored elsewhere.
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Abstract In this chapter we discuss the three-dimensional Cosserat-
type theories of continua. Originally this approach belongs to Cosse-
rat brothers, Eugèn and François, who introduced an elastic media
with kinematically independent translational and rotational degrees
of freedom in their centurial book “Théorie des corps déformables”
(Cosserat and Cosserat, 1909). Within the framework of the Cosserat
media each point of the media can be represented as an infinitesimal
rigid body. This means that in this media there exist stresses and
couple stresses as responses for translational and rotational degrees
of freedom. These characteristic features of the Cosserat continuum
model give a possibility to describe more complex media, for ex-
ample, micro-inhomogeneous materials, polycrystalline and cellular
solids, foams, lattices, masonries, particle assemblies, magnetic rhe-
ological fluids, liquid crystals, etc. The aim of this chapter consists
of a brief presentation of basics of Cosserat continuum mechanics
including kinematics, dynamics and constitutive modeling.

1 Introduction

Mechanics of Cosserat continua is based on the idea to consider the trans-
lational and rotational degrees of freedom of material particles as indepen-
dent variables and so to add into the material description not only ordi-
nary stresses but also couple stresses. This material model now is named
Cosserat’s or micropolar continuum. The basic ideas of this approach were
first presented by Cosserat and Cosserat (1896, 1909). Since that time there
are published tenth of books and thousands of papers in this field, see e.g.
Eringen (1999, 2001); Nowacki (1986); Eremeyev et al. (2012) and the recent
collections edited by Maugin and Metrikine (2010); Altenbach et al. (2011);
Markert (2011) where the state of the art in the field of the Cosserat theory
is presented.

H. Altenbach, V. A. Eremeyev (Eds.), Generalized Continua from the Theory to  
Engineering Applications, DOI 10.1007/978-3-7091-1371-4_2, © CISM, Udine 2013
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In the sixties of the last century there were first summarized various
results on the Cosserat continuum. Stojanović (1969a,b) collects more than
500 references in the field. The first set of papers on generalized continua
and Cosserat media is given in Kröner (1968); Nowacki (1970); Nowacki and
Olszak (1974).

It is worth to mention that the micropolar mechanics was the subject
of several CISM courses organized by Eringen, Mindlin, Nowacki, Sto-
janović. In particular, the second CISM course “Mechanics of Polar Con-
tinua: Theory and Applications” was organized by Prof. Stojanović (Sto-
janović, 1969a).

The Cosserat model is used to describe media with a complex microstruc-
ture like soils, polycrystalline and composite materials, granular and powder-
like materials, masonries, cellular or porous media and foams, bones, liquid
crystals, as well as electromagnetic and ferromagnetic media. The applica-
tion of the Cosserat continuum model to these media is quite natural. For
example, open-cell and closed-cell foams can be considered as a system of
elastic beams or plates, respectively. For beams and plates the force and cou-
ple interactions are essential, so stresses and couple stresses are the primary
quantities as well as in the mechanics of structures. Replacing such highly
inhomogeneous material as a foam by a quasi-homogeneous medium one
can expect that this medium inherits the couple stress properties and rota-
tional degrees of freedom of the initial system of beams or plates. Applying
homogenization techniques for a micro-inhomogeneous media one obtains
an “effective” quasi-homogeneous Cosserat-type medium. The transition
from an inhomogeneous media to a generalized quasi-homogeneous one is
analogous to the transition from the equations of three-dimensional (3D)
elasticity to the two-dimensional (2D) equations of the shell theory with
resultant stresses and couple stresses using the through-the-thickness inte-
gration technique or other 3D–to–2D reduction procedures. In the case of an
electromagnetic medium one may take into account the couples induced by
the electromagnetic field that leads to the appearance of the couple stresses
in the medium, see Maugin’s chapter in this book. Let us us note that after
the paper by Ericksen and Truesdell (1958), the Cosserat model has found
applications in development of various generalized models for beams, plates,
and shells, see Chapters 3 and 4 in this book.

Nowadays the Cosserat continuum has taken a significant place in Con-
tinuum Mechanics, see for example recent books by Besson et al. (2010);
Clayton (2011); Maugin (1999, 2010), and Narasimhan (1993), where the
Cosserat medium model is included within the context of the mechanics of
materials. The contents of this chapter is almost based on the works of
Eremeyev and Zubov (1994); Zubov and Eremeev (1996); Eremeyev (2005);



Cosserat Media 67

Eremeyev and Zubov (2007, 2009); Pietraszkiewicz and Eremeyev (2009a,b);
Altenbach et al. (2010b,a); Eremeyev and Pietraszkiewicz (2012) and the
monograph by Eremeyev et al. (2012). The chapter is organized as follows.
In Sect. 2 we briefly discuss the state of art in the field and present some
elements of rigid body dynamics and the mechanics of rods to demonstrate
that Cosserat’s description of continua appears naturally from the classi-
cal mechanics as well as from the mechanics of structures and fill the gap
between the Continuum Mechanics and General Mechanics. In Sect. 2 we
recall the kinematics of the Cosserat continuum and introduce the directors
and the microrotation tensor. In Sect. 3 we consider the theory of stresses
and couple stresses. Here we present the motion equations of micropolar
continuum and Lagrangian and Eulerian statements of the boundary-value
problems. Section 4 is devoted to the theory of constitutive equations. The
general principles of constitutive modeling are considered: determinism, lo-
cal action, and material frame-indifference. In addition, we present the
constitutive equations of the hyperelastic micropolar continuum, introduce
strain measures, material symmetry group, and some constitutive inequali-
ties.

In what follows, we use the following notations. We apply the direct
(symbolic) tensorial notations as for example in Lebedev et al. (2010); Ere-
meyev et al. (2012). The vectors are denoted by semibold italic font like A,
a, the second-order tensors are denoted by semibold roman font like A, a,
the higher-order tensors are denoted by blackboard bold font like AAA, Greece
indices take values 1 and 2, whereas Latin indices are arbitrary. We also
employ the Einstein summation convention.

1.1 Elements of Rigid Body Dynamics

Dynamics of rigid bodies is one of the oldest parts of mechanics. Such
notions of rigid body mechanics as the moment, the inertia tensor and others
are also used in mechanics of the Cosserat continua. We recall some notions
and equations of classical mechanics that are used afterwards in this section.
For details we can refer to various textbooks, see for example Lurie (2001).

The principle notion of classical mechanics is the mass-point or the ma-
terial point or the particle. A mass-point possesses a mass m, its position
is given by a radius vector r(t) at instant time t. The vector r(t) connects
some given origin O, called also pole, with the point z, see Fig. 1. In an
inertial coordinate system, the motion of the material point is determined
by Newton’s second law

mv̇ = f , (1)

where v = ṙ is the velocity, f is the force acting on the mass-point, and the
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Figure 1. Mass-point motion.

overdot denotes the derivative with respect to t, for example, ṙ = dr/ dt.

Definition 1.1. The momentum of the mass-point (called also the linear
momentum) is the quantity

PPP = mv.

Definition 1.2. The moment of momentum of the mass-point (called also
the angular momentum) with respect to a point o with radius vector r0 is

MMM = (r − r0)×mv.

The next object of classical mechanics is a system of n mass-points. The
motion of n mass-points is determined by n vectorial equations

miv̇i = f i, i = 1, 2, . . . , n, (2)

where vi = ṙi, mi and ri(t) are the mass and the position vector of the ith
point, respectively, f i is the force acting on the ith mass-point.

Definition 1.3. The momentum and the moment of momentum of n mass-
points with respect to the point o with the radius-vector r0 are

PPP =

n∑
i=1

mivi and MMM =

n∑
i=1

(ri − r0)×mivi,

respectively.

For the motion of the mass-point system the following theorems hold.
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Theorem 1.1. The rate of the change of the momentum of n mass-points
is equal to the total (resultant) force vector FFF, that is the sum of all the
forces acting to the mass-points

d

dt
PPP = FFF, where FFF

�
=

n∑
i=1

f i. (3)

Theorem 1.2. The rate of the change of the moment of momentum with
respect to pole r0 of n mass-points is equal to the total torque (resultant
moment) CCC with respect to point o of all forces acting on the mass-points

d

dt
MMM = CCC, where CCC

�
=

n∑
i=1

(ri − r0)× f i. (4)

For the system of n mass-points, the balance equations of the momen-
tum (3) and the moment of momentum (4) are consequences of the motion
equations (2).

Definition 1.4. The kinetic energy of the n mass-points is defined as fol-
lows

K =
1

2

n∑
i=1

mivi · vi.

A more complex object of classical mechanics is the rigid body.

Definition 1.5. A set of material points for which the mutual distances
between the points remain unchanged in motion, is called rigid body.

The rigid body position in the tree-dimensional space R3 is uniquely
determined by the position of one of its points and the body orientation in
the space. Indeed, let o ∈ P be a point the body called the pole and r0(t)
is the position vector of o. Let us rigidly “embed” the coordinate trihedron
with unit vectors

d1(t), d2(t), d3(t), di · dj = δij

into the body, see Fig. 2. Here δij is the Kronecker symbol. Then the
position of any point z ∈ P is given by

r(t) = r0(t) + z(t), z = zidi(t). (5)

For the body, we fix an initial configuration κ. For example, we can take
the body position at instant t = 0 as the initial configuration. The position
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Figure 2. Rigid body motion.

of the pole o, the point z and the embedded trihedron of the coordinate
axes that are R0, R = R0 + Z, D1, D3, D3, respectively, in the initial
configuration, define the body position uniquely at any instant t. As the
body is rigid, Z = ziDi.

To describe the body rotation, instead of vectors di we can introduce a
proper orthogonal tensor Q = di ⊗Di. Then Eq. (5) takes the form

r(t) = R0 + u(t) +Q(t) ·Z. (6)

Hence the rigid body motion is determined by two quantities, one of which
is the translation vector of the point o, i.e. u(t) = r0(t)−R0, and another is
the rotation tensor Q(t). Using the representation of the proper orthogonal
tensor

Q =
1

(4 + θ2)

[
(4− θ2)I+ 2θ ⊗ θ − 4I× θ

]
, θ2 = θ·θ (7)

instead of Q we also can use Rodrigues’s finite rotation vector θ, cf. Lurie
(2001). In classical mechanics, to determine the rigid body orientation, one
can use other sets of three parameters, for example Euler’s angles, ship or
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airplane angles, etc., see Lurie (2001). We should underline that the position
of a rigid body P in the space is always determined by 6 scalar quantities.

Differentiating Eq. (6) we get

ṙ(t) = u̇(t) + Q̇(t) ·Z.

The tensor Q̇ ·QT is skew-symmetric because Q is orthogonal. Any skew-
symmetric tensor A can be represented by the vector a as follows

A = a× I, (8)

where I is the three-dimensional unit tensor, see e.g. Lebedev et al. (2010),
and× is the vector (cross) product. Hence, by (8), Q̇·QT can be represented
in the form

Q̇ ·QT = ω × I, (9)

where ω is the angular velocity of P . Vector ω can be determined as follows

ω = −
1

2
(Q̇ ·QT )×, (10)

where X× denotes the vector invariant of a second-order tensor X by the
formula

X× = (Xmne
m
⊗ en)×

�
= Xmne

m
× en (11)

for any base vectors ek. In particular, for a dyad a⊗ b we have (a⊗ b)× =
a× b.

Thus the velocity vector of a body point takes the form

v(t) = u̇(t) + ω(t)×Z, (12)

The rigid body can be considered as a system of mass-points and so we
can introduce the following definitions.

Definition 1.6. The momentum and the moment of momentum with re-
spect to the pole o for a rigid body are the quantities

PPP =

∫
vP

ρv dv, MMM =

∫
vP

ρ(r − r0)× v dv,

respectively.

Here ρ is the mass density of P . The mass m of P is given by the integral
over the domain vP ⊂ R3 taken by the body in the space,

m(P) =

∫
vP

ρ dv.
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Let us take as a pole the body mass center, that is the point whose radius
vector r0 satisfies the relation∫

vP

ρ(r − r0) dv = 0.

Then the momentum and the moment of momentum of the rigid body take
the form

PPP = mv0, MMM =

∫
vP

ρz × ż dv =

∫
vP

ρz × (ω × z) dv = J · ω, (13)

where v0 = u̇ and J is the inertia tensor

J =

∫
vP

ρ[(z · z)I− z ⊗ z] dv. (14)

It is obvious that J possesses the following property

J = Q · J0 ·Q
T , J0=

∫
VP

ρ[(Z ·Z)I−Z ⊗Z] dv, (15)

where the volume integral is taken over VP in the initial configuration. The
constant tensor J0 is the inertia tensor in the initial configuration. For
example, for a homogeneous sphere of radius a, J is a spherical tensor

J =
2

5
ma2 I = J0.

If the directors dk are unit vectors along the principle axes of the inertia
tensor, we see that J and J0 are diagonal

J = J1d1 ⊗ d1 + J2d2 ⊗ d2 + J3d3 ⊗ d3,

J0 = J1D1 ⊗D1 + J2D2 ⊗D2 + J3D3 ⊗D3, Dk = Q · dk,

where J1, J2, J3 are principal moments of inertia with respect to the prin-
cipal axes.

With regard to (9) and (15) it can be shown that the derivative of J
satisfies the relation

J̇ = ω × J− J× ω. (16)

Taking the mass center as a pole we can rewrite the kinetic energy of
the rigid body as follows

K=
1

2

∫
vP

ρv · v dv =
1

2
mv0 · v0 +

1

2
ω · J · ω.
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The following identities are valid

PPP =
∂K

∂v0
, MMM =

∂K

∂ω
.

To a rigid body we can apply the forces and torques (couples or moments).
The forces relate to the translation of the body whereas the torques involve
body rotation.

The rigid body motion is described by two Euler’s laws of motion.
First Euler’s laws of motion of a rigid body - Balance of momen-
tum. The time rate of the rigid body momentum is equal to the resultant
vector of forces FFF, acting on the body

d

dt
PPP = FFF, where FFF

�
=

∫
vP

ρf dv. (17)

Second Euler’s law of motion of the rigid body - Balance of mo-
ment of momentum. The time rate of the rigid body moment of momen-
tum with respect to pole o is equal to the resultant moment of all forces with
respect to the pole and the body moments

d

dt
MMM = CCC, where CCC

�
=

∫
vP

ρ[(r − r0)× f +m] dv. (18)

Here f and m are the densities of the forces and the moments acting on
the body, respectively.

In the case of statics, these laws reduce to the equality to zero of the
resultant vector of forces and the resultant vector of moments

FFF = 0, CCC = 0. (19)

Substituting (13) to (18) and taking account (16), we get the motion
equations of the rigid body

mv̇0 = FFF, J · ω̇ + ω × J · ω = CCC. (20)

Naturally, equations (20) contain the n mass point motion equations (1)
and (2) as a particular case.

Taking the principal axes of the inertia tensor J as the basis, we trans-
form Eqs. (20) to the form

mv̇1 = F1, mv̇2 = F2, mv̇3 = F3,

J1ω̇1 + (J3 − J2)ω2ω3 = C1,

J2ω̇2 + (J1 − J3)ω1ω3 = C2,

J3ω̇3 + (J2 − J1)ω1ω2 = C3.
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Equations (20) constitute the system of nonlinear ordinary differential
equations. The analytic solutions of Eqs. (20) are known in few cases
for some relations between Ji. These solutions relate to works by Euler,
Lagrange and Kovalevskaya. The rigid body motion can be also considered
under some constraints like in the theory of rotation of a rigid body about an
immovable point or axis, cf. for example Lurie (2001). It is worth of noting
that rigid body dynamics are quite complicated. Many areas of modern
mathematics arose from this branch of mechanics, cf. Arnold (1989).

For infinitesimal displacements u and rotations θ, we derive simplified
relations:

Q ≈ I− θ × I, ω = θ̇.

Here equations (20) reduce to a linear system of ordinary differential equa-
tions with respect to u and θ:

mü = FFF, J0 · θ̈ = CCC.

In Mechanics, Euler’s laws are known since ancient time. For example,
Eq. (19) was formulated as the lever law by Archimedes in the 3rd century
BC. Euler was the first who showed that the second dynamic law, or the
second equilibrium condition, is independent of the first one. From Eqs.
(18) and (19) we can derive Newton’s laws for the system of mass points.
On the other hand as it was mentioned in Truesdell and Toupin (1960), to
derive Euler’s equations from Newton’s law, we should introduce additional
assumptions on the nature of the interaction between the mass-points. Be-
ing more general, Eqs. (18) and (19) constitute the foundation of classical
mechanics as well as of continuum mechanics.

1.2 Elements of Mechanics of Elastic Rods

Transition from the Classical Mechanics to Mechanics of Structures and
Continua is based on the solidification principle. This principle says that
motion or equilibrium equations of a rigid body dynamics can be applied to
any part of a deformable body. To illustrate this idea we consider a more
simple one-dimensional (1D) case, that is mechanics of elastic rods using
the direct approach.

We consider the rod as a deformable Cosserat curve whose, kinematics is
described by the independent translation and rotation fields. We will employ
the kinematical model of directed curves, presented in Antman (2005). In
this approach, the thin rod-like bodies are modeled as deformable curves
endowed with a triad of vectors (also called directors) attached to every
point. This triad of directors rotate rigidly during deformation and gives
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thus information about rotations of the rod cross-sections. In other words,
we consider the rod as a 1D Cosserat or micropolar continuum.

Let us briefly present the kinematical model of directed curves. We
denote by the curve C in the initial (reference) configuration κ and by s the
material coordinate along C. The coordinate s is taken to be the arclength
parameter along C. The reference configuration of the rod is defined by the
vector fields (see Fig. 3)

R = R(s), Dk = Dk(s), k = 1, 2, 3, s ∈ [0, l].

HereR is the position vector of points on C, the triad {D1,D2,D3} specifies
the 3 unit vectors (directors) orthogonal to each other and l is the length
of the rod. The vector D3 can be chosen tangent to the curve C (i.e.
D3 = R′

≡ τ ), while D1 and D2 are usually taken along the principal
axes of inertia of the rod cross-section. The prime designates the derivative
with respect to the spatial coordinate s (i.e. f ′ = ∂f

∂s
).

Let χ denote the actual configuration at time t, which is determined by
the position vector r = r(s, t) of the curve L and the directors di = di(s, t),
i = 1, 2, 3. The three unit vectors di remain mutually orthogonal after
deformation, but d3 is no longer tangent to the curve L, which means that
the model takes into account the transverse shear deformations of rods.

Differentiating Dk and dk with respect to s we obtain the formulae

D′
k = k0 ×Dk, d′

k = k × dk. (21)

i1 i2

i3

d1(s, t)

d2(s, t)d3(s, t)

D1(s)

D2(s)

D3(s)

C

L

τ

o

r(s, t)

R(s)

x1

x2

x3

Figure 3. Actual and reference configurations of the rod.
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Equations (21) are analogues of the Frenet-Serret formulae in the differential
geometry, see e.g. Lebedev et al. (2010). The vectors k0 and k are analogues
of the Darboux vector and can be called the generalized Darboux vectors in
the reference and actual configurations, respectively. Note that the rotation
tensor Q is defined by the relation

Q(s, t) = dk(s, t)⊗Dk(s).

The velocity vector v is given by the standard formula v(s, t) = ṙ(s, t)
and the angular velocity vector ω(s, t) – by Eq. (10). We introduce the
kinetic energy density K(s, t) by relation

K =
1

2
ρ (v · v + 2v ·ΘΘΘ1 · ω + ω ·ΘΘΘ2 · ω) ,

where ρ is the mass density in the reference configuration κ, the second-
order tensors ΘΘΘ1(s, t) and ΘΘΘ2(s, t) are the tensors of inertia (per unit mass),
which characterize the distribution of the material in the cross-section. For
the reference configuration, the tensors of inertia are denoted by ΘΘΘ0

1(s) and
ΘΘΘ0

2(s). As in the case of rigid body dynamics, see Eq. (15)1, we have
ΘΘΘα = Q ·ΘΘΘ0

α ·Q
T , α = 1, 2.

We assume the following formulae for the momentum PPP and the moment
of momentum MMM of any part P of the rod

PPP(P)
�
=

s2∫
s1

ρK1 ds, MMM(P)
�
=

s2∫
s1

ρ {(r − r0)×K1 +K2} ds, (22)

where K1 and K2 are given by

K1
�
=

∂K

∂v
= v +ΘΘΘT

1 ·ω, K2
�
=

∂K

∂ω
= ΘΘΘ1·v +ΘΘΘ2·ω.

s1, s2 ∈ [0, l] are the coordinates of P in the reference configuration, see
Fig. 4. Euler’s laws of motion for the rod are one-dimensional analogues of
Eq.s (17) and (18) and can be formulated as follows:
First Euler’s law of motion of the rod. The time rate of change of
the momentum of an arbitrary part P of the rod is equal to the total force
acting on P:

d

dt
PPP(P) = FFF, FFF

�
=

s2∫
s1

f ds+ t

∣∣∣s2
s1
. (23)

Second Euler’s law of motion of the rod. The time rate of change
of the moment of momentum of an arbitrary part P of the rod about a fixed
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i1 i2

i3

t(s2)

μ(s2)

t(s1)

μ(s1)
f

m

o

R(s1)

R(s2)

x1

x2

x3

Figure 4. Part P of the rod and acting on P forces and couples.

point r0 is equal to the total moment about r0 acting on P:

d

dt
MMM(P) = CCC, CCC

�
=

s2∫
s1

{(r − r0)× f +m} ds+ {(r − r0)× t+ μ}
∣∣∣s2
s1
.

(24)

Here f and m are the external resultant body force and moment per unit
length of C, t and μ are the force and moment vectors, respectively. To
differ the vectors that describe the moments from the vectors of forces, we
will depict them by double arrows, see Fig. 4. A moment (couple) that
corresponds to a double arrow acts in the clockwise direction if to see along
the arrow direction.

Under suitable smoothness assumptions, we obtain the following local
equations of the principles (23) and (24) that are the Lagrangian equations
of motion:

t′(s, t) + f = ρ
d

dt
(v +ΘΘΘ1 · ω),

μ′(s, t) + r′ × t(s, t) +m = ρ

[
d

dt
(ΘΘΘT

1 · v +ΘΘΘ2 · ω) + v ×ΘΘΘ1 · ω

]
.
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For an elastic rod there exists the strain energy density W . According
to the equipresence principle we take W in the form W = W (r, r′,Q,Q′).
Applying to W the material frame-indifference principle we derive that W
depends on two vectorial relative Lagrangian strain measures

W = W (E,K), E = QT
· r′ − τ , K = −

1

2

(
QT

·Q′
)
×
= QT

· k − k0 ,

where E is the vector of stretching–shear and K is the vector of bending–
twisting. We notice that (essentially) the same strain measures have been
considered in other approaches to the rod theory Antman (2005); Eliseev
(1996); Svetlitsky (2000); Simmonds (2005).

Using the virtual work principle we can derive the constitutive equations
in the following form, see Eliseev (1996),

t =
∂W

∂E
·QT , μ =

∂W

∂K
·QT .

Mechanics of elastic rods presented above gives a good example of an
one-dimensional Cosserat continuum. Assuming certain constraints one can
derive Timoshenko or Euler-Bernoulli models of rods Antman (2005); Rubin
(2000); Eliseev (1996). On the other hand the theory of rods give also
the “generalized” one-dimensional models of continuum which possess more
than six independent kinematical degrees of freedom. Examples of such
“generalized” models are the theory of thin-walled rods or theories taking
into account warping of the rod cross-section Eliseev (1996); Hodges (2006);
Librescu and Song (2006). Chapter 4 of this book contains more details on
the rod theory.

2 Kinematics of Cosserat Continuum

In this section we briefly recall general kinematical relations for a Cosserat
continuum. For a comprehensive approach, we refer the reader to Eringen
and Kafadar (1976); Eringen (1999).

The description of motion of a particle of a Cosserat continuum is based
on the assumption that every particle of the micropolar body has six degrees
of freedom, see Eringen and Kafadar (1976); Eringen (1999). This is similar
to the description of a rigid body in classical mechanics. Three of the degrees
of freedom are translational as in classic elasticity, and other three degrees
are orientational or rotational.

In the actual configuration χ at instant t, the position of a particle
of micropolar continuum is given by the position vector r. The particle
orientation is defined by an orthonormal trihedron dk (k = 1, 2, 3) whose
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i1

i2

i3

0

R
r(t)

u(t) = r(t)−R

d1(t)

d2(t)

d3(t)

D1

D2

D3

Figure 5. Deformation of a micropolar body (reference and actual configu-
rations)

vectors are called directors. The two vector fields r and dk define the
translational and rotational motions of a particle.

To describe the medium relative deformation, we use some fixed position
of the body that may be taken at t = 0 or another fixed instant; we call
this position the reference configuration κ. Here the state of particle is
defined by the position vector R, whereas its orientation by directors Dk

(cf. Fig. 5). Let us note that as the reference configuration can be chosen
not only the real state but also any one.

The motion of a micropolar continuum can be described by the following
vectorial fields

r = r(R, t), dk = dk(R, t). (25)

During the deformation the trihedron dk stays orthonormal, dk ·dm = δkm.
The change of the directors can be described by an orthogonal tensor that
is

H = dk ⊗Dk.
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H is called the microrotation tensor. So r describes the position of the
particle of the continuum at time t, whereas H defines its orientation. The
orientation of Dk and dk can be selected the same, so H is proper orthogo-
nal. Hence, the micropolar continuum deformation can be described by the
following relations

r = r(R, t), H = H(R, t). (26)

The linear velocity is given by the relation

v = ṙ.

As in classical mechanics, see (10), the angular velocity vector, called micro-
gyration vector, is given by

ω = −
1

2

(
HT

· Ḣ
)
×
. (27)

Relation (27) means that ω is the axial vector associated with the skew-
symmetric tensor HT

· Ḣ.

3 Forces and Couples, Stress and Couple Stress
Tensors in Micropolar Continua

In this section using the balance of momentum and balance of moment
of momentum (Euler’s laws of motion) we introduce the stress and cou-
ple stress tensors. Then we derive the motion equations of the micropolar
continuum which contains the motion equations of simple (non-polar) con-
tinuum as a special case.

3.1 Forces and Couples

Forces and couples are the primary quantities of continuum mechanics.
It is possible to introduce them in the axiomatic way as it was done by
Truesdell and Noll (1965); Truesdell (1977, 1984) for simple materials.

Let us consider an arbitrary part P of a material body B at instant t,
cf. Fig. 6. As usual in Continuum Mechanics we assume that there are two
kinds of forces and couples acting on P . The first ones are body loads acting
on each material point of the body and which are independent of the rest
of the body. The second ones are contact loads acting on the boundary of
P and describing the interaction with the remaining part of the body or
with the environment. In the case of micropolar continua one has the same
situation as in general mechanics – we have to take into account forces and
couples as primary variables.
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Figure 6. Forces and couples acting on a body part P

The gravity force, centrifugal force, and ponderomotive force are exam-
ples of body forces. Body couples arise, for example, when the body is in
an electromagnetic field.

Forces and couples acting on P can be represented as follows

f (P) = fB(P) + fC(P), m(P) = mB(P) +mC(P),

where the subscript B denotes body forces and couples and C is for the
surface quantities.

Let us suppose fB(P), mB(P) to be absolutely continuous functions of
the mass of the part on which they act and fC(P), mC(P) to be absolutely
continuous functions the surface area. This means that we can introduce
their mass and surface densities

fB(P) =

∫
vP

ρf dv, mB(P) =

∫
vP

ρmdv,

fC(P) =

∫
σP

tdσ, mC(P) =

∫
σP

μdσ,

where vP is the volume of P in the actual configuration, σP = ∂vP is the
boundary of P , t, μ are the force and couple per the area unit in the actual
configuration.

Definition 3.1. t is called the stress vector and μ is the couple stress
vector.
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3.2 Euler’s Laws of Motion

The angular velocity field ω is independent of the linear velocity field v

in a micropolar body. Let us introduce two definitions.

Definition 3.2. The momentum of part P of the body is

PPP(P)
�
=

∫
vP

ρv dv. (28)

Definition 3.3. The moment of momentum of part P of the body is

MMM(P)
�
=

∫
vP

{(r − r0)× ρv + jω} dv. (29)

In the definitions the following variables are introduced: ρ is the material
density, r is the position vector in the actual configuration, r0 is an arbitrary
position vector that does not depend on t, j is the scalar measure of rotatory
inertia of “microparticles” of the material.

Let us note that in the general case, j is a tensor so we have to change
it to the tensor of inertia J that has to be positive definite. J is a charac-
teristic of the material that defines the rotatory inertia of particles of the
body. In Sect. 4 we discuss the generalizations of (28) and (29) that are
the constitutive relations of special kind. The mentioned above definitions
generalize the definitions of the momentum and the moment of momentum
of the classical mechanics to continua.

We accept the following two Eulerian dynamic laws as axioms1.

1. First Euler’s law of motion of the micropolar continuum. The
time rate of change of the momentum of an arbitrary part P of the body is
equal to the total force acting on P:

d

dt
PPP(P) = FFF, FFF

�
=

∫
vP

ρf dv +

∫
σP

t dσ. (30)

2. Second Euler’s law of motion of the micropolar continuum. The
time rate of change of the moment of momentum of an arbitrary part P of
the body about a fixed point r0 is equal to the total moment about r0 acting

1In what follows we consider an inertial reference frame.
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on P:

d

dt
MMM(P) = CCC, (31)

CCC
�
=

∫
vP

{(r − r0)× ρf + ρm} dv +

∫
σP

{(r − r0)× t+ μ} dσ.

Note that for an oriented medium, the momentum definition (28) and
the formulation of the first law (30) coincide with the momentum definition
for simple (non-polar) materials. For the medium with couple stresses, the
definition of the moment of momentum (29) and the second law formulation
(31) are different of those for simple materials; they contain additional terms
related to the couple inertia tensor of a particle, the distributed body and
surface couples.

Using the first dynamic law we can demonstrate that the formulation of
the second law of motion does not depend on the choice of position vector r0.

3.3 Stress Tensor and Couple Stress Tensor

At instant t the stress vector and the couple stress tensor depend on the
particle position r and the normal to surface n only.
Cauchy’s postulate. At a point of the body, the stress vector and the
couple stress vector depend on the surface only through the unit normal to
the considered surface, that is they have the same values, respectively, for
all surfaces through the point which have the same normal.

In what follows, the normal n to the body surface will be taken external
with respect to the part of the body under consideration.
Cauchy’s lemma. The stress and couple stress vectors are odd functions
with respect to n:

t(r,n) = −t(r,−n), (32)

μ(r,n) = −μ(r,−n). (33)

Cauchy’s lemma is the re-formulation of the third Newton’s axiom of recip-
rocal actions in micropolar continuum. Equations (32), (33) describe the
interactions of the body parts that have contacting points.

Proof the Cauchy’s lemma is based on the consideration of an arbitrary
part vP of the body P and its arbitrary subparts v1 and v2, vP = v1 ∪ v2
with applications of Euler’s laws of motion for domains vP , v1, and v2, see
Eremeyev et al. (2012).

Cauchy’s lemma is an essential tool for the introduction of the stress
tensor and the couple stress tensor. This is given by Cauchy’s theorem.
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Theorem 3.1. For any point of the body there exist second-order tensors
T and M such that the stress vector and the couple stress vector acting at
a point of the surface with normal n are presented by formulae

t = T · n, μ = M · n.

Proof. First let us prove the existence of T. Consider an arbitrary orthogo-
nal parallelepiped Π with edges oriented along the axes of Cartesian coordi-
nates x1, x2, x3, cf. Fig. 7. The unit normal to a side of the parallelepiped
coincides with one of the coordinate unit vectors n = ±ik (k = 1, 2, 3) up
to direction. In frame ik, the stress vector is

t(r,H, ik) = tsk(r,H)is. (34)

In the rest part of the proof we will omit arguments r and H. Here tsk are
the components of t in the frame ik. From the law of reciprocal actions it
follows

t(−ik) = −tskis.

We denote by nk the components of the normal in the frame ik. For coor-
dinate area elements, the representation (34) is

t(i1) = n1ts1is, t(i2) = n2ts2is, t(i3) = n3ts3is. (35)

Let us apply the first Euler’s law to the parallelepiped. We get∫
vΠ

ρ

(
dv

dt
− f

)
dv =

∫
σΠ

t dσ.

x1

x2

x3

Figure 7. Parallelepiped Π
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Using (35) the latter equation can be written as∫
vΠ

ρ

(
dv

dt
− f

)
dv =

∫
σΠ

nktskis dσ.

Applying the Gauss–Ostrogradsky theorem to the surface integral we get∫
vΠ

{
ρ

(
dv

dt
− f

)
−

∂tsk
∂xk

is

}
dv = 0. (36)

As the parallelepiped is arbitrary, from the integral equation (36) it follows
the differential equation

ρ

(
dv

dt
− f

)
−

∂tsk
∂xk

is = 0. (37)

Let us consider now an arbitrary tetrahedron T , Fig. 8. Applying the first
Euler’s law for T we get∫

vT

ρ

(
dv

dt
− f

)
dv =

∫
σT

nktskis dσ +

∫
M1M2M3

t(n) dσ, (38)

x1

x2

x3

O

M1

M3

M2

Figure 8. Tetrahedron T
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where vT is the volume, σT is the part of the tetrahedron sides that are
parallel to the coordinate planes, M1M2M3 is the inclined side. In Eq. (38)
we have used the representation of the stress vector on the coordinate plane
elements Eq. (35).

With the help of Eq. (37) we transform the left-hand side of (38)∫
vT

∂tsk
∂xk

is dv =

∫
σT

nktskis dσ +

∫
M1M2M3

t(n) dσ. (39)

Applying again the Gauss–Ostrogradsky formula to the volume integral in
(39) we transform the equation to the form∫

M1M2M3

[t(n)− nktskis] dσ = 0.

As the tetrahedron and its sideM1M2M3 are arbitrary it follows the identity

t(n)− nktskis = 0

that is valid for any normal n. Thus, we have demonstrated that t depends
on n linearly.

It is well known the following representation theorem of a linear function,
see e.g. Lebedev et al. (2010).

Theorem 3.2. A linear vector-valued function l(n) of a vectorial argument
n can be represented in the form l(n) = L · n, where L is a second-order
tensor.

By this theorem, there exists T such that

t(n) = T · n.

Thus the first part of Cauchy’s theorem is proved.
The second theorem part on the existence of M can be proven simi-

larly. First we should apply the second Euler’s law first to an arbitrary
parallelepiped. As a result we obtain the formula∫

vΠ

{
j
dω

dt
− ρm− tskik × is −

∂msk

∂xk

is

}
dv = 0,

from which it follows the differential equation

j
dω

dt
− ρm =

∂msk

∂xk

is − tskis × ik. (40)
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The last addendum in (40) is the vector invariant of the second-order tensor
T.

Then we apply the second Euler’s law to an arbitrary tetrahedron and
derive the representation

μ(n) = M · n,

which completes the proof of Cauchy’s theorem for the Cosserat medium.

Definition 3.4. Tensor T is called the stress tensor of Cauchy-type and
tensor M the couple stress tensor of Cauchy-type.

From the theorem proof we see that matrices tsk and msk represent the
components of the stress tensor and of the couple stress tensor in Cartesian
basis ik:

T = tksikis, M = mksikis.

Note that the stress and couple stress tensors are not symmetric, in general,
that is TT

�= T, MT
�= M. This property distinguishes the micropolar

continuum from the simple materials for which the stress tensor is always
symmetric.

Non-symmetry of matrices tsk and msk makes us carefully work with
their indices. Let us consider an arbitrary cube in the body. The sides of
the cube are oriented along the axes of Cartesian coordinate system. Second
subscript of tsk means the area element with normal ik whereas the first
subscript shows the direction of the stress action that is is. For example,
t13 is the stress acting on the cross-section of the body that is perpendicular
to axis x3, its action is in the direction of axis x1. Note this agreement for
the indices is valid for any orthonormal basis.

3.4 Principal Stresses in Micropolar Continua

The representation of the Cauchy stress tensor T in a general non-
orthogonal basis is

T = tksis ⊗ ik,

where matrix tsk contains 9 components that are non-zero, in general.
Let us consider the problem of finding a basis in which matrix represen-

tation of T is most simple.
In the classical Cauchy continuum there is known the spectral decompo-

sition of symmetric stress tensor, the matrix of representation is diagonal

T = σ1e1 ⊗ e1 + σ2e2 ⊗ e2 + σ3e3 ⊗ e3, (41)
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where σ1, σ2, σ3 are eigenvalues of the matrix⎛⎝ t11 t12 t13
t21 t22 t23
t31 t32 t33

⎞⎠ ,

that are called principal stresses, and e1, e2, e3, are eigenvectors of tks
that are called principal axes of T. As for the Cauchy continuum T is
always symmetric, there exists an orthonormal basis e1, e2, e3 in which
the matrix for T is diagonal. From the physical point of view the spectral
decomposition (41) means that at any point of the body we can always find
orthogonal surface elements on which only normal stresses, stretching or
compressing, act. If the stress field is homogeneous then we can select such
an elementary cube that on its facets there act normal stresses only.

In micropolar mechanics, T is not symmetric, in general, and so a spec-
tral decomposition of T can not be established. Now an analogue of the
orthogonal representation (41) of T is the matrix singular value decompo-
sition that exists for all non-symmetric tensors.

Definition 3.5. We call the singular value decomposition of a second-order
tensor T the following relation

T = s1e1 ⊗ e′1 + s2e2 ⊗ e′2 + s3e3 ⊗ e′3, (42)

where sk (k = 1, 2, 3) are non-negative real numbers, that are singular values
of T, and ek, e

′
j are two orthonormal bases.

Proof of the singular value decomposition can be found in many books
on the theory of matrices, see for example Horn and Johnson (1985). The
singular representation (42) includes two orthogonal bases ek and e′j that
is its disadvantage.

Let us answer the question whether there exist a more simple representa-
tion of non-symmetric T with only one basis that can be non-orthonormal.
We will use the results on the real Jordan canonical form of a non-symmetric
real matrix, cf. Horn and Johnson (1985). It is shown the following. A non-
symmetric real valued 3 × 3 matrix A is similar to one of the following
matrices ⎛⎝λ1 0 0

0 λ2 0
0 0 λ3

⎞⎠ , (43)

⎛⎝λ1 0 0
0 λ2 0
0 0 λ2

⎞⎠ ,

⎛⎝λ1 0 0
0 λ2 ε
0 0 λ2

⎞⎠ , (44)
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⎛⎝λ1 0 0
0 λ1 0
0 0 λ1

⎞⎠ ,

⎛⎝λ1 0 0
0 λ1 ε
0 0 λ1

⎞⎠ ,

⎛⎝λ1 ε 0
0 λ1 ε
0 0 λ1

⎞⎠ , (45)

⎛⎝λ1 0 0
0 α β
0 −β α

⎞⎠ (46)

with real valued similarity matrices. Let us recall that two matrices A and
B are called similar if A = P−1BP for some invertible matrix P . Which
of the matrices should be selected, it depends on eigenvalues of A and their
multiplicity. Here λk are real valued eigenvalues of A, ε is an arbitrarily
small non-zero number, α and β are real and imaginary parts of a complex
eigenvalue of A when its exists. Let us note that usually one takes ε = 1, cf.
Horn and Johnson (1985). This corresponds to a selection of the similarity
matrix. The case (43) is for existence of three different real eigenvalues
λ1 �= λ2 �= λ3 of A. The case (44) happens when λ1 �= λ2 = λ3 and they
are real. If λ1 = λ2 = λ3 then the representation (45) is valid. The fourth
case (46) holds if one of eigenvalues is real and other two of eigenvalues are
complex, λ1 �= λ2 = λ3 ≡ α + iβ, and (. . .) denotes the complex conjugate
of (. . .).

Thus, a non-symmetric T has a representation

T = t◦mnem ⊗ en,

where t◦mn is one of the matrices given by formulas (43)–(46). Here vectors
em are not orthogonal, in general.

Obviously, all these results on the representation ofT relate to the couple
stress tensor M, that is M takes form M = m◦

mnẽm⊗ ẽn, where m
◦
mn is the

matrix having the structure of one of (43)–(46) and ẽn is a non-orthogonal
basis.

3.5 Equations of Motion

Transforming Euler’s laws of motion as was done in the proof of Cauchy’s
theorem 3.1, we get dynamic equations of micropolar continuum in the local
form

ρ
dv

dt
= divT+ ρf , (47)

j
dω

dt
= divM−T× + ρm. (48)

Deriving Eq. (48) we have used Eq. (47).
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Equations (47) and (48) in Cartesian coordinates take the form

ρ
dvs
dt

=
∂tsk
∂xk

+ ρfs, j
dωs

dt
=

∂msk

∂xk

+ tmnεmns + ρms, (49)

where εmns = −(im × in) · is is the permutation symbol.
When the medium does not possesses couple’s properties, that is rotation

interaction of particles is negligible, then in Eq. (48) we should change to
zero the following terms: the rotation inertia j, the couple stress tensor M
and the volume couples m. As a consequence of the balance of moment of
momentum we obtain the following equation:

T× = 0. (50)

Its solution is the symmetric stress tensor, that is T = TT . Thus when
couple stresses and the distributed external couples in the balance equation
of moment of momentum are absent, it follows the symmetry of the Cauchy
stress tensor that is a property of the classic continuum mechanics. However,
now it is impossible to consider the action of the couple loads, in particular
the action of the couples distributed on the boundary or inside the body.

For classical continuum, that is when couple stresses and the external
couples are absent, Eq. (50) holds automatically as a consequence of the
constitutive equations. Hence, the balance equation of moment of momen-
tum plays less important role in the Cauchy continuum.

3.6 Boundary-Value Problems

To setup a boundary-value problem for a micropolar body, we should
supplement the motion equations (47) and (48) with boundary and initial
conditions. Static boundary conditions consist of external forces and couples
t∗ and μ∗ given on the body boundary or on some its part σf ⊂ σ (in the
actual configuration)

T · n = t∗, M · n = μ∗ on σf (51)

as is shown on Fig. 9. On the rest part of the boundary we assign two
kinematic conditions

r = r∗, H = H∗ (H∗ ·H
T
∗ = I) on σu, (52)

where there are given r∗ and H∗, the translations and microrotations of
the body particles on σu = σ/σf . We get a particular case of kinematic
boundary conditions, when the part σu is fixed, that is

r = R, H = I on σu. (53)
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Figure 9. Boundary conditions. On the left the body is shown in the
reference configuration, on the right it is in the actual configuration.

Using the vectorial representation of H through the finite rotation vector
θ, see Eq. (7), one can rewrite the kinematical boundary conditions:

u = u∗, θ = θ∗ on σu (54)

with given u∗ and θ∗. In particular, Eqs. (53) take simple form: u = 0,
θ = 0 on σu.

There are other types of boundary conditions of the micropolar mechan-
ics. For example, in the micropolar hydrodynamics on a free surface they
use the boundary condition: ω = −

1
2 rotv, see Migoun and Prokhorenko

(1984).



92 H. Altenbach and V.A. Eremeyev

For dynamic problems we should assign the initial conditions

r = r0, v = v0, H = H0 (H0
·H0T = I), ω = ω0 at t = t0

(55)

with given r0, v0, H0, and ω0.
Equations (47) and (48) with boundary conditions (51), (52) (or (53))

and with initial conditions (55) constitute the Eulerian boundary-value
problem for the micropolar body, which is widely used in the micropolar
hydrodynamics.

Using Piola’s identity

Div [(detF)F−T ] = 0,

where F = Gradr is the deformation gradient, we transform Eqs (47) and
(48) to the Lagrangian motion equations

ρ0
dv

dt
= DivTκ + ρ0f , ρ0γ

dω

dt
= DivMκ −

(
Tκ · F

T
)
×
+ ρ0m (56)

with boundary conditions

Tκ ·N = t0, Mκ ·N = μ0 on Σf , r = r∗, H = H∗ on Σu,
(57)

where ρ0 = ρJ is the mass density in the reference configuration, ρ0γ = jJ ,
J = detF,

Tκ = J T · F−T , Mκ = J M · F−T

are the first Piola-Kirchhoff stress tensor and the couple stress tensor, re-
spectively, Div is the divergence operator in the reference configuration,
t0 = t∗

dσ
dΣ and μ0 = μ∗

dσ
dΣ are given external surface loads acting on the

surface in the reference configuration, and N is the unit normal to the
boundary surface in the reference configuration.

The equilibrium of the micropolar continuum is described by the Eule-
rian equilibrium equations

divT+ ρf = 0, divM−T× + ρm = 0, (58)

or by the Lagrangian equilibrium equations

DivTκ + ρ0f = 0, DivMκ −

(
Tκ · F

T
)
×
+ ρ0m = 0, (59)

complemented by the boundary conditions (51) and (52) or (57), respec-
tively.
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In linear micropolar elasticity the existence of solution and some proper-
ties of solutions of boundary-value problems are established in Ieşan (1970,
1971); Nowacki (1986). Mathematical studies of micropolar hydrodynamics
can be found in �Lukaszewicz (1999). The study of qualitative questions of
nonlinear micropolar continuum is far from completion.

4 Constitutive Equations of Cosserat Continua

For an arbitrary part of the body, Eqs (47) and (48) express the balance
equations for the moment and the moment of momentum. These six scalar
equations contain 18 unknown quantities that are the components of ten-
sors T and M. The dependence of T and M on medium deformations is
determined by the constitutive equations or constitutive relations that de-
pend on the material properties. They are determined experimentally. The
constitutive equations must obey some principles that restrict their form,
see Truesdell and Noll (1965).

In the framework of micropolar continuum mechanics we introduce the
constitutive equations for T and M. Besides, we can introduce another type
of constitutive equations that determines the moment and the moment of
momentum of more general form than those given by definitions (28) and
(29). These relations are called kinetic constitutive equations. Note that
in the general nonlinear shell theory, the dynamic equations coincide with
two-dimensional dynamic equations for the micropolar continuum with more
complex relations for the inertia tensors.

4.1 General Principles Restricting the Constitutive Equations

In this section we formulate the principles for constitutive equations for
micropolar continuum. We restrict them to the case of the pure mechanical
theory. Here we will omit the influence of temperature and do not intro-
duce internal energy, entropy, etc. The restrictions stipulated on the form
of constitutive equations by the principles must be valid for any medium,
cf. Truesdell and Noll (1965).
Principle of Determinism. At each body point, both the stress and the
couple stress tensors are uniquely determined by the pre-history of the body
motion.
Principle of Local Action. At each body point, both the stress and the
couple stress tensors are uniquely determined by the motion of any neigh-
borhood of the point that can be so small as is desired.

Let us note that the Principle of Determinism states that the constitu-
tive equations cannot forecast the future and so it is absolute whereas the



94 H. Altenbach and V.A. Eremeyev

Principle of Local Action is not: it can be not valid for some materials.
Non-local continuum models are presented for example in Eringen (2002).
Principle of Material Frame-Indifference. Being determined by the
constitutive equations, the stress and couple stress tensors must be material
frame-indifferent quantities.

To introduce the notion of frame indifference we remind the definition of
equivalent motions. In classical mechanics, two motions r and r∗ are called
equivalent if they relate as follows

r∗ = a(t) +O(t) · (r − r0), (60)

where O(t) is an arbitrary orthogonal tensor, a(t) is an arbitrary vector
function and the constant vector r0 represents a fixed point position (a
pole). We can treat equivalent motions as the one body motion considered
in different reference frames.

In micropolar mechanics, body deformations are described by the po-
sition vector r and the trihedron dk or the orthogonal tensor H. After
Kafadar and Eringen (1971); Le and Stumpf (1998), we assume that in the
equivalent motion the directors dk rotate similarly to r:

d∗
k = O(t) · dk.

It follows that in the equivalent motion the microrotation tensors relate by
the equation:

H∗ = O(t) ·H. (61)

We underline that two deformations of the micropolar medium are equiv-
alent if the position vectors and microrotation tensors relate through Eqs.
(60) and (61).

The principle of material frame-indifference or the principle of objec-
tivity was originally proposed for classical continuum mechanics by Noll
(1958), see Truesdell and Noll (1965). There has been an extensive dis-
cussion in the literature about the proper understanding of this principle,
because its different formulations seem to reflect different physical contents,
see for example recent papers by Murdoch (2000, 2003, 2005); Muschik and
Restuccia (2002); Rivlin (2002, 2005, 2006); Bertram and Svendsen (2001,
2004); Svendsen and Bertram (1999), and the book by Bertram (2012).

However, for Cosserat medium, the material frame-indifference princi-
ple needs to be specified. Unlike classical mechanics, micropolar mechanics
employs axial vectors and tensors that are not “real” frame-indifferent quan-
tities. Under mirror reflection, the change of sign of axial quantities differs
from the one for polar quantities. Among the introduced quantities the to-
tal moment, the couple stress vector μ, and the couple stress tensor M are
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axial ones. If in the definition of the equivalent motion we leave only proper
orthogonal vectors O there is no difference between axial and polar vectors.
However non-proper orthogonal tensors correspond to the rotation of co-
ordinates and to the coordinate orientation change. Such transformations
look admissible but axial quantities have quite certain physical meaning as
well. I what follows we use the following definition.

Definition 4.1. The scalar x, the vector x and the tensor X are called
indifferent or objective if for two equivalent motions there hold

x∗ = (detO)px,

x∗ = (detO)pO · x, (62)

X∗ = (detO)pO ·X ·OT ,

where superscript “∗” denotes the quantities in the equivalent motion and
p = 0 for polar quantities and p = 1 for axial ones.

As an example let us consider the mirror reflection that is when O = −I.
For polar quantities from (62) it follows the relations

x∗ = x, x∗ = −x, X∗ = X.

For axial scalars, vectors and tensors, Eq. (62) results in

x∗ = −x, x∗ = x, X∗ = −X.

At first glance the transformation rule (62) contradicts to definition in
Truesdell and Noll (1965) or a naive understanding of independence of an
objective quantity on the choice of coordinates. However, (62) is correct.
The dependence on mirror reflections is a consequence of the agreement on
the choice of right-hand or left-hand rules when we define such quantities
as the cross product or the couple. It is similar to the agreement of what of
the Earth poles is northern or what of the rotation directions we consider
to be positive. Described by indifferent axial quantities, physical processes
do not depend on the choice of coordinates, in particular they do not de-
pend on the change of the frame orientation. An interesting discussion of
the physical nature of axial vectors and mirror reflection can be found in
Feynman et al. (1977).

4.2 Natural Lagrangian Strain Measures of Cosserat Continuum

The stretch and wryness tensors of the non-linear Cosserat continuum
were originally defined by Cosserat and Cosserat (1909) through components
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of some fields in the common Cartesian frame. Following Pietraszkiewicz
and Eremeyev (2009a,b) discussed the definitions of the Lagrangian stretch
and wryness tensors in the non-linear Cosserat continuum using three differ-
ent methods of introducing the strain measures into the non-linear Cosserat
continuum:

a) by a direct geometrical approach,
b) by defining the strain measures as the fields work-conjugate to the

respective internal stress and couple-stress tensor fields,
c) by applying the principle of material frame-indifference to the strain

energy density of the polar-elastic body.
Each of the three ways allows to associate different geometrical and/or phys-
ical interpretations to the corresponding strain measures. The strain mea-
sures of Pietraszkiewicz and Eremeyev (2009a) called the natural ones are
of the relative type. They have to vanish in the reference configuration.

Strain Measures by Geometrical Approach Within the geometrical
approach the strain measures are defined by analyzing the difference of
the fields describing position and orientation differentials of the material
particles of the micropolar continuum in the 3D physical space.

Since Dk are the unit vectors, the vector dDk can be represented by
the axial vector b depending linearly on dR, so that

dDk = b×Dk, b = B · dR,

b =
1

2
Dk × dDk, B =

1

2
Dk ×GradDk.

(63)

In (63), B is the microstructure curvature tensor in the reference configura-
tion of the micropolar continuum. Two tensors I, B are the basic measures
of local geometry of the reference configuration κ.

Again, ddk can be represented by the axial vector c depending linearly
on dr by the relations

ddk = c×dk, c = C· dr, c =
1

2
dk× ddk, C =

1

2
dk×graddk. (64)

where C is the microstructure curvature tensor in the actual configuration
of the micropolar continuum. Two tensors I and C are the basic measures
of local geometry of the actual configuration χ.

In the actual configuration χ the differential of r is

dr = (gradr) · dr = (Grad r) · dR = F · dR , (65)

where grad denotes the gradient operator in χ, gradr = I, and F = Gradr
is the classical deformation gradient tensor.
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Since HT
·H,i= −(HT

·H,i )
T is skew-symmetric it can be expressed

through the axial vector ki,

HT
·H,i= ki × I = I× ki, ki = −

1

2
(HT

·H,i )×, (66)

where (. . .),i, i = 1, 2, 3, denotes the derivative with respect to the Cartesian
coordinate xi in the reference configuration. This allows one to introduce
the second-order tensor

K = kj ⊗ ij = −
1

2
(HT

·H,j )× ⊗ ij = −
1

2
EEE :

(
HT

·GradH
)
,

HT
·GradH = I×K,

(67)

where the double dot product : of two third-order tensors AAA, BBB represented
in the base ik is defined as AAA : BBB = AamnBmnbia⊗ ib, and EEE = −I× I is the
permutation tensor that is also called Levi–Civita’s tensor. The tensor K
characterizes uniquely the third-order tensor HT

·GradH skew-symmetric
with regard to first two tensor places. The tensor K is frequently called the
wryness tensor in the literature, cf. Kafadar and Eringen (1971).

Using the chain rule graddk = (Grad dk) · F
−1 with (66) and (67), the

tensor C can now be represented by

C = H · (K+B) · F−1 .

The relative changes of lengths and orientations of the micropolar con-
tinuum during deformation are governed by differences of differentials (63),
(64), and (65) brought to the comparable orientation by the tensor H,

dr −H · dR = X · dR = e · dr, (68)

C · dr −H ·B · dR =ΦΦΦ · dR = k · dr, (69)

X = F−H, e = I−H · F−1 = X · F−1, (70)

ΦΦΦ = C · F−H ·B, k = C−H ·B · F−1 = ΦΦΦ · F−1 . (71)

Scalar products of (68) and (69) by itself leads to the quadratic forms

dR ·XT
·X ·dR = dr ·eT ·e · dr, dR ·ΦΦΦT

·ΦΦΦ · dR = dr ·kT
·k · dr. (72)

However, the relative changes of lengths and orientations can also be calcu-
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lated by the alternative back-rotated expressions

HT
· dr − dR = E · dR = x · dr, (73)

HT
·C · dr −B · dR = K · dR = ��� · dr, (74)

E = HT
· F− I = HT

·X, (75)

x = HT
− F−1 = E · F−1 = HT

· e = HT
·X · F−1, (76)

K = HT
·C · F−B = HT

·ΦΦΦ, (77)

��� = HT
·C−B · F−1 = K · F−1 = HT

· k = HT
·ΦΦΦ · F−1. (78)

From (67), (70)2, (71)2, (75), and (77) we obtain the following relations:

e = H ·E · F−1, k = H ·K · F−1 = −
1

2
H · EEE : (HT

· gradH). (79)

Scalar products of each of (73) by itself give the alternative quadratic
forms

dR ·ET
·E · dR = dr ·xT

·x · dr, dR ·KT
·K · dR = dr ·���T ·��� · dr. (80)

From (72) and (80) it follows that each of the tensors X, E, or x, e and
ΦΦΦ, K or ���, k is the corresponding measure of deformation, stretch or orien-
tation change of the non-linear micropolar continuum in the Lagrangian or
Eulerian description, respectively.

The quadratic forms (72) and (80) do not change if X, E, ΦΦΦ, K and their
counterparts are replaced by R ·X, R · E, R ·ΦΦΦ, R ·K, etc., respectively,
where R is a orthogonal tensor. Hence, any so transformed tensor can
also be regarded as the possible strain measure of the non-linear micropolar
continuum. In particular when such a transformation with R = HT is
applied to the measures X, e, ΦΦΦ, k entering the quadratic form (72) the
measures become E, x, K, ���, i.e. those entering the quadratic form (80).

It follows from (70), (71), and (76) that X, ΦΦΦ (and x, ���) are two-point
tensors with the left leg associated with the actual configuration and the
right leg with the reference one (and reverse for x, ���). Such measures may
also be called the deformation measures. The tensors e, k are the relative
Eulerian strain measures, while the tensors E, K are the relative Lagrangian
strain measures, or the Lagrangian stretch and wryness tensors, respectively.
The latter are given by the formulae

E = HT
· F− I , K = HT

·C · F−B = −
1

2
EEE :

(
HT

·GradH
)
. (81)

Let us note some interesting features of the relative Lagrangian strain
measures:
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1. They are given in the common coordinate-free notation; their various
component representations can easily be generated, if necessary.

2. Definitions of the measures are valid for finite translations and ro-
tations as well as for unrestricted stretches and changes of the mi-
crostructure orientation of the Cosserat body.

3. The measures are expressed in terms of the rotation tensor H; for
any specific parametrization of the rotation group SO(3) by various
finite rotation vectors, Euler angles, quaternions, etc. appropriate
expressions for the measures can easily be found, if necessary.

4. The measures vanish in the rigid-body deformation r = O · R + a,
dk = O·Dk with a constant vector a and a constant proper orthogonal
tensor O defined for the whole body.

5. In the absence of deformation from the reference configuration, that
is when F = H = I, the measures identically vanish.

6. The measures are not symmetric, in general: ET
�= E, KT

�= K.

In purely geometrical approach there is no need for discussion whether
these measures might be defined as transposed ones or with opposite signs.
Elements of geometrical approach in Cartesian components were used al-
ready by Cosserat and Cosserat (1909) and more recently by Merlini (1997)
who took explicitly into account the microstructure curvature tensors de-
scribing spatial changes of orientations of the material particles in the refer-
ence and actual configurations. These tensors are independently introduced
also in Zubov and Eremeev (1996); Yeremeyev and Zubov (1999) within the
theory of viscoelastic micropolar fluids, and in Chróścielewski et al. (2004)
within the general theory of shells. The microstructure curvature tensors
are extensively used in discussions on the local material symmetry group
of elastic shells and polar-elastic media by Eremeyev and Pietraszkiewicz
(2006, 2012).

Principle of Virtual Work and Work-Conjugate Strain Measures
Reissner (1973, 1975) noted that the internal structure of two local equi-
librium equations of the Cosserat elastic body requires two specific strain
measures expressed in terms of independent translation and rotation vectors
as the only field variables. The principle of virtual work of the non-linear
Cosserat continuum takes the form∫

V

[Tκ • (Gradv − ω × F) +Mκ •Gradω] dV

=

∫
V

ρ0 (f · v +m · ω) dV +

∫
Σf

(t0 · v + μ0 · ω) dΣ.
(82)
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We can show that δE =HT
· (Gradv − ω × F) and δK = HT

·Gradω, and
the internal virtual work density under the first volume integral of (82) can
now be given by the expressions

σ = Tκ • (H · δE) +Mκ • (H · δK) = P1 • δE+P2 • δK, (83)

where P1 = HT
· Tκ, P2 = HT

·Mκ are the non-symmetric stress and
couple-stress tensors whose natural components are referred entirely to the
reference configuration. We callP1 andP2 the second Piola-Kirchhoff stress
and couple stress tensors, respectively. The stress measures P1, P2 require
the relative Lagrangian strain measures E, K as their work-conjugate coun-
terparts.

Invariance of the Strain Energy Density In the polar-elastic body
the constitutive relations are defined through the strain energy density Wκ

per unit volume of the reference configuration κ. In general, the density Wκ

can be assumed in the following form:

Wκ = Wκ(r,F,H,GradH;R,B) . (84)

But Wκ in (84) should satisfy the principle of material frame-indifference
or invariance under the superposed rigid-body deformations. Applying (60)
and (61) we obtain that the principle of material frame-indifference requires
the values of Wκ to be the same for both deformations r, H and r∗, H∗,

Wκ(r, F, H, GradH; R,B) = Wκ(O ·r+a,O ·F,O ·H,O ·GradH; R,B) .
(85)

From Eq. (85) it follows the representation

Wκ = Wκ (E,K; R,B) . (86)

This again confirms that the relative Lagrangian strain measures E, K are
required to be the independent fields in the polar-elastic strain energy den-
sity in order it to be invariant under the superposed rigid-body deformation.
This way of introducing the Lagrangian strain measures is most common in
the literature and various such procedures are used, for example, in Kafadar
and Eringen (1971); Stojanović (1974); Eremeyev and Zubov (1994); Zubov
and Eremeev (1996); Zubov (1997); Nikitin and Zubov (1998).

Since for the micropolar elastic continuum σ = δWκ from (83) it follows
the constitutive equations for the stress measures

P1 =
∂Wκ

∂E
, P2 =

∂Wκ

∂K
, Tκ = H ·

∂Wκ

∂E
, Mκ = H ·

∂Wκ

∂K
. (87)
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The geometrical approach, the structure of equilibrium conditions and
the invariance of the polar-elastic strain energy density all require the ten-
sors E, K as the most appropriate Lagrangian strain measures for the non-
linear Cosserat continuum. We call the measures the natural stretch and
wryness tensors, respectively.

Pietraszkiewicz and Eremeyev (2009a) were shown that the stretch and
wryness tensors introduced in many papers do not agree with each other and
with the Lagrangian strain measures defined in (81). Most definitions differ
only by transpose of the measures or by opposite signs. Some measures do
not vanish in the absence of deformation. Such differences are not essential
for the theory, although one should be aware of them.

4.3 Vectorial Parameterizations of Strain Measures

While three components of u in (81) are all independent, nine com-
ponents of H in (81) are subjected to six constraints following from the
orthogonality conditions H−1 = HT , detH = +1, so that only three rota-
tional parameters of H are independent. In many applications it is more
convenient to use the strain measures expressed in terms of six disconfigu-
ration parameters all of which are independent.

Many techniques how to parameterize the rotation group SO(3) are de-
veloped, which can roughly be classified as vectorial and non-vectorial ones.
Various finite rotation vectors as well as the Cayley-Gibbs and exponential
map parameters are examples of the vectorial parameterization, for they
all have three independent scalar parameters as Cartesian components of a
generalized vector in the 3D vector space. The non-vectorial parameteriza-
tions are expressed either in terms of three scalar parameters that cannot
be treated as vector components, such as Euler-type angles for example,
or through more scalar parameters subject to additional constraints, such
as unit quaternions, Cayley-Klein parameters, or direction cosines. Each
of these expressions may appear to be more convenient than others when
solving specific problems of the non-linear Cosserat continuum.

The microrotation tensor H can be expressed by the Gibbs formula

Q = (I− e⊗ e) cosφ+ e⊗ e− e× I sinφ, (88)

where ϕ is the rotation angle about the axis with the unit vector e. In the
vectorial parameterization of H one introduces a scalar function p(φ) gener-
ating three components of the finite rotation vector p defined as p = p(φ)e,
see for example Bauchau and Trainelli (2003). The generating function p(φ)
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has to be an odd function of φ with the limit behavior

lim
φ→0

p(φ)

φ
= κ,

where κ is a positive real normalization factor (usually 1 or 1
2 ), and p(0) = 0.

Then the tensor H can be represented as

H = cosφI+
1− cosφ

p2
p⊗ p−

sinφ

p
p× I . (89)

Taking the gradient of (89) and substituting it into (81), after appro-
priate transformations the natural Lagrangian stretch E and wryness K
tensors can be represented in terms of the finite rotation vector p and the
translation vector u by the relations

E =

(
cosφI+

1− cosφ

p2
p⊗ p+

sinφ

p
p× I

)
(I+Gradu)− I , (90)

K =

[
− sinφ

p
I+

1

p2

(
1

p′
+

sinφ

p

)
p⊗ p−

1− cosφ

p2
p× I

]
Gradp . (91)

Among definitions of p used in the literature let us mention the finite
rotation vectors defined as

θ = 2 tan
φ

2
e , φ = φe , ω̄ = sinφe , ρ = tan

φ

2
e , (92)

σ = 2 sin
φ

2
e , μ = 4 tan

φ

4
e , β = 4 sin

φ

4
e , (93)

where the generating functions are

θ = 2 tan
φ

2
, φ, � = sinφ, ρ = tan

φ

2
, σ = 2 sin

φ

2
, μ = 4 tan

φ

4
, β = 4 sin

φ

4
,

respectively. The explicit formulae for E and K expressed in terms of
the corresponding finite rotation vectors (92) and (93) are summarized in
Pietraszkiewicz and Eremeyev (2009b).

4.4 Kinetic Constitutive Equations

Deriving expressions for momentum and moment of momentum of an
arbitrary body part, that is (28) and (28), we have used the simplest rela-
tions for linear and angular velocities v and ω. However, even for a rigid
body we see that the momentum and moment of momentum can have a
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complicated form. Let us determine PPP and MMM as follows

PPP(P)
�
=

∫
vP

ρK1 dv, MMM(P)
�
=

∫
vP

ρ {(r − r0)×K1 +K2} dv, (94)

where
K1 = K1(v,ω; r,H,Gradr,GradH),

K2 = K2(v,ω; r,H,Gradr,GradH).
(95)

These are the expressions for the density of momentum and moment of
momentum of micropolar continuum. Such constitutive equations are called
kinetic. Note that up to now we have dealt with the constitutive equation for
frame-indifferent quantities like the strain energy density W . That allowed
us to use the material frame-indifference principle to reduce the number
of arguments in W and to get indifferent constitutive equations. Now K1

and K2 are not frame-indifferent quantities that is a consequence of the
fact that v and ω are not frame-indifferent. So we cannot use the material
frame-indifference principle to simplify equations (95).

A rational way to simplify (95) is to use the analogy with the rigid body.
Let us assume that K1 and K2 are linear functions of v and ω:

K1 = J1 · v + J2 · ω, K2 = J3 · v + J4 · ω,

where Jk, k = 1, 2, 3, 4, are tensors of inertia. In general, Jk are tensorial
functions of arguments r, H, Gradr, and GradH.

For micropolar medium, it is natural to postulate the existence of the
kinetic energy density K = K(v,ω; r,H,Gradr,GradH) that is the po-
tential for K1 and K2. Now we get

K =
1

2
(v · J1 · v + v · J2 · ω + ω · J3 · v + ω · J4 · ω),

K1 =
∂K

∂v
, K2 =

∂K

∂ω
.

(96)

Equations (96) imply the following properties of the inertia tensors

J1 = JT
1 , JT

2 = J3, J4 = JT
4 .

Let us require K to be positive definite. This implies that J1 and J4 are
positive definite tensors.

We get a particular case of equations (96) taking Jk in the form

J1 = I, JT
2 = J3 = H · J0

3 ·H
T , J4 = H · J0

4 ·H
T , (97)
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where J0
3 and J0

4 are constant tensors. We will call J3 and J4 microinertia
tensors in the actual configuration and J0

3 and J0
4 microinertia tensors in

the reference configuration. Equations (97) are completely analogous to
equations (15)1 for the inertia tensor of rigid body.

For further simplification of kinetic equations we can take

J1 = I, J2 = J3 = 0, J4 = ρ−1j I,

that are widely used in the literature, see Dyszlewicz (2004); Eringen (1999);
Nowacki (1986). They correspond to the description of a micropolar particle
as a solid homogeneous sphere of finite radius.

4.5 Material Symmetry Group

In general, the form of elastic strain energy density Wκ of the micropolar
body depends upon the choice of the reference configuration κ. Particularly
important are sets of reference configurations which leave unchanged the
form of the energy density. Transformations of the reference configuration
under which the energy density remains unchanged are called here invari-
ant transformations. In other words invariant transformations are density-
preserving deformations and all microrotations of the reference configura-
tion of the micropolar continuum that cannot be experimentally detected.
All such invariant transformations constitute the material symmetry group.
Knowledge of the material symmetry group allows one to precisely define
the fluid, the solid, the liquid crystal or the subfluid as well as to introduce
notions of isotropic, hemitropic or orthotropic polar-elastic continua among
others. A similar approach is used in classical continuum mechanics and
in non-linear elasticity in Truesdell (1964, 1977); Truesdell and Noll (1965);
Wang and Truesdell (1973); Rivlin (1980), as well as in non-linear theories
of shells by Eremeyev and Pietraszkiewicz (2006). The material symme-
try group of the non-linear micropolar continuum was first characterized by
Eringen and Kafadar (1976) and modified by Eremeyev and Pietraszkiewicz
(2012) by taking into account dependence of Wκ on the microstructure cur-
vature tensor B as well as different transformation properties of the polar
and axial tensors.

Let us introduce another reference configuration κ∗ of the micropolar
body B, in which the position of point x is given by the vectorR∗ relative to
the same origin o and its orientation is fixed by three orthonormal directors
D∗k. Let P, detP �= 0, be the deformation gradient transforming dR into
dR∗, and R be the orthogonal tensor transforming Dk into D∗k, so that

dR∗ = P · dR, D∗k = R ·Dk. (98)
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In what follows all fields associated with deformation relative to the refer-
ence configuration κ∗ will be marked by the lower index ∗. From (98) it
follows that

F = F∗ ·P, H = H∗ ·R.

The transformations of the strain measures and the microstructure tensors
are given by

E∗ = R ·E ·P−1 +R ·P−1
− I, K∗ = (detR)R ·K ·P−1 + L, (99)

B∗ = (detR)R ·B ·P−1
− L, (100)

where L = R · Z ·P−1, Z = − 1
2E
EE : (R ·GradRT ).

The assumption that the constitutive relation is insensitive to the change
of the reference configuration κ into κ∗ means that the explicit form of the
strain energy densities Wκ and W∗ should coincide, that is

Wκ(E,K;R,B) = Wκ(E∗,K∗;R,B∗). (101)

In other words, this means that one may use the same function for the strain
energy density independently on the choice of κ or κ∗, but with different
expressions for stretch and wryness tensors as well as for the microstructure
curvature tensor. In what follows we not always explicitly indicate that all
the functions depend also on the position vector R and W is taken relative
to the reference configuration κ.

The relations (99), (100), and (101) hold locally, i.e. it should be satis-
fied at any x and B, and the tensors P, R, L are treated as independent
here. As a result, the local invariance of W under change of the reference
configuration is described by the triple of tensors (P,R,L). Using (99) and
(100) we obtain the following invariance requirement for W and introduce
the following definition:

Definition 4.2. By the material symmetry group Gκ at x and B of the
micropolar elastic continuum we call all sets of ordered triples of tensors

X = (P ∈ Unim,R ∈ Orth,L ∈ Lin), (102)

satisfying the relation

W (E,K;B)
= W

[
R · E ·P−1 +R ·P−1

− I, (detR)R ·K ·P−1 + L;
(detR)R ·B ·P−1

− L
] (103)

for any tensors E, K, B in the domain of definition of the function W .
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The set Gκ is the group relative to the group operation ◦ defined by

(P1,R1,L1)◦(P2,R2,L2) =
[
P1 ·P2,R1 ·R2,L1 + (detR1)R1 · L2 ·P

−1
1

]
.

The unit element of Gκ is I = (I, I,0) and the inverse element to X ∈ Gκ is
given by

X−1
≡ (P,R,L)−1 =

[
P−1,RT ,−(detR)RT

· L ·P
]
.

Since the material symmetry group depends not only on the particle
x ∈ B but also upon the choice of the reference configuration, let us analyze
how the symmetry groups corresponding to different reference configura-
tions are related. Let κ1 and κ2 be two different reference configurations,
and G1 and G2 be the material symmetry groups relative to these reference
configurations, respectively. Let now P be the non-singular deformation
gradient, detP �= 0, R be the orthogonal tensor associated with transfor-
mation κ1 → κ2, as well as P

−1 and RT be the inverse deformation gradient
and the inverse orthogonal tensor associated with the inverse transformation
κ2 → κ1, respectively.

The definition 4.2 allows one to establish an analogue of Noll’s rule given
for the classical simple material in Truesdell and Noll (1965). In what follows
quantities described in the configurations κ1 and κ2 are marked by the
respective lower indices 1 and 2. Let the element X1 ≡ (P1,R1,L1) ∈ G1.
Then the element X2 = P ◦ X1 ◦ P

−1
∈ G2, where P ≡ (P,R,L). Thus

the material symmetry group under change of the reference configuration
transforms according to the analogue of the Noll rule

G2 = P ◦ G1 ◦ P
−1. (104)

As in the case of non-polar elastic materials, the property of isotropy
of the micropolar elastic material is expressed in terms of the orthogonal
group.

Definition 4.3. The micropolar elastic continuum is called isotropic at x
and B if there exists a reference configuration κ, called undistorted, such
that the material symmetry group relative to κ contains the group Sκ,

Sκ ⊂ Gκ, Sκ ≡ {(P = O,O,0) : O ∈ Orth} (105)

From the physical point of view this definition means that uniform ro-
tations and mirror reflections of the undistorted reference configuration κ
cannot be recognized by any experiment.

To define the micropolar elastic fluid we apply the requirement that its
strain energy density should be insensitive to any change of the reference
configuration.
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Definition 4.4. The micropolar elastic continuum is called polar micropo-
lar elastic fluid at x and B if there exists a reference configuration κ, named
undistorted, such that the material symmetry group relative to κ is given by

Gκ = Uκ ≡ {(P ∈ Unim,R ∈ Orth,L ∈ Lin)}. (106)

Hence, the strain energy density of the polar-elastic fluid satisfies the
relation

Wκ(E,K;B)
= Wκ

[
R ·E ·P−1 +R ·P−1

− I, (detR)R ·K ·P−1 + L;
(detR)R ·B ·P−1

− L
]
,

∀P ∈ Unim, ∀R ∈ Orth, ∀L ∈ Lin.

From the Noll rule (104) it is easy to verify that for the polar-elastic
fluid any reference configuration becomes undistorted, similarly as it is for
the non-polar elastic fluid, because the symmetry group becomes here to be
maximal. Obviously, the micropolar fluid is also isotropic.

The constitutive equation of the polar-elastic fluid are given by, see Ere-
meyev and Pietraszkiewicz (2012); Zubov and Eremeev (1996); Yeremeyev
and Zubov (1999),

W = W×(detF,C) = W (ρ,C), (107)

where C is the microstructure curvature tensor of the deformed configu-
ration χ defined in (64). W× can be considered as a function of only six
invariants jn(C), n = 1, . . . , 6, W = W×(detF, j1, j2, . . . , j6). The consti-
tutive equations for T and M corresponding to (107) are

T = −pI−CT
·M, M = J

∂W

∂C
, p = ρJ

∂W

∂ρ
. (108)

A simple example of the strain energy density is the following quadratic
function:

W (ρ,C) = α0(ρ) + α1j
2
1 + α2j2 + α3j4, (109)

where αi, i = 1, 2, 3, are the material constants.
To define the micropolar elastic solid we apply the requirement that its

material symmetry group consists of the orthogonal tensors.

Definition 4.5. The micropolar elastic continuum is called micropolar elas-
tic solid at x and B if there exists a reference configuration κ, called undis-
torted, such that the material symmetry group relative to κ is given by

Gκ = Rκ ≡ {(P = O,O,0) : O ∈ Oκ ⊂ Orth} . (110)
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The group Rκ is fully described by a subgroup Oκ of the orthogonal
group Orth. The invariance requirement of W leads here to finding the
subgroup Oκ such that

W (E,K;B) = W
[
O ·E ·OT , (detO)O ·K ·OT ; (detO)O ·B ·OT

]
,

(111)
∀O ∈ Oκ.

The strain energy density of a polar-elastic continuum may also admit
other material symmetry groups, in general. For example, it is possible to
construct the material symmetry groups of W in analogy to the symme-
try groups used to model liquid crystals in continuum mechanics of simple
materials, see Truesdell and Noll (1965); Wang and Truesdell (1973).

Definition 4.6. The micropolar elastic continuum is called micropolar elas-
tic liquid crystal at x and B if the material symmetry group Gκ does not
coincide with Uκ, but there exist elements X ∈ Gκ, which are not the mem-
bers of any group constructed using only the orthogonal tensors.

In other words the micropolar polar elastic liquid crystal is the material
which is neither fluid nor solid.

4.6 Non-Linear Micropolar Isotropic Solids

Let us consider the micropolar isotropic elastic solids.

Definition 4.7. The micropolar elastic solid is called isotropic at point x
and B if there exists a reference configuration κ, called undistorted, such
that the material symmetry group relative to κ takes the form

Gκ = Sκ ≡ {(P = O,O,0) : O ∈ Orth} . (112)

This definition means that the strain energy density of the polar-elastic
isotropic solid satisfies the relation

W (E,K;B) = W
[
O ·E ·OT , (detO)O ·K ·OT ; (detO)O ·B ·OT

]
,

∀O ∈ Orth.

Scalar-valued isotropic functions of second-order tensors can be expressed
by the so-called representation theorems in terms of joint invariants of ten-
sorial arguments, see Spencer (1965, 1971); Zheng (1994). The integrity
basis for the proper orthogonal group is given by Spencer, see Table 1 in
Spencer (1965) or Table II in Spencer (1971). The number of members of
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the integrity basis of E, K, B is much larger than the number of compo-
nents of these tensors. However, there are some polynomial dependencies
(syzygies) between elements of the integrity basis of three non-symmetric
tensors. For the proper orthogonal group there is no difference in trans-
formations of axial and polar tensors. It is not the case if one considers
transformations using the full orthogonal group. Since K and B are axial
tensors, not all invariants listed in Spencer (1965, 1971) are absolute invari-
ants under orthogonal transformations, because some of them change sign
under non-proper orthogonal transformations. Following Spencer (1971),
we call such invariants relative invariants. Examples of relative invariants
are trK, trK3, trE ·K, trE ·B, etc. This gives us the following property
of W :

W (E,K;B) = W (E,−K;−B). (113)

The full list of 119 absolute and relative invariants for the orthogonal group
is presented in Eremeyev and Pietraszkiewicz (2012).

If we neglect the explicit dependence of W on B, or assume that B = 0,
then W = W (E,K). The integrity basis of two non-symmentric tensors
under the orthogonal group contains 39 members. Following Zheng (1994),
Ramezani et al. (2009) listed these invariants for the non-linear polar-elastic
solids and proposed the corresponding constitutive equations. Let us note,
however, that not all 39 elements of this integrity basis are functionnally
independent. Kafadar and Eringen (1971) constructed the functional basis
for two non-symmetric tensors taking into account these functional depen-
dencies. According to Kafadar and Eringen (1971), as the isotropic scalar-
valued function of two non-symmetric tensors E and K, W is expressible in
terms of 15 invariants,

W = W (I1, I2, . . . , I15), (114)

where Ik are given by

I1 = trE, I2 = trE2, I3 = trE3,
I4 = trE ·ET , I5 = trE2

· ET , I6 = trE2
· (ET )2,

I7 = trE ·K, I8 = trE2
·K, I9 = trE ·K2,

I10 = trK, I11 = trK2, I12 = trK3,
I13 = trK ·KT , I14 = trK2

·KT , I15 = trK2
· (KT )2.

Taking into account that W = W (E,K) is an even function with respect to
K, W becomes also a even function with respect to some invariants

W (I1, I2, I3, I4, I5, I6, I7, I8, I9, I10, I11, I12, I13, I14, I15) (115)

= W (I1, I2, I3, I4, I5, I6,−I7,−I8, I9,−I10, I11,−I12, I13,−I14, I15).
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Expanding W a the Taylor series with respect to E and K, and keeping
up to quadratic terms, we obtain with (115) the approximate polynomial
representation of (114)

W = w0 + a1I1 + b1I
2
1 + b2I2 + b3I4 + b4I

2
10 + b5I11 + b6I13, (116)

where w0, a1, a2, b1, . . . , b6 are material parameters.
Let us consider the representation of W which takes the form of a sum

of two scalar functions each depending on one strain measure

W = W1(E) +W2(K). (117)

For example, this form has W in (116). The form (117) is also used by
Ramezani et al. (2009) in order to generalize the classical neo-Hookean and
Mooney-Rivlin models to the micropolar elastic solids. Using the represen-
tation theorem for the isotropic scalar-valued function of one non-symmetric
tensor, we obtain the following representation of W :

W = W̃1(I1(E), . . . , I6(E)) + W̃2(I1(K), . . . , I6(K)),

where W̃2 has the property

W̃2(I1, I2, I3, I4, I5, I6) = W̃2(−I1, I2,−I3, I4,−I5, I6).

If in (112) we use only the proper orthogonal tensors then the resulting
constitutive equations correspond to the hemitropic polar-elastic contin-
uum.

4.7 Physically Linear Micropolar Solids

Let us consider the strain energy density as a quadratic function of E
and K

W =
1

2
E •CCC •E+E •BBB •K+

1

2
K •DDD •K, (118)

where CCC, BBB, and DDD are the fourth-order tensors of elastic moduli of the
micropolar elastic solid. The components of tensors CCC and DDD have the
symmetry properties

Cijmn = Cmnij , Dijmn = Dmnij .

With (118) the corresponding stress measures P1 and P2 take the form

P1 = CCC •E+BBB •K, P2 = E •BBB+DDD •K.
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The model based on (118) can be called the physically linear micropolar
elastic solid. Since E and K are non-symmetric tensors, W contains 171
independent material parameters, in general.

In the case of isotropic solids one can use the representation of an
isotropic fourth-order tensor (Lebedev et al., 2010). The corresponding
tensors CCC and DDD take the form

CCC =λI⊗ I+ μia ⊗ I⊗ ia + (μ+ κ)ia ⊗ ib ⊗ ia ⊗ ib,

DDD =β1I⊗ I+ β2ia ⊗ I⊗ ia + β3ia ⊗ ib ⊗ ia ⊗ ib,

where λ, μ, κ, βi, i = 1, 2, 3, are the independent elastic moduli, while
BBB = OOO. Thus, the strain energy density of the physically linear polar-elastic
isotropic solid contains only six scalar elastic moduli. W takes form

2W = λtr 2E+μI2trE
2+(μ+κ)tr (E·ET )+β1tr

2K+β2trK
2+β3tr (K·K

T ).
(119)

This constitutive relation corresponds to the linear isotropic elastic Cosserat
continuum described by (121). Within the linear micropolar elasticity the
explicit structure of tensors CCC and DDD is presented by Zheng and Spencer
(1993) for 14 symmetry groups, see also Xiao (1998).

4.8 Linear Micropolar Isotropic Solids

Let us consider the case when the translations and microrotations are
very small. Now we assume that u, θ, and their spatial derivatives are
infinitesimally small:

‖u‖ � 1, ‖Gradu‖ � 1, ‖θ‖ � 1, ‖Gradθ‖ � 1,

where u � r −R is the infinitesimal translation vector, and θ = ϕe is the
infinitesimal rotation vector now.

There hold

H ≈ I+ I× θ, K ≈ ��� � Gradθ, E ≈ εεε � Gradu− I× θ. (120)

Definition 4.8. The tensor εεε � Gradu− I× θ is called the linear stretch
tensor and ��� � Gradθ – the linear wryness tensor.

We should note the introduced linear stretch tensor is different of the

strain tensor of linear elasticity e �
1

2

[
Gradu+ (Gradu)T

]
. The difference

for the two theories exists for other quantities, for example, for the tensors
of the time rate of strains.

Note in the present linear approximation of the theory, there is no dif-
ference between the gradient operators grad and Grad , that is Gradu ≈
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gradu, Gradθ ≈ gradθ as well as there is no difference between the stress
tensors T ≈ Tκ ≈ P1 and M ≈Mκ ≈ P2.

We can rewrite the constitutive equations for isotropic material in the
form

T =
∂W

∂εεε
, M =

∂W

∂���
,

where W is the quadratic form of εεε, ���

W =
λ

2
tr 2εεε+

μ+ κ

2
tr (εεε · εεεT ) +

μ

2
tr (εεε · εεε) (121)

+
β1

2
tr 2���+

β2

2
tr (��� · ���) +

β3

2
tr (��� · ���T ).

Thus T and M are given by linear relations

T = λI trεεε+ (μ+ κ)εεε+ μεεεT , M = β1I tr���+ β2���
T + β3���. (122)

In the framework of the linear theory of Cosserat continuum, the rotation
velocity is given through the material derivative of the microrotation vector:
ω = θ̇.

Quadratic form (121) is assumed to be non-negative. This holds if the
following inequalities are valid:

3λ+ 2μ+ κ ≥ 0, 2μ+ κ ≥ 0, κ ≥ 0, (123)

3β1 + β2 + β3 ≥ 0, β2 + β3 ≥ 0, β3 − β2 ≥ 0. (124)

The linear theory of micropolar elasticity is discussed in many works, see
for example Nowacki (1986); Eringen (1999); Dyszlewicz (2004) and their
reference lists.

In mechanics, it is also known a model of Cosserat’s pseudocontinuum,
also called themedium with constrained rotations. By this model, the macro-
rotation of a body particle that is determined by displacement u, coincides
with the microrotations defined by θ. In linear elasticity, the rotation of a
body particle is given by formula −1/2Rotu, cf. Lurie (2005). The identity
hypothesis for macro- and microrotations brings us to the relation

θ = −
1

2
Rotu. (125)

Substituting (125) to the expression for εεε, we get

εεε =
1

2

(
Gradu+ (Gradu)T

)
= e.
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This means that the stretch tensor coincides with the strain tensor of classi-
cal linear elasticity. Substituting (125) to the expression for ��� we can show
that tr��� = 0. From (122) it follows that for Cosserat’s pseudocontinuum
the stress and couple tensors possess the properties

T = TT , trM = 0.

Relation (125) also implies that ��� can be expressed through the second
spatial derivatives of u. Thus Cosserat’s pseudocontinuum model can be
considered as a particular case of the gradient elasticity theory.

4.9 Constraints

In mechanics, there are various models for the media with constraints.
Restrictions on medium deformations are called constraints. In nonlinear
elasticity, an example of such constraints is the incompressibility of mate-
rial, it is widely used to describe the deformation of rubber-like materials,
see Ogden (1984). In nonlinear elasticity, under the incompressibility con-
straint, there are established some analytical solutions, so-called universal
solutions, see Truesdell and Noll (1965). In this section we consider me-
chanics of micropolar materials with constraints.

A scalar constraint takes the form

l(r,H,Gradr,GradH) = 0. (126)

As (126) reflects physical properties of the material, it should be mate-
rial frame-indifferent. Repeating the transformations used to derive W in
Sect. 4.5, we get that the frame-indifferent constraint reduces to the follow-
ing

l(E,K) = 0. (127)

Similarly we can show that a vectorial frame-indifferent constraint is of
the form

H · l(E,K) = 0. (128)

The constitutive equations for materials with constraints are deduced
with use of Lagrange’s multipliers, for example see Lurie (1990). Stress
tensors P1 and P2 are given by formulas

P1 =
∂W ∗

∂E
, P2 =

∂W ∗

∂K
,

where
W ∗(E,K) = W (E,K) + λl(E,K) + λ ·H · l(E,K),
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λ and λ are the scalar and vectorial Lagrange multipliers related with con-
strains (127) and (128), respectively. The both Lagrange’s multipliers are
frame-indifferent quantities, they arise as a result of constraint reactions.
So we have

P1 =
∂W

∂E
+ λ

∂l

∂E
+ λ ·H ·

∂l

∂E
, P2 =

∂W

∂K
+ λ

∂l

∂K
+ λ ·H ·

∂l

∂K
.

Note that instead of λ we can use a non-indifferent vector λ̃ = λ ·H.
An example of scalar constraints is the incompressibility condition,

detF = 1.

In terms of strain measures, it takes the form

l ≡ det(E + I)− 1 = 0. (129)

For a micropolar body, the incompressibility condition was used in Ere-
meyev and Zubov (1994); Ramezani et al. (2009); Zubov (1997).

The model of Cosserat’s pseudocontinuum gives an example of vectorial
constraint

l ≡ E× = 0. (130)

Condition (130) was applied in Eremeyev and Zubov (1994); Zubov (1997).
Using (120)3 for infinitesimal deformations, we can see that (130) takes the
form of (125) of Cosserat’s linear pseudocontinuum model.

Note that for finite deformations, constraint (130) affects the stress ten-
sor definition but does not restrict the form of the couple stress tensor.
However in Cosserat’s linear pseudocontinuum theory, constraint (125) in-
volves that trM = 0. As its consequence in this theory we cannot assign
three independent couple boundary conditions.

For constraints (129) and (130), P1 takes the form

P1 =
∂W

∂E
+ λHT

· F−T
− λ̃× I.

To derive this, we should use the differentiation formulae

(detX),X = (detX)X−T , (X×),X = EEE .

As an example of constitutive equations with constraints we present a
generalization of Varga’s incompressible material model (Varga, 1996) to
micropolar elasticity with rotation constraints:

W = μtrE+
β1

2
tr 2K+

β2

2
tr (K ·KT ) +

β3

2
tr (K ·K). (131)
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For model (131), tensors P1 and P2 are

P1 = μI+ λHT
· F−T

− λ̃× I, P2 = β1I trK+ β2K+ β3K
T .

In a similar way, well known models of incompressible elastic materials
by Mooney–Rivlin, Ogden, etc., can be extended to Cosserat’s nonlinear
pseudocontinuum.

It is worth of noting that the rigid body motion can be considered as
a particular case of the motion of a micropolar body with the following
constraints: E = K = 0. In this case, stress tensor P1 and couple tensor
P2 are Lagrange “multipliers” that correspond to the constraints and do
not depend on the deformation. The Euler laws of motion take the form of
(20).

4.10 Constitutive Inequalities

In nonlinear elasticity there are known so-called constitutive restrictions.
They are the strong ellipticity condition, Hadamard inequality, generalized
Coleman-Noll condition (GCN-condition), and some others, see Truesdell
and Noll (1965); Truesdell (1977, 1984). Each of them plays a role in non-
linear elasticity. They express mathematically precise and physically intu-
itive restrictions for constitutive equations of elastic bodies. In particular,
the GCN condition proposed by Coleman and Noll asserts that “the trans-
formation from deformation gradient to first Piola-Kirchhoff stress tensor
shall be monotone with respect to pairs of deformations differing from one
another by a pure stretch” (see, Truesdell and Noll (1965)).

The simplest example of the constitutive restrictions gives the linear
micropolar elasticity. Suppose that the strain energy density of the linear
elastic micropolar solids W (εεε,���) is positive definite

W (εεε,���) > 0, ∀ εεε,��� �= 0

For an isotropic micropolar elastic solid, W takes the form (121). Positivity
of W with respect to εεε and ��� is equivalent to the strict inequalities (123)
and (124). If the inequalities fail (123) and (124) this leads to a number of
pathological mathematical and physical consequences. For example, bound-
ary value problems of linear micropolar elasticity can have more than one
solutions or can have no solution for some loads.

For finite strains, the positive definiteness of the strain energy density
W (E,K) with respect to the strain measures is not enough for the desired
properties of boundary value problems. As in the case of non-linear elastic-
ity, one should introduce some additional restrictions.

The Coleman-Noll constitutive inequality is one of well-known in non-
linear elasticity, see Truesdell and Noll (1965); Truesdell (1977, 1984). Its
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differential form, a so-called Generalized Coleman-Noll (GCN) condition,
expresses the property that the work of the stress rate cannot be negative
or the property that the first Piola-Kirchhoff stress tensor shall be mono-
tone with respect to pairs of deformations differing from one another by a
pure stretch.

Generalizing the classical GCN-condition we will use the following defi-
nition.

Definition 4.9. The generalized Coleman-Noll condition of the Cosserat
continuum is given by the inequality

Ṗ1 • Ė+ Ṗ2 • K̇ > 0, ∀ Ė �= 0, K̇ �= 0. (132)

The strain rates are given by

Ė = HT
· (Gradv − ω × F) = HT

· εεε · F, K̇ = HT
·Gradω = HT

· ��� · F,
(133)

where εεε and ��� are now the strain rates given by

εεε � gradv − ω × I, ��� � gradω. (134)

Taking into account (87) and (133), (134), we rewrite (132) in the equivalent
form

d2

dτ2
W (E+ τεεε,K+ τ���)

∣∣∣∣
τ=0

> 0 ∀ εεε �= 0, ��� �= 0. (135)

The conditions (135) or (132) are analogues of the Coleman-Noll inequal-
ity in the 3D elasticity. Note that the inequality (135) satisfies the principle
of material frame-indifference. This means that (135) can be chosen as a
constitutive inequality for micropolar elastic continuum.

The strong ellipticity condition is also one of well known constitutive
restrictions in nonlinear elasticity, cf. Truesdell and Noll (1965). Mathe-
matically, it expresses a precise and physically intuitive restriction for the
constitutive equations of elastic materials. In general, the strong ellipticity
of the equations is a property of the material in some area of deformation.
For some deformations it can be fulfilled whereas for others it does not. For
a number of real media that are modeled by Cosserat continuum, arising
of discontinuous solution is physically possible. For example, such media
are soils, granular and porous media. For some other materials such dis-
continuities are physically impossible. Thus, the strong ellipticity condition
allows us “to sort” admissible types of the constitutive equations as well as
to determine “dangerous” deformations. Besides, the condition of strong
ellipticity is a criterion to find “dangerous” domains in a body.
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To formulate the strong ellipticity condition of the equilibrium equations
(59) we use the general results of the partial differential equations theory
(PDE) presented in Lions and Magenes (1968); Fichera (1972); Hörmander
(1976).

Definition 4.10. The strong ellipticity condition of the equilibrium equa-
tions (59) for the micropolar elastic solids is the inequality

ξ·QQQ(N)·ξ > 0, ∀ N �= 0, ∀ ξ ∈ IR6, ξ �= 0, (136)

where ξ = (a, b) ∈ IR6 and matrix QQQ(N ) is

QQQ(N )
�
=

⎡⎢⎢⎢⎣
∂2W

∂E∂E
{N}

∂2W

∂E∂K
{N}

∂2W

∂K∂E
{N}

∂2W

∂K∂K
{N}

⎤⎥⎥⎥⎦ ,

where for arbitrary forth-order tensor GGG and vector N that are represented
in a Cartesian basis ik (k = 1, 2, 3), we have used the notation

GGG{N} ≡ GklmnNlNnik ⊗ im.

For example, if GGG = c⊗ d⊗ e⊗ f then GGG{N} = (d ·N)(f ·N )c⊗ e.
A weak form of inequality (136) is an analogue of the Hadamard inequal-

ity, that is

ξ·QQQ(N)·ξ ≥ 0, ∀ N �= 0, ∀ ξ ∈ IR6, ξ �= 0, (137)

QQQ plays a role of the acoustic tensor in the micropolar elasticity.
The strong ellipticity condition and the Hadamard inequality are also

examples of constitutive restrictions of the constitutive equations of the
micropolar elastic solids under finite deformations. As for the theory of
non-polar materials, a failure in inequality (137) can lead to the existence
of non-smooth solutions to equilibrium equations (59).

As the Coleman–Noll inequality the strong ellipticity condition can be
written in the equivalent form

d2

dτ2
W (E+ τa ⊗N ,K+ τb⊗N )

∣∣∣∣
τ=0

> 0 ∀ N , a, b �= 0. (138)

Comparing (135) and (138) we prove the following theorem:

Theorem 4.1. For the non-liner micropolar elastic solid the Coleman–Noll
inequality implies the strong ellipticity condition.
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Proof. Indeed, inequality (135) holds for any tensors εεε and ���. Unlike to 3D
non-linear elasticity here εεε and ��� may be nonsymmetric tensors. Substitut-
ing relations εεε = a ⊗N and ��� = b⊗N into (135), we immediately obtain
(138).

Thus, for the micropolar elastic continuum the strong ellipticity condi-
tion is a particular case of the Coleman–Noll inequality. This is an essential
difference between the micropolar elasticity and the non-linear elasticity of
non-polar elastic materials: in the latter these two properties are indepen-
dent in the sense that neither of them implies the other.

Let us consider the constitutive relation (117). Then the Hadamard
inequality (136) is equivalent to two independent inequalities

a·
∂2W1

∂E∂E
{N}·a > 0, b·

∂2W2

∂K∂K
{N}·b > 0, ∀ N , a, b �= 0.

As an example, let us consider consequences of (136) for the physically
linear isotropic micropolar solid (119). In this case we have

∂2W1

∂E∂E
{N} = (μ+ κ) I+ (λ+ μ)N ⊗N ,

∂2W2

∂K∂K
{N} = β3I+ (β1 + β2)N ⊗N .

(139)

Using (139) we show that the inequality (136) is equivalent to the conditions

2μ+ κ+ λ > 0, μ+ κ > 0, β1 + β2 + β3 > 0, β3 > 0. (140)

Thus for the strain energy density (119), the strong ellipticity condition
reduces to simple inequalities (140). They are expressed in terms of the
elastic moduli and do not depend on strains. For simple non-linear solids
the analogue of (119) is the semi-linear material, see Lurie (1990, 2005). For
the latter, the strong elipticity condition depends on strains as well as the
elastic moduli. When the ellipticity condition breaks down, singular solu-
tions arise – these may correspond to infinite rotations, for example, Lurie
(1990). Hence it may be simpler to check the strong ellipticity condition for
a micropolar material than for a simple nonlinearly elastic material.

In the case of small strains, the strain energy density (119) takes the form
of (121). Following from the condition of positive semidefiniteness of W ,
the inequalities (123) and (124) imply (138) but not conversely. Obviously,
the strong ellipticity conditions are less restrictive than the requirement of
positive semidefiniteness of the energy under infinitesimal deformations.
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Eremeyev and Zubov (1994) proved that the infinitesimal stability of
micropolar body implies the strong ellipticity condition. The proof follows
from the analysis of the second variation of the total energy functional of
the micropolar elastic body. Unlike to the 3D non-linear elasticity, for the
micropolar elasticity the fulfillment of the strong ellipticity condition does
not imply the infinitesimal stability of a homogeneous deformation of a
micropolar body with Dirichlet boundary conditions.

Let us introduce another type of ellipticity that is the ordinary ellipticity.

Definition 4.11. The ellipticity condition of the equilibrium equations of
micropolar elastic continuum named also the condition of the Petrovsky el-
lipticity or of the ordinary ellipticity is the following inequality:

detQQQ(N ) �= 0, ∀ N , (141)

The definition follows from the general definition of ellipticity in the par-
tial differential equations theory of Agranovich (1997); Hörmander (1976);
Nirenberg (2001). Obviously, the inequalities (141) are weaker than the
strong ellipticity condition (136).

For the constitutive relation (117), condition (141) splits into two con-
ditions

det
∂2W1

∂E∂E
{N} �= 0, det

∂2W2

∂K∂K
{N} �= 0. (142)

As an example, we consider conditions (142) for the constitutive relations
of a physically linear micropolar solid (119). Using Eqs (139), we reduce
(142) to the inequalities

μ+ κ �= 0, 2μ+ λ+ κ �= 0, β3 �= 0, β1 + β2 + β3 �= 0.

Let us note that for the micropolar elastic solids with constraints we have
mixed order systems of PDE. In this case one may use a more general defi-
nition of ellipticity such as the ellipticity in the sense of Douglis–Nirenberg,
see Agranovich (1997).

4.11 Micropolar Fluid

Although the basic content of the chapter is devoted to the micropolar
elastic solids in this section we briefly recall the constitutive equations of
viscous micropolar fluids. The model was proposed by Aero et al. (1965) and
Eringen (1966), see Migoun and Prokhorenko (1984); �Lukaszewicz (1999);
Eringen (2001). Some generalizations of the model are presented in Eringen
(1997a,b, 2000); Yeremeyev and Zubov (1999); Zubov and Eremeev (1996).
For the sake of simplicity we restrict ourselves by the equations of the linear



120 H. Altenbach and V.A. Eremeyev

viscous incompressible micropolar fluid. The constitutive equations for the
stress and couple stress tensors are given by

T = −p I+ μ1εεε+ μ2εεε
T , M = ν1(tr���) I+ ν2���+ ν3���

T , (143)

where p is the pressure, the strain rates εεε and ��� are defined by Eqs. (134),
and μ1, μ2, ν1, ν2, ν3 are the viscosities. The incompressibility condition of
the fluid is

trεεε ≡ div v = 0. (144)

Equations (143) satisfy the material frame-indifference principle and repre-
sent the general possible linear dependence of T and M on εεε and ���.

Assuming that the dissipation should be positive we obtain the following
inequality

T • εεε+M • ��� ≥ 0, ∀ εεε,��� �= 0. (145)

This implies the constitutive inequalities for the viscosity parameters

μ1 + μ2 ≥ 0, μ1 − μ2 ≥ 0, ν1 ≥ 0, ν2 + ν3 ≥ 0, ν2 − ν3 ≥ 0.

4.12 Some Sources of Cosserat’s Constitutive Equations

For any mechanical theory, the key point is the formulation of constitu-
tive equations. The theory should propose the general form of constitutive
equations and the ways how to get their numerical realization for certain
materials. For Cosserat’s continuum, experimental finding of material pa-
rameters is a harder problem than determining of elastic moduli in elasticity.
This can be seen from the fact that an linear elastic isotropic material is
determined by two elastic moduli whereas the description of an isotropic
linear elastic micropolar material, Eqs. (121) and (122), needs six elastic
parameters. We will touch the question of construction of the constitutive
equations for Cosserat’s continuum in brief.

Experimental Data Elastic moduli for micropolar materials can be de-
termined from the experiments with specimens on tension, volume com-
pression, torsion, flexure, and some dynamic experiments. For small defor-
mations of homogeneous materials like steels, we cannot expect micropolar
properties. They are watched in experiments with such micro-nonhomoge-
neous materials as foams, bones, rocks, granular media, etc. Besides mi-
cropolar properties arise at a neighborhood of stress concentrators like crack
tips or notches. It seems that micropolar properties should be taken into
account in nanoscale effects, see for example Ivanova et al. (2003). It should
be recognized that the experimental data on micropolar solids are rather
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scarce. We can note the works on foams by Lakes (1986, 1991, 1995) and
on bones by Park and Lakes (1986); Yang and Lakes (1982). In these, to
define elastic micropolar modulus, it is used a so-called size-effect that is
typical for Cosserat’s continuum. For example, the size-effect becomes ap-
parent in torsion tests on finding the shear modulus with specimens of few
sizes. Lakes established the values of elastic modulus for some foams. We
also should note experimental works by Gauthier and Jahsman (1975, 1981),
who studied a composite material with aluminum shot uniformly distributed
throughout an epoxy matrix. Cosserat’s constants also are determined for
polycarbonate honeycombs in Mora and Waas (2000). The values of mi-
cropolar moduli can be also found in Eringen (1999); Erofeev (2003). Using
the concept of bounded stiffness and infinitesimal conformal invariance, Neff
and Jeong (2009); Jeong and Neff (2010); Neff et al. (2010) presented the
mathematical analysis of Cosserat’s constitutive equations that reduces the
number of independent elastic moduli of a micropolar medium.

Homogenization Various homogenization methods applied to lattices,
granular medias, soils, cellular structures, etc. are a more significant source
of known micropolar modules. The literature on this is more broad, we
note the papers by Besdo (2010); Bigoni and Drugan (2007); Diebels (1999);
Ehlers et al. (2003); Forest (1998); Forest and Sab (1998); Forest and Sievert
(2006); Suiker and de Borst (2005); Larsson and Diebels (2007); Larsson
and Zhang (2007); Pasternak and Mühlhaus (2005); van der Sluis et al.
(1999). The idea of homogenization is to replace a composite material or
assembly of particles by an effective generalized continuum model. For
example, consider a system of interacting rigid bodies for which the force
and couple interaction are essential. Changing the system to an effective
continuum medium we expect the medium to inherit couple properties and
rotational freedom degrees of rigid bodies. Changing open-cell foam that
can be considered as a system of elastic beams to an effective continuum
medium, we get a similar modeling situation. Thus the homogenization
technique for a micro-inhomogeneous medium replaces direct experiments
and can subject us with the values of micropolar modules. Note that the
homogenization can give us more general models of continuum medium like
micromorphic continuum, see Chapter 5, and, for example, the papers by
Forest and Sievert (2006); Forest and Duy (2011); Kouznetsova et al. (2002);
Neff and Forest (2007); Cielecka et al. (2000).

Numerics At first glance, numerical methods are an unexpected source of
constitutive equations for Cosserat’s continuum. Here Cosserat’ s constitu-
tive equations are used to accelerate numerical solving of classical problem
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of elasticity or elasto-plasticity. The choice of the elastic moduli is deter-
mined by the need to accelerate convergence to a solution or to regularize
the solution. Note that the introduction of the rotations as independent
kinematic variables for more accurate description of 3D continuum relates
to Reissner’s idea in the plate theory. In this approach, micropolar modules
are a kind of numerical tuning values, they have no certain physical mean-
ing. In elasticity and elasto-plasticity, the approach is used by Neff et al.
(2007); Neff and Che�lmiński (2007). Among other numerical works that
used the idea of Cosserat’s continuum we should note Rubin (1985, 2000);
Nadler and Rubin (2003); Jabareen and Rubin (2007, 2008). There were de-
veloped special types of enhanced finite elements that use the representation
of a finite element as Cosserat’s point.

Micropolar Fluids For micropolar fluids, the situation of constitutive
equations is different. Starting with pioneering papers by Aero et al. (1965)
and Eringen (1966) the micropolar continuum is applied to model mag-
netic liquids, polymer suspensions, liquid crystals, and other types of flu-
ids with microstructure, see also the books by Migoun and Prokhorenko
(1984); �Lukaszewicz (1999); Eringen (2001); Eremeyev and Zubov (2009).
In particular, the use of magnetic fluids named also ferrofluids caused the
development of micropolar hydromechanics where a magnetic field induces
voluminous couples (Rosensweig, 1987). To describe the couples, liquid
corpuscules should possess rotational degrees of freedom. Comparing with
micropolar elasticity, micropolar hydrodynamics is a more extensive part of
mechanics with well established experimentally constitutive equations.
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J. Chróścielewski, J. Makowski, and W. Pietraszkiewicz. Statics and Dy-
namics of Multyfolded Shells. Nonlinear Theory and Finite Elelement
Method (in Polish). Wydawnictwo IPPT PAN, Warszawa, 2004.
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Boston, 1999.



Cosserat Media 127

A. I. Lurie. Theory of Elasticity. Springer, Berlin, 2005.
A. I. Lurie. Nonlinear Theory of Elasticity. North-Holland, Amsterdam,

1990.
A. I. Lurie. Analytical Mechanics. Springer, Berlin, 2001.
B. Markert, editor. Advances in Extended and Multifield Theories for Con-

tinua, volume 59 of Lecture Notes in Applied and Computational Me-
chanics. Springer, Berlin, 2011.

G. A. Maugin. Configurational Forces: Thermomechanics, Physics, Mathe-
matics, and Numerics. CRC Press, Boca Raton, 2010.

G. A. Maugin. Nonlinear Waves on Elastic Crystals. Oxford University
Press, Oxford, 1999.

G. A. Maugin and A. V. Metrikine, editors. Mechanics of Generalized Con-
tinua: One Hundred Years After the Cosserats. Springer, New York,
2010.

T. Merlini. A variational formulation for finite elasticity with independent
rotation and biot-axial fields. Computational Mechanics, 19(3):153–168,
1997.

N. P. Migoun and P. P. Prokhorenko. Hydrodynamics and Heattransfer in
Gradient Flows of Microstructured Fluids (in Russian). Nauka i Tech-
nika, Minsk, 1984.

R. Mora and A. M. Waas. Measurement of the Cosserat constant of circular-
cell polycarbonate honeycomb. Philosophical Magazine A. Physics of
Condensed Matter Structure Defects and Mechanical Properties, 80(7):
1699–1713, 2000.

A. I. Murdoch. On objectivity and material symmetry for simple elastic
solids. Journal of Elasticity, 60(3):233–242, 2000.

A. I. Murdoch. Objectivity in classical continuum physics: a rationale for
discarding the ‘principle of invariance under superposed rigid body mo-
tions’ in favour of purely objective considerations. Continuum Mechanics
and Thermodynamics, 15(3):309–320, 2003.

A. I. Murdoch. On criticism of the nature of objectivity in classical contin-
uum physics. Continuum Mechanics and Thermodynamics, 17(2):135–
148, 2005.

W. Muschik and L. Restuccia. Changing the observer and moving materials
in continuum physics: objectivity and frame-indifference. Technische
Mechanik, 22(2):152–160, 2002.

B. Nadler and M.B. Rubin. A new 3-D finite element for nonlinear elasticity
using the theory of a Cosserat point. International Journal of Solids and
Structures, 40(17):4585–4614, 2003.

M. N. L. Narasimhan. Principles of Continuum Mechanics. Wiley, New
York, 1993.



128 H. Altenbach and V.A. Eremeyev
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Abstract In this chapter we discuss the Cosserat-type theories of
plates and shells. We call Cosserat-type shell theories various the-
ories of shells based on the consideration of a shell base surface
as a deformable directed surface, that is the surface with attached
deformable or non-deformable (rigid) vectors (directors), or based
on the derivation of two-dimensional (2D) shell equations from the
three-dimensional (3D) micropolar (Cosserat) continuum equations.

Originally the first approach of such a kind belongs to Cosserat
brothers who considered a shell as a deformable surface with at-
tached three unit orthogonal directors. In the literature are known
theories of shells which kinematics is described by introduction of
the translation vector and additionally p deformable directors or
one deformable director or three unit orthogonal to each other di-
rectors. Additional vector fields of directors describe the rotational
(in some special cases additional) degrees of freedom of the shell.
The most popular theories use the one deformable director or three
unit directors. In both cases the so-called direct approach is applied.

Another approach is based on the 3D-to-2D reduction procedure
applied to the 3D motion or equilibrium equations of the micropolar
shell-like body. In the literature the various reduction methods
are known using for example asymptotic methods, the-through-the
thickness integration procedure, expansion in series, etc.

The aim of the chapter is to present the various Cosserat-type
theories of plates of shells and discuss the peculiarities and differ-
ences between these approaches.

1 Introduction

The mechanics of the Cosserat continuum is based on the introduction of
translations and rotations as kinematically independent quantities. The

H. Altenbach, V. A. Eremeyev (Eds.), Generalized Continua from the Theory to  
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two- and one-dimensional analogues of the Cosserat continuum were pre-
sented by Cosserat and Cosserat (1909). On the other hand in the theory
of plates and shells the independence of rotations was recognized by Reiss-
ner (1944, 1945, 1947, 1985). Since the paper by Ericksen and Truesdell
(1958) the Cosserat model has found applications in construction of var-
ious generalized models for beams, rods, plates, and shells. Within the
framework of the direct approach applied by Ericksen and Truesdell (1958),
the shell is modeled as a deformable surface at each point of which a set
of deformable directors is attached. Hence, the deformation of a shell is
described by the position vector r and p directors di, i = 1, . . . p. This
approach is developed in the original papers by Green et al. (1965); Green
and Naghdi (1967a,b, 1968, 1970, 1971, 1974, 1979); Ericksen (1971, 1972a,
1973a, 1977); Naghdi and Trapp (1972); deSilva and Tsai (1973); Naghdi
(1975); Naghdi and Srinivasa (1993); Naghdi and Rubin (1995). This vari-
ant of a shell theory is also named Cosserat shell theory, or the theory of
Cosserat surfaces, or the Naghdi shell theory. The direct approach in the
Cosserat surface theories is critisized, see, for example, Simmonds (1997).
But the theory is developed successfully and there are various applica-
tions, see Itou and Atsumi (1970); Gürgöze (1971); Kurlandz (1972, 1973);
Chowdhur and Glockner (1973); Glockner and Malcolm (1974); Farshad and
Tabarrok (1976); Gurtin and Murdoch (1975); Turner and Nicol (1980);
Kayuk and Zhukovskii (1981); Cohen and Thomas (1984, 1986); Ramsey
(1986, 1987); Cohen and Wang (1989); Antman (1990); Krishnaswamy et al.
(1998); Bhattacharya and James (1999); Rubin (2004); Rubin and Ben-
veniste (2004); Neff (2004, 2007); B̂ırsan (2006b,a, 2007, 2008, 2009d,b,a,c,
2010, 2011); Antman and Lacarbonara (2009); Antman and Bourne (2010);
Plotnikov and Toland (2011), which partly cannot be analyzed with the help
of the classical (Love) shell theory. In particular, the theory of symmetry of
the constitutive equations was developed by Ericksen (1972b, 1973b); Mur-
doch and Cohen (1979, 1981). Finite element formulations of the Cosserat
shell theory are presented in Sansour and Bednarczyk (1995); Chinosi et al.
(1998); Yang et al. (2000); Jog (2004); Kreja (2007). Let us mention only the
books by Naghdi (1972); Rubin (2000); Antman (2005) and B̂ırsan (2009d),
where the theory of Cosserat shells is summarized.

The theory of Cosserat shells contains as a special case the linear theory
of Cosserat plates. This theory is mostly formulated with the help of the
introduction of one deformable director, see Green and Naghdi (1967a,b). A
variant with few directors is discussed, for example, in Provan and Koeller
(1970). Applications of the Cosserat surface theory to sandwich plates are
given in Malcolm and Glockner (1972a,b); Glockner and Malcolm (1974).
In the case of the theory of Cosserat plates with one director the unknown
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functions are the vector of translations of the surface, representing the plate,
and the vector describing the change of length and rotation of the director.
Thus one assumes that such theory contains six degrees of freedom and as
a consequence one has to establish six boundary conditions. In the case
of Cosserat shells it is also possible to describe the thickness changes. So
one can conclude that in this case for each material point six degrees of
freedom are assumed: three translational degrees of freedom, two rotational
degrees of freedom describing the rotations of the director and one degree
of freedom which is related to the thickness changes.

Independently Eringen (1967) has formulated a linear theory of micropo-
lar plates, see also the monograph by Eringen (1999). The two-dimensional
equations of this theory are deduced with the help of independent integra-
tion over the thickness of both the first and the second Euler laws of motion
of the linear elastic micropolar continuum. The theories of the zeroth and
the first order are presented applying a special linear approximation of the
displacement and the microrotation fields. Eringen’s theory is based on
eight unknowns: three averaged displacements, two averaged macrorota-
tions of the cross-sections and three averaged microrotations. This means
that one has to introduce eight boundary conditions. The static bound-
ary conditions in Eringen’s plate theory cannot be presented as forces and
moments at the boundaries like in the Kirchhoff-type theories, see Timo-
shenko and Woinowsky-Krieger (1985). From the point of view of the di-
rect approach Eringen’s micropolar plate is a deformable surface with eight
degrees of freedom. Eringen’s approach is widely discussed, for example,
by Ariman (1968); Nowacki and Nowacki (1969); Boschi (1973); Korman
et al. (1974); Constanda (1977); Schiavone (1989, 1991); Schiavone and Con-
standa (1989); Wang (1990); Wang and Zhou (1991); Tomar (2005); Kumar
and Deswal (2006); Kumar and Partap (2006, 2007); Pompei and Rigano
(2006) and in the monograph by Eringen (1999).

The theories of plates and shells and the theories based on the reduc-
tion of the three-dimensional (3D) equations of the micropolar continuum
are presented in several publications. Gevorkyan (1967); Reissner (1970,
1977); Jemielita (1995); Ambartsumian (1996, 1999) applied various aver-
aging procedures in the thickness direction together with the approximation
of the displacements and rotations or the force and moment stresses in the
thickness direction. As a result, one gets different numbers of unknowns and
the number of two-dimensional equilibrium equations differs. For example,
Reissner (1977) presented a generalized linear theory of shells containing
nine equilibrium equations. Additionally, Reissner (1972) worked out the
two-dimensional theory of a sandwich plate with a core having the proper-
ties of a Cosserat continuum. The variants of the micropolar plate theory
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based on the asymptotic methods are developed in Nazarov (1993); Erbay
(2000); Aganović et al. (2006); Sargsyan (2005, 2008, 2009, 2011); Tambača
and Velčić (2009); Velčić and Tambača (2010); Zubov (2009); Sargsyan
and Sargsyan (2011). The non-linear theory of elastic shells derived from
the pseudo-Cosserat continuum is considered in Badur and Pietraszkiewicz
(1986). The linear theory of micropolar plates is presented in Altenbach and
Eremeyev (2009a) where a discussion on the reduction procedure is given.
The Γ-convergence based approach to the Cosserat-type theory of plates
and shells is discussed by Neff (2004, 2005); Neff and Che�lmiński (2007).

In both the Cosserat and the Eringen micropolar plate theories one has
additional kinematic variables – the rotations. It should be noted that in
the theories of plates and shells the rotations are introduced as independent
kinematic variables before the Cosserat theory was established. The term
“angle of rotation” is also introduced in Kirchhoff’s theory – but the ro-
tations are expressed by the displacement field. After the pioneering work
by Kirchhoff (1850) thousands of publications are presented, which try to
give the foundations and the methods of deduction of the equations of the
Kirchhoff–Love theory, but also of improvements, see, for example, Fox
et al. (1993); Podio-Guidugli (1989); Nicotra et al. (1999); Ciarlet (1997,
2000); Friesecke et al. (2002a,b,c, 2003); Kienzler (2002); Kienzler et al.
(2004). Considering sandwich structures with a soft core Reissner (1947,
1985) worked out a theory by taking into account the transverse shear which
was ignored by Kirchhoff. Similar governing equations (only some effects
are not included) were derived by Mindlin (1951) introducing additional de-
grees of freedom for the points of the midplane. The order of the system of
the partial differential static equilibrium equations in the case of Reissner-
type theories is equal to ten. That means, that the number of boundary
equations is equal to five. In the theories of Reissner and Mindlin only two
angles of rotations are independent of the displacements, and the transverse
shear can be taken into account. The third angle of rotation (rotation about
the normal to the surface, so-called drilling rotation) is not considered as
an independent variable. In Reissner’s theory the static boundary condi-
tions are equivalent to the introduction of distributed forces and moments
on the contour, the last one has no components in the normal direction.
The Reissner plate as well as the Kirchhoff plate are not able to react on
the distributed moments on the surfaces or boundaries which are directed
along the surface normal (so-called drilling moments). That means that
Reissner’s plate is modeled by a material surface with points having five
degrees of freedom (three translation and two rotations) while Kirchhoff’s
plate is a material surface each point of which has only three degrees of
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freedom (three translations)1. Now we have thousands of papers and mono-
graphs on Reissner’s and Mindlin’s approach, see for example the reviews
Grigolyuk and Selezov (1973); Nardinocchi and Podio-Guidugli (1994).

In the last decades the so-called higher order theories are very popular.
Starting with the pioneering contributions by Levinson (1980) and Reddy
(1984), new theories are established systematically. If one discusses higher
order theories in the point of view of the direct approach one assumes de-
formable surfaces with additional degrees of freedom. For example, the third
order theory presented in Wang et al. (2000) can be regarded as a theory
with seven degrees of freedom including rotations of the plate cross-sections.
Kienzler (2002) discussed the consistent higher order theories of plates us-
ing series expansions. Let us mention also the contributions by Simmonds
and Danielson (1972); Pietraszkiewicz (1979a); Başar (1987); Fox and Simo
(1992); Hodges et al. (2004); Brank et al. (1997); Hodges (2006); Kreja
(2007); Wísniewski (2010); Merlini and Morandini (2011a,b), where the ro-
tations in shells are considered, while an extensive discussion of the appli-
cation of the rotations in Continuum Mechanics is given in Pietraszkiewicz
and Badur (1983).

The direct approach in the theory of shells based on Cosserat’s ideas
is applied also in Zhilin (1976). In contrast to Ericksen and Truesdell
(1958), the shell is regarded as a deformable surface with material points
at which three directors are attached. The directors are orthogonal unit
vectors. The deformations of the shell are presented by a position vector
and a properly orthogonal tensor. This variant of the shell and plate the-
ories based on the direct approach is investigated, for example, in Shkutin
(1980, 1985); Pal’mov (1982); Palmow and Altenbach (1982); Eremeyev
(2005); Eremeyev and Zubov (2007, 2008); Zhilin (2006); Zubov (1997,
1999, 2001, 2011). It must be noted that this variant is very similar to
the one presented within the general non-linear theory of shells discussed in
the monographs by Libai and Simmonds (1998), and Chróścielewski et al.
(2004), see also Pietraszkiewicz (2001) and the contributions by Libai and
Simmonds (1983); Simmonds (1984, 1997); Makowski and Stumpf (1990);
Chróścielewski (1996); Chróścielewski et al. (1997, 2002); Makowski et al.
(1999); Makowski and Pietraszkiewicz (2002); Lubowiecka and Chróścielew-
ski (2002); Eremeyev and Pietraszkiewicz (2004, 2006, 2009); Pietraszkiewicz
et al. (2005); Konopińska and Pietraszkiewicz (2006); Pietraszkiewicz et al.
(2007); Chróścielewski and Witkowski (2010, 2011); Chróścielewski et al.
(2011); Altenbach and Eremeyev (2011); Pietraszkiewicz (2011). The two-
dimensional motion equations given in Libai and Simmonds (1983, 1998);

1The original Kirchhoff’s plate theory has only one degree of freedom (the deflection).
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Pietraszkiewicz (2001); Chróścielewski et al. (2004) are derived by the exact
integration over the thickness of the equations of motion of a shell-like body.
The deformation measures, which are the same as those introduced within
the framework of the direct approach, can be defined as work-conjugate
fields to the stress and the stress couple tensors.

Altenbach and Zhilin (1988) transformed the general theory with six
degrees of freedom to a theory of shells with five degrees of freedom (simi-
lar to Reissner’s theory) introducing some constraints for the deformations.
This variant of the theory is discussed in Altenbach (1988); Altenbach and
Zhilin (2004); Zhilin (2006); Altenbach and Eremeyev (2008); B̂ırsan and
Altenbach (2010, 2011). The method presented in Altenbach and Zhilin
(1988) is applied by Grekova and Zhilin (2001) to the three-dimensional
case. It should be noted that the main problem in application of the direct
approach is both the establishment and the identification of the constitutive
equations. They should be formulated for the two-dimensional measures
of stresses and measures of deformations. This means that some effec-
tive stiffness properties should be introduced. For anisotropic elastic plates
the identification procedure for the effective stiffness properties is discussed
by Altenbach and Zhilin (1988); Zhilin (2006); Altenbach and Eremeyev
(2008, 2011) and for the viscoelastic case in Altenbach (1988); Altenbach
and Eremeyev (2009b). The last one approach has some similarities with
the presented one by Rothert (1975, 1977).

It is worth mentioning here the bibliographical papers on he shell theory
by Noor (1990, 2004); Pietraszkiewicz (1992) and by Jemielita (see Jemilita
(2001)), who has discussed papers since 1767.

The aim of this chapter is a discussion of the Cosserat-type theories of
plates and shells. The chapter is organized as follows. In Sect. 2 we present
the basic equations of the theory of the directed surfaces. We restricted
ourselves to a variant of the theory with one deformed director. In Sect. 3 we
consider a 6-parametric nonlinear theory of shells using the direct approach.
In Sect. 4 we present the equations of the linear theory of micropolar plates
based on the reduction of three-dimensional equations of the micropolar
medium to two-dimensional equations used in plates and shells theories.
Finally, we discuss in brief the difference in the presented approaches.

Further we use the direct tensorial notations, see for example Lebedev
et al. (2010); Lurie (2005). Vectors are denoted by semibold italic font like a,
A. Tensors are denoted by semibold normal font like a, A. Functionals are
denoted by calligraphic letters like A. Greek indices take values 1 and 2,
while Latin indices are arbitrary.
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2 Cosserat Surface

Following Naghdi (1972); Rubin (2000) and using the direct approach we
consider the basic relations of the nonlinear theory of Cosserat shells. The
advantage of the latter approach is discussed in many papers, see for exam-
ple Ericksen and Truesdell (1958); Green and Naghdi (1974) or Cohen and
Wang (1989).

2.1 Kinematics

We introduce the Cosserat surface as a deformable surface with an at-
tached deformable director. The kinematics of the Cosserat surface may be
described as follows. Let Σ be the shell surface in the reference configuration
(undeformed state) represented by the Gaussian coordinates qα (α = 1, 2),
and R(q1, q2) is the position-vector describing the material points on the
surface Σ. The surface σ of the shell after deformation is also represented
by the coordinates qα, the position of the material points on σ is given by
r(q1, q2), see Fig. 1. Here N and n are the vectors of the unit normals to
the shell base surfaces Σ and σ, while ν and ν̃ are the unit normal vectors
to the shell boundary contours ω = ∂σ and Ω = ∂Σ, respectively, ν ·N = 0,
ν̃ · n = 0. rβ and rα are the co- and contravariant vector bases on σ and
Rβ , R

α are the co- and contravariant vector bases on Σ

rα · rβ = δαβ , rα · n = 0, rβ =
∂r

∂qβ
,

Rα ·Rβ = δαβ , Rα ·N = 0, Rβ =
∂R

∂qβ
(α, β = 1, 2),

where δαβ is the Kronecker symbol.
The Cosserat surface is a material surface, on which is given a director-

vector field. By this field the changes of the orientation and the length of
the material fibres are presented. In this sense the material fibres of the
shell behave like three-dimensional rigid bodies. In the actual configuration
we denote this field by d, while in the reference configuration by D (Fig. 1).
We assume that D ·N �= 0 and d ·n �= 0. This means that d and D cannot
be tangential vectors to the shell surface.

Thus, the deformation of the Cosserat surface is given by two vector
fields

r = R(q1, q2), d = d(q1, q2). (1)

Let us note that the directors d and D are not unit normal vectors to the
surfaces σ and Σ, in general. According to (1) any material point of the
Cosserat surface has six degrees of freedom. Considering various constraints
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Figure 1. Deformation of a Cosserat surface (reference and actual configu-
rations)

on d, one can derive special theories of shells. For example, assuming the
constraint d = n we obtain the Kirchhoff-Love theory of shells. A Reissner-
type shell theory can be obtained on the assumptions d �= n, d · d = 1, see
Rubin (2000) for details. Within the framework of the model the thickness
changes can be modeled.

2.2 Strain Energy Density of an Elastic Cosserat Surface

Let us assume an elastic behavior of the Cosserat shell. In this case there
exists the strain energy density W which is a function of r, d and their first
spatial gradients

W = W (r,∇ r,d,∇d), ∇ (. . .)
�
= Rα ⊗ ∂(. . .)

∂qα
. (2)

In what follows we denote ∇ r by F. For the transformation of W we
apply the principle of material frame-indifference formulated in Truesdell
(1964) or Truesdell and Noll (1965). The strain energy density should be
invariant under the superposed rigid-body motion. In other words, W does
not change under the transformations

r → a+ r ·O, d → d ·O, (3)
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where a is an arbitrary constant vector, and O is an arbitrary constant
orthogonal tensor. From (3) it follows that W does not depend on r and
satisfies the relation

W [F ·O,d ·O, (∇d) ·O] = W (F,d,∇d) (4)

for the arbitrary orthogonal tensor O.
To construct the strain energy function satisfying (4) let us find the polar

decomposition of the tensor F, see for example Eremeyev and Zubov (2008).
Since N · F = 0, F is a singular tensor, while F+N ⊗ n is a non-singular
one. We have the polar decomposition in the form,

F+N ⊗ n = (U+N ⊗N) ·R,

where U is a positive definite symmetric tensor on the surface (two-dimen-
sional tensor), which can be computed by U = F ·FT , R is a rotation tensor
of the surface such that N ·R = n. Finally, we have

F = U ·R.

Assuming in Eq. (4)O = RT , we obtain the constitutive equation satisfying
the principle of the material frame-indifference

W = W
(
U,d ·RT , (∇d) ·RT

)
. (5)

2.3 Principle of Virtual Work and the Equilibrium Conditions

The equilibrium equation of the material surface we derive with the help
of the variational calculus. The starting point is the principle of virtual
work

δ

∫∫
Σ

W dΣ− δ′A = 0. (6)

Here δ′A is the elementary work of the external loadings, δ denotes the
variation symbol. For the sake of simplicity we use Eq. (2) for the variation
of the strain energy density W . Then we obtain

δW = T • δF+M • ∇ δd+
∂W

∂d
· δd (7)

with

T �
∂W

∂F
, M �

∂W

∂∇d
(8)

as the surface stress and the couple stress tensors of first Piola-Kirchoff-type
(two-point stress measures), • is the scalar product in the space of second-
order tensors, that is X • Y = X · ·YT = tr (X · Y) for any second-order
tensors X and Y, see Lebedev et al. (2010).
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Taking into account Eqs. (7) and (8) and the surface divergence theorem,
we obtain

δ

∫∫
Σ

W dΣ =

∮
Ω

ν̃ · (T · δr +M · δd) ds

−
∫∫
Σ

(∇·T) · δr dΣ−
∫∫
Σ

[
∇·M− ∂W

∂d

]
· δd dΣ, (9)

Considering the variational equation (6) and Eq. (9) the elementary work
of the external loadings δ′A acting on the Cosserat surface can be taken in
the following form:

δ′A =

∫∫
Σ

(f · δr + � · δd) dΣ +

∫
Ω2

ϕ · δr ds+

∫
Ω4

γ · δd ds. (10)

In Eq. (10) f , �, ϕ and γ are given functions on the contour parts Ω2 and
Ω4, respectively. Here we use the decomposition Ω = Ω1∪Ω2 = Ω3∪Ω4. On
Ω1 and Ω3 the position-vector r and the director d are given, respectively.

From the variational equation (6) considering Eq. (10) the formulation
of the boundary-value problem follows for the equilibrium of a non-linear
elastic Cosserat shell in the reference configuration

∇·T+ f = 0, ∇·M− ∂W

∂d
+ � = 0, (11)

Ω1 : r = ρ(s), (12)

Ω2 : ν̃ ·T = ϕ(s), (13)

Ω3 : d = d0(s), (14)

Ω4 : ν̃ ·M = γ(s). (15)

ρ(s), d0(s) are given functions in the kinematic boundary conditions (12)
and (14). ρ(s) defines the position of the part of the shell boundary Ω1 in
the space, while d0(s) defines the director on Ω3. The functions f and ϕ
in Eqs. (11)1 and (13) represent the distributed on the shell surface and
boundary part Ω2 forces, respectively. The functions � and γ describe the
surface and boundary loads which are both combinations of bending couples
and force dipoles.

3 Micropolar Shells

In this section we use again the direct approach to the formulation of the
basic equations of micropolar shell theory. A micropolar shell is a two-
dimensional analogue to the Cosserat continuum, i.e. a micropolar shell is
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a material surface, each particle of which has six degrees of freedom of the
rigid body. Further we will use the notations given in Eremeyev (2005);
Eremeyev and Zubov (2007, 2008).

3.1 Kinematics

Let Σ be a base surface of the micropolar shell in the reference config-
uration, qα (α = 1, 2) be Gaussian coordinates on Σ, and R(q1, q2) be a
position-vector of Σ, see Fig. 2. As an example one can use an undeformed
state as the reference configuration. In the actual (or deformed) configura-
tion the shell base surface is denoted by σ, and the position of its material
points (infinitesimal point-bodies) is given by the vector r(q1, q2). The
orientation of the point-bodies is described by the so-called microrotation
tensor Q(q1, q2), which is a proper orthogonal tensor. If we introduce three
orthonormal vectors Dk (k = 1, 2, 3), which describe the orientation in the
reference configuration, and three orthonormal vectors dk, which determine
the orientation in the actual configuration, then the tensor Q is given by
Q = Dk ⊗dk. Thus, the micropolar shell is described by two kinematically
independent fields

r = r(q1, q2), Q = Q(q1, q2). (16)
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Figure 2. Kinematics of a micropolar shell, reference base surface Σ and
actual base surface σ
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A proper orthogonal tensor describes the rotation about an arbitrary
axis. It can be represented by Gibbs’ formula

Q = (I− e⊗ e) cosχ+ e⊗ e− e× I sinχ, (17)

where χ and e are the angle of rotation about the axis with the unit vector
e, and I is the 3D unit tensor, respectively. Introducing the finite rotation
vector

θ = 2e tan
χ

2

and using the formulae

cosχ =
1− tan2 χ/2

1 + tan2 χ/2
, sinχ =

2 tanχ/2

1 + tan2 χ/2

we obtain the representation of Q in a form which does not contain trigono-
metric functions

Q =
1

(4 + θ2)

[
(4− θ2)I+ 2θ ⊗ θ − 4I× θ

]
, θ2 = θ·θ. (18)

In the rigid body kinematics the vector θ is called Rodrigues’ finite rotation
vector , cf. Lurie (2001). In the theory of micropolar shells we call it the
microrotation vector . From Eq. (18) for a given proper orthogonal tensor
Q we find uniquely the vector θ

θ = 2(1 + trQ)−1Q×. (19)

Here T× is the vectorial invariant of a second-order tensor T defined by

T× = (Tmnem ⊗ en)× = Tmnem × en

for any base em, × is the vector product, see e.g. Lebedev et al. (2010).
Other vectorial parameterizations of an orthogonal tensor are summarized
in Pietraszkiewicz and Eremeyev (2009b).

For an elastic micropolar shell there exists a strain energy density W . By
using the principle of local action formulated in Truesdell and Noll (1965);
Truesdell (1991) the constitutive equation for the function W can be written
as follows, see Eremeyev (2005); Eremeyev and Zubov (2007, 2008),

W = W (r,∇ r,Q,∇Q).

Using the principle of material frame-indifference we conclude that W de-
pends on two Cosserat strain measures E and K

W = W (E,K),
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E = F·QT −A, K =
1

2
Rα ⊗

(
∂Q

∂qα
·QT

)
×
, (20)

where F = ∇ r is the surface deformation gradient, A = I−N ⊗N .
Using the finite rotation vector we express K as follows

K =
4

4 + θ2
∇θ·

(
I+

1

2
I× θ

)
. (21)

The strain measures E and K are the two-dimensional analogues of the
strain measures introduced in 3D Cosserat continuum mechanics and dis-
cussed by Pietraszkiewicz and Eremeyev (2009a,b). We call E and K the
surface stretch and wryness tensors, respectively.

3.2 Principle of Virtual Work and Boundary-Value Problems

The Lagrangian equilibrium equations of a micropolar shell can be de-
rived from the principle of virtual work

δ

∫∫
Σ

W dΣ = δ′A, (22)

where

δ′A =

∫∫
Σ

(f ·δr + c·δ′ψ) dΣ+

∫
Ω2

ϕ·δr ds+
∫
Ω4

η·δ′ψ ds, (23)

I× δ′ψ = −QT ·δQ.

In Eq. (22) δ is the symbol of variation, δ′ψ is the virtual rotation vector,
f is the surface force density distributed on Σ, c is the surface couple
density distributed on Σ, ϕ and η are linear densities of forces and couples
distributed along corresponding parts of the shell boundary Ω, respectively.

Using the formulae introduced by Eremeyev and Zubov (2008)

δW =
∂W

∂E
• δE+

∂W

∂K
• δK,

δE = (∇ δr)·QT + F·δQT , δK = (∇ δ′ψ)·QT ,

δ′ψ =
4

4 + θ2

(
δθ +

1

2
θ × δθ

)
,

from Eq. (22) we obtain the Lagrangian shell equations

∇·D+ f = 0, ∇·G+
[
FT ·D]× + c = 0, (24)
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D = P1·Q, G = P2·Q, P1 =
∂W

∂E
, P2 =

∂W

∂K
, (25)

Ω1 : r = ρ(s),
Ω2 : ν·D = ϕ(s),
Ω3 : Q = h(s), h·hT = I,
Ω4 : ν·G = η(s).

(26)

Here ρ(s), h(s) are given vector and tensor functions, and ν is the external
unit normal to the boundary curve Ω (ν·N = 0). Equations (24) are the
local balance equations of the linear momentum and angular momentum
of any shell part. The tensors D and G are the surface stress and couple
stress tensors of the first Piola-Kirchhoff-type, and the corresponding stress
measures P1 and P2 in Eqs. (24) are the stress tensors of the second
Piola-Kirchhoff-type, respectively. The strain measures E and K are work-
conjugated to the stress measures P1 and P2. The boundary Ω of Σ is
divided into two parts Ω = Ω1 ∪ Ω2 = Ω3 ∪ Ω4. The following relations are
valid

N ·D = N ·G = N ·P1 = N ·P2 = 0. (27)

The equilibrium equations (24) may be transformed to the Eulerian form

∇Σ· T+ J−1f = 0, ∇Σ· M+T× + J−1c = 0, (28)

where

∇Σ (. . .)
�
= rα

∂

∂qα
(. . .),

T = J−1FT ·D, M = J−1FT ·G, (29)

J =

√
1

2

{
[tr (F·FT )]

2 − tr
[
(F·FT )

2
]}

.

Here T and M are the Cauchy-type surface stress and couple stress tensors,
∇Σ is the surface nabla operator on Σ associated with ∇ by the formula

∇ = F·∇Σ .

The equations of motion of the micropolar shell are given by the rela-
tions (see, for example, Zhilin (1976); Libai and Simmonds (1983, 1998);
Altenbach and Zhilin (1988); Chróścielewski et al. (2004); Eremeyev and
Zubov (2008))

∇·D+ f = ρ
dK1

dt
, (30)

∇·G+
[
FT ·D]× + c = ρ

(
dK2

dt
+ v ×ΘT

1 ·ω
)
,
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where

K1
�
=

∂K

∂v
= v +ΘT

1 ·ω, K2
�
=

∂K

∂ω
= Θ1·v +Θ2·ω,

K(v,ω) =
1

2
v·v + ω·Θ1·v +

1

2
ω·Θ2·ω,

v =
dr

dt
, ω =

1

2

(
QT ·dQ

dt

)
×

v and ω are the linear and angular velocities, respectively, ρ is the surface
mass density in the reference configuration, ρK is the surface density of the
kinetic energy, and ρΘ1, ρΘ2 are the rotatory inertia tensors (ΘT

2 = Θ2).
By physical meaning, Θ1 and Θ2 have the following properties

Θ1 = QT ·Θ◦
1·Q, Θ2 = QT ·Θ◦

2·Q,
dΘ◦

1

dt
=

dΘ◦
2

dt
= 0. (31)

The tensors Θ◦
1 and Θ◦

2 are called the inertia tensors in the reference con-
figuration.

For the dynamic problem (30), the initial conditions are given by

r
∣∣
t=0

= r◦, v
∣∣
t=0

= v◦, Q
∣∣
t=0

= Q◦, ω
∣∣
t=0

= ω◦,

where r◦, v◦, Q◦, ω◦ are prescribed initial values.
Under some conditions the equilibrium problem of a micropolar shell

can be transformed to the system of equations with respect to the strain
measures

∇·P1 −
(
PT

1 ·K)× + f∗ = 0; (32)

∇·P2 −
(
PT

2 ·K+PT
1 ·E)× + c∗ = 0, (33)

Ω2 : ν ·P1 = ϕ∗, Ω4 : ν ·P2 = η∗, (34)

f∗ �
= f ·QT , c∗

�
= c ·QT , ϕ∗ �

= ϕ ·QT , η∗ �
= η ·QT .

Let the vectors f∗, c∗, ϕ∗, η∗ be given as functions of the coordinates
q1, q2. From the physical point of view it means that the shell is loaded by
tracking forces and couples. Then Eqs. (32)–(34) depend on E, K as the
only independent fields.

3.3 On the Constitutive Equations

For an elastic shell the constitutive equations consist in dependence of
the surface strain energy density on two strain measures. An example of



146 H. Altenbach and V.A. Eremeyev

constitutive equations is the model of a physically linear isotropic shell pre-
sented in Chróścielewski et al. (2004); Eremeyev and Pietraszkiewicz (2006);
Eremeyev and Zubov (2008), the energy of which is given by the quadratic
form

2W = α1tr
2E‖ + α2trE

2
‖ + α3tr

(
E‖·ET

‖
)
+ α4n·ET ·E·n

+ β1tr
2K‖ + β2trK

2
‖ + β3tr

(
K‖·KT

‖
)
+ β4n·KT ·K·n,

E‖ � E·A, K‖ � K·A.

(35)

In Eq. (35) the terms that are bilinear in E and K are not considered. It
is a consequence of the fact that the wryness tensor K is a pseudo-tensor
that changes the sign of the value when we apply the mirror reflection of
the space. Note that the constitutive equations contain 8 parameters αk,
βk (k = 1, 2, 3, 4).

Chróścielewski et al. (2004) used the following relations for the elastic
moduli appearing in Eqs. (35)

α1 = Cν, α2 = 0, α3 = C(1− ν), α4 = αsC(1− ν),
β1 = Dν, β2 = 0, β3 = D(1− ν), β4 = αtD(1− ν),

C =
Eh

1− ν2
, D =

Eh3

12(1− ν2)
,

(36)

where E and ν are the Young modulus and the Poisson ratio of the bulk
material, respectively, αs and αt are dimensionless shear correction fac-
tors, while h is the shell thickness. αs is the shear correction factor in-
troduced in the plate theory by Reissner (1944) (αs = 5/6) or by Mindlin
(1951) (αs = π2/12). The parameter αt plays the same role for the couple
stresses. The value αt = 0.7 was proposed by Pietraszkiewicz (1979b,a),
see also Chróścielewski et al. (2010). In Chróścielewski et al. (2004, 2010);
Chróścielewski and Witkowski (2010) the influence of αs and αt on the
solution is investigated numerically for several boundary-value problems.

3.4 Compatibility Conditions

Let us consider how to determine the position-vector r(q1, q2) of σ from
the surface stretch tensor E and micro-rotation tensorQ, which are assumed
to be given as continuously differentiable functions on Σ. By using the
equation

F = (E+A) ·Q (37)

the problem is reduced to

∇ r = F. (38)
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The necessary and sufficient condition for solvability of Eq. (38) is given by
the relation

∇· (e · F) = 0, e
�
= −I×N , (39)

which we call the compatibility condition for the distortion tensor F. Here
e is the skew-symmetric discriminant tensor on the surface Σ. For a simply-
connected region Σ, if the condition (39) is satisfied, the vector field r may
be deduced from Eq. (38) only up to an additive vector.

Let us consider a more complex problem of determination of both the
translations and rotations of the micropolar shell from the given fields of
E and K. At first, let us deduce the field Q(q1, q2) by using the system of
equations following from definition (20) of K

∂Q

∂qα
= −Kα ×Q, Kα

�
= Rα ·K. (40)

The integrability conditions for the system (40) are given by the relation

∂Kα

∂qβ
− ∂Kβ

∂qα
= Kα ×Kβ (α, β = 1, 2). (41)

Equations (41) were obtained by Pietraszkiewicz (1979a, 1989); Libai and
Simmonds (1983) as the conditions of existence of the rotation field of the
shell. They may be written in the following coordinate-free form

∇· (e ·K) +K⊥ · n = 0, (42)

K⊥ �
=

1

2
(Kα ×Kβ)⊗

(
Rα ×Rβ

)
= K2 −KtrK+

1

2

(
tr 2K− trK2

)
I.

Using Eqs. (37) and (20) we transform the compatibility condition (39) into
the coordinate-free form

∇· (e ·E) +
[
(E+A)T · e ·K]× = 0. (43)

Two coordinate-free vector equations (42), (43) are the compatibility con-
ditions for the nonlinear micropolar shell. These conditions and the system
of equations (32)–(34) constitute the complete boundary-value problem of
statics of micropolar shells expressed entirely in terms of the surface strain
measures E and K.

3.5 Variational Statements

The presented above static and dynamic problems of the micropolar shell
theory have corresponding variational statements. Two of them for statics
and one for dynamics are presented below.
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Lagrange-Type Principle Let us assume that the external forces and
couples are conservative. In the Lagrange-type variational principle

δE1 = 0

we use the total energy functional

E1[r,Q] =

∫∫
Σ

W dΣ−A[r,Q], (44)

where A is the potential of the external loads.
Here the translations and the rotations have to satisfy the kinematic

boundary conditions (26)1 and (26)3 on Ω1 and Ω3, respectively. The sta-
tionarity of E1 is equivalent to the equilibrium equations (24), (25) and the
static boundary conditions (26)2 and (26)4 on Ω2 and Ω4.

Hu-Washizu-Type Principle For this principle the functional is given
by

E2[r,Q,E,K,D,P2] =

∫∫
Σ

{
W (E,K)−D • (E ·Q−∇ r)

− P2 •
[
K− 1

2
rα ⊗

(
∂Q

∂qα
·QT

)
×

]}
dΣ

−
∫
Ω1

ν ·D · (r − ρ) ds−A[r,Q].

From the condition δE2 = 0 the equilibrium equations (24) and (25), the
constitutive equations, and the relations (20) can be deduced. For this
principle the natural boundary conditions are given by the relations (26)1,
(26)2 and (26)4, respectively.

Several other variational statements are given in Eremeyev and Zubov
(2008). Mixed-type variational functionals are constructed in Chróścielewski
et al. (2004). They are used for the development of a family of finite el-
ements with six degrees of freedom in each node. A number of nonlinear
simulations of complex multifold shell structures were performed on the base
of these elements.

Hamilton-Type Principle The kinetic energy of micropolar shells can
be expressed as

K =

∫∫
Σ

ρK(v,ω) dΣ. (45)
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It is obvious that we should assume the kinetic energy to be a positive
definite function that imposes some restriction on the form of the inertia
tensors.

The Hamilton principle is a variational principle of dynamics. In real
motion, the functional

E3[R,H] =

t1∫
t0

(K− E1) dt (46)

takes a stationary value on the set of all possible shell motions that at
the range t0, t1 take given values of the real motion values and satisfy the
kinematic boundary values. In other words, its first variation on a real
motion is zero. From condition δE3 = 0, Eqs. (30) can be established.

3.6 Linear Theory of Micropolar Shells

Let us suppose that the strains are small. Then we can simplify the
equations of the shell theory significantly. In the geometrically linear case
we do not distinguish Eulerian and Lagrangian descriptions. The difference
of surfaces σ and Σ is infinitesimal. It is not necessary to introduce two
operators ∇ and ∇Σ as well as earlier different types of stress and couple
stress tensors. Let us introduce the vector of infinitesimal translation u and
the vector of infinitesimal rotation ϑ such that there hold

r = R+ u, Q ≈ I− I× ϑ, (47)

‖u‖ � 1, ‖ϑ‖ � 1, ‖∇u‖ � 1, ‖∇ϑ‖ � 1. (48)

In Eqs. (47) the last formula follows from the representation of a proper
orthogonal tensor through the finite rotation vector (18) if |θ| � 1. In this
case θ ≈ ϑ.

Up to the linear addendum, the strain measures E and K can be ex-
pressed in terms of the linear stretch tensor and linear wryness tensor ε
and κ

E ≈ ε, K ≈ κ, ε � ∇u+A× ϑ, κ � ∇ϑ. (49)

The tensors ε and κ are used in the linear theory of micropolar shells,
cf. Zhilin (1976) and Zubov (1997). Assuming Eqs. (48) in the linear
shell theory the stress tensors D, P1, T and the couple tensors G, P2, M
coincide. In what follows we will denote the stress tensor by T and the
couple stress tensor by M.
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The constitutive equations of an elastic shell can be represented through
the surface strain energy density W = W (ε,κ) as follows

T =
∂W

∂ε
, M =

∂W

∂κ
. (50)

In the linear theory the equilibrium equations take the form

∇·T+ f = 0, ∇·M+T× + c = 0, (51)

whereas the boundary conditions are transformed to

Ω1 : u = u0(s),
Ω2 : ν ·T = ϕ(s),
Ω3 : ϑ = ϑ0(s),
Ω4 : ν ·M = η(s),

(52)

where u0(s) and ϑ0(s) are given functions of the arc length that respectively
define the displacements and rotations on a part of the shell contour.

If the strains are small, an example of the constitutive equation is the
following quadratic form

2W = α1tr
2ε‖ + α2tr ε

2
‖ + α3tr

(
ε‖·εT‖

)
+ α4N ·εT ·ε·N (53)

+β1tr
2κ‖ + β2trκ

2
‖ + β3tr

(
κ‖·κT

‖
)
+ β4N ·κT ·κ·N .

This form describes physically linear isotropic shells. Here αk and βk are
elastic moduli (k = 1, 2, 3, 4) and

ε‖
�
= ε·A, κ‖

�
= κ·A.

Considering Eqs. (50) and (53), the stress tensor and the couple stress
tensor are expressed by the formulas

T = α1Atr ε‖ + α2ε
T
‖ + α3ε‖ + α4ε ·N ⊗N , (54)

M = β1Atrκ‖ + β2κ
T
‖ + β3κ‖ + β4κ ·N ⊗N . (55)

Supplemented with Eqs. (51) and (52), the linear constitutive equations
(54), (55) close the linear boundary-value problem with respect to the fields
of translations and rotations. It describes the equilibrium of the micropolar
shell when strains are infinitesimal.

When the strains are small, the Lagrange-type variational principle (44)
is transformed to the following form

E1[u,ϑ] =

∫∫
Σ

W (ε,κ) dΣ−A[u,ϑ], (56)
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where the potential of the external loads A[u,ϑ] is defined by the equation

A[u,ϑ] �

∫∫
Σ

(f ·u+ c·ϑ) dΣ +

∫
Ω2

ϕ·u ds+

∫
Ω4

η·ϑ ds.

Let functional (56) be given on a of twice differentiable fields of displace-
ments and rotations of the surface Σ that satisfy the boundary conditions
(52)1 and (52)3 on Ω1 and Ω3, respectively. It is easy to check that the
condition of the functional to have a stationary value is equivalent to the
equilibrium equations (51) and the boundary conditions (52)2 and (52)4 on
Ω2 and Ω4, respectively. Let us note that when the strains are small and the
form W (ε,κ) is positive definite, the Lagrange-type variational principle is
a minimal principle, this means functional (56) takes a minimal value on
the equilibrium solution. Existence and uniqueness of weak solutions to the
boundary value problems of statics and dynamics of micropolar linear shells
were established by Eremeyev and Lebedev (2011).

In the linear theory it is valid a variational principle for free oscillations.
By linearity, eigen-solutions are proportional to eiΩt

u = u◦eiΩt, ϑ = ϑ◦eiΩt.

Now the variational Rayleigh-type principle can be formulated: the forms of
the eigen-oscillations of the shell are stationary points of the strain energy
functional

E4[u
◦,ϑ◦] =

∫∫
Σ

W (ε◦,κ◦) dΣ, (57)

where

ε◦ = ∇u◦ +A× ϑ◦, κ◦ = ∇ϑ◦,

on a set of functions that satisfy the following conditions

Ω1 : u◦ = 0, Ω3 : ϑ◦ = 0 (58)

and the restriction ∫∫
Σ

ρK (u◦,ϑ◦) dΣ = 1. (59)

Functions u◦, ϑ◦ represent the amplitudes of oscillations of the translations
and small rotations.



152 H. Altenbach and V.A. Eremeyev

The Rayleigh-type variational principle is equivalent to the stationary
principle for the Rayleigh-type quotient

R[u◦,ϑ◦] =

∫∫
Σ

W (ε◦,κ◦) dΣ

∫∫
Σ

ρK (u◦,ϑ◦) dΣ
, (60)

that is defined on kinematically admissible functions u◦, ϑ◦. Note that the
least squared eigenfrequency for the shell corresponds to the minimal value
of R

Ω2
min = inf R[u◦,ϑ◦]

on u◦, ϑ◦ satisfying (58). Using the Courant minimax principle, the Rayleigh-
type quotient (60) allows us to estimate the values of higher eigenfrequen-
cies, see Courant and Hilbert (1991). For this we should consider R on
the set of functions that are orthogonal to the previous modes of eigen-
oscillations in some sense, see Eremeyev and Lebedev (2011) for details.

3.7 Constitutive Restrictions for Micropolar Shells

In the field of nonlinear elasticity there are well known so-called consti-
tutive restrictions. They are the strong ellipticity condition, the Hadamard
inequality, the Generalized Coleman-Noll condition (GCN-condition), and
some others, see Truesdell and Noll (1965); Truesdell (1984, 1991). Each
of them plays some role in non-linear elasticity. Here we formulate similar
constitutive restrictions in the general nonlinear theory of micropolar shells.

The linear micropolar elastic shell theory gives a simple example of a
constitutive restriction. In this case the surface strain energy density is
a quadratic form of both the linear stretch tensor and the linear wryness
tensor. Assuming that

W (ε,κ) > 0, ∀ ε,κ �= 0 (61)

we obtain the following set of inequalities

2α1 + α2 + α3 > 0, α2 + α3 > 0, α3 − α2 > 0, α4 > 0,
2β1 + β2 + β3 > 0, β2 + β3 > 0, β3 − β2 > 0, β4 > 0.

(62)

Hence the inequality (61) and following from this the inequalities for the
elastic moduli of an isotropic shell (62) are the simplest example of addi-
tional inequalities in the shell theory. When (61) is violated, it leads to a
number of pathological consequences such as non-uniqueness of the solution
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of boundary value problems in the linear shell theory that implies that for
some loads no solution exist. In the case of finite strains the positive defi-
niteness of the surface strain energy density W (E,K) cannot guarantee the
required properties of constitutive equations.

The Coleman-Noll inequality is one of the well-known constitutive in-
equalities in the nonlinear elasticity, see Truesdell and Noll (1965); Trues-
dell (1984, 1991). In the nonlinear elasticity the differential form of the
Coleman-Noll inequality (so-called GCN-condition) expresses the property
that the increment of the elastic energy density under arbitrary infinitesi-
mal non-zero pure strains for any arbitrary reference configuration should be
positive. The generalization of the GCN-condition in the case of micropolar
shells is obtained by Eremeyev and Zubov (2007). It is given by

d2

dτ2
W (E+ τε,K+ τκ)

∣∣∣∣
τ=0

> 0 ∀ ε �= 0, κ �= 0. (63)

Let us note that the inequality (63) satisfies the principle of material frame-
indifference and can serve as a constitutive inequality for elastic shells.

Other important constitutive inequalities in the nonlinear elasticity are
the strong ellipticity condition and its weak form known as the Hadamard
inequality. Following the theory of systems of partial differential equations
(PDE) presented in Lions and Magenes (1968); Fichera (1972); Hörmander
(1976); Agranovich (1997), the strong ellipticity condition of the equilibrium
equations (24) can be formulated as follows

d2

dτ2
W (E+ τν ⊗ a,K+ τν ⊗ b)

∣∣∣∣
τ=0

> 0 ∀ ν, a, b �= 0, ν ·N = 0. (64)

A weak form of the inequality (64) is an analogue of the Hadamard inequality
for the shell. These inequalities are examples of possible restrictions of the
constitutive equations of elastic shells at finite deformations. As in the case
of simple materials, a violation of the inequality (64) means the possibility
of existence of non-smooth solutions of the equilibrium equations (24).

Comparing the condition of strong ellipticity (64) and the Coleman-Noll
inequality (63) one can see that the latter implies the former. Indeed, the
inequality (63) holds for any tensors ε and κ. Note that the tensors ε and
κ may be non-symmetric, in general. If we substitute in inequality (63)
the relations ε = ν ⊗ a and κ = ν ⊗ b then we immediately obtain the
inequality (64). Thus, the strong ellipticity condition is the special case of
the Coleman–Noll inequality.

For the constitutive equations of an isotropic micropolar shell (35) the
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inequality (64) reduces to the system of inequalities

α3 > 0, α1 + α2 + α3 > 0, α4 > 0, (65)

β3 > 0, β1 + β2 + β3 > 0, β4 > 0.

For a linear isotropic shell, the inequalities (65) provide strong ellipticity
of equilibrium equations (51), they are more weak in comparison with the
condition of positive definiteness of (62).

In the theory of partial differential equations there is another definition
of ellipticity, called the ellipticity in the sense of Petrovsky, see Agranovich
(1997). Now we introduce this definition within the framework of the mi-
cropolar shell theory. We assume singular time-independent curves of sec-
ond order. Suppose on the shell surface Σ there exists a curve γ on which
a jump in the second derivatives of the position-vector r or microrotation
tensor Q happens. We will call such a jump the weak discontinuity. For
example, the curvature of σ is determined through second derivatives of r so
such discontinuity can be exhibited in the form of cusps of the shell surface.

After transformations of the equilibrium equations (24) we derive the
ellipticity condition in the form

detAAA(ν) �= 0, (66)

where the matrix AAA is given by the relation

AAA =

⎡⎢⎢⎢⎣
∂2W

∂E∂E
� ν

∂2W

∂E∂K
� ν

∂2W

∂K∂E
� ν

∂2W

∂K∂L
� ν

⎤⎥⎥⎥⎦ , (67)

and the operation � is defined by the rule

GGG� ν ≡ Gklmnνlνnik ⊗ im.

for any arbitrary forth-order tensor GGG and vector ν represented in a Carte-
sian basis ik (k = 1, 2, 3). AAA plays the role of an acoustic tensor in the
micropolar shell theory.

As an example we consider the conditions (66) for the constitutive equa-
tions of a physically linear shell (35). Here the conditions (66) reduce to
the inequalities

α3 �= 0, α1 + α2 + α3 �= 0, α4 �= 0,

β3 �= 0, β1 + β2 + β3 �= 0, β4 �= 0.

Condition (66) is also called the ordinary ellipticity condition, see Knowles
and Sternberg (1976, 1978); Zee and Sternberg (1983). It is weaker than
the strong ellipticity condition (64).
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Figure 3. Singular curve

3.8 Strong Ellipticity Condition and Acceleration Waves

Following Eremeyev (2005); Eremeyev and Zubov (2007, 2008); Altenbach
et al. (2011), we show that the inequality (64) coincides with the conditions
for propagation of acceleration waves in a micropolar shell. We consider
a weak discontinuity motion of a shell, that is when some kinematic and
dynamic quantities on a certain smooth curve C(t) may be discontinuous.
We assume that the limit values of these quantities exist on C and that they
are generally different on the opposite sides of C. The jump of an arbitrary
quantity Ψ on C is denoted by [[Ψ]] = Ψ+ −Ψ− (Fig. 3).

The acceleration wave (weak-discontinuity wave or second-order singular
curve) in a shell is a moving singular curve C on which the second deriva-
tives (with respect to the spatial coordinates and time) of the radius-vector
r and the microrotation tensor Q are discontinuous, while the quantities
themselves and their first derivatives are continuous. This means

[[F]] = 0, [[∇Q]] = 0, [[v]] = 0, [[ω]] = 0 (68)

are valid on C. According to Eqs. (20), the stretch tensor E and the
wryness tensor K are continuous near C, and, with respect to constitutive
equations (25), there are no jumps in tensors D and G. The application
of the Maxwell theorem to continuous fields of velocities v and ω, surface
stress tensor D, and the surface couple stress tensor G yields a system
of equations that relate the jumps of their derivatives with respect to the
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spatial coordinates and time, see Truesdell (1984, 1991),[[
dv

dt

]]
= −V a, [[∇v]] = ν ⊗ a,

[[
dω

dt

]]
= −V b, [[∇ω]] = ν ⊗ b, (69)

V [[∇·D]] = −ν·
[[
dD

dt

]]
, V [[∇·G]] = −ν·

[[
dG

dt

]]
.

Here a and b are the vector amplitudes for the jumps of the linear and
angular accelerations, ν is the unit normal vector to C such that n·ν = 0,
τ is the unit tangent vector to C such that n·τ = ν·τ = 0, and V is the
velocity of the surface C in the direction ν. If external forces and couples
are continuous, the relations

[[∇·D]] = ρ

[[
dK1

dt

]]
, [[∇·G]] = ρ

[[
dK2

dt

]]
follow immediately from the equations of motion (30).

Differentiating constitutive Eqs. (25) and using equations (68) and (69),
we express latter relations only in terms of the vector amplitudes a and b

ν· ∂
2W

∂E∂E
• (ν ⊗ a·QT

)
+ ν· ∂2W

∂E∂K
• (ν ⊗ b·QT

)
= ρV 2

[
a·QT +

(
Q·ΘT

1 ·QT
)
· (b·QT

)]
,

ν· ∂2W

∂K∂E
• (ν ⊗ a·QT

)
+ ν· ∂2W

∂K∂K
• (ν ⊗ b·QT

)
= ρV 2

[(
Q·Θ1·QT

) · (a·QT
)
+
(
Q·Θ2·QT

) · (b·QT
)]

.

These relations can also be written in a more compact form

AAA(ν)·ξ = ρV 2BBB·ξ, (70)

where AAA is defined by (67), ξ � (Q·a,Q·b), and the matrix BBB is given by

BBB =

⎡⎣ I Q·ΘT
1 ·QT

Q·Θ1·QT Q·Θ2·QT

⎤⎦ .

Thus, the problem of acceleration wave propagation in the shell has been
reduced to the spectral problem given by the algebraic equations (70). Ow-
ing to the existence of the potential-energy function W , AAA(ν) is symmetric.
Matrix BBB is also symmetric and positive definite. This property enables to
formulate an analogue of the Fresnel–Hadamard–Duhem theorem for the
elastic shell.
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Theorem 3.1. The squares of the velocities of a second order singular curve
(acceleration wave) in the elastic shell are real for arbitrary propagation
directions specified by the vector ν.

Note that the positive definiteness of AAA(ν), which is necessary and suffi-
cient for the wave velocity V to be real, coincides with the strong ellipticity
inequality (64).

Theorem 3.2. The condition for existence of a acceleration wave for all
directions of propagations in a micropolar thermoelastic shell is equivalent
to the condition of strong ellipticity of the equilibrium equations of the shell.

As an example we present the solution of problem (70) for a physically
linear shell. Following Pietraszkiewicz (2011) we suppose that Θ1 is zero
and Θ2 is the spherical part of the tensor, that is Θ2 = jI, where j is the
rotatory inertia measure. Let us assume that the inequalities (65) are valid.
Then solutions of equation (70) are

U1 =

√
α3

ρ
, ξ1 = (τ ,0),

U2 =

√
α1 + α2 + α3

ρ
, ξ2 = (ν,0),

U3 =

√
α4

ρ
, ξ3 = (n,0), (71)

U4 =

√
β3

ρj
, ξ4 = (0, τ ),

U5 =

√
β1 + β2 + β3

ρj
, ξ5 = (0,ν),

U6 =

√
β4

ρj
, ξ6 = (0,n).

Solutions (71) describe transversal and longitudinal waves of acceleration
and microrotation accelerations.

3.9 Principle Peculiarities of the Micropolar Shell Theory

Let us summarize principal peculiarities of the shell theory under con-
sideration:

1. The shell equilibrium equation constitute a nonlinear system of partial
differential equations. In general, the system is elliptic but in some
circumstances the ellipticity condition can be violated.
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2. General theorems of existence of equilibrium or dynamic solutions
do not occur. Moreover, there are examples in which under certain
loads no equilibrium solutions exist. As for other nonlinear systems,
a solution of the equilibrium problem can be non-unique, in general.

3. The Lagrange-type variational principle is not minimal, it is only a
stationary variational principle. The only exception is for the linear
theory.

4. For the linear theory of micropolar shells the theorems of existence
and uniqueness of a solution can be proven, see Eremeyev and Lebedev
(2011).

Further developments of this version of shell theory can be performed in
the following directions:

1. Development of a mathematical theory that should be based on the
methods of partial differential equations theory, functional analysis
and calculus of variations.

2. Numerical algorithms for solution of the reduced systems of nonlin-
ear equations. For example, it can be done within the framework
of the Finite Element Method, see for example the numerical re-
sults in Chróścielewski et al. (2004, 2010, 2011); Chróścielewski and
Witkowski (2010, 2011).

3. Analysis of the restrictions of the non-linear constitutive equations.
4. Extension of the two-dimensional constitutive equations to shells made

of various materials. In particular, the extension can include visco-
elasticity, thermal effects, etc. In particular, the thermodynamics of
thermo-elastic and thermo-visco-elastic shells with phase transitions
is developed in Eremeyev and Pietraszkiewicz (2004, 2009, 2010, 2011)
and Pietraszkiewicz (2011).

4 Theories of Shells and Plates by Reduction of the
Three-dimensional Micropolar Continuum

We have mentioned in Sect. 1 that there are approaches based on the
reduction of the three-dimensional Cossserat continuum equations to the
two-dimensional equations. These two-dimensional theories inherit some
micropolar properties from the three-dimensional continuum. Here we dis-
cuss these reduction techniques.

4.1 Basic Equations of Three-dimensional Linear Cosserat Con-
tinuum

The small strains of the micropolar media are usually described by using
the vector of translation u and the vector of microrotation ϑ, see Nowacki
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(1986); Eringen (1999). From the physical point of view, u describes the
displacement of a particle of a micropolar body while ϑ corresponds to the
particle rotation.

The equilibrium conditions of any part of a micropolar body occupying
the arbitrary volume V∗ ⊂ V consist of the following relations, see Eringen
(1999),∫
V∗

ρF dV +

∫
S∗

t dA = 0,

∫
V∗

ρ(r×F +L) dV +

∫
S∗

(r×t+m) dA = 0, (72)

where F and L are the mass forces and couples vectors, respectively, ρ is
the density, r the position-vector, S∗ = ∂V∗, t and m are the stress and
couple stress vectors, respectively. Hence, for any part of the micropolar
body Eq. (72)1 states that the vector of total force is zero, while Eq. (72)2
states that the vector of total moment is zero. With the relations n ·σ = t,
n · μ = m, the local equilibrium equations of a micropolar continuum are

∇x · σ + ρF = 0, ∇x · μ+ σ× + ρL = 0, (73)

where σ and μ are the stress and couple stress tensors, respectively, ∇x

is the three-dimensional nabla operator. Equation (73)1 is the local form
of the balance of momentum while Eq. (73)2 is the balance of moment of
momentum.

The static boundary conditions have the following form

n · σ = t0, n · μ = m0 at Sf . (74)

Here t0 and m0 are the external surface forces and couples acting on the
corresponding part of the surface Sf of the micropolar body,

S = Su ∪ Sf ≡ ∂V.

The kinematic boundary conditions consist of the following relations

u = u0, ϑ = ϑ0 at Su, (75)

where u0 and ϑ0 are given functions at Su. Other types of the boundary
conditions may also be formulated.

The linear stain measures, i.e. the linear stretch tensor ε and the linear
wryness tensor χ, are given by the relations

ε = ∇xu+ ϑ× I, χ = ∇xϑ. (76)

Eringen (1999) used (∇xϑ)
T as linear wryness tensor. Here we use the

definition (76)2 for the consistency with the definition of ε.
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For an isotropic solid the constitutive equations are

σ = λItr ε+ μεT + (μ+ κ)ε, μ = αItrχ+ βχT + γχ, (77)

where λ, μ, κ, α, β, γ are the elastic moduli which satisfy the following
inequalities, see Eringen (1999),

2μ+ κ ≥ 0, κ ≥ 0, 3λ+ 2μ+ κ ≥ 0,

β + γ ≥ 0, γ − β ≥ 0, 3α+ β + γ ≥ 0.

4.2 Transition to the Two-Dimensional Equilibrium Equations:
Eringen’s Approach

Eringen (1967, 1999) proposed the 3D-to-2D reduction technique on the
base of the through-the-thickness integration of local equilibrium equations.
Eringen’s transition to the two-dimensional equations is based on the linear
in z approximation of the translation and rotation together with indepen-
dent integration of the equilibrium equations (73) through the thickness.
Let the plate-like body occupy the volume

V = {(x, y, z) ∈ IR3 : (x, y) ∈ M ⊂ IR2, z ∈ [−h/2, h/2]},
see Fig. 4. Here h is the plate thickness and N = i3. For the sake of
simplicity we assume that h = const. For the translations and rotations of
the plate-like body Eringen introduced the following approximation

u(x, y, z) = v(x, y)− zϕ(x, y), ϑ(x, y, z) = φ(x, y), ϕ · i3 = 0 (78)

with three independent vector fields v(x, y), ϕ(x, y), and φ(x, y). Hence, in
Eringen’s theory of plates one has 8 kinematically independent scalar fields:
v1, v2, v3, ϕ1, ϕ2, φ1, φ2, φ3.

To illustrate the transformations of (73) we assume homogeneous bound-
ary conditions at z = ±h/2, (x, y) ∈ M

n± · σ = 0, n± · μ = 0, (79)

where n± = ±i3. Then the integration of (73)1 over the thickness leads to
the equation

∇ ·T+ f = 0, (80)

where

T = 〈A · σ〉, f = 〈ρF 〉, 〈(. . .)〉 =
h/2∫

−h/2

(. . .) dz.
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Figure 4. Plate-like body and its 2D analogue

Integration of (73)2 gives us the relation

∇ ·Mμ +T× + 〈σ3α〉i3 × iα + cμ = 0, (81)

where
Mμ = 〈A · μ〉, cμ = 〈ρL〉.

Equations (80) and (81) constitute the balance equations of the zeroth-order
theory of micropolar plates.

Additionally, cross-multiplying (73)1 by zi3 and integrating over thick-
ness we obtain the equation of the first-order theory

∇ ·Mσ − 〈σ3α〉i3 × iα + cσ = 0, (82)
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where

Mσ = −〈A · zσ × i3〉, cσ = i3 × 〈ρzF 〉.

In this theory the stress resultant T, the force-stress resultant Mσ, and
the moment-stress resultant Mμ are defined. Hence, in the case of static
boundary conditions one needs to assign the values of ν ·T, ν ·Mμ, ν ·Mσ at
the plate boundary contour. Using Eqs. (77) and (78) one may obtain the
constitutive equations for T, Mσ, and Mμ, which are presented in Eringen
(1999) in the component form.

4.3 Transition to the Two-Dimensional Equilibrium Equations:
Other Reduction Procedures

Let us mention that Eringen’s approach is not unique. For example,
Gevorkyan (1967) obtained the constitutive equations for the shell using the
linear pseudo-Cosserat continuum. The drilling moments in his theory are
generated by the couple stress tensor μ only. Reissner (1977) introduced
the stress resultants T, the force-stress resultant Mσ, and the moment-
stress resultant Mμ taking into account the transverse shear forces and the
drilling moment. He has used the linear approximation in z direction for
the stresses acting in the three-dimensional plate-like body.

The derivation of the micropolar plate theory proposed by Altenbach
and Eremeyev (2009a) leads to the 6-parametric theory. The integration
procedure is performed as follows. Let us consider that our plate-like body
occupies a volume with one dimension which is significantly smaller in com-
parison with the other two. The coordinate z denotes this special direction
and h is the plate thickness z which takes the values −h/2 ≤ z ≤ h/2. The
boundary conditions of the upper (+) and lower (−) plate surfaces are given
by Eqs. (79).

The main idea of the reduction procedure is the application of the 3D
equilibrium conditions (72) to any volume V∗ of the plate-like body and
the transformation of the results to the 2D case as in Eqs. (51). Following
Altenbach and Eremeyev (2009a) we transform Eqs. (72) to the relations∫

M∗

f dΣ +

∫
C∗

ν · 〈σ〉 ds = 0,∫
M∗

[x× f + c] dΣ

+

∫
C∗

[ν · 〈μ〉 − ν · 〈zσ × i3〉 − ν · 〈σ〉 × x] ds = 0,

(83)
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where x = r
∣∣
z=0

, C∗ = ∂M∗ and

f = 〈ρF 〉, c = 〈ρL〉+ i3 × 〈ρzF 〉.
Equations (83) lead to the local equilibrium equations in the form of

(51) where the stress resultant and stress couple tensors are determined by
the following relations

T = 〈A · σ〉, M = 〈A · μ〉 − 〈A · zσ × i3〉. (84)

From Eq. (84)2 it follows that the components Mα3 depend only upon the
couple stress tensor μ. Indeed, M · i3 = 〈A · μ · i3〉. It is obvious that the
couple stress tensor M is the sum of Eringen’s tensors Mσ and Mμ:

M = Mσ +Mμ.

Moreover, Eq. (51)2 is the sum of Eqs. (81) and (82).
To establish the relations with the vectors u and ϑ used in the 3D theory

and their analogues in the 2D theory, we use the following approximation
of u and ϑ, see Altenbach and Eremeyev (2009a) for details,

u(x, y, z) = v(x, y)− zφ(x, y), ϑ = φ(x, y)× i3 + ϑ3(x, y)i3, φ · i3 = 0.
(85)

The approximation (85) is more restrictive than Eqs. (78) proposed by
Eringen because it contains only six scalar fields v1, v2, v3, φ1, φ2, ϑ3.
With Eqs. (85) the couple stress tensor μ does not depend on z, while the
stress tensor σ depends on z linearly as in Eringen (1999). The similar
procedure of 3D-to-2D reduction is applied by Zubov (2009) in the case of
finite deformations of micropolar solids.

5 Conclusions and Discussion

In this paper the basic relations of the Cosserat-type theories of plates
and shells are discussed. Let us note that the above presented theories are
different, in general, because they have different kinematics and can describe
different stress fields. We discuss here this difference in brief.

The structure of the elementary work of a micropolar shell (23) and
Cosserat surface (10) are similar, but the mechanical sense of �, γ and l, η
is different. The definition of the director d does not fix the orientation of an
absolute rigid body in the space since any arbitrary rotations about d can
be considered. This means that the elementary work of the external loads
acting on the Cosserat shells (10) does not take into account the drilling
moments about d since they do not perform the work on rotations about
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d. In other words the rotations about d are workless. On the other hand
let us consider the variation of the director d only due to length changes
δd = (δd) · dd. It is obvious that the length changes are not related to
any rotation. This means that they are not related to any moment. These
variations describe strains (microstrains) of the material points constituting
the shell. The corresponding loading characteristics are hyper-stresses (force
dipoles). In this case in Eqs. (11)2 and (15) the components of the vector
functions � and γ have different nature. Let us present these functions as a
sum of two terms parallel and normal to the director: � = � ·dd+�×d and
γ = γ · dd+ γ × d. The first terms correspond to the force dipoles acting
in the d-direction, the second terms are the bending moments. Thus � and
γ do not contain the drilling moment.

Within the framework of the Cosserat-surface shell model one can discuss
the material surface composed of deformable particles on which forces and
moments and some hyper-stresses act. At the same time the micropolar
shell can be represented by a surface composed of rigid microparticles in
the form of an arbitrary ellipsoid. The interaction between these particles
are given by forces and moments only. Now the Cosserat-surface shell model
can be presented by a surface composed of microparticles having the shape
of straight rod changing its length during the deformation, but they do
not reflect the rotation about there axis. Summarizing one can state that
the Cosserat-surface shell model does not follow from the micropolar shell
and vice versa. It should be noted that the micropolar model seems to
be more complete since it is only to prescribe forces and moments. Let
us note that the difference between the Cosserat-surface shell model and
the micropolar or 6-parametric shell model is analogous to the difference
between the Ericksen liquid crystals and the Eringen micropolar fluids, see
Ericksen (1998) and Eringen (1966, 2001).

It is obvious that Eringen’s plate theory does not coincide with the linear
variant of Cosserat surface as well as with the linear variant of micropolar
shell theories discussed above. The vector ϕ is an analogue of the rotation
vector used in the Reissner-type theories while φ is an analogue of the
microrotation vector used in the linear theory of micropolar continuum. In
contrast to the Cosserat surface theory Eringen’s micropolar plates theory
takes into account the drilling moment but cannot take into account the
force dipoles. On the other hand, this theory differs from the 6-parametric
shell theory because the latter has only 6 degrees of freedom. In the first
order micropolar plate theory by Eringen the two-dimensional couple stress
tensor is split into two independent parts, i.e. the force-stress and moment-
stress resultants.

The external loads acting on the shell surface for the above considered
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approaches are schematically presented in Fig. 5.
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Figure 5. External surface loads: a) Cosserat’s plate; b) micropolar plate;
c) Eringen’s plate.
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J. Chróścielewski and W. Witkowski. FEM analysis of Cosserat plates and
shells based on some constitutive relations. ZAMM, 91(5):400–412, 2011.
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Kármán plate theory as a low energy Γ-limit of nonlinear elasticity. C R
Acad Sci Paris Ser I, 335:201–206, 2002a.

G. Friesecke, R. D. James, M. G. Mora, and S. Müller. A theorem on geo-
metric rigidity and the derivation of nonlinear plate theory from three-
dimensional elasticity. Commun Pure Appl Math, LV:1461–1506, 2002b.

G. Friesecke, R. D. James, M. G. Mora, and S. Müller. Rigorous derivation
of nonlinear plate theory and geometric rigidity. C R Acad Sci Paris Ser
I, 334:173—178, 2002c.

G. Friesecke, R. D. James, M. G. Mora, and S. Müller. Derivation of nonlin-
ear bending theory for shells from three-dimensional nonlinear elasticity
by Γ-convergence. C R Acad Sci Paris Ser I, 336 :697–702, 2003.

G. A. Gevorkyan. The basic equations of flexible plates for a medium of
Cosserat. Int Appl Mech, 3(11):41–45, 1967.

P. G. Glockner and D. J. Malcolm. Cosserat surface – model for idealized
sandwich shells. ZAMM, 54(4):T78, 1974.

A. E. Green and P. M. Naghdi. Micropolar and director theories of plates.
Q J Mech Appl Math, 20:183–199, 1967a.

A. E. Green and P. M. Naghdi. The linear elastic Cosserat surface and shell
theory. Int J Solids Struct, 4(6):585–592, 1968.

A. E. Green and P. M. Naghdi. Non-isothermal theory of rods, plates and
shells. Int J Solids Struct, 6:209–244, 1970.

A. E. Green and P. M. Naghdi. On superposed small deformations on a
large deformation of an elastic Cosserat surface. J Elasticity, 1(1):1–17,
1971.

A. E. Green and P. M. Naghdi. Derivation of shell theories by direct ap-
proach. Trans ASME. J Appl Mech, 41(1):173–176, 1974.

A. E. Green and P. M. Naghdi. On thermal effects in the theory of shells.
Proc R Soc London A, 365A:161–190, 1979.

A. E. Green and P. M. Naghdi. Linear theory of an elastic Cosserat plate.
Proc Camb Philos S-M, 63(2):537– 550, 1967b.



Cosserat-Type Shells 171

A. E. Green, P. M. Naghdi, and W. L. Wainwright. A general theory of a
Cosserat surface. Arch Ration Mech An, 20(4):287–308, 1965.

E. Grekova and P. Zhilin. Basic equations of Kelvin’s medium and analogy
with ferromagnets. J Elasticity, 64:29–70, 2001.

E. I. Grigolyuk and I. T. Selezov. Nonclassical theories of vibration of
beams, plates and shells (in Russian). In Itogi nauki i tekhniki, volume 5
of Mekhanika tverdogo deformiruemogo tela. VINITI, Moskva, 1973.
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atfläche. ZAMM, 55:647–656, 1975.
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Abstract In this chapter we discuss a Cosserat-type theory of rods.
Cosserat-type rod theories are based on the consideration of a rod
base curve as a deformable directed curve, that is a curve with at-
tached deformable or non-deformable (rigid) vectors (directors), or
based on the derivation of one-dimensional (1D) rod equations from
the three-dimensional (3D) micropolar (Cosserat) continuum equa-
tions. In the literature are known theories of rods kinematics of
which described by introduction of the translation vector and addi-
tionally p deformable directors or one deformable director or three
unit orthogonal each other directors. The additional vector fields of
directors describe the rotational (in some special cases additional)
degrees of freedom of the rod. The aim of the chapter is to present
a Cosserat-type theory of rods and to show various applications.

1 Introduction

The theory of rods is one of the oldest branches of mechanics. The first
significant studies on the behavior of thin rods have been elaborated in the
seventeenth century by Galilei and Bernoulli, then in the eighteenth century
by Euler and D’Alembert, and in the nineteenth century by Bresse, Cleb-
sch, Kirchhoff and Rayleigh, among others. In the twentieth century the
classical models were significantly improved, for example by, Timoshenko
and Levinson. Due to these contributions in the theory of rods, several new
mathematical concepts and mechanical challenges have been formulated,
which played an important role in the history of development of natural
sciences.
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Nowadays, the modern studies on the mechanical behavior of beams and
rods have received considerable attention. The growing interest in this field
is due to the intensive use of rod-like structures in mechanical and civil
engineering. The emergence of new technologies and advanced materials
in connection with rod manufacturing leads to the necessity of elaborating
adequate models and to extend the existing theories.

In general, the theories of beams and rods allow for the approximate
analysis of the stress-strain state of three-dimensional bodies for which two
dimensions are much smaller in comparison with the third one. In this sense,
all these theories are based on the thinness hypothesis. To obtain a set of
one-dimensional approximate equations, one of the following main directions
can be pursued: the application of kinematical and/or stress hypotheses,
the use of mathematical techniques like series expansions and asymptotic
analysis, and the so-called direct approach based on the deformable curve
model. As examples in the first direction we can mention the beam theories
of Euler and of Timoshenko, see e.g. Timoshenko (1921); Svetlitsky (2000);
Hodges (2006) for details. Mathematical techniques for the study of rods
and beams include the use of formal asymptotic expansions (Trabucho and
Viaño, 1996; Tiba and Vodak, 2005; Berdichevsky, 2009), the Γ-convergence
analysis (Freddi et al., 2007) and other variational methods (Meunier, 2008;
Sprekels and Tiba, 2009).

The direct approach has been introduced for the first time by Euler. He
started with the stress resultants and formulated two independent equations
of motion (in particular, static equilibrium). Later the Cosserat brothers
(Cosserat and Cosserat, 1909) elaborated a general theory. As a model
for rods, they have considered a deformable curve in which every material
point is connected to a triad of orthonormal vectors (also called directors)
to characterize its orientation. Later, this idea has been modified and de-
veloped by Green and Naghdi (Green et al., 1974; Green and Naghdi, 1979)
who created the so-called theory of Cosserat curves, in which every material
point is attached to a pair of deformable directors. We mention that the
Cosserat theory for rods was developed in parallel with the Cosserat theory
for shells. These two models have been presented and analyzed in details in
the books of Antman (1995) and Rubin (2000).

Another, but also direct approach for shells and rods has been elaborated
by Zhilin (1976, 2006a,b, 2007), who followed the original idea of the Cosser-
ats and considered deformable continua (surfaces or curves) endowed with
a triad of rigidly rotating orthonormal vectors connected to each point. In
his approach, Zhilin has supplemented the kinematical model suggested by
Cosserat with appropriate constitutive equations, thus making the model
applicable to solve practical problems (Altenbach et al., 2006). We also
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mention that the latter approach has the attribute of simplicity, in com-
parison with the theories of Cosserat surfaces or curves given by Green and
Naghdi. The approach to rods proposed by Zhilin is also called the theory
of directed curves.

In principle, the main advantage of any direct approach is that it does
not require hypotheses about the through-the-thickness distributions of dis-
placement and stress fields or the mathematical manipulations with three-
dimensional equations. Furthermore, it can be employed to study very thin
structures, where the use of a three-dimensional theory is not convenient.
In the direct approach, the basic laws of mechanics and thermodynamics
are applied directly to a dimensionally reduced continuum (i.e. surface or
curve) and thus one can obtain quite accurate equations. However, the for-
mulation of constitutive equations for such models presents some difficulties.
Indeed, it is known that the elasticity tensors depend on the geometry of
the rod or shell. In order to establish their structure, it is necessary to
apply the generalized theory of tensor symmetry (Zhilin, 2006b). Then, a
crucial aspect in this model is the identification of the effective properties
(stiffness, etc.) of the structure. In the case of shells and plates, the deter-
mination of effective stiffness has been realized for various types of materials
in Altenbach and Zhilin (1988); Altenbach (2000); Altenbach and Eremeyev
(2008, 2009). For the direct approach to rods, the effective properties have
been determined only in the case of isotropic and homogeneous materials
in Zhilin (2006a, 2007).

Below we present the identification of effective stiffness for rods made
of an orthotropic material with voids. We extend the theory of directed
curves to include porosity and thermal effects. To describe the porosity, we
employ the Nunziato-Cowin theory for elastic materials with voids (Nun-
ziato and Cowin, 1979; Cowin and Nunziato, 1983). An additional degree
of freedom is introduced in this theory, namely the volume fraction field,
which characterizes the continuous distribution of voids in the body. The
Nunziato-Cowin theory is intended for the study of porous solids and gran-
ular materials, and it can be regarded as a special case of the theory of
materials with microstructure (Capriz, 1989; Ciarletta and Ieşan, 1993).

2 Kinematical Model of Directed Curves

In what follows, we consider thin rods modeled as directed curves, i.e. de-
formable curves endowed with a triad of directors di attached to every point
(Zhilin, 2006a, 2007). The motion of the directors describes the rotations
of rod’s cross-sections during deformation.

Let us denote by C0 the curve for the reference (initial) configuration of
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Figure 1. Deformation of a thin rod. Reference configuration and deformed
configuration at time t.

the rod and by s the material coordinate along this curve which is chosen
to be the arclength parameter of C0. The directed curve is specified by
the position vector r(s) and the triad of directors di(s), i = 1, 2, 3 (see
Fig. 1). We designate by (. . .)′ = d

ds the derivative with respect to s. The
initial directors d1,d2,d3 are unit vectors orthogonal to each other, and d3

coincides with the unit tangent vector

d3 = t ≡ r′(s), di · dj = δij (the Kronecker symbol).

We can see that the plane (d1,d2) is the cross-section plane. In general,
the directors d1 and d2 are chosen along the principal axes of inertia of the
cross-section, and the curve C0 is the line of centroids.

Consider also the orthonormal triad {t(s),n(s), b(s)} naturally attached
to the curve, consisting of the tangent vector t, the principal normal n and
the binormal b. We denote by σ(s) the angle between the vectors d1(s) and
n(s), which is called the angle of natural twisting of the rod, and we have

d1 = n cosσ + b sinσ, d2 = −n sinσ + b cosσ. (1)

From the geometry of curves, we know that the following relations hold

t′ = τ × t, n′ = τ × n, b′ = τ × b,

τ =
1

Rt
t+

1

Rc
b,

1

Rc
= |r′′(s)|, 1

Rt
=

|(r′, r′′, r′′′)|
|r′′|2 ,

(2)
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where τ (s) is the Darboux vector, Rc the radius of curvature and Rt the
radius of twisting for the curve C0. Then, in view of (1), we can show that

d′
i = q × di, i = 1, 2, 3, where q = σ′t+ τ .

The deformed configuration C of the rod at time t is described by

R = R(s, t), Di = Di(s, t), i = 1, 2, 3, s ∈ [0, l], (3)

where the three directors after deformationDi satisfy the relationsDi·Dj =
δij , but D3 is no longer tangent to the curve C. This means that the
initial cross-sections are not necessarily normal to the middle curve after
deformation. We will assume that the rod’s cross-sections do not change
their shape during deformation, but only rotate with respect to the the
middle curve.

The displacement vector u and the rotation tensor P are defined by

u(s, t) = R(s, t)− r(s), P (s, t) = Dk(s, t)⊗ dk(s). (4)

Denoting the time derivative by a superposed dot, the velocity vector V
and the angular velocity vector ω are given by

V (s, t) = Ṙ(s, t), Ṗ (s, t) = ω(s, t)× P (s, t). (5)

Hence, ω is the axial vector of the antisymmetric tensor Ṗ · PT and it
can be expressed as ω = − 1

2

[
Ṗ · PT

]
×, where [. . .]× designates the vector

invariant (or Gibbsian cross). We employ the usual summation convention
over repeated indices and the direct tensor notation in the sense of Lurie
(2005), see e.g. Naumenko and Altenbach (2007); Lebedev et al. (2010).

The absolute temperature field in the points of the curve C will be de-
noted by θ(s, t), with θ > 0. In the reference configuration C0 we assume
that the temperature θ0 is constant. To describe the porosity of the rod, we
follow the Nunziato-Cowin theory for elastic material with voids (Nunziato
and Cowin, 1979; Cowin and Nunziato, 1983) and introduce the so-called
volume fraction field ν = ν(s, t), which is an additional independent variable
(0 < ν ≤ 1). In this model the mass density of the porous rod ρ(s, t) can
be decomposed as the product of the mass density of the matrix material
γ and the volume fraction field: ρ(s, t) = ν(s, t)γ(s, t). Thus, the poros-
ity function ν will express the continuous distribution of pores along the
rod’s middle curve. In the reference configuration C0 we have the relation
ρ0(s) = ν0(s)γ0(s).
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3 Governing Equations of the Non-Linear Theory

To describe the deformation of thermoelastic porous rods, one needs to
formulate appropriate balance equations. These balance laws are postulated
directly for the one-dimensional continuum and they express, respectively,
the following principles accepted in Continuum Mechanics: the balances of
mass, linear momentum, angular momentum, energy, and entropy, see, for
example, (Altenbach and Altenbach, 1994). In this case one has to modify
these balances slightly - instead of the balance of mass, the conservation
of mass is assumed. In addition, we use the principle of equilibrated force
which was introduced first in Goodman and Cowin (1972); Nunziato and
Cowin (1979). The last principle can be seen as the special case of a balance
equation which arises in the microstructural theories of elastic materials
developed by Mindlin (1964) and Toupin (1964), where only the dilatation of
the micromedium is considered; see also Capriz and Podio–Guidugli (1981);
Capriz (1989); Jenkins (1975); Cowin and Goodman (1976); Cowin and
Leslie (1980) for the discussions on various approaches leading to this type
of balance equation.

The principle of mass conservation can be written as∫ s2

s1

ρ0(s)ds =

∫ s2

s1

ρ(s, t)dS(s, t), ∀s1, s2 ∈ [0, l], (6)

where dS is the length element on the deformed curve C and we have
dS(s, t) = |R′(s, t)|ds. The relation (6) can be put in the local form

ρ(s, t) =
ρ0(s)

1 + ε(s, t)
or ν(s, t)γ(s, t) =

ν0(s)γ0(s)

1 + ε(s, t)
, (7)

where ε(s, t) ≡ dS(s, t)− ds

ds
= |R′(s, t)| − 1 is the relative dilatation of the

rod. From Eq. (7) we can determine the mass density of the matrix elastic
material γ(s, t) in terms of R(s, t) and ν(s, t).

The kinetic energy K, the linear momentum K1 and the moment of
momentum K2 per unit mass of the rod are defined by

K(s, t) =
1

2
V · V +V ·Θ1(s, t) · ω +

1

2
ω ·Θ2(s, t) · ω +

1

2
κν̇2,

K1(s, t) =
∂K
∂V

= V +Θ1 · ω,

K2(s, t) =
∂K
∂ω

+R× ∂K
∂V

= ΘT
1 · V +Θ2 · ω +R×K1.

(8)
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Here κ = κ(s) > 0 is an inertia coefficient associated to the porosity vari-
able, and the second order tensors Θ1(s, t),Θ2(s, t) are the tensors of inertia
per unit mass.

Remark 3.1. In order to present the expressions of the inertia tensors, let
us consider the three-dimensional rod and the position vector r∗(s, x, y) of
a generic point in the reference configuration

r∗(s, x, y) = r(s) + a(s, x, y), a(s, x, y) = xd1(s) + yd2(s), (x, y) ∈ Σ,

where Σ is the cross-section domain and (x, y) are the material coordinates
referred to the base vectors {d1,d2}. Since we assume that the cross-sections
do not deform, the same material point will have the following position
vector at the time t

R∗(s, x, y, t) = R(s, t) + xD1(s, t) + yD2(s, t), (x, y) ∈ Σ.

From these relations we see that the cross-sections of the rod can rotate
with respect to the middle curve, but the deformation of the cross-sections
is not taken into account. The inertia tensors in the reference configuration
Θ0

α(s), α = 1, 2, have the representation (Zhilin, 2007)

ρ0Θ
0
1 = −

∫
Σ

(1×a)ρ∗μ̃dxdy, ρ0Θ
0
2 = −

∫
Σ

[(a·a)1−a⊗a]ρ∗μ̃dxdy, (9)

where ρ0(s) is the mass density of the deformable curve C0, 1 is the unit
tensor of second order, ρ∗ is the mass density in the three-dimensional rod
and the scalar μ̃(s, x, y) ≡ 1+(a ·n/Rc). The inertia tensors in the current
configuration C are expressed by

Θα(s, t) = P (s, t) ·Θ0
α(s) · PT(s, t), α = 1, 2. (10)

From relations (9) and (10) we can prove that Θ1 is antisymmetric, Θ2 is
symmetric and we can prove that the tensor Θ2−ΘT

1 ·Θ1 is symmetric and
positive definite (see, for example, B̂ırsan and B̂ırsan, 2011).

The principles of linear momentum and the moment of momentum are
expressed by the following relations: for any part of the deformable curve,
delimited by the coordinates s1, s2 ∈ [0, l] (where l is the length of the curve
C0), hold∫ s2

s1

ρ0K̇1(s, t)ds =

∫ s2

s1

ρ0F(s, t)ds+N (t)(s2, t) +N (−t)(s1, t),∫ s2

s1

ρ0K̇2(s, t)ds =

∫ s2

s1

ρ0
[
R(s, t)×F(s, t) +L(s, t)

]
ds

+ R(s2, t)×N (t)(s2, t) +R(s1, t)×N (−t)(s1, t)
+ M (t)(s2, t)+M (−t)(s1, t),

(11)
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where F and L are the external body force and moment per unit mass,
while N (t) and M (t) represent the external forces and moments acting on
the boundary points s = s1, s2 of an arbitrary portion of the rod.

The porosity fields are governed by the principle of equilibrated force,
which in the case of rods has the form∫ s2

s1

ρ0
d

dt

(
κ(s)ν̇(s, t)

)
ds =

∫ s2

s1

(
ρ0(s)p(s, t)− g(s, t)

)
ds

+ h(t)(s2, t) + h(−t)(s1, t), ∀s1, s2 ∈ [0, l],

(12)

where p is the assigned equilibrated body force, g is the internal equili-
brated body force and h(t) represents the equilibrated stress. This principle
has been formulated by Goodman and Cowin (1972) for granular materials
and by Nunziato and Cowin (1979) for elastic materials with voids. It can
be regarded as a special case of a balance equation which arises in the mi-
crostructural theories of continua established by Mindlin (1964) and Toupin
(1964), when only the dilatation of the micromedium is taken into account.
This equation was derived from a variational argument by Cowin and Good-
man (1976) and given mechanical interpretation by Jenkins (1975). There
exist various approaches leading to this type of balance equations, which are
discussed in Cowin and Leslie (1980); Capriz and Podio–Guidugli (1981);
Capriz (1989).

Applying the principles (11) and (12) to parts of the rods with the in-
finitesimal length, we deduce that we can introduce the fields N , M and h
by

N ≡ N (t) = −N (−t),M ≡ M (t) = −M (−t), h ≡ h(t) = −h(−t). (13)

Concerning the interpretation given to the porosity variables, the func-
tion ν expresses the compression-dilation of the continuously distributed
pores, while the equilibrated stress h are identified in Cowin and Nunziato
(1983) with singular stress systems known in classical elasticity as double
force systems without moments (Love, 1944).

Denoting by U(s, t) the internal energy per unit mass of the rod, the
balance of energy is expressed by∫ s2

s1

ρ0(K̇+U̇)ds =
∫ s2

s1

ρ0
(F ·V +L·ω+pν̇+S

)
ds+

(
N ·V +M ·ω+hν̇+q

)∣∣∣s2
s1

(14)

for all s1, s2 ∈ [0, l], where we employ the notation f
∣∣∣s2
s1

= f(s2)− f(s1) for

any f . Here S is the external rate of the heat supply per unit mass and
q ≡ q(t) = −q(−t) is the heat flux along the rod.
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The force vector N and the moment vector M are defined by the rela-
tions (11) and (13)1,2 and they are dual mechanical quantities to the corre-
sponding kinematical fields such that N ·V +M ·ω represents mechanical
power. Also, the equilibrated stress h defined by relations (12) and (13)3
is dual to the porosity variable ν, and the product hν̇ is included in the
expression of the mechanical power for porous rods, see equation (14).

Let η(s, t) designate the specific entropy function. Then, the Clausius-
Duhem inequality for the entropy of the rod is written as∫ s2

s1

ρ0η̇ds ≥
∫ s2

s1

ρ0
S

θ
ds+

(q
θ

)∣∣∣s2
s1
, ∀s1, s2 ∈ [0, l]. (15)

In view of the integral forms of the principles (11)-(15), we obtain the
following local equations:

• equations of motion:

N ′(s, t) + ρ0F = ρ0
d

dt
(V +Θ1 · ω),

M ′(s, t) +R′ ×N(s, t) + ρ0L
= ρ0

[
V ×Θ1 · ω +

d

dt
(V ·Θ1 +Θ2 · ω)

]
;

(16)

• equation of equilibrated force:

h′(s, t)− g(s, t) + ρ0p = ρ0
d

dt
(κν̇); (17)

• energy balance equation:

ρ0U̇ = P + ρ0S + q′, (18)

where
P = N · (V ′ +R′ × ω) +M · ω′ + gν̇ + hν̇′. (19)

• entropy inequality:

ρ0θη̇ ≥ ρ0S + q′ − θ′

θ
q, (20)

which must be valid for every point s and time t.
Equations (16) are similar to the one-dimensional equations for rods found
in many previous works (especially for the left-hand sides), but Eq. (17)
represents the equation of equilibrated force which governs the porosity
fields in our model. The assigned body loads F , L, p and S also include
the contributions of the (mechanical and thermal) loads acting on the lateral
boundaries of the three-dimensional rod, as we will see later on.
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Let us consider the Helmholtz free energy function Ψ defined by

Ψ = U − θη. (21)

Then, the energy balance equation (18) can be written in the form

ρ0Ψ̇ + ρ0(θη̇ + θ̇η)− P − q′ − ρ0S = 0. (22)

Inserting (22) into (20) we obtain the following form of the entropy inequal-
ity

−ρ0Ψ̇− ρ0θ̇η + P +
θ′

θ
q ≥ 0. (23)

In order to write the energy equation in a convenient form, we intro-
duce the vectors of deformation defined in Zhilin (2006b). The vector of
extension-shear E and the vector of bending-twisting Φ are given by

E = R′ − P · t, P ′ = Φ× P , (24)

i.e. Φ is the axial vector of the antisymmetric tensor P ′ ·PT or equivalently
Φ = − 1

2

[
P ′ · PT

]
×. The geometrical and physical interpretations of these

deformation vectors have been presented in Zhilin (2007, Sect. 5). Using
the relations

Ė − ω × E = V ′ +R′ × ω, Φ̇− ω ×Φ = ω′,

the function P defined by (19) can be written as

P = N · (Ė − ω × E) +M · (Φ̇− ω ×Φ) + gν̇ + hν̇′. (25)

We introduce the energetic vectors of deformation E∗ and Φ∗ given by

E∗ = PT · E , Φ∗ = PT ·Φ. (26)

Then, the equation (25) and the relations

Ė∗ = PT · (Ė − ω × E), Φ̇∗ = PT · (Φ̇− ω ×Φ
)

yield

P = (N · P ) · Ė∗ + (M · P ) · Φ̇∗ + gν̇ + hν̇′. (27)

The reduced energy balance equation takes the form (18) with P given by
(27).
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4 Constitutive Equations for Thermoelastic Porous
Rods

For thermoelastic porous rods we adopt the following constitutive assump-
tions: the fields Ψ, N , M , g, h, η and q depend only on the variables E , Φ,
P , ν, ν′, θ and θ′ (and on the point s). Using the requirements of invariance
under superposed rigid body motions, we deduce the relations{

Ψ, g, h, η, q
}(E ,Φ,P , ν, ν′, θ, θ′

)
=
{
Ψ, g, h, η, q

}(
Q · E ,Q ·Φ,Q · P , ν, ν′, θ, θ′

)
,{

Q ·N ,Q ·M}(E ,Φ,P , ν, ν′, θ, θ′
)

=
{
N ,M

}(
Q · E ,Q ·Φ,Q · P , ν, ν′, θ, θ′

)
,

(28)

which must hold true for any proper orthogonal tensor Q. Taking Q = PT

in the relations (28) and using the definitions of E∗ and Φ∗ we derive that
Ψ is a function of the following variables

Ψ = Ψ
(E∗,Φ∗, ν, ν′, θ, θ′

)
, (29)

and the fields N ·P , M ·P , g, h, η and q depend only on the variables E∗,
Φ∗, ν, ν′, θ and θ′ (and on the point s).

By the classical procedure we insert the expression (29) into the entropy
inequality (23) and using Eq. (27) we finally obtain the following restrictions
on the constitutive equations

Ψ = Ψ
(E∗,Φ∗, ν, ν′, θ

)
, η = −∂Ψ

∂θ
,

N =
∂(ρ0Ψ)

∂E∗
· PT, M =

∂(ρ0Ψ)

∂Φ∗
· PT, g =

∂(ρ0Ψ)

∂ν
, h =

∂(ρ0Ψ)

∂(ν′)

(30)

and

q = q
(E∗,Φ∗, ν, ν′, θ, θ′

)
. (31)

The entropy inequality (23) reduces to

qθ′ ≥ 0, (32)

which must be valid for any process. In view of the constitutive equations
(30) we have the relation ρ0Ψ̇ = P − ρ0ηθ̇, and inserting it into (22) we
obtain the reduced energy balance equation in the form

q′ + ρ0S = ρ0θη̇. (33)
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4.1 Free Energy Function

The presentation of the constitutive equations will be complete if we
specify the expression for the free energy function (30)1. In view of the
developments for constitutive equations in the purely elastic case (Zhilin,
2006a, 2007), we consider the following form for Ψ

ρ0Ψ = Ψ0 +N0 · E∗ +M0 ·Φ∗ +
1

2
E∗ ·A · E∗ + E∗ ·B ·Φ∗

+
1

2
Φ∗ ·C ·Φ∗ +Φ∗ · (E∗ ·D) ·Φ∗ +

1

2
K1ν

2 +
1

2
K2(ν

′)2

+ K3νν
′ + (K4 · E∗)ν + (K5 ·Φ∗)ν + (K6 · E∗)ν′ + (K7 ·Φ∗)ν′

− (G1 · E∗)θ − (G2 ·Φ∗)θ −G3νθ −G4ν
′θ − 1

2
Gθ2,

(34)
where Ψ0, K1, K2, K3, G3, G4 and G are scalars, N0, M0, G1, G2, K4,
. . . , K7 are vectors, A, B, C are tensors of second order and D is a ten-
sor of third order. All properties are defined in the reference configuration.
The vectors N0, M0 describe the initial forces and moments acting in the
reference configurations, A and C are the tensors of tangential and bending
stiffness, respectively, while B is the tensor describing the coupling between
stretching and bending. The presence of cubic terms involving D in (34)
is useful for explaining the Poynting effect (Zhilin, 2006a, 2007). K5 and
K7 describe the coupling between porosity and bending, G2 accounts for
the coupling between temperature and bending deformations. On the other
hand, the coupling of the extension–shear deformations with temperature
is characterized by G1, while the coupling of the same type of deformations
with the porosity variables is described by K4 and K6. In what follows, we
present the structure of K1, . . . ,K7 which express the poro-elastic proper-
ties of thin rods, and we analyze as well the coupling thermo-poro-elastic
constitutive proprties G1, G2, and G3, G4 and G.

4.2 Structure of Constitutive Tensors

Let us choose the vectors d1 and d2 to be directed along the principal
axes of inertia for any cross–section, i.e. we assume that∫

Σ

ρ∗xdxdy = 0,

∫
Σ

ρ∗ydxdy = 0,

∫
Σ

ρ∗xydxdy = 0. (35)

To determine the structure of the constitutive tensors, we employ the gen-
eralized theory of tensor symmetry (Zhilin, 2006b). We consider that the
anisotropy and inhomogeneity of the material do not affect the symmetry
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of the cross-section with respect to d1 and d2. In other words, we assume
that the orthogonal tensors

Q1 = 1− 2d1 ⊗ d1 and Q2 = 1− 2d2 ⊗ d2 (36)

belong to the symmetry group of each constitutive tensor f and 1 is the
3D unit tensor. Since any constitutive tensor f depends on the geometry of
the rod through the Darboux vector τ (s) and the angle of natural twisting
σ(s), we decompose it in the form

f = f0 + f1 · τ , (37)

where f0 and f1 are some tensors which depend only on σ.
Imposing that the tensors (36) belong to the symmetry groups of the ten-

sors A,B,C and D, the structure of the elasticity tensors A,B,C and D
has been determined in Zhilin (2006a, 2007), where the method is presented
in details.

Using the same technique, we deduce the following expressions for the
poro-elastic constitutive vectors

K4 = K4t+
K1

4

Rc
d1 cosσ +

K2
4

Rc
d2 sinσ,

K5 =
K5

Rt
t+

K1
5

Rc
d1 sinσ +

K2
5

Rc
d2 cosσ,

K6 = K6t+
K1

6

Rc
d1 cosσ +

K2
6

Rc
d2 sinσ,

K7 =
K7

Rt
t+

K1
7

Rc
d1 sinσ +

K2
7

Rc
d2 cosσ,

(38)

where Kn,K
1
n and K2

n are scalars which do not depend on τ .
In the same way, since the tensors (36) belong to the symmetry groups

of the vectors G1 and G2, we find that the structure of the constitutive
tensors G1 and G2 is given by the expressions

G1 = G1t+
1

Rc

(
G1

1 cosσd1 +G2
1 sinσd2

)
,

G2 =
G2

Rt
t+

1

Rc

(
G1

2 sinσd1 +G2
2 cosσd2

)
.

(39)

Let us turn our attention to rods without natural twisting, i.e. we have
σ′ = 0. In this case, we assume that the symmetry groups of all constitutive
tensors contain also the orthogonal tensor 1−2t⊗t in addition to the tensors
(36), i.e. the symmetry groups contain the tensors

Q1 = 1− 2d1 ⊗ d1, Q2 = 1− 2d2 ⊗ d2 and Q3 = 1− 2t⊗ t. (40)
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In view of the conditions (37) and (40), we can determine the general ex-
pressions of K1, ...,K7. When the natural twisting of the rod is absent, the
expressions (38) simplify to

K4 = K4t, K5 =
K5

Rt
t+

K1
5

Rc
d1 sinσ +

K2
5

Rc
d2 cosσ,

K6 =
K1

6

Rc
d1 cosσ +

K2
6

Rc
d2 sinσ, K7 = 0.

(41)

In addition, K3 = 0. Also, the expressions of the thermo-elastic constitutive
vectors (39) simplify and we obtain

G1 = G1t, G2 =
G2

Rt
t+

1

Rc

(
G1

2 sinσd1 +G2
2 cosσd2

)
(42)

G4 = 0, G3 and G are arbitrary, where Gn (n = 1, ..., 4), Gα
2 and G are

scalars which do not depend on τ . The elasticity tensors for rods without
natural twisting have the following structure (Zhilin, 2006a)

A = A1d1⊗d1 +A2d2⊗d2 +A3t⊗t,

C = C1d1⊗d1 + C2d2⊗d2 + C3t⊗t,

B =
1

Rt

(
B1d1 ⊗ d1 +B2d2 ⊗ d2 +B3t⊗ t

)
+

1

Rc

[
(B23d2 ⊗ d3 +B32d3 ⊗ d2) cosσ

+ (B13d1 ⊗ d3 +B31d3 ⊗ d1) sinσ
]
,

(43)

where Ai, Bi, Ci, Bα3 and B3α are scalars which do not depend on τ .
This completes the presentation of the governing equations in the non-

linear theory of porous thermo-elastic rods. The effective values of the
constitutive coefficients can be determined by analyzing problems in the
linear theory of rods. In this purpose, we focus our attention next to the
linearized equations.

5 Linearized Equations of Directed Rods

Let us consider the deformation of curved rods in which the displacements,
rotations and variations of temperature and volume fraction field are all
infinitesimal. Then the rotation tensor can be represented as P = 1+ψ×1
within the approximation of the linear theory, where ψ(s, t) is the vector of
small rotations, which also satisfies the relations ψ̇ = ω and ψ′ = Φ. In
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the linear theory, we assume that

u(s, t) = R(s, t)− r(s) = εũ(s, t), ψ(s, t) = εψ̃(s, t),

ϕ(s, t) ≡ ν(s, t)− ν0(s) = εϕ̃(s, t), T (s, t) ≡ θ(s, t)− θ0 = εT̃ (s, t),
(44)

where ε is a small non-dimensional parameter such that the quantities of
order O(ε2) are neglected. The porosity function ϕ(s, t) is the variation of
the volume fraction field, while T (s, t) is the variation of the temperature.

5.1 Boundary-Initial-Value Problems

The geometrical equations (24) can be simplified in this case and we
have

e ≡ u′ + t×ψ = E = E∗, κ ≡ ψ′ = Φ = Φ∗, (45)

where we denote by e the extension-shear vector and by κ the bending-
twisting vector in the linear theory. The fields N , M , g, h, η and q are
assumed to be quantities of order O(ε), which are zero in the reference
configuration. Moreover, the free energy function Ψ is a quadratic form of
the arguments {e,κ, ϕ, ϕ′, T}. Taking into account the entropy inequality
(32), it follows that the constitutive equations for q has the form

q = KT ′ with K ≥ 0, (46)

where the scalar K is the thermal conductivity of the rod. The constitutive
equations (30) and (34) become

η = −∂Ψ

∂T
,N =

∂(ρ0Ψ)

∂e
,M =

∂(ρ0Ψ)

∂κ
, g =

∂(ρ0Ψ)

∂ϕ
, h =

∂(ρ0Ψ)

∂(ϕ′)
,

ρ0Ψ
(
e,κ, ϕ, ϕ′, T

)
= ρ0U

(
e,κ, ϕ, ϕ′)

− (
G1 ·e+G2 ·κ+G3ϕ+G4ϕ

′)T − 1

2
GT 2,

(47)

where we denote by U the deformation energy given by

ρ0U
(
e,κ, ϕ, ϕ′)= 1

2
e ·A · e+ e ·B · κ+

1

2
κ ·C · κ

+
1

2
K1ϕ

2 +
1

2
K2(ϕ

′)2 +K3ϕϕ
′

+ (K4 · e)ϕ+(K5 · κ)ϕ+(K6 · e)ϕ′+(K7 · κ)ϕ′.

(48)

The equations of motion (16) in the linear theory are

N ′+ρ0F = ρ0(ü+Θ0
1 ·ψ̈), M ′+t×N+ρ0L = ρ0

(
ü·Θ0

1+Θ0
2 ·ψ̈

)
, (49)



194 H. Altenbach, M. Bîrsan and V.A. Eremeyev

the equation of equilibrated force (17) is written as

h′ − g + ρ0p = ρ0κϕ̈, (50)

while the reduced equation of energy balance (33) becomes

q′ + ρ0S = ρ0θ0η̇. (51)

Remark 5.1. The inertia tensors Θ0
α which appear in the right-hand sides

of the equations of motion (49) are expressed by (9). We observe that the

relation Θ0
1 = 0 holds true if and only if

∫
Σ

ρ∗xμ̃dxdy =

∫
Σ

ρ∗yμ̃dxdy = 0.

Let us present the boundary conditions and the initial conditions asso-
ciated to the above field equations. Consider that the endpoints of the rod
are characterized by the arclength coordinates s̄1 = 0 and s̄2 = l. Then we
take the boundary conditions

u(s̄γ , t) = u(γ)(t) or N(s̄γ , t) = N (γ)(t),

ψ(s̄γ , t) = ψ(γ)(t) or M(s̄γ , t) = M (γ)(t),
ϕ(s̄γ , t) = ϕ(γ)(t) or h(s̄γ , t) = h(γ)(t),
T (s̄γ , t) = T (γ)(t) or q(s̄γ , t) = q(γ)(t)

(52)

for γ = 1, 2 and the initial conditions

u(s, 0) = u0(s), u̇(s, 0) = v0(s), ψ(s, 0) = ψ0(s), ψ̇(s, 0) = ω0(s),
ϕ(s, 0) = ϕ0(s), ϕ̇(s, 0) = λ0(s), T (s, 0) = T0(s), for s ∈ [0, l],

(53)

where the functions in the right–hand sides are prescribed.
The relations (45)-(53) represent the boundary–initial–value problem for

the deformation of porous thermo-elastic rods. In what follows we prove the
uniqueness of solution {u,ψ, ϕ, T} to the boundary-initial-value problem
formulated above.

5.2 Uniqueness of Solution

Let us consider the kinetic energy K(t) of the rod and the function U(t)
given by

K(t) =
1

2

∫
C0

ρ0
(
u̇ · u̇+ 2u̇ ·Θ0

1 · ψ̇ + ψ̇ ·Θ0
2 · ψ̇ + κϕ̇2

)
ds,

U(t) =

∫
C0

ρ0
(
Ψ+ ηT

)
ds.

(54)

Then we can prove the following result (B̂ırsan and Altenbach, 2011b).



Cosserat-Type Rods 195

Theorem 5.2. If {u,ψ, ϕ, T} is a solution of the boundary-initial-value
problem, then we have

d

dt

[
K(t) + U(t)

]
=

∫
C0

[
ρ0

(
F · u̇+L · ψ̇ + pϕ̇+

1

θ0
ST

)
− K

θ0

(
T ′)2]ds

+
(
N · u̇+M · ψ̇ + hϕ̇+

1

θ0
qT
)∣∣∣l

0
.

(55)

Proof. The proof is straightforward. Indeed, if we compute the expression
K̇(t)+U̇(t) using the definitions (54), the constitutive equations (47)1−5, the
geometrical relations (45) and the field equations (49)-(51) then we obtain
them right-hand side of relation (55).

In view of the constitutive equations (47), we deduce that

ρ0
(
Ψ+ ηT

)
= ρ0U +

1

2
GT 2. (56)

The last relation is useful to prove the following uniqueness theorem (B̂ırsan
and Altenbach, 2011a).

Theorem 5.3. Assume that the mass density ρ0, the inertia coefficient κ
and the constitutive coefficient G are positive. If the energy of deformation
U satisfies

U ≥ 0, (57)

then the boundary-initial-value problem for porous thermo-elastic rods has
at most one solution.

The proof of this theorem is given in B̂ırsan and Altenbach (2011a).
Let us prove next that the property of uniqueness of solution still holds

even if we do not impose the hypothesis (57). To this aim, we present
first a result which is analogue to the theorem of power and energy in the
classical thermo-elasticity (see Carlson, 1972, Sect. 21). The theorem first
was published in B̂ırsan and Altenbach (2011b).

Theorem 5.4. For any two moments of time t, z ≥ 0, we define the func-
tion

Q(t, z) =

∫
C0

ρ0

[
F(t) · u̇(z) +L(t) · ψ̇(z) + p(t)ϕ̇(z)− 1

θ0
S(t)T (z)

]
ds

+

[
N(t) · u̇(z) +M(t) · ψ̇(z) + h(t)ϕ̇(z)− 1

θ0
q(t)T (z)

] ∣∣∣l
0
,

(58)
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where the dependence on s for the fields in the right-hand side has been
omitted for brevity. Then, the following relation holds true

U(t)−K(t) =
1

2

∫ t

0

[
Q(t+ ζ, t− ζ)−Q(t− ζ, t+ ζ)

]
dζ

+
1

2

∫
C0

[
N(0) · e(2t) +M(0) · κ(2t) + g(0)ϕ(2t)

+ h(0)ϕ′(2t) + ρ0η(2t)T (0)
]
ds

− 1

2

∫
C0

ρ0
[
u̇(2t)·(u̇(0) +Θ0

1 ·ψ̇(0)
)

+ ψ̇(2t)·(u̇(0)·Θ0
1 +Θ0

2 ·ψ̇(0)
)
+ κϕ̇(2t)ϕ̇(0)

]
ds.

(59)

The proof of this theorem is given in B̂ırsan and Altenbach (2011b).
Let us state the main uniqueness result B̂ırsan and Altenbach (2011b).

Theorem 5.5. Assume that the mass density ρ0, the inertia coefficient κ
and the constitutive coefficient G are positive. Then the boundary-initial-
value problem for porous thermo-elastic rods has at most one solution.

The proof is given in B̂ırsan and Altenbach (2011a).
We mention that the results established in this section are valid for

curved rods made of general anisotropic materials.

5.3 Existence Results in the Dynamical Theory

In this section we present some results concerning the existence of weak
solutions to the boundary-initial value problems. In order to formulate these
results precisely, we employ the components of the displacement, rotation
and deformation vectors.

It is convenient to denote by {t1, t2, t3} the triad {n, b, t} introduced
previously, such that t1 = n, t2 = b, t3 = t. Then, we shall decompose
any vector f in the vector basis {t1, t2, t3} and denote its components by
fi = f · ti. For the components of u, ψ, e and κ we have the relations

u = uiti, ψ = ψiti, e = eiti, κ = κiti,

e1 = u′
1 −

u2

Rt
+

u3

Rc
− ψ2, e2 = u′

2 +
u1

Rt
+ ψ1, e3 = u′

3 −
u1

Rc
,

κ1 = ψ′
1 −

ψ2

Rt
+

ψ3

Rc
, κ2 = ψ′

2 +
ψ1

Rt
, κ3 = ψ′

3 −
ψ1

Rc
.

(60)

We shall make distinction between the ordered set of functions y = (ui, ψi)
representing the set of components, and the vector fields of displacement
and rotation given by u = u(y) = uiti and ψ = ψ(y) = ψiti.
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Let us denote by ‖ · ‖1 the usual norm on the Sobolev space H1[0, l]
and by | · |0 the usual norm on the space L2[0, l]. The functional spaces
H1, L2 are written with bold letters whether their elements have several
components. For instance, for any y =

(
ui(s), ψi(s)

) ∈ H1[0, l] we have

‖y‖21 = |y|20 +
∫ l

0

(u′
iu

′
i + ψ′

iψ
′
i)ds =

∫ l

0

(uiui + ψiψi + u′
iu

′
i + ψ′

iψ
′
i)ds.

From the constitutive equations (47) we see that Ψ can be written as

ρ0Ψ
(
e,κ, ϕ, ϕ′, T

)
= ρ0U

(
e,κ, ϕ, ϕ′)−H(e,κ, ϕ, ϕ′)T − 1

2
GT 2, (61)

where H is a linear function of its arguments given by

H(e,κ, ϕ, ϕ′) = G1 · e+G2 · κ+G3ϕ+G4ϕ
′. (62)

All the constitutive coefficients are assumed to be bounded measurable func-
tions of s which belong to H1[0, l]. The constitutive coefficient G is assumed
to satisfy the restriction

G > 0, (63)

while the deformation energy U is considered to be positive definite, i.e.
there exists a constant c3 > 0 such that

U(e,κ, ϕ, ϕ′) ≥ c3
(
e · e+ κ · κ+ ϕ2 + (ϕ′)2

)
. (64)

Although more general boundary conditions could be considered, in this
section we restrict our attention to the following zero boundary conditions

u = 0, ψ = 0, ϕ = 0, T = 0 on Γ = {0, l}. (65)

The initial conditions (at t = 0) are taken in the form (53).
In what follows we show the existence of weak solutions {u,ψ, ϕ, T} to

the boundary-initial-value problem formulated above. To this aim, we first
write our boundary-initial-value problem in the form of an abstract Cauchy
problem in an appropriate functional framework, and then we apply the
theory of semigroup of linear operators. Consider the following Banach
space

(W, ‖ · ‖) endowed with the usual (product) norm

W =
{
Y=(ui, vi, ψi, ωi, ϕ, λ, T )|ui, ψi, ϕ ∈ H1

0 [0, l], vi, ωi, λ, T ∈ L2[0, l]
}
,

‖Y ‖2 =

3∑
i=1

(‖ui‖21 + ‖ψi‖21 + |vi|20 + |ωi|20
)
+ ‖ϕ‖21 + |λ|20 + |T |20.

(66)
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Let us define on the space W the following scalar product:
for every Y = (ui, vi, ψi, ωi, ϕ, λ, T ) and Z = (ûi, v̂i, ψ̂i, ω̂i, ϕ̂, λ̂, T̂ ) in W we
have

〈Y ,Z〉W =
1

2

∫
C
ρ0
(
v · v̂ + v ·Θ1 · ω̂ + v̂ ·Θ1 · ω + ω ·Θ2 · ω̂ + κλλ̂

)
ds

+
1

2

∫
C

[
N(z) · e(y) +M(z) · κ(y) + g(z)ϕ+ h(z)ϕ′ + ρ0η(y)T̂

]
ds,

(67)

where for brevity we have denoted by y = (ui, ψi, ϕ, T ), z = (ûi, ψ̂i, ϕ̂, T̂ ).
By virtue of the inequality of Korn-type for directed curves (83), we can
prove that the scalar product (67) induces a norm ‖ · ‖W on the space W,
which is equivalent to the norm ‖·‖ given by (66). Consequently,

(W, 〈·, ·〉W
)

is a Hilbert space.
Let us put the balance equations (49), (50) and the energy equation

(51) into an operator form. In this purpose, we introduce the second order
tensor Q which is the inverse of the symmetric and positive definite tensor
Θ2 −ΘT

1 ·Θ1, i.e.

Q =
(
Θ2 −ΘT

1 ·Θ1

)−1
.

Suggested by Eqs. (49)-(51), we define the operator P : D(P) ⊂ W → W
as follows: for every Y = (ui, vi, ψi, ωi, ϕ, λ, T ) ∈ W we have

PY = (vi, BiY , ωi, CiY , λ,DY , EY ), ∀Y = (ui, vi, ψi, ωi, ϕ, λ, T ) ∈ D(P),

BiY =
1

ρ0
ti ·Q · [Θ2 ·N ′ −Θ1 · (M ′ + t3 ×N)

]
(ui, ψi, ϕ, T ),

CiY =
1

ρ0
ti ·Q · [M ′ + t×N −N ′ ·Θ1

]
(ui, ψi, ϕ, T ),

DY =
1

ρ0κ

[
h′ − g

]
(ui, ψi, ϕ, T ), EY =

1

G

[
1

θ0

(
KT ′)′ −H(vi, ωi, λ)

]
.

(68)
The domain of the operator P is given by

D(P) =
{
Y ∈ W|PY ∈ W, T ∈ H1

0 [0, l]
}
.

The functionH appearing in the last equation (68) is defined by the relations
(62) and

H(ui, ψi, ϕ) = H(e,κ, ϕ, ϕ′), ∀(ui, ψi, ϕ) ∈ H1
0[0, l].

With the help of the operator P we write our boundary–initial–value
problem as the following Cauchy problem in the Hilbert space W:

dY

dt
= PY (t) +Φ(t), Y (0) = Y 0, (69)
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where the term Φ(t) accounts for the external body loads and heat supply,
while Y 0 represents the initial data. They have the expressions

Φ(t) =

[
0i, ti ·Q ·(Θ2 ·F +Θ1 ·L), 0i, ti ·Q ·(L−F ·Θ1), 0,

p

κ
,
ρ0S

θ0G

]
,

Y 0 = (u0i, v0i, ψ0i, ω0i, ϕ0, λ0, T0).
(70)

Thus, the problem reduces to find Y = (ui, vi, ψi, ωi, ϕ, λ, T ) ∈ D(P) which
satisfies the problem (69). We establish here the existence of such weak
solution Y .

Theorem 5.6. Assume that the position vector r(s) is of class C3[0, l],
such that the radius of curvature Rc and the radius of twisting Rt given
by (2) exist at any point. Let t0 be an arbitrary moment of time such
that the external body loads and heat supply satisfy the condition Φ(t) ∈
C1
(
[0, t0],L

2[0, l]
)
. If the initial data are such that Y 0 ∈ D(P), then there

exists a unique solution Y (t) ∈ C1
(
[0, t0],W

) ∩ C0
(
[0, t0], D(P)

)
to the

problem (69).

Proof. We begin by showing that the operator P possesses some important
properties. First, we observe that the domain D(P) is dense in W, in view
of the relation {

Y=(ui, vi, ψi, ωi, ϕ, λ, T )|ui, ψi, ϕ, T
∈ H1

0 [0, l] ∩H2[0, l], vi, ωi, λ ∈ H1
0 [0, l]

} ⊂ D(P).

Secondly, using the definitions (67) and (68) we can prove that the operator
P satisfies the relation

〈PY ,Y 〉W = − 1

2θ0

∫
C
K
(
T ′)2ds ≤ 0, ∀Y ∈ D(P). (71)

The above inequality holds true since the thermal conductivity coefficient
satisfies K ≥ 0, according to the entropy principle.

Finally, let us prove that the operator P verifies the range condition

Range
(I − P) = W, (72)

where I designates the identity operator. For any

Y ∗ = (u∗
i , v

∗
i , ψ

∗
i , ω

∗
i , ϕ

∗, λ∗, T ∗) ∈ W,

we have to show that the equation Y − PY = Y ∗ admits a solution Y ∈
D(P). The last equation implies that vi = ui−u∗

i , ωi = ψi−ψ∗
i , λ = ϕ−ϕ∗,
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while the functions ui, ψi, ϕ and T satisfy the system of equations

ρ0(u+Θ1 ·ψ)−N ′(ui, ψi, ϕ, T )
= ρ0

[
(u∗ + v∗) +Θ1 · (ψ∗ + ω∗)

]
,

ρ0(u·Θ1 +Θ2 ·ψ)− [
M ′ + t×N

]
(ui, ψi, ϕ, T )

= ρ0
[
(u∗+v∗)·Θ1 +Θ2 ·(ψ∗+ω∗)

]
,

ρ0κϕ− [h′ − g](ui, ψi, ϕ, T ) = ρ0κ(ϕ
∗ + λ∗),

ρ0η(ui, ψi, ϕ, T )− 1

θ0

(
KT ′)′ = ρ0η(u

∗
i , ψ

∗
i , ϕ

∗, T ∗).

(73)

Using the general methods for elliptic systems and the Korn inequality for
rods presented by Theorem 6.3, we can show that the equations (73) admit
a solution (ui, ψi, ϕ, T ) ∈ H1

0[0, l]. Hence, the relation (72) holds true.
In view of the above properties of the operator P, we can apply the

Lumer-Phillips theorem (see Pazy, 1983, p. 14) to deduce that P is the
infinitesimal generator of a semigroup of contractions in the Hilbert space
W. We denote by {R(t); t ≥ 0} the semigroup of contractions generated
by the operator P. From the general results of the semigroup of operators
theory (see Vrabie, 2003, Sect. 8.1) it follows that there exists a unique
solution Y (t) to the Cauchy problem (69), which is expressed by

Y (t) = R(t)Y 0 +

∫ t

0

R(t− τ)Φ(τ)dτ, t ∈ [0, t0]. (74)

This completes the proof.

Remark 5.7. The continuous dependence of the weak solution Y (t) on the
initial data Y 0 and the external body loads and heat supply Φ(t) is stated
by the relation

‖Y (t)‖W ≤ ‖Y 0‖W +

∫ t

0

‖Φ(τ)‖Wdτ, t ∈ [0, t0]. (75)

The estimate is obtained from Eq. (74), by virtue of the property that
{R(t); t ≥ 0} is a semigroup of contractions.

6 Statical Theory for Rods

In the case of equilibrium, the functions defined previously do not depend
on time. For the static theory, we observe that the energy equation (51)
decouples from the balance equations (49), (50), and it can be solved sep-
arately. Thus, the thermo–conductivity problem can be treated separately.
For this reason, we consider in this section the isothermal theory for porous
rods.
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6.1 Inequalities of Korn-Type for Cosserat Rods

Let us present the inequalities of Korn-type corresponding to the defor-
mation of rods. We prove first the following Korn-type inequality

”
without

boundary conditions“.

Theorem 6.1. Assume that the position vector r(s) is of class C3[0, l],
such that the radius of curvature Rc and the radius of twisting Rt given by
(2) exist at any point. For every y =

(
ui(s), ψi(s)

) ∈ H1[0, l] we define the
components of the deformation vectors ei(y) and κi(y) through the relations
(60). Then, there exists a constant c1 = c1(r) > 0 such that∫

C

[
uiui + ψiψi + ei(y)ei(y) + κi(y)κi(y)

]
ds

≥ c1

∫
C

(
uiui + ψiψi + u′

iu
′
i + ψ′

iψ
′
i

)
ds,

(76)

for any y =
(
ui, ψi

) ∈ H1[0, l].

Proof. We define the following norm on the space H1[0, l]:

‖y‖2H =

∫ l

0

[
uiui + ψiψi + ei(y)ei(y) + κi(y)κi(y)

]
ds, ∀y =

(
ui(s), ψi(s)

)
.

(77)
Let us show that the space

(
H1[0, l], ‖ · ‖H

)
is a Banach space. Consider

a Cauchy sequence
(
yk
)
k≥1

⊂ H1[0, l] with respect to the norm ‖ · ‖H . It

follows from (77) that
(
yk
)
k≥1

is a Cauchy sequence in L2[0, l], and also

ei
(
yk
)
k≥1

and κi

(
yk
)
k≥1

are Cauchy sequences in L2[0, l]. Since L2[0, l] is a

Banach space, we deduce that there exist the elements ỹ ∈ L2[0, l], ẽi, κ̃i ∈
L2[0, l] such that

yk → ỹ inL2[0, l], ei
(
yk
)→ ẽi, κi

(
yk
)→ κ̃i inL

2[0, l], for k → ∞. (78)

Using the definition of derivatives in the sense of distributions we can show
that ỹ ∈ H1[0, l] and that ẽi = ei(ỹ), κ̃i = κi(ỹ). Then, from (77) and
(78) it follows that limk→∞ ‖yk − ỹ‖H = 0, i.e. the sequence

(
yk
)
k≥1

is

convergent to ỹ, and hence
(
H1[0, l], ‖ · ‖H

)
is a Banach space.

Consider now the identity mapping I :
(
H1[0, l], ‖ · ‖1

) → (
H1[0, l], ‖ ·

‖H
)
which is clearly bijective and continuous. Applying a corollary of the

closed graph theorem (see Brezis, 1992, Corol. II.6) we obtain that the
inverse mapping I−1 is also continuous. The continuity of I−1 insures the
existence of a positive constant c1 such that the inequality (76) holds.
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The inequality of Korn-type (76) is called
”
without boundary conditions“

because it is valid for arbitrary functions y =
(
ui(s), ψi(s)

) ∈ H1[0, l],
which are not restricted by any conditions in the end points s = 0, l. But as
we know, in many mechanical problems the functions ui(s) and ψi(s) have
to satisfy some boundary conditions for s = 0, l. For this reason, we shall
establish in the remaining of this section a Korn inequality “with boundary
conditions”.

Let us denote by Γ = {0, l} the boundary of the domain (0, l) ⊂ R. We
denote by Γu and Γψ the subsets of Γ where the displacements ui and the ro-
tations ψi are prescribed, respectively. Assuming zero boundary conditions
for simplicity, we have the following restrictions imposed to the functions
ui and ψi

ui(s) = 0 for s ∈ Γu, ψi(s) = 0 for s ∈ Γψ. (79)

We introduce the subspace V of all the displacement and rotation fields
which satisfy the boundary conditions (79), i.e.

V =
{
y=

(
ui, ψi

) ∈ H1[0, l]|ui = 0onΓu, ψi = 0onΓψ

}
. (80)

in the sense of traces. We notice that V is a closed subspace of H1[0, l],
and hence

(
V , ‖ · ‖1

)
is a Banach space. We present first an auxiliary result

concerning infinitesimal rigid body displacements and rotations for rods.

Lemma 6.2. Assume that the hypotheses of Theorem 6.1 are satisfied. Let
y =

(
ui, ψi

) ∈ H1[0, l] be such that

ei(y) = 0, κi(y) = 0 on [0, l]. (81)

Then the displacement vector u(y) = uiti and the rotation vector ψ(y) =
ψiti represent a rigid body displacement of the rod, i.e. there exist two
constant vectors a and b such that

u(y) = a+ b× r, ψ(y) = b. (82)

Moreover, if Γu and Γψ are nonempty sets and we have y =
(
ui, ψi

) ∈ V ,
then the relations (81) imply that ui = 0, ψi = 0 on [0, l].

Proof. In view of (45)2 and (81)2 it follows that ψ′(y) = 0, so that there
exists a constant vector b with ψ(y) = b. Then, from (45)1 and (81)1 we

deduce that
(
u(y) + r × b

)′
= 0, so that there exists a constant vector a

which satisfies the relation (82)1. If the sets Γu and Γψ are nonempty, then
from (80) and (82) we deduce a = 0, b = 0 and hence ui = 0, ψi = 0. The
proof is complete.
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On the basis of Theorem 6.1 and Lemma 6.2 we can prove now the main
result of this section, i.e. the Korn inequality “with boundary conditions”
(B̂ırsan and Altenbach, 2012a).

Theorem 6.3. Assume that the hypotheses of Theorem 6.1 are satisfied
and that Γu and Γψ are nonempty sets. Let V be the space defined by
(80). Then, there exists a constant c2 = c2(r,Γu,Γψ) > 0 such that for any
y =

(
ui, ψi

) ∈ V we have∫
C

[
ei(y)ei(y) + κi(y)κi(y)

]
ds ≥ c2

∫
C

(
uiui + ψiψi + u′

iu
′
i + ψ′

iψ
′
i

)
ds. (83)

Proof. Let us assume, on the contrary, that there does not exist any con-
stant c2 which satisfies the inequality (83). Then, we can find a sequence(
yk
)
k≥1

⊂ V such that

‖yk‖1 = 1∀ k ≥ 1, and lim
k→∞

∫ l

0

[
ei(y

k)ei(y
k)+κi(y

k)κi(y
k)
]
ds = 0. (84)

Since the sequence
(
yk
)
k≥1

is bounded in H1[0, l], there exists a subse-

quence denoted by
(
ym

)
m≥1

which is convergent in L2[0, l], according to the

Rellich–Kondrasov theorem (Brezis, 1992). Using (84)2 we deduce that the
sequences

(
ei(y

m)
)
m≥1

and
(
κi(y

m)
)
m≥1

are convergent in L2[0, l]. Con-

sequently, the subsequence
(
ym

)
m≥1

⊂ H1[0, l] is a Cauchy sequence with

respect to the norm ‖ · ‖H defined by (77).
By virtue of the inequality (76) stated by Theorem 6.1, we deduce that(

ym
)
m≥1

is a Cauchy sequence also in the space
(
H1[0, l], ‖ · ‖1

)
. Since(

ym
)
m≥1

⊂ V , it follows that there exists y ∈ V such that

ym → y in
(
V , ‖ · ‖1

)
, for m → ∞. (85)

Next, from (84)2 and (85) we obtain that

ei(y) = 0, κi(y) = 0, i = 1, 2, 3. (86)

Finally, we apply Lemma 6.2 and from the relations (86) we get y = 0. We
observe that the relation y = 0 contradicts the requirement (84)1. This
shows that our supposition was false, i.e. there exists a positive constant c2
which fulfils the inequality (83).

The above results are derived using the same methods as in the case
of deformable surfaces, see e.g. Ciarlet (2005); B̂ırsan (2008). This Korn-
type inequality is useful to prove existence results for the equations of thin
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thermo-elastic porous rods: it has already been employed in Sect. 5.3 in the
dynamical case, and will be used also in the next section for the equilibrium
equations.

6.2 Existence of Solution

In the case of isothermal equilibrium theory for porous rods, the boundary-
value problem reduces to find the unknown fields {u,ψ, ϕ} which satisfy the
equilibrium equations

N ′ + ρ0F = 0, M ′ + t×N + ρ0L = 0, h′ − g + ρ0p = 0, (87)

together with the constitutive equations

N =
∂(ρ0U)
∂e

, M =
∂(ρ0U)
∂κ

, g =
∂(ρ0U)
∂ϕ

, h =
∂(ρ0U)
∂(ϕ′)

, (88)

and the boundary conditions

u = 0 for s ∈ Γu, N = 0 for s ∈ Γ \ Γu,
ψ = 0 for s ∈ Γψ, M = 0 for s ∈ Γ \ Γψ,
ϕ = 0 for s ∈ Γϕ, h = 0 for s ∈ Γ \ Γϕ.

(89)

Let us assume that the set of functions z = (ũi, ψ̃i, ϕ̃) ∈ C2[0, l] satisfies
the balance equations (87), the constitutive equations (88) and the geomet-
rical relations (45). Then, for every y = (ui, ψi, ϕ) ∈ C1[0, l] the following
equality holds∫

C

[
N(z) · e(y) +M(z) · κ(y) + g(z)ϕ+ h(z)ϕ′]ds

=

∫
C
ρ0
[F ·u(y) +L·ψ(y) + pϕ

]
ds

+
(
N(z)·u(y) +M(z)·ψ(y) + h(z)ϕ

)∣∣∣l
0
.

(90)

To prove the relation (90), we insert the geometrical relations (45) for e(y)
and κ(y) in the left–hand side, then we use integration by parts and finally
we employ the equilibrium equations (87) written for z. The identity (90)
can be seen as a principle of virtual work for porous rods.

Suggested by the equality (90), we shall define next the weak solution
of our boundary–value problem. We shall denote by V the subspace of
H1[0, l] given by

V =
{
y=

(
ui, ψi, ϕ

) ∈ H1[0, l] |ui = 0 on Γu, ψi = 0 on Γψ, ϕ = 0 on Γϕ

}
.

(91)
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in the sense of traces. The body loads F , L and p are assumed to be func-
tions of class L2[0, l]. In these conditions, we say that the set of functions
z = (ũi, ψ̃i, ϕ̃) is a weak solution of the boundary-value problem for porous
rods if z ∈ V and the following relation holds for every y = (ui, ψi, ϕ) ∈ V∫

C

[
Ni(z)ei(y) +Mi(z)κi(y) + g(z)ϕ+ h(z)ϕ′]ds

=

∫
C
ρ0
(Fiui + Liψi + pϕ

)
ds.

(92)

Concerning the existence of such a solution we give the next result.

Theorem 6.4. Assume that the hypotheses of Theorem 6.1 are satisfied,
and the sets Γu and Γψ are nonempty. Then, there exists a unique weak so-
lution z of the boundary-value problem for porous rods. The weak solution z
is characterized as the minimizer on the space V of the following functional

J(y)=

∫
C
ρ0
[U(e(y),κ(y), ϕ, ϕ′)−Fiui−Liψi−pϕ

]
ds, ∀y=(ui, ψi, ϕ)∈V .

(93)

Proof. The proof resides in the use of the Korn inequality and the applica-
tion of the Lax–Milgram lemma. For the sake of brevity, we introduce the
bilinear form B(·, ·) on V × V and the linear functional F (·) on V defined
by

B(y, z) =

∫
C

[
Ni(z)ei(y) +Mi(z)κi(y) + g(z)ϕ+ h(z)ϕ′]ds,

F (y) =

∫
C
ρ0
(Fiui + Liψi + pϕ

)
ds, ∀y, z ∈ V , y = (ui, ψi, ϕ).

(94)

Then, the relation (92) can be written as

B(y, z) = F (y), ∀y ∈ V . (95)

We remark that B and F are continuous and that B is symmetric. In order
to show that B is also V -elliptic, we observe that

B(y,y) = 2

∫
C
ρ0U

(
e(y),κ(y), ϕ, ϕ′)ds, ∀y = (ui, ψi, ϕ) ∈ V . (96)

Using the relation (64) and the Korn inequality (83), then from (96) we
deduce that there exists a constant c4 > 0 such that

B(y,y) ≥ c4‖y‖21, ∀y ∈ V . (97)
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Applying the Lax-Milgram lemma (Brezis, 1992) for the problem (95) we
obtain the existence and uniqueness of the solution z, and its characteriza-
tion as the minimizer of the functional J(y) on V .

The hypothesis that Γu and Γψ are nonempty sets excludes the possi-
bility of a

”
pure traction“problem, i.e. the case when the forces N and the

moments M are prescribed on both ends of the rod. Since this case is of
great importance in engineering, it will be analyzed in detail in the next
section.

6.3 Analysis of Pure Traction Problems

For the treatment of boundary-value problems with pure traction bound-
ary conditions we need to establish first a Korn-type inequality

”
over the

quotient space“ H1[0, l]/R. Here, R is the subspace of H1[0, l] given by

R =
{
y = (ui, ψi) ∈ H1[0, l] | ei(y) = 0, κi(y) = 0

}
.

We can see that R represents the subspace of rigid–body displacements and
rotations which can also be characterized by the relations uiti = a+ b× r,
ψiti = b, where a and b are two constant vectors, according to Lemma 6.2.

We introduce the quotient space V̂ = H1[0, l]/R, and we denote by ŷ
the equivalence class of any element y ∈ H1[0, l], i.e.

ŷ =
{
w ∈ H1[0, l]|(y −w) ∈ R

}
.

The space V̂ is a Banach space, equipped with the quotient norm ‖ · ‖V̂
defined by

‖ŷ‖V̂ = inf
w∈R

‖y +w‖1, ∀ŷ ∈ V̂ . (98)

The inequality of Korn-type
”
over the quotient space V̂ “ is given by the

next result.

Theorem 6.5. Assume that the hypotheses of Theorem 6.1 are satisfied.
Then, there exists a constant ĉ > 0 such that the following inequality holds{∫

C

[
ei(y)ei(y) + κi(y)κi(y)

]
ds
}1/2

≥ ĉ‖ŷ‖V̂ , ∀y ∈ H1[0, l]. (99)

To prove the inequality (99) we can follow the same lines as in Theorem
4.3-5 of (Ciarlet, 2005), see for details (B̂ırsan and Altenbach, 2012b).

The inequality of Korn-type established in Theorem 6.5 is useful to prove
existence results in the case of pure traction problems. In what follows,
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we consider the boundary–value problem (87)-(89) for the equilibrium of
porous rods in the case of pure traction boundary conditions, i.e. when
Γu = Γψ = ∅.

In this situation, the variational problem can be formulated as follows:
find the weak solution z = (ũi, ψ̃i, ϕ̃) ∈ H1[0, l] such that the equation (92)
holds for every y = (ui, ψi, ϕ) ∈ H1[0, l].

Let us consider the subspace R̃ of H1[0, l] given by

R̃ =
{
y = (ui, ψi, ϕ) ∈ H1[0, l]|ei(y) = 0, κi(y) = 0, ϕ = 0

}
, (100)

which contains the infinitesimal rigid body displacements and rotations for
porous rods. We observe that the left-hand side of the variational equation
(92) vanishes for every y ∈ R̃. Then, from (92) and (100) we obtain the
following necessary condition for the existence of weak solutions∫

C
ρ0
(Fiui + Liψi

)
ds = 0, ∀(ui, ψi) ∈ R. (101)

Let us denote by Ṽ the quotient space Ṽ = H1[0, l]/R̃ and by ŷ ∈ Ṽ
the equivalence class of any element y = (ui, ψi, ϕ) ∈ H1[0, l]. The next
theorem states that the condition (101) is also sufficient for the existence of
solutions (B̂ırsan and Altenbach, 2012b).

Theorem 6.6. Assume that the hypotheses of Theorem 6.1 are fulfilled
and that the external body loads Fi and Li satisfy the condition (101).
Then, there exists a weak solution z = (ũi, ψ̃i, ϕ̃) of the pure traction
boundary-value problem, which is unique up to an additive (rigid–body) field
w = (ui, ψi, ϕ) ∈ R̃.

Moreover, the equivalence class of the weak solution ẑ ∈ Ṽ is also the
unique solution of the minimization problem

J(ẑ) = inf
ŷ∈Ṽ

J(ŷ), (102)

where J is the functional defined on Ṽ by

J(ŷ) =

∫
C
ρ0
[U(e(ŷ),κ(ŷ), ϕ, ϕ′)−Fiûi−Liψ̂i−pϕ

]
ds, ∀ŷ=(ûi, ψ̂i, ϕ) ∈ Ṽ .

(103)

Concerning the boundary-value problems for rods we mention that one
can prove regularity results for the weak solutions, using the same mathe-
matical methods as in the case of shells (see Ciarlet, 2005, Theorems 4.4-4
and 4.4-5).
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7 Equations for Straight Rods

Let us consider the case when the middle curve C0 is straight, but the rod
can have natural twisting and an arbitrary cross-section. In this situation
our boundary-initial-value problem decouples into two problems: one for
extension-torsion and the other for bending-shear.

Since the curve C0 is straight, the unit tangent vector t is constant (does
not depend on s) and the vectors n, b are not uniquely determined. Con-
sider a fixed orthogonal Cartesian frame Ox1x2x3 and denote by ei the
unit vectors along the Oxi axes, see Figure 2. We can choose the vectors
{e1, e2, e3} and {n, b, t} such that

n = e1 = d1(0), b = e2 = d2(0), t = e3 = d3. (104)

For a straight curve C0 the Darboux vector is zero, but the angle of natural
twisting σ(s) is arbitrary, thus we have

τ = 0, σ(s) = �
(
e1,d1(s)

)
, q(s) = σ′(s)e1. (105)

a

d
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h
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Figure 2. Reference configuration of a straight rod with natural twisting

In view of relations (9) and (35), in our case μ̃ = 1 and the tensors of
inertia become

ρ0Θ
0
1 = 0, ρ0Θ

0
2 = I1d1 ⊗ d1 + I2d2 ⊗ d2 + (I1 + I2)t⊗ t, (106)

where we have denoted by I1 ≡
∫
Σ

ρ∗y2dxdy, I2 ≡
∫
Σ

ρ∗x2dxdy.
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The expressions of constitutive tensors simplify significantly for straight
rods. Indeed, since τ = 0, in the decompositions of the form (37) we keep
only the first term: f = f0, for any constitutive tensor f . Thus, the
relations (38) reduce to

G1 = G1t, G2 = 0, K4 = K4t, K5 = 0, K6 = K6t, K7 = 0, (107)

while the elasticity tensors A, C have the forms (43)1,2 and B = σ′B0t⊗ t
(Zhilin, 2007).

7.1 Decoupling of the Problem

In order to distinguish between the extensional, torsional, bending, and
shear deformation, let us decompose the fields u,ψ,N ,M ,F and L by the
tangent direction t and the normal plane (d1,d2):

u = ut+w, ψ = ψt+ t× ϑ, N = F t+Q, M = Ht+ t× L̄,
F = Ftt+Fn, L = Ltt+Ln,

(108)

where the vectors w,ϑ,Q, L̄,Fn and Ln are orthogonal to t. In relations
(108) u is the longitudinal displacement, w is the vector of transversal
displacement, ψ is the torsion, ϑ′ is the vector of bending deformation, F is
the longitudinal force, Q is the vector of transversal force, H is the torsion
moment and L̄ is the vector of bending moment. The geometrical equations
(45) can be written as

e = u′t+ γ, κ = ψ′t+ t× ϑ′ with γ = w′ − ϑ, (109)

where γ is the vector of transverse shear (γ is orthogonal to t).
Considering the relations (106)-(109), the boundary-initial-value prob-

lem (45)-(53) decouples into two problems as follows: the first problem
involves only the scalar unknowns u, ψ, ϕ, T , and represents the extension-
torsion problem

F ′ + ρ0Ft = ρ0ü, H ′ + ρ0Lt = (I1 + I2)ψ̈,
h′ − g + ρ0p = ρ0κϕ̈, q′ + ρ0S = ρ0θ0η̇,

(110)

with the constitutive equations

F = A3u
′ + σ′B0ψ

′ +K4ϕ+K6ϕ
′ +G1T,

H = σ′B0u
′ + C3ψ

′,
g = K1ϕ+K3ϕ

′ +K4u
′ +G3T,

h = K2ϕ
′ +K3ϕ+K6u

′ +G4T,
ρ0η = −GT −G1u

′ −G3ϕ−G4ϕ
′,

q = KT ′.

(111)
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The second problem involves only the unknowns w = wαdα,ϑ = ϑαdα and
represents the bending-shear problem

Q′+ρ0Fn = ρ0ẅ, L̄
′
+Q−ρ0t×Ln =

(
I2d1⊗d1+I1d2⊗d2

) · ϑ̈, (112)

with the constitutive equations

Q =
(
A1d1⊗d1+A2d2⊗d2

) · (w′−ϑ), L̄ =
(
C2d1⊗d1+C1d2⊗d2

) ·ϑ′.
(113)

We observe that the temperature T and the porosity field ϕ intervene
only in the extension-torsion problem (110), (111). The model of directed
curves can be adapted to include the porosity and the temperature also in
the bending-shear problem, but in this case we have to introduce several
temperature and porosity fields, as we will show later in Sect. 10.

7.2 Solution of Simple Problems

In order to find the solution of some simple problems, let us restrict
further our attention to straight rods without natural twisting. In this case
we have σ = 0, di = ei, and the expressions of the constitutive tensors (42),
(43) become

B = 0, G1 = G1t, G2 = 0, G4 = 0 (G3 andG unchanged),
K3 = 0, K4 = K4t, K5 = 0, K6 = 0, K7 = 0,

(114)

while A and C are given by (43)1,2. Since σ′ = 0 it follows that the torsion
problem (given by (110)2 and (111)2) will decouple from the extensional
problem. Thus, the extensional problem for straight rods without natural
twisting is represented by the equations

F ′ + ρ0Ft = ρ0ü, h′ − g + ρ0p = ρ0κϕ̈, q′ + ρ0S = ρ0θ0η̇ (115)

with the constitutive relations

F = A3u
′ +K4ϕ+G1T, g = K1ϕ+K4u

′ +G3T,

h = K2ϕ
′, ρ0η = −GT −G1u

′ −G3ϕ, q = KT ′.
(116)

In what follows we present 4 examples of simple problems and give their
solutions, which will be used in Sect. 9 for the identification of constitutive
coefficients. These solutions are exact up to an arbitrary rigid body motion
{ū, ψ̄, ϕ̄, T̄}. The general form for rigid body motions in the linear theory
of thermo-elastic porous rods is ū = ā+ b̄× r, ψ̄ = b̄, ϕ̄ = 0, T = 0, where
ā and b̄ are constant vectors.
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We consider the equilibrium deformation of straight rods made of homo-
geneous materials. Thus the constitutive coefficients are constant, and the
requirement that the energy U is positive definite implies the inequalities
Ai > 0, Ci > 0,K2 > 0 and A3K1 > (K4)

2. In our examples, the deforma-
tion of porous thermo-elastic rods is due to some boundary conditions on
the ends, while the external body loads and heat supply are absent and the
lateral surface is free, i.e. F = 0, L = 0, p = 0 and S = 0.

Problem 1: Extension Determine the equilibrium of a rod under an
axial force F (1) applied at its ends, such that the endpoints are kept at a
constant temperature T (1).

To solve this extensional problem, we consider the equilibrium equa-
tions given by (115) with the vanishing right–hand sides, the constitutive
equations (116) and the boundary conditions

F (0) = F (l) = F (1), T (0) = T (l) = T (1), h(0) = h(l) = 0. (117)

We observe that the equations for temperature (115)3, (116)5 and (117)3 can
be solved separately and give the solution T (s) = T (1), ∀s ∈ [0, l]. Inserting
this relation into the remaining equations (115)1,2, (116)1−3 and (117)1,2
we find a system of ordinary differential equations with the solution

u(s) =
K1F

(1) + (G1K1 −G3K4)T
(1)

A3K1 − (K4)2
s,

ϕ(s) =
K4F

(1) + (G1K4 −A3G3)T
(1)

(K4)2 −A3K1
,

(118)

which gives the longitudinal displacement and the volume fraction field in
the extended rod.

Problem 2: Bending–Shear Find the equilibrium of a rod subjected to
transversal forces and bending moments applied to its ends.

Thus, in s = 0 we have the boundary conditions

Q(0) = Q(1) = Q
(1)
1 d1 +Q

(1)
2 d2, L̄(0) = L(1) = L

(1)
1 d1 + L

(1)
2 d2. (119)

Using (113) and (119) we deduce the following system of equations for w1(s)
and θ1(s):

A1

(
w′′

1 (s)− θ′1(s)
)
= 0, C2θ

′′
1 (s) +A1

(
w′

1(s)− θ1(s)
)
= 0, s ∈ [0, l],

with the boundary conditions

A1

(
w′

1(0)− θ1(0)
)
= Q

(1)
1 , C2θ

′
1(0) = L

(1)
1 .
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A similar system is obtained for the functions w2(s) and θ2(s). Finally, we
get the solution (up to a rigid–body motion)

w1(s) = −Q
(1)
1

6C2
s3 +

L
(1)
1

2C2
s2 +

Q
(1)
1

A1
s, w2(s) = −Q

(1)
2

6C1
s3 +

L
(1)
2

2C1
s2 +

Q
(1)
2

A2
s,

θ1(s) = −Q
(1)
1

2C2
s2 +

L
(1)
1

C2
s, θ2(s) = −Q

(1)
2

2C1
s2 +

L
(1)
2

C1
s.

(120)

Problem 3: Torsion Determine the equilibrium of a rod under the action
of a torsion moment H(1) applied to its ends.

The boundary conditions are H(0) = H(l) = H(1), and in view of the
above equations for torsion we find the following solution for the function
ψ (up to a rigid–body displacement)

ψ(s) =
H(1)

C3
s. (121)

Problem 4: Thermal Deformation Find the equilibrium of a rod sub-
jected to a difference of temperature T (2) between its two end boundaries.

This is also an extensional problem, characterized by the equations (115),
(116) and we consider the end boundary conditions

T (l) = T (2), T (0) = 0, F (0) = F (l) = 0, ϕ(0) = 0, h(0) = h(l). (122)

Solving first the heat equation (115)3 with (116)5 and (122)1,2 we find the
temperature field T (s) = T (2)s/l, ∀s ∈ [0, l]. Then, we substitute this ex-
pression into the remaining equations (115)1,2, (116)1−3 and (122)3−5, and
by solving this boundary–value problem for ordinary differential equations
we obtain the solution

u(s) =
G1K1 −G3K4

A3K1 − (K4)2
T (2)

2l
s2, ϕ(s) =

A3G3 −G1K4

A3K1 − (K4)2
T (2)

l
s, (123)

which represent the longitudinal displacement and the volume fraction field
in the deformed rod.

The simple solutions obtained in this section will be used to identify the
constitutive coefficients for porous thermo-elastic rods by comparison with
corresponding results from the three-dimensional theory.
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8 Derivation of Rods Equations from the
Three-Dimensional Equations

For comparison purposes, we show in this section that one-dimensional rod
equations similar to (49)-(51) can be obtained from the three-dimensional
equations by integration over the cross-section.

Consider a three-dimensional rod made of a thermo-elastic material with
pores which occupies the domain B = {(x1, x2, x3)|(x1, x2) ∈ Σ, x3 ∈ [0, l]}.
In view of di = ei, we identify the coordinates x = x1, y = x2 and we con-
sider that the relations (35) are satisfied. The three-dimensional governing
equations of thermo-elastic material with pores are (Ieşan, 1986)

t∗ji,j+ρ∗f∗
i = ρ∗ü∗

i , h∗
i,i−g∗+ρ∗p∗ = ρ∗κ∗ϕ̈∗, q∗i,i+ρ∗S∗ = ρ∗θ∗0 η̇

∗, (124)

where u∗ = u∗
i ei is the displacement vector, ϕ∗ the volume fraction field,

θ∗ the temperature, η∗ the entropy function, T ∗ = t∗ijei ⊗ ej is the Cauchy
stress tensor, h∗ = h∗

i ei the equilibrated stress, g∗ the internal equilibrated
body force, q∗ = q∗i ei the heat flux vector, f∗ = f∗

i ei the body force per
unit mass, p∗ the assigned equilibrated body force, S∗ the heat supply per
unit mass and κ∗ the equilibrated inertia. For the sake of simplicity the
integration over the cross-section will be denoted by 〈f〉 = ∫

Σ
fdx1dx2 for

any function f .
By integrating the three-dimensional equations (124) over the cross–

section Σ of the rod B we obtain the following set of one-dimensional equa-
tions

N̂
′
+ ρ̂0F̂ = ρ̂0 ¨̂u, M̂

′
+ t× N̂ + ρ̂0L̂ = ρ̂0Θ̂

0

2 · ¨̂ψ,

ĥ′ − ĝ + ρ̂0p̂ = ρ̂0κ̂ ¨̂ϕ, q̂′ + ρ̂0Ŝ = ρ̂0θ̂0 ˙̂η,
(125)

where we have introduced the following notations

û =
〈ρ∗u∗〉
〈ρ∗〉 , N̂ = 〈t · T ∗〉, F̂ =

1

〈ρ∗〉
(〈ρ∗f∗〉+

∫
∂Σ

(n∗ · T ∗)dl),
ψ̂ =

〈ρ∗x2u
∗
3〉

I1
e1 − 〈ρ∗x1u

∗
3〉

I2
e2 +

〈ρ∗(x1u
∗
2 − x2u

∗
1)〉

I1 + I2
e3, ρ̂0 = 〈ρ∗〉,

M̂ = 〈a× (t · T ∗)〉, ρ̂0Θ̂
0

2 = I1e1 ⊗ e1 + I2e2 ⊗ e2 + (I1 + I2)e3 ⊗ e3,

L̂ =
1

〈ρ∗〉
(〈ρ∗a× f∗〉+

∫
∂Σ

a× (n∗ · T ∗)dl), ĥ = 〈h∗ · t〉, ĝ = 〈g∗〉,

ϕ̂ =
〈ρ∗κ∗ϕ∗〉
〈ρ∗κ∗〉 , κ̂ =

〈ρ∗κ∗〉
〈ρ∗〉 , p̂ =

1

〈ρ∗〉
(〈ρ∗p∗〉+ ∫

∂Σ

(h∗ · n∗)dl
)
,
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q̂ = 〈q∗ · t〉, Ŝ =
1

〈ρ∗〉
(〈ρ∗S∗〉+

∫
∂Σ

q∗ · n∗dl
)
,

T̂ =
1

〈ρ∗〉 〈ρ
∗T ∗〉, η̂ =

1

〈ρ∗θ∗0〉
〈ρ∗θ∗0η∗〉, θ̂0 =

1

〈ρ∗〉 〈ρ
∗θ∗0〉 (126)

and n∗ represents the outward unit normal to the rod’s lateral surface.
In view of relations (106), we remark that the one-dimensional equations

(125) have exactly the same form as the governing equations in the direct
approach (49)-(51). In line with the decompositions (108)1,2, we also denote

ŵα =
〈ρ∗u∗

α〉
〈ρ∗〉 (α = 1, 2), û =

〈ρ∗u∗
3〉

〈ρ∗〉 , ψ̂ =
〈ρ∗(x1u

∗
2 − x2u

∗
1)〉

I1 + I2
,

ϑ̂1 = −〈ρ∗x1u
∗
3〉

I2
, ϑ̂2 = −〈ρ∗x2u

∗
3〉

I1
.

(127)

These notations are convenient to facilitate the identification of correspond-
ing fields in the two approaches, since any field v from the direct approach
will be identified with the field v̂ from the three–dimensional approach.

Let us go further with our comparison and examine the correspondence
between the constitutive equations. We will find that the two sets of consti-
tutive equations have the same form provided we take the three–dimensional
variables {u∗

i , ϕ
∗, T ∗} of a certain form, appropriate for rod theory.

In what follows we turn our attention to orthotropic and homogeneous
rods. The constitutive equations for orthotropic thermoelastic materials
with pores are Ieşan (2009b)

t∗11 = c11e
∗
11+c12e

∗
22+c13e

∗
33+β1ϕ

∗−b1T
∗,

t∗22 = c12e
∗
11+c22e

∗
22+c23e

∗
33+β2ϕ

∗−b2T
∗,

t∗33 = c13e
∗
11+c23e

∗
22+c33e

∗
33+β3ϕ

∗−b3T
∗,

t∗23 = 2c44e
∗
23, t∗31 =2c55e

∗
31, t∗12 = 2c66e

∗
12,

h∗
1 = α1ϕ

∗
,1, h∗

2 = α2ϕ
∗
,2, h∗

3 = α3ϕ
∗
,3,

g∗ = β1e
∗
11 + β2e

∗
22 + β3e

∗
33 + ξϕ∗ −mT ∗,

ρ∗η∗ = aT ∗ + b1e
∗
11 + b2e

∗
22 + b3e

∗
33 +mϕ∗,

q∗i = K∗
i T

∗
,i (i = 1, 2, 3 not summed),

(128)

where crs, αk, βk, bk, ξ,m, a and K∗
i are constitutive coefficients and the

strain tensor is denoted by e∗ij = (u∗
i,j + u∗

j,i)/2. The material is homo-
geneous and ρ∗,κ∗, θ∗0 are constant and positive.

In the theory of thin rods it is customary to represent the displacement
u∗ as a linear function of the thickness coordinates x1, x2. Since in our
model we have assumed that the cross-sections do not deform, then we
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impose the restrictions u∗
1,1 = u∗

2,2 = u∗
1,2 + u∗

2,1 = 0. Also, for very thin
rods, it is reasonable to consider that the porosity function ϕ∗ and the
temperature field T ∗ do not vary across the thickness. In view of these
assumptions, we represent the fields u∗

i , ϕ
∗ and T ∗ in the form

u∗
1(xi, t) = ŵ1(x3, t)− x2ψ̂(x3, t),

u∗
2(xi, t) = ŵ2(x3, t) + x1ψ̂(x3, t),

u∗
3(xi, t) = û(x3, t)−x1ϑ̂1(x3, t)−x2ϑ̂2(x3, t),

ϕ∗(xi, t) = ϕ̂(x3, t), T ∗(xi, t) = T̂ (x3, t),

(129)

where we have used appropriate notations to conform with relations (127)
and (126)11,16.

Inserting the relations (129) into the three-dimensional equations (128)
and then into the identification equalities (126)2,6,9,10,14,17, we obtain the

“resultant” constitutive equations which express N̂ , M̂ , ĥ, ĝ, η̂ and q̂ in terms
of û, ψ̂, ŵα, ϑ̂α, ϕ̂ and T̂ . For instance, the “resultant” constitutive equations
for the thermal and porosity fields are

ĝ = A(β3û
′ + ξϕ̂−mT̂ ), ĥ = Aα3ϕ̂

′,
ρ̂0η̂ = A(b3û

′ +mϕ̂+ aT̂ ), q̂ = AK∗
3 T̂

′,

where A denotes the area of the cross–section Σ. Comparing the set of
”
re-

sultant“ constitutive equations with the corresponding constitutive equa-
tions (113) and (116) from the direct approach, we remark that they have
the same form. This means that, from the mathematical viewpoint, we have
to treat the same equations in both approaches. The comparison has been
presented for straight rods, but this analysis can be extended also to curved
rods.

Remark 8.1. Concerning the relations (129)4,5 we notice that we could
take into account also the variations of volume fraction ϕ∗ and tempera-
ture T ∗ in the cross-section (as linear functions of x1, x2), but this would
complicate the model by introducing three functions of porosity and three
functions for temperature (see e.g. this procedure in B̂ırsan (2006b), for the
case of shells). In view of the identifications (126)11,16 we deduce the inter-
pretations of volume fraction field ϕ and temperature field T for directed
curves, as representing the following weighted averages

T (s, t) =

∫
Σ
ρ∗T ∗(x, y, s, t)dxdy∫

Σ
ρ∗dxdy

, ϕ(s, t) =

∫
Σ
ρ∗ϕ∗(x, y, s, t)dxdy∫

Σ
ρ∗dxdy

. (130)

From the relations (126)3,8,13,15 we can observe that the external body loads
and heat supply F ,L, p and S in the direct approach include also the con-
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tributions of loads and heat flux applied on the lateral surface of the three-
dimensional rod. This comparison of the two approaches does not permit
the identification of constitutive coefficients for directed curves, which is a
more difficult task.

9 Identification of Constitutive Coefficients for
Thermo-Elastic Porous Orthotropic Rods

In this section we determine the constitutive coefficients for straight porous
rods made of an orthotropic and homogeneous material, by comparison
of simple exact solutions for directed curves with the results from three-
dimensional theory. To this aim, we first consider the deformation of purely
elastic rods and identify the elasticity coefficients Ai and Ci in terms of
the constitutive constants for orthotropic material cij . Then, we investigate
the deformation of porous thermo-elastic rods, and by comparison with
solutions obtained in Sect. 7.2 we determine the the thermal coefficients
G1, G3 and the poro-elastic coefficients K1,K4.

O

Σ1

x2

x1

x3

Σ2Σ

B

Figure 3. The three-dimensional rod in reference configuration

Let us consider a rod which occupies the domain B = {(x1, x2, x3)|(x1, x2)
∈ Σ, x3 ∈ [0, l]}, made of an orthotropic and homogeneous material. We
denote by Σ1 and Σ2 the end boundaries given by x3 = 0 and x3 = l, re-
spectively (see Fig. 3). The external body loads and heat supply are zero
and the lateral surface is free. We consider that the boundary conditions
on the ends Σ1 and Σ2 are given globally (not pointwise). It is convenient
to introduce the notations

E0 =
δ2
δ1

, δ1 = c11c22 − c212, δ2 = det(cij)3×3,

ν1 =
c13c22 − c23c12

δ1
, ν2 =

c23c11 − c13c12
δ1

,
(131)

where we set for convenience cji = cij .
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9.1 Bending and Extension of Orthotropic Rods

For a right cylinder B made of elastic material (without voids) assume
that on the end boundary Σ1 a resultant axial force of magnitude F (1) and

a resultant bending moment L
(1)
2 e2 are applied. Then the non-vanishing

global boundary conditions on Σ1 are∫
Σ1

t∗33dx1dx2 = F (1),

∫
Σ1

x2t
∗
33dx1dx2 = −L

(1)
2 ,

and the solution for this equilibrium problem is given by Ieşan (2009a)

u∗
1 = −F (1)

AE0
ν1x1 +

L
(1)
2

E0〈x2
2〉
ν1x1x2,

u∗
2 = −F (1)

AE0
ν2x2 +

L
(1)
2

2E0〈x2
2〉
(x2

3 − ν1x
2
1 + ν2x

2
2),

u∗
3 =

F (1)

AE0
x3 − L

(1)
2

E0〈x2
2〉
x2x3.

(132)

From the three-dimensional solution (132) we obtain by integration over the
cross-section∫

Σ

u∗
1dx1dx2 = 0,

∫
Σ

u∗
2dx1dx2 =

AL
(1)
2

2E0〈x2
2〉
x2
3 −

L
(1)
2

2E0〈x2
2〉
(
ν1〈x2

1〉 − ν2〈x2
2〉
)
,∫

Σ

u∗
3dx1dx2 =

F (1)

E0
x3,

∫
Σ

x1u
∗
3dx1dx2 = 0,

∫
Σ

x2u
∗
3dx1dx2 = −L

(1)
2

E0
x3,∫

Σ

(x1u
∗
2 − x2u

∗
1)dx1dx2 = − L

(1)
2

E0〈x2
2〉
[
(ν1 − ν2

2
)〈x1x

2
2〉+

ν1
2
〈x3

1〉
]
.

(133)
On the other hand, this problem of bending and extension can be treated
in the direct approach of rods. Using the solutions of the problems solved
in Sect. 7.2 we find

u(s) =
F (1)

A3
s, w2(s) =

L
(1)
2

2C1
s2, θ2(s) =

L
(1)
2

C1
s, w1 = 0, ψ = 0, θ1 = 0. (134)

Using the identifications (127) and s = x3, we see that the solution in the
theory of rods (134) corresponds to∫

Σ

u∗
3dx1dx2 =

AF (1)

A3
x3,

∫
Σ

u∗
1dx1dx2 = 0,

∫
Σ

u∗
2dx1dx2 =

AL
(1)
2

2C1
x2
3,∫

Σ

(x1u
∗
2−x2u

∗
1)dx1dx2 =

∫
Σ

x1u
∗
3dx1dx2 = 0,

∫
Σ

x2u
∗
3dx1dx2=−L

(1)
2 〈x2

2〉
C1

x3.

(135)
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Now we compare the solutions in the two approaches (133) and (135). First
we notice that the last term in (133)2 and the right-hand side of (133)6
are some constants which represent rigid-body displacements and can be
neglected. Then, the two solutions (133) and (135) coincide if and only if
we identify the constitutive coefficients A3 and C1 as

A3 = AE0, C1 = E0〈x2
2〉 = E0

∫
Σ

x2
2dx1dx2. (136)

Similarly, if we consider a resultant moment of the form L
(1)
1 e1 we get

C2 = E0〈x2
1〉 = E0

∫
Σ

x2
1dx1dx2. (137)

9.2 Torsion of Orthotropic Rods

Let us assume now that on the end boundaries of the elastic cylinder
B we have a resultant torsion moment of magnitude H(1). Thus, the only
non-vanishing global boundary condition on Σ1 is∫

Σ1

(x1t
∗
23 − x2t

∗
13)dx1dx2 = H(1),

and the Saint-Venant solution for this equilibrium problem is (Ieşan, 2009a)

u∗
1 = −H(1)

D0
x2x3, u∗

2 =
H(1)

D0
x1x3, u∗

3 =
H(1)

D0
φ(x1, x2), (138)

where the torsion function φ(x1, x2) is the solution of the boundary–value
problem

c55φ,11 + c44φ,22 = 0 in Σ,
c55φ,1n

∗
1 + c44φ,2n

∗
2 = c55x2n

∗
1 − c44x1n

∗
2 on ∂Σ,

(139)

and the torsional rigidity D0 is expressed by

D0 =

∫
Σ

[
c44x1(φ,2 + x1)− c55x2(φ,1 − x2)

]
dx1dx2. (140)

From the exact three-dimensional solution (138) and the conditions (35) it
follows that∫

Σ

u∗
αdx1dx2 = 0 (α = 1, 2),

∫
Σ

u∗
3dx1dx2 =

H(1)

D0

∫
Σ

φ(x1, x2)dx1dx2,∫
Σ

(x1u
∗
2 − x2u

∗
1)dx1dx2 =

H(1)

D0
〈x2

1 + x2
2〉x3.

(141)
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On the other hand, the torsion of rods have been treated also in the direct
approach in Sect. 7.2. In this context, we have find the solution

ψ(s) =
H(1)

C3
s, u(s) = w1(s) = w2(s) = 0.

In view of the identifications (127), from the last relations we find∫
Σ

(x1u
∗
2 − x2u

∗
1)dx1dx2 =

H(1)

C3
〈x2

1 + x2
2〉x3,

∫
Σ

u∗
i dx1dx2 = 0 (i = 1, 2, 3).

(142)
We mention that the right-hand side of (141)2 is a constant which repre-
sents a rigid body displacement, so it can be neglected. By comparison
of the solutions (141) and (142) obtained in the two different approaches,
we conclude that C3 must satisfy C3 = D0, which is given by (140). Us-
ing a classical procedure, see e.g. Ieşan (2009a, p. 149), we can cast the
equations (139) and (140) in a more convenient form, but expressed on a
modified domain Σ∗, given by

Σ∗ = {(ξ1, ξ2)|ξ1 = x1

√
c44 + c55

2c55
, ξ2 = x2

√
c44 + c55

2c44
, (x1, x2) ∈ Σ}.

Thus, the constitutive coefficient C3 can be expressed by

C3 = D0 =
8(c44c55)

3/2

(c44 + c55)2

∫
Σ∗

φ∗(ξ1, ξ2)dξ1dξ2, (143)

where φ∗(ξ1, ξ2) is the solution of the boundary-value problem on the do-
main Σ∗

Δφ∗(ξ1, ξ2) ≡ ∂2φ∗

∂ξ21
+

∂2φ∗

∂ξ22
= −2 inΣ∗,

φ∗(ξ1, ξ2) = 0 on ∂Σ∗.
(144)

9.3 Shear Vibrations of an Orthotropic Rod

To identify the elastic coefficients A1 and A2, we solve here a dynamical
problem for a straight rod, in the two approaches. We assume that the rod
is rectangular, occupying the domain

D = {(x1, x2, x3)| − a

2
≤ x1 ≤ a

2
,− b

2
≤ x2 ≤ b

2
, 0 ≤ x3 ≤ l},

and the material is orthotropic (without voids). The lateral surface is trac-
tion free, the body loads are absent and the boundary conditions on the end
boundaries are given by

u∗
1 = u∗

2 = 0 and t∗33 = 0 for x3 = 0, l. (145)



220 H. Altenbach, M. Bîrsan and V.A. Eremeyev

Under these conditions, we determine the shear vibrations of the rod. We
search for the solution u∗ in the form

u∗ = Weiωt sin(λkx1)e3, λk =
(2k + 1)π

a
, k = 0, 1, 2, . . . (146)

where W is a constant and ω is the natural frequency of the body. In view
of (146), the boundary conditions (145) are satisfied and the equations of
motion reduce to t∗13,1 = ρ∗ü∗

3, which gives the relation

ω2 =
c55
ρ∗
( (2k + 1)π

a

)2
, k = 0, 1, 2, . . .

Thus, the lowest natural frequency of shear vibrations is

ω =
π

a

√
c55
ρ∗

. (147)

Let us approach the same problem from the theory of directed curves view-
point. Consider a straight elastic rod (without natural twisting) of arclength
s ∈ [0, l] and parallel to the direction e3. Using the identifications (127) we
see that the relations (145) correspond to the following boundary conditions
on the ends of the rod

wα = 0, F = 0, ψ = 0, Lα = 0 (α = 1, 2), fors = 0, l. (148)

We are interested in finding the shear vibrations, so we will have to solve a
bending-shear problem of the form (112), (113). In view of (127), (146), we
search the solution in the form

θ1 = Ŵeiω̂t, θ2 = ψ = 0, u = wα = 0, (149)

where Ŵ and ω̂ are constants. By virtue of Eqs. (149) and the consti-
tutive equations (113), (116) we see that the boundary conditions (148)
are satisfied, while the equations of motion (112) reduce to Q1 = I2θ̈1, i.e.

−A1θ1 = ρ∗Aa2

12 θ̈1, where A = ab is the area of the cross–section. Inserting
the expression (149)1 into the last equation, we find the following value for
the natural frequency

ω̂ =
1

a

√
12A1

ρ∗A
. (150)

Finally, if we identify the natural frequencies from the two approaches ω
and ω̂, then by relations (147) and (150) we get the expression of the elastic
coefficient A1

A1 = kAc55, with k =
π2

12
, (151)
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where k is a factor similar to the shear correction factor (Timoshenko, 1921).
Analogously, we determine the expression for the elastic coefficient A2

A2 = kAc44 with k =
π2

12
. (152)

This procedure has been used in Zhilin (2006a, 2007) to determine the
coefficients A1 and A2 for isotropic and homogeneous elastic rods.

9.4 Problem of Thermal Deformation

Let us assume that the thermo-elastic rod deforms due to a given tem-
perature field T (2) applied on the end boundary Σ2. Then the boundary
conditions on the ends are∫

Σ2

T ∗dx1dx2 = AT (2),

∫
Σ1

T ∗dx1dx2 = 0,

∫
Σγ

t∗3idx1dx2 = 0,∫
Σγ

xαt
∗
33dx1dx2 =

∫
Σγ

(x1t
∗
32 − x2t

∗
31)dx1dx2 = 0, (α, γ = 1, 2, i = 1, 2, 3)∫

Σ1

ϕ∗dx1dx2 = 0,

∫
Σ1

h∗
3dx1dx2 =

∫
Σ2

h∗
3dx1dx2.

(153)
The equilibrium equations are

t∗ji,j = 0, h∗
i,i − g∗ = 0, q∗i,i = 0, (154)

while the boundary conditions on the lateral surface are

t∗αin
∗
α = 0, h∗

αn
∗
α = 0, q∗αn

∗
α = 0. (155)

Solving first the heat problem (153)1,2, (154)3 and (155)3 we find the tem-
perature field

T ∗(x1, x2, x3) =
T (2)

l
x3 in B. (156)

If we insert (156) into the remaining Eqs. (153)-(155) we obtain an elasto-
static problem for porous cylinders (Ieşan, 2009a), which admits the follow-
ing solution

u∗
1 =

T (2)D1

lD
x1x3, u∗

2 =
T (2)D2

lD
x2x3,

u∗
3 =

T (2)

2l

D3x
2
3 −D1x

2
1 −D2x

2
2

D
, ϕ∗ =

T (2)D4

lD
x3,

(157)
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where we denote by D and Dk the determinants

D1 =

∣∣∣∣∣∣∣∣
b1 c12 c13 β1

b2 c22 c23 β2

b3 c23 c33 β3

m β2 β3 ξ

∣∣∣∣∣∣∣∣ , D2 =

∣∣∣∣∣∣∣∣
c11 b1 c13 β1

c12 b2 c23 β2

c13 b3 c33 β3

β1 m β3 ξ

∣∣∣∣∣∣∣∣ ,

D3 =

∣∣∣∣∣∣∣∣
c11 c12 b1 β1

c12 c22 b2 β2

c13 c23 b3 β3

β1 β2 m ξ

∣∣∣∣∣∣∣∣ , D4 =

∣∣∣∣cij bi
βj m

∣∣∣∣
4×4

, D =

∣∣∣∣cij βi

βj ξ

∣∣∣∣
4×4

.

For comparison with results of rod theory we integrate the solution (157)
over the cross–section and use the symmetry relations (35) to obtain (up to
a rigid body displacement)

1

A

∫
Σ

u∗
3dx1dx2 =

T (2)D3

2lD
x2
3,

1

A

∫
Σ

ϕ∗dx1dx2 =
T (2)D4

lD
x3,

∫
Σ

u∗
αdx1dx2 = 0,∫

Σ

(x1u
∗
2 − x2u

∗
1)dx1dx2 =

T (2)(D2 −D1)

lD
x3〈x1x2〉 = 0,∫

Σ

xαu
∗
3dx1dx2 = −T (2)

2lD
〈xα(D1x

2
1 +D2x

2
2)〉 � 0.

(158)
The last integral is of order O(d5), where d is a diameter of Σ, and thus it
is negligible in comparison with 〈x1x2〉 which is of order O(d4).

The same problem has been solved in Sect. 7.2 in the framework of
rod theory. In view of the identifications (127) and (130)2 we can compare
the solutions in the two approaches (123) and (158). We see that the two
solutions coincide if and only if we have the relations

G1K1 −G3K4

A3K1 − (K4)2
=

D3

D
,

A3G3 −G1K4

A3K1 − (K4)2
=

D4

D
. (159)

Thus we have obtained two equations (159) for the determination of the
constants G1, G3, K1 and K4. In order to supplement the system (159)
with two additional equations we turn to investigate another problem.

9.5 Extension of Porous Thermo-Elastic Rods

Let us determine the equilibrium of a three-dimensional rod under the
action of an axial resultant force F (1) and having the temperature T (1)

at both ends. The equilibrium equations are (154), the conditions on the
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lateral surfaces are (155) and the end boundary conditions are∫
Σγ

t∗33dx1dx2 = F (1),

∫
Σγ

T ∗dx1dx2 = AT (1),

∫
Σγ

t∗3αdx1dx2 = 0,∫
Σγ

xαt
∗
33dx1dx2 =

∫
Σγ

(x1t
∗
32 − x2t

∗
31)dx1dx2 = 0,

∫
Σγ

h∗
3dx1dx2 = 0.

(160)

From the equations for temperature (154)3,(155)3 and (160)2 we obtain
the constant solution T ∗(x1, x2, x3) = T (1). Using this relation into Eqs.
(154)1,2,(155)1,2 and (160) we get an elasto-static problem for porous cylin-
ders (Ieşan, 2009a), which has the solution

u∗
1 =

x1

D

(F (1)

A
δ3 + T (1)D1

)
, u∗

2 =
x2

D

(− F (1)

A
δ4 + T (1)D2

)
,

u∗
3 =

x3

D

(F (1)

A
δ5 + T (1)D3

)
, ϕ∗ =

1

D

(− F (1)

A
δ6 + T (1)D4

)
,

(161)

where δ3, ..., δ6 are the determinants

δ3 =

∣∣∣∣∣∣
c12 c13 β1

c22 c23 β2

β2 β3 ξ

∣∣∣∣∣∣ , δ4 =

∣∣∣∣∣∣
c11 c13 β1

c12 c23 β2

β1 β3 ξ

∣∣∣∣∣∣ ,
δ5 =

∣∣∣∣cαγ βα

βγ ξ

∣∣∣∣
3×3

, δ6 =

∣∣∣∣cαγ cα3
βγ β3

∣∣∣∣
3×3

.

By integrating the three–dimensional solution (161) and using (35) we find

1

A

∫
Σ

u∗
3dx1dx2 =

x3

D

(F (1)

A
δ5 + T (1)D3

)
,

1

A

∫
Σ

ϕ∗dx1dx2 =
1

D

(− F (1)

A
δ6 + T (1)D4

)
,∫

Σ

u∗
αdx1dx2 = 0,

∫
Σ

(x1u
∗
2 − x2u

∗
1)dx1dx2 = 0,

∫
Σ

xαu
∗
3dx1dx2 = 0.

(162)

This extensional problem has also been solved in the direct approach in
Sect. 7.2 where we obtained the solution (118). Taking into account the
identifications (127) and (130), we deduce that the solutions (118) and (162)
coincide if and only if the relations (159) are valid and

K1

A3K1 − (K4)2
=

δ5
AD

,
K4

A3K1 − (K4)2
=

δ6
AD

. (163)

From the system of four nonlinear algebraic equations (159) and (163) we
can determine the constitutive coefficients G1, G3,K1 and K4. The result
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is

G1 = A
δ7
δ1

= A(b3 − b1ν1 − b2ν2), K4 = A
δ6
δ1

= A
(
β3 − β1ν1 − β2ν2

)
,

G3 = A
δ8
δ1

= A
(
m− c11b2β2 + c22b1β1 − c12(b1β2 + b2β1)

δ1

)
,

K1 = A
δ5
δ1

= A
(
ξ − c11β

2
2 + c22β

2
1 − 2c12β1β2

δ1

)
,

(164)

where we denote by δ7 =

∣∣∣∣cαγ bα
cγ3 b3

∣∣∣∣
3×3

, δ8 =

∣∣∣∣cαγ bα
βγ m

∣∣∣∣
3×3

, α, γ = 1, 2.

The constitutive coefficients K2, G and K cannot be determined from
these simple solutions, but the comparison of constitutive equations suggest
the values

K2 = Aα3, G = Aa, K = AK∗
3 . (165)

Remark 9.1. In the special case of isotropic and homogeneous materials,
the constitutive coefficients for thermo-elastic materials with pores become
(Ieşan, 2009a)

c11 = c22 = c33 = λ+ 2μ, c12 = c13 = c23 = λ, c44 = c55 = c66 = μ,
αi = α, βi = β, bi = b, K∗

i = K∗, E0 = E, ν1 = ν2 = ν,
(166)

where λ, μ are Lamé’s constants, E is Young’s modulus and ν is Poisson’s
ratio. Using these expressions into the relations (136), (137), (143), (151)
and (152), we obtain by particularization the form of the elasticity constants
Ai and Ci for isotropic and homogeneous rods

A1 = A2 = kμA (k =
π2

12
), A3 = EA,

C1 = E

∫
Σ

x2
2dx1dx2, C2 = E

∫
Σ

x2
1dx1dx2,

C3 = 2μ

∫
Σ

φ∗(x1, x2)dx1dx2 with Δφ∗ = −2 in Σ, φ∗ = 0 on ∂Σ.

(167)

The values (167) have been obtained previously by Zhilin (2006a, 2007) for
the isotropic case.

Finally, if we insert (166) in the relations (164) and (165) then we ob-
tain the expressions of the poro-thermo-elastic constitutive coefficients for
isotropic homogeneous rods

G1 = A
μb

λ+ μ
, G3 = A

(
m− bβ

λ+ μ

)
, G = Aa, K = AK∗,

K1 = A
(
ξ − β2

λ+ μ

)
, K4 = A

βμ

λ+ μ
, K2 = Aα.

(168)
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Thus, the effective constitutive constants have been determined for rods
made of isotropic or orthotropic materials.

10 Extended Thermodynamic Theory for Rods with
Two Temperature Fields

As one can observe from the relation (130)1, the temperature field T for
rods could be identified with the averaged temperature on the cross-section
of the rod. Nevertheless, in some problems it is useful to have information
also about the variation of the temperature inside the cross-section. In this
line of thought, we will develop in this section an extended thermodynamic
theory for rods with two independent temperature fields: the absolute tem-
perature field and the temperature deviation field.

10.1 Basic Laws

The basic laws of thermodynamics for rods with two temperature fields
can deduced from Eqs. (8) assuming that there is no porosity. The balance
laws of linear momentum and moment of momentum are expressed by Eqs.
(11).

To describe the thermal effects in thin rods, we consider two independent
temperature fields: the absolute temperature field denoted by θ(s, t) and
the temperature deviation G(s, t), with θ > 0 and G ≥ 0. In the reference
configuration C0 we assume that the temperature fields θ0, G0 are constant.
In general, the balance of energy is given by the relation

d

dt
(E + K̄) = A+Q, (169)

where E and K̄ are the internal and kinetic energy functionals respectively,
A is the mechanical power, Q is the heat supply. These quantities are
expressed as follows:

E =

∫ s2

s1

Uds, K̄ =

∫ s2

s1

K̄ds, Q =

∫ s2

s1

Sds+ q
∣∣∣s2
s1
,

A =

∫ s2

s1

(
F · V +L · ω)ds+ (

N · V +M · ω)∣∣∣s2
s1
,

(170)

where U(s, t) is the internal energy per unit length, S is the external rate
of the resultant heat supply per unit length and q is the heat flux along the
rod. Hence, the balance of energy is expressed by (14).



226 H. Altenbach, M. Bîrsan and V.A. Eremeyev

We use the second law of thermodynamics (entropy inequality) in the
following form

d

dt
H ≥ J , (171)

where H is the entropy

H =

∫ s2

s1

ηds,

η(s, t) designates the specific entropy function, J is the entropy supply
consisting of two parts

J =

∫ s2

s1

jds+ h
∣∣∣s2
s1
, (172)

where j is the resultant entropy supply, and h is the entropy flux along the
rod. Following Simmonds (2005) we assume the following expressions for j
and h

j =
S

θ
− χG, h =

q

θ
− rG, (173)

where χ and r are the additional heat supply and additional heat flux along
the rod. Hence, the second law of thermodynamics (entropy inequality)
takes the following form:∫ s2

s1

η̇ds ≥
∫ s2

s1

(S
θ
− χG

)
ds+

(q
θ
− rG

)∣∣∣s2
s1
. (174)

For the interpretation of various fields in terms of three–dimensional
variables, we refer to the work of Simmonds (2005). For instance, the tem-
perature field θ(s, t) and the temperature deviation G(s, t) are identified in
Simmonds (2005) with

θ =
2

θ−1
min + θ−1

max

, G =
1

2

( 1

θmin
− 1

θmax

)
,

where θmin(s, t) and θmax(s, t) denote the minimum and maximum values
of the absolute temperature in the cross-section of the rod characterized by
the spatial coordinate s at time t. We notice that θ is the harmonic mean
of θmin and θmax.

Let us denote the vectors of deformation defined in (24) and (26) by:
ε = E∗ and φ = Φ∗ (for the sake of simplicity). Under suitable smoothness
assumptions, we obtain in the classical manner (see Section 3) the local
forms, see Eqs. (16)-(20). Let us consider the free energy function Ψ defined
by

Ψ = U − θη −GF, (175)



Cosserat-Type Rods 227

where F is a new variable called the entropy deviation, according to Sim-
monds (1984, 2005).

Then, the energy balance equation (18) can be written in the form

q′ + S + P − θ̇η − ĠF − Ψ̇ = θη̇ +GḞ . (176)

Inserting (176) into (20) we obtain the following form of the entropy in-
equality

θ′

θ
q + P − θ̇η − ĠF − Ψ̇ ≥ (Ḟ − θχ− θr′)G− θrG′. (177)

10.2 Constitutive Equations

For thermo-elastic rods we adopt the following constitutive assumptions:
the fields Ψ, N ·P , M ·P , η, F , r and q depend only on the variables ε, φ,
θ, G, θ′ and G′ (and on the point s), i.e.:

{Ψ,N ·P ,M ·P , η, F, r, q} = {Ψ,N ·P ,M ·P , η, F, r, q}(ε,φ, θ, G, θ′, G′; s
)
.

(178)
In this sense we have similar assumptions as in Sect. 4 neglecting the
porosity.

We use the relation (178) to express Ψ̇ into the entropy inequality (177)
and we obtain

θ′

θ
q + θG′r +

(
N · P − ∂Ψ

∂ε

)
· ε̇+

(
M · P − ∂Ψ

∂φ

)
· φ̇−

(
η +

∂Ψ

∂θ

)
θ̇

−
(
F +

∂Ψ

∂G

)
Ġ− ∂Ψ

∂θ′
θ̇′ − ∂Ψ

∂G′ Ġ
′ +

(
θχ+ θr′ − Ḟ

)
G ≥ 0.

(179)
On the basis of (179) we deduce that(

N ·P − ∂(Ψ + FG)

∂ε

)
· ε̇+

(
M ·P − ∂(Ψ + FG)

∂φ

)
· φ̇

−
(
η +

∂(Ψ + FG)

∂θ

)
θ̇ − ∂(Ψ + FG)

∂G
Ġ− ∂(Ψ + FG)

∂θ′
θ̇′

−∂(Ψ + FG)

∂G′ Ġ′ + θ
(
χ+ r′

)
G+

θ′

θ
q + θG′r ≥ 0.

(180)

The standard Coleman-Noll procedure of analysis of the entropy inequal-
ity requires the independence of the rates of strains and temperature (see
Coleman and Noll, 1963; Truesdell, 1984). In our case this means that
within this procedure ε̇, φ̇, θ̇, Ġ, θ̇′, Ġ′ have to be considered as indepen-
dent quantities. Assuming for a moment this independence let us apply the
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Coleman-Noll procedure to (180). Consider the following family of defor-
mations

ε = ε0 + ε1(t− t0), φ = φ0 + φ1(t− t0),

θ = θ0 + θ1(t− t0) + θ2(s− s0)(t− t0),

G = G0 +G1(t− t0) +G2(s− s0)(t− t0),

(181)

where ε0, ε1, φ0, φ1, θi, Gi are constants (i = 0, 1, 2), s0 is any point at
the rod curve and t0 is any time instant. Substituting (181) into (180) and
taking into account that at t = t0, s = s0 we have

ε = ε0, ε̇ = ε1, φ = φ0, φ̇ = φ1,

θ = θ0, θ̇ = θ1, θ̇′ = θ2,

G = G0, Ġ = G1, Ġ′ = G2,

(182)

we obtain the inequality

ε1 ·
(
N · P − ∂(Ψ + FG)

∂ε

)∣∣∣
s=s0,t=t0

+φ1 ·
(
M · P − ∂(Ψ + FG)

∂φ

)∣∣∣
s=s0,t=t0

− θ1

(
η +

∂(Ψ + FG)

∂θ

)∣∣∣
s=s0,t=t0

−G1
∂(Ψ + FG)

∂G

∣∣∣
s=s0,t=t0

− θ2
∂(Ψ + FG)

∂θ′

∣∣∣
s=s0,t=t0

−G2
∂(Ψ + FG)

∂G′

∣∣∣
s=s0,t=t0

+

[(
θχ+ θr′

)
G+

θ′

θ
q + θG′r

] ∣∣∣∣∣
s=s0,t=t0

≥ 0.

(183)
The left side of the inequality (183) is a linear function of the independent
variables ε1, φ1, θ1, θ2, G1, G2. Hence, from (183) it follows

N ·P =
∂(Ψ + FG)

∂ε
, M ·P =

∂(Ψ + FG)

∂φ
, η = −∂(Ψ + FG)

∂θ
,

∂(Ψ + FG)

∂G
= 0,

∂(Ψ + FG)

∂θ′
= 0,

∂(Ψ + FG)

∂G′ = 0,(
θχ+ θr′

)
G+

θ′

θ
q + θG′r ≥ 0.

(184)

From (184) it follows that the function Ψ̃ = Ψ+FG does not depend on G,
θ′, G′, i.e.

Ψ̃ = Ψ̃(ε,φ, θ; s),

and then M does not depend on G. This results seems unrealistic. Indeed,
from the elementary knowledge on the strength of materials we know that
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non-zero through-the-thickness gradient of temperature leads to the beam
bending. In other words, we have M �= 0 if G �= 0 in general, and thus M
should depend on G. In the case of non-linear thermo-elastic shells, this fact
was noted in Simmonds (1984, 2011) where Ḟ was considered as an internal
variable with additional constitutive equation. The similar approach was
used also in Simmonds (2005) for thermo-elastic beams.

Moreover, the solution of the system of equations (184)4,5,6 has the form

F =
F0(ε,φ, θ; s)−Ψ

G
,

where F0 is an arbitrary function. Hence, F has a singularity when G → 0.
To avoid these unsatisfactory conclusions we propose a modification of

Coleman–Noll procedure assuming that not all thermodynamical processes
are thermodynamically admissible. More precisely, we assume that ε, φ,
θ can be considered as the independent variables, while G is subjected to
some constraints. Following our assumption let us consider the following
family of deformations

ε = ε0 + ε1(t− t0), φ = φ0 + φ1(t− t0),

θ = θ0 + θ1(t− t0) + θ2(s− s0)(t− t0).
(185)

Substituting (185) into (179) we obtain the inequality

ε1 ·
(
N ·P − ∂Ψ

∂ε

)∣∣∣
s=s0,t=t0

+ φ1 ·
(
M ·P − ∂Ψ

∂φ

)∣∣∣
s=s0,t=t0

−θ1

(
η +

∂Ψ

∂θ

)∣∣∣
s=s0,t=t0

− θ2
∂Ψ

∂θ′

∣∣∣
s=s0,t=t0

+

[
θ′

θ
q + θG′r

] ∣∣∣∣∣
s=s0,t=t0

+

[
−
(
F +

∂Ψ

∂G

)
Ġ− ∂Ψ

∂G′ Ġ
′ +

(
θχ+ θr′ − Ḟ

)
G

] ∣∣∣∣∣
s=s0,t=t0

≥ 0.

(186)
From Eqs. (186) it follows Eqs. (30)2,3,4 while the free energy density Ψ is
independent of θ′. The inequality (179) reduces to the relation

θ′

θ
q + θG′r −

(
F +

∂Ψ

∂G

)
Ġ− ∂Ψ

∂G′ Ġ
′ +

(
θχ+ θr′ − Ḟ

)
G ≥ 0. (187)

The latter inequality can be considered as the constraint for the tempera-
ture deviation function G, as well as the further constraints for admissible
constitutive equations for Ψ, F , q, and r. Inequality (187) implies that

∂Ψ

∂G′ = 0.
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Hence, Ψ takes the form Ψ = Ψ(ε,φ, θ, G).
In what follows we assume the constitutive relation for F in the form

F = −∂Ψ

∂G
,

Thus, F = F (ε,φ, θ, G).
The entropy inequality (187) now reduces to

qθ′ + θ2rG′ +
(
χ+ r′ − θ−1Ḟ

)
θ2G ≥ 0. (188)

The inequality (188) should be fulfilled for any constitutive relations and any
possible values of the state variables at any point of the rod. In particular,
assuming θ′ = G′ = 0 we obtain[

θ(χ+ r′)− Ḟ
]
θG ≥ 0.

Since θ > 0, G ≥ 0, to satisfy this inequality we obtain that

θ(χ+ r′)− Ḟ ≥ 0.

Introducing a new constitutive function c = c(ε,φ, θ, G, θ′, G′) ≥ 0 we trans-
form the last relation in the form

θ(χ+ r′)− Ḟ = c, (189)

where c should be determined by experiments (see Simmonds, 1984, 2005,
2011; Eremeyev and Pietraszkiewicz, 2011). The quantities χ, r, and F
relate to the temperature deviation field G. It is quite natural to assume
that r = 0, F = 0 in the case of homogeneous temperature and the absence
of extra heat supply χ, i.e. in the case of G = 0 and χ = 0. Hence,
we assume that c = 0 when G = 0. The simplest case is c = c0G with
c0 = const, which is assumed in the sequel. This case is also considered in
Simmonds (2005).

Thus, the inequality (188) yields the results

r′ + χ− θ−1Ḟ = c0θ
−1G, (190)

and
qθ′ + θ2rG′ ≥ 0, (191)

which is a Fourier inequality of heat conduction augmented by a term which
represents heat flux in the cross–section Σ, cf. Simmonds (2005). Equation
(190) plays the role of second thermo-conductivity equation in the theory
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of thermo-elastic rods and extends the analogous equation obtained in Sim-
monds (2005) where Ḟ was considered as the internal variable.

Summarizing the constitutive equations of the thermo-elastic rods we
have

Ψ = Ψ
(
ε,φ, θ, G; s

)
,

η = −∂Ψ

∂θ
, F = −∂Ψ

∂G
, N =

∂Ψ

∂ε
· P T , M =

∂Ψ

∂φ
· P T ,

{r, q} = {r, q}(ε,φ, θ, G, θ′, G′; s
)
.

(192)

In view of the constitutive equations (192), the reduced form of the
energy balance equation (176) can be written as

q′ + S = θη̇ +GḞ . (193)

The similar procedure of derivation of thermo-conductivity equations for
thermo-elastic and thermo-viscoelastic shells was proposed by Eremeyev
and Pietraszkiewicz (2011).

To complete the presentation of the constitutive equations we have to
specify the expression for the free energy function. As an example, let us
consider the following quadratic form:

Ψ = Ψ0 +N0 · ε+M0 · φ+
1

2
ε·A · ε+ ε ·B · φ+

1

2
φ ·C · φ

−(k1 · ε)(θ − θ0)− (k2 · φ)(θ − θ0)− (k3 · ε)G− (k4 · φ)G
−k(θ − θ0)G− 1

2
a(θ − θ0)

2 − 1

2
bG2,

(194)

where Ψ0, k, a and b are scalars, θ0 is the reference temperature, N0,
M0, k1, k2, k3, k4 are vectors, and A, B, C are tensors of second or-
der. All properties are defined in the reference configuration. The vectors
N0, M0 describe the initial forces and moments acting in the reference
configurations, A and C are the tensors of tangential and bending stiffness,
respectively, B is t he tensor describing the coupling between stretching and
bending, k1, k2, k3, and k4 correspond to the thermo-elastic coefficients.

To determine the structure of the constitutive tensors for thermo-elastic
non-homogeneous rods, we employ the same method as in Sect. 4.2. Then,
in the case of straight rods without natural twisting, we find the following
structure for the constitutive tensors k1, k2, k3 and k4:

k1 = k1d3, k2 = k12d1 + k22d2, k3 = k13d1 + k23d2, k4 = k4d3.
(195)
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For the tensors A,B and C we have the following expressions

A = A1d1 ⊗ d1 +A2d2 ⊗ d2 +A3d3 ⊗ d3 +A12(d1 ⊗ d2 + d2 ⊗ d1),
B = B13d1 ⊗ d3 +B31d3 ⊗ d1 +B23d2 ⊗ d3 +B32d3 ⊗ d2,
C = C1d1 ⊗ d1 + C2d2 ⊗ d2 + C3d3 ⊗ d3 + C12(d1 ⊗ d2 + d2 ⊗ d1).

(196)
From the comparison of solutions in both the direct and the three-

dimensional approach for non-homogeneous rods (B̂ırsan et al., 2012) we
have found that the following constitutive coefficients should be taken zero:
B13 = B23 = 0, A12 = 0. Inserting (194)–(196) into (192) we find the explicit
form of the constitutive equations for N ·P , M ·P , η and F . For instance,
the constitutive equations for the entropy fields η and F are expressed by

η = k1ε · d3 + kα2φ · dα + a(θ − θ0) + kG,

F = kα3 ε · dα + k4φ · d3 + k(θ − θ0) + bG.

From these equations we can observe the coupling of the entropy fields η,
F with the extension-shear and bending-twisting deformations ε,φ.

The structure of the constitutive tensors can be derived also in the more
general case of curved rods with natural twisting. In this case, the consti-
tutive coefficients depend on the angle of natural twist (which is a function
of s), and the expressions corresponding to Eqs. (195) and (196) have to be
supplemented with additional terms.

In the same way as in Sect. 5, we can derive the linearized equations for
thermo-elastic rods with two temperature fields. Moreover, we can prove
the uniqueness of solution to the boundary-initial-value problem associated
to dynamical deformations, under certain assumptions (see Altenbach et al.,
2012).

11 Non-Homogeneous Rods and Composite Beams
Analyzed by the Direct Approach

In this section we show that the direct approach to rods can be applied to
analyze the deformation of non-homogeneous rods and composite beams.
To this aim, we confine our attention to the isothermal theory and consider
rods made of elastic non-homogeneous materials.

In the case of general elastic rods, the constitutive assumptions assert
that the internal energy density U is a function of the deformation vectors
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{E∗,Φ∗}. Thus, in this case the constitutive equations reduce to

ρ0U=U0+N0 · E∗+M0 ·Φ∗+
1

2
E∗ ·A · E∗+E∗ ·B ·Φ∗+

1

2
Φ∗ ·C ·Φ∗,

N =
∂(ρ0U)
∂E∗

· P T , M =
∂(ρ0U)
∂Φ∗

· P T ,

(197)
where U0 is a scalar, N0,M0 are vectors, and A,B,C are second order
tensors, defined on the reference configuration. In the same way as in
Section 4.2, we deduce that the constitutive tensor A,B and C for non-
homogeneous rods have the structures as (196). We are interested in deter-
mining the expressions of the constitutive coefficients Ai, Ci, A12, C12, Bα3

and B3α for functionally graded rods, in terms of the three-dimensional elas-
tic properties. These coefficients describe the effective stiffness properties
of thin rods. Since the constitutive coefficients do not depend on the defor-
mation, their expressions can be derived by comparison of exact solutions
for directed curves with the results from three-dimensional elasticity in the
framework of linear theory.

Restricting ourselves to the linear theory, we consider the infinitesimal
displacement vector u, the vector of small rotations ψ and the deformation
vectors e and κ defined in Section 5 by the relations (44) and (45). The
equations of motion have the forms (49). The correspondence between the
displacement and rotation fields {u,ψ} for directed curves and the displace-
ment vector u∗ for three-dimensional rods is established by the following
relations (Zhilin, 2007)

ρ0
(
u+Θ0

1 ·ψ
)
= 〈ρ∗u∗μ̃〉, ρ0

(
u ·Θ0

1+Θ0
2 ·ψ

)
= 〈ρ∗(a×u∗)μ̃〉. (198)

Also, the relations between the force and moment vector fields {N ,M} and
the Cauchy stress tensor T ∗ from three-dimensional theory are given by

N = 〈d3 · T ∗〉, M = 〈a× (d3 · T ∗)〉. (199)

These relations are useful when comparing the solutions of some problems
in the two different approaches.

In the case of straight rods without natural twisting, we can can decom-
pose the vector fields u,ψ, e,κ,N ,M ,F and L by the tangent direction
and the normal plane in the form (108), (109). In view of (197), (196), the
constitutive equations can be written in component form as

Q1 = A1(w
′
1−ϑ1) +A12(w

′
2−ϑ2) +B13ψ

′,
Q2 = A12(w

′
1−ϑ1) +A2(w

′
2−ϑ2) +B23ψ

′,
F = A3u

′ −B31ϑ
′
2 +B32ϑ

′
1, H = C3ψ

′ +B13(w
′
1−ϑ1) +B23(w

′
2−ϑ2),

L1 = C2ϑ
′
1 − C12ϑ

′
2 +B32u

′, L2 = −C12ϑ
′
1 + C1ϑ

′
2 −B31u

′.
(200)
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The constitutive coefficients are constants, since we consider rods made of
non-homogeneous materials which properties do not depend on the axial
coordinate s.

We observe that the general boundary-initial-value problem for non-
homogeneous rods does not decouple into sub-problems. This property is in
contrast with the case of homogeneous rods, when the general problem de-
couples into the extension-torsion problem and the bending-shear problem,
see Sect. 7.1.

The relations of identification (198) and (199), written for straight rods,
become

ρ0wα = 〈ρ∗u∗
α〉, ρ0u = 〈ρ∗u∗

3〉, ρ0 = 〈ρ∗〉,
ϑ1 = −〈ρ∗x1u

∗
3〉

I2
, ϑ2 = −〈ρ∗x2u

∗
3〉

I1
, ψ =

〈ρ∗(x1u
∗
2 − x2u

∗
1)〉

I1 + I2
,

Qα = 〈t∗3α〉, F = 〈t∗33〉, Lα = −〈xαt
∗
33〉, H = 〈x1t

∗
32 − x2t

∗
31〉,

(201)

where u∗
i and t∗ij are the components of u∗ and T ∗, respectively.

It is not difficult to find the exact solution of the problem of exten-
sion, bending and torsion of directed curves. Consider the equilibrium of a
straight rod subjected to an axial force F̄ , a torsion moment H̄, and bend-
ing moments L̄α applied to both ends. The body forces and moments are
absent. In our case, the equilibrium equations corresponding to (49) are

Q′
α(s) = 0, F ′(s) = 0, L′

α(s) +Qα(s) = 0, H ′(s) = 0, s ∈ (0, l), (202)

while the boundary conditions on the ends of the rods are

Qα(0) = Qα(l) = 0, F (0) = F (l) = F̄ ,
Lα(0) = Lα(l) = L̄α, H(0) = H(l) = H̄.

(203)

Using the constitutive equations (200) we obtain a system of ordinary dif-
ferential equations which yields the solution

wα(s) = −1

2
aαs

2 + bαs, u(s) = a3s, ϑα(s) = −aαs, ψ(s) = b3s, (204)

where the constants ai and bi are determined by the algebraic linear systems⎡⎣ C2 −C12 −B32

−C12 C1 B31

−B32 B31 A3

⎤⎦⎡⎣a1a2
a3

⎤⎦ =

⎡⎣−L̄1

−L̄2

F̄

⎤⎦ ,

⎡⎣A1 A12 B13

A12 A2 B23

B13 B23 C3

⎤⎦⎡⎣b1b2
b3

⎤⎦ =

⎡⎣ 0
0
H̄

⎤⎦
(205)

The force and moment vector fields corresponding to this solution are given
by

N = F̄e3, M = −L̄2e1 + L̄1e2 + H̄e3. (206)
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This solution will be used later for comparison with three-dimensional solu-
tions, in order to identify the effective stiffness coefficients for non-homogeneous
thin rods.

11.1 Constitutive Coefficients for Non-Homogeneous Rods

In what follows, we determine the constitutive coefficients for non-homo-
geneous rods by comparison of exact solutions in the two approaches (di-
rected curves and three-dimensional), in conjunction with the relations of
identification (201).

Extension, Bending and Torsion of Non-Homogeneous Rods Let
us consider a three-dimensional rod which occupies the domain

B = {(x1, x2, x3)|(x1, x2) ∈ Σ, x3 ∈ [0, l]}.
The cross-section Σ is arbitrary and the body B is made of an isotropic
and non-homogenous material such that the mass density ρ∗ and the Lamé
moduli λ, μ are independent of the axial coordinate, i.e. we have

ρ∗ = ρ∗(x1, x2), λ = λ(x1, x2), μ = μ(x1, x2).

We consider the deformation of such cylinders under the action of termi-
nal forces and moments. Assume that the body B is in equilibrium, in the
absence of external body loads and tractions on the lateral surfaces. On the
two ends of the cylinder act a resultant axial force and a resultant moment.
We consider the same problem as in the previous section, but formulated
in the three-dimensional setting. In view of the relations (201)7−10 we take
the boundary conditions

〈t∗3α〉 = 0, 〈t∗33〉 = F̄ , 〈xαt
∗
33〉 = −L̄α,

〈x1t
∗
32 − x2t

∗
31〉 = H̄ forx3 = 0, l.

(207)

The solution of this three-dimensional problem for non-homogeneous rods is
presented in (Ieşan, 2009a, Sects. 3.3, 3.4) where it is expressed in terms of

the solutions to some auxiliary plane strain problems. We denote by u
(1)
α ,

u
(2)
α and u

(3)
α the solutions of the 3 plane strain problems D(1), D(2) and

D(3) respectively, defined on the domain Σ by

D(γ) : t
(γ)
βα,β + (λxγ),α = 0 in Σ, t

(γ)
βαn

∗
β = −λxγn

∗
α on ∂Σ,

D(3) : t
(3)
βα,β + λ,α = 0 in Σ, t

(3)
βαn

∗
β = −λn∗

α on ∂Σ,
(208)

where obviously t
(k)
αβ = λu

(k)
ρ,ρδαβ+μ(u

(k)
α,β+u

(k)
β,α), (k = 1, 2, 3 and α, β = 1, 2)

and n∗ = n∗
αeα is the outward unit normal to ∂Σ. Let ϕ(x1, x2) be the
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solution of the Neumann type boundary-value problem(
μϕ,α

)
,α

= μ,1x2 − μ,2x1 inΣ,
∂ϕ

∂n∗ = x2n
∗
1 − x1n

∗
2 on ∂Σ. (209)

The existence of solutions to the above boundary-value problems (208) and
(209) is proved in Ieşan (2009a, Sects. 3.2, 3.4). Then, the solution of our
three-dimensional problem for the loads (207) is given by

u1 = −1

2
â1x

2
3 − τx2x3 +

3∑
k=1

âku
(k)
1 (x1, x2),

u2 = −1

2
â2x

2
3 + τx1x3 +

3∑
k=1

âku
(k)
2 (x1, x2),

u3 = (â1x1 + â2x2 + â3)x3 + τϕ(x1, x2),

(210)

where the constants τ and âi are given by the relations

τ =
H̄

D∗
and Dαj âj = −L̄α, D3j âj = F̄ . (211)

Here the torsional rigidity D∗ is expressed by

D∗ = 〈μ[x1(x1 + ϕ,2) + x2(x2 − ϕ,1)]〉, (212)

while the coefficients Dij are given by

Dαβ = 〈(λ+ 2μ)xαxβ + λxαu
(β)
γ,γ〉, D33 = 〈(λ+ 2μ) + λu

(3)
γ,γ〉,

Dα3 = 〈(λ+ 2μ)xα + λxαu
(3)
γ,γ〉, D3α = 〈(λ+ 2μ)xα + λu

(α)
γ,γ〉.

(213)

In Ieşan (2009a, Sect. 3.3) it is shown that Dij = Dji and det(Dij)3×3 �= 0,
so that we can determine the constants âi from the system (211)2,3.

Remark 11.1. If we introduce the stress function χ(x1, x2) by the relations

χ,1 = −μ(ϕ,2 + x1), χ,2 = μ(ϕ,1 − x2),

then the torsional rigidity is given by

D∗ = 2〈χ(x1, x2)〉. (214)

The stress function χ can be obtained from the boundary-value problem( 1
μ
χ,α

)
,α

= −2 in Σ, χ = 0 on ∂Σ,

provided that the domain Σ is simply-connected.
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Let us compare now the three-dimensional solution (210) with the solu-
tion (204) obtained in the direct approach to rods, taking into account the
relations (35) and (201). By comparison, it follows that we have to identify
the constants

C3 = D∗, A3 = D33, C1 = D22, C2 = D11, C12 = −D12,
B31 = D23, B32 = −D13, B13 = B23 = 0.

(215)

Thus, from (213)-(215) we obtain the following expressions for the consti-
tutive coefficients

C3 = 2〈χ(x1, x2)〉, A3 = 〈(λ+ 2μ) + λu
(3)
γ,γ〉, C1 = 〈(λ+ 2μ)x2

2 + λx2u
(2)
γ,γ〉,

C2 = 〈(λ+ 2μ)x2
1 + λx1u

(1)
γ,γ〉, C12 = −〈(λ+ 2μ)x1x2 + λx1u

(2)
γ,γ〉, Bα3 = 0,

B31 = 〈(λ+ 2μ)x2 + λx2u
(3)
γ,γ〉, B32 = −〈(λ+ 2μ)x1 + λx1u

(3)
γ,γ〉.

(216)
By virtue of the identifications (201) and (216) we can verify that the fields
u,wα, ψ, N and M calculated for the solutions in the two different ap-
proaches coincide.

Remark 11.2. For the fields ϑα corresponding to the three-dimensional
solution (210) we obtain from (201)1,2 and (35) the expressions

ϑα = −âαx3 − τ
〈ρ∗xαϕ〉
〈ρ∗x2

α〉
, α = 1, 2, not summed.

Comparing this relation with the field ϑαfrom the solution (204)3 for di-
rected curves, we see that we need to approximate

〈ρ∗xαϕ〉
〈ρ∗x2

α〉
� 0, α = 1, 2, not summed,

where ϕ(x1, x2) is the torsion function given by (209). For example, in the

case when Σ is an elliptical domain Σ = {(x1, x2)|x
2
1

a2 +
x2
2

b2 < 1} and μ is con-

stant, then we have ϕ(x1, x2) =
b2−a2

a2+b2 x1x2 so that the above approximation
is justified.

Shear Vibrations of Rectangular Rods Due to the shear-bending cou-
pling in the case of static problems, the effective shear stiffness coefficients
A1, A2 and A12 cannot be obtained by analyzing static shear problems and
using the same procedure as above. For thin beams, the coefficients A1, A2,
A12 will not enter in the leading order terms of the solutions. For this rea-
son, we determine next the effective shear stiffness coefficients by solving a
free-vibration problem. The necessity of considering free-vibration problems
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for the determination of effective shear stiffness properties is also discussed
in details in Zhilin (2006a, Sect. 6) and in Zhilin (2007, p. 34-38).

Consider a three-dimensional rod which occupies the domain

R = {(x1, x2, x3)|x1 ∈ (−a

2
,
a

2
), x2 ∈ (− b

2
,
b

2
), x3 ∈ (0, l)},

made of a non-homogeneous isotropic material. The material parameters
λ, μ and ρ∗ are given functions of (x1, x2). Assume that the mass den-
sity ρ∗ has a symmetrical distribution across the thickness: ρ∗(x1, x2) =
ρ∗(−x1, x2).

The body loads are zero, the lateral surfaces x1 = ±a
2 and x2 = ± b

2 are
traction free, and the end boundary conditions are given by

u∗
1 = u∗

2 = 0 and t∗33 = 0 for x3 = 0, l. (217)

To determine the shear vibrations of this rod, we search for solutions u∗ of
the form

u∗ = W cos(ωt) sin(
π

a
x1)e3, (218)

where W is a constant and ω is the lowest natural frequency. We observe
that all the boundary conditions are satisfied by the field (218), and the
equations of motion reduce to t∗13,1 = ρ∗ü∗

3, which by integration with re-
spect to x1 gives

t∗13 = −Wω2 cos(ωt)

∫ x1

−a/2

ρ∗(x1, x2) sin(
π

a
x1)dx1.

Using the constitutive equation for t∗13 we get

μ(x1, x2)
π

a
cos(

π

a
x1) = −ω2

∫ x1

−a/2

ρ∗(x1, x2) sin(
π

a
x1)dx1 (219)

We apply the mean value theorem for the integral in (219) and we deduce

that there exists a point α = α(x1, x2) ∈ (−a

2
, x1) such that

∫ x1

−a/2

ρ∗(x1, x2) sin(
π

a
x1)dx1 = ρ∗(α, x2)

∫ x1

−a/2

sin(
π

a
x1)dx1. (220)

Substituting (220) into (219) and integrating over Σ we obtain

ω2 =
(π
a

)2 〈μ(x1, x2)〉
〈ρ∗(α, x2)〉 . (221)
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Let us treat the same problem using the approach of directed curves. We
consider a straight rod along the Ox3 axis for which the arclength parameter
s ∈ (0, l). The external body loads F and L are zero. According to (201)
and (217) we have the following boundary conditions on the rod ends

wα = 0, F = 0, ψ = 0, Lα = 0 (α = 1, 2), for s = 0, l. (222)

In order to study the shear vibrations, we search for solutions of the equa-
tions (49), (200) of the form

ϑ1 = W̄ cos(ω̄t), ϑ2 = ψ = 0, u = wα = 0, (223)

where W̄ is a constant and ω̄ is the natural frequency of the rod. In view of
the constitutive equations (200), we see that the boundary conditions (222)
are satisfied. Imposing that the fields (223) verify the equations of motion
(49) we find

ω̄2 =
A1

I2
and A12 = 0. (224)

We identify the natural frequencies ω and ω̄ from (221) and (223)1, and we
obtain the expression of the constitutive coefficient A1 as follows

A1 = k
〈μ〉〈ρ∗x2

1〉Area(Σ)

〈ρ∗(α, x2)〉〈x2
1〉

with k =
π2

12
, (225)

where the factor k is similar to the shear correction factor introduced first
by Timoshenko (1921) in the theory of beams (note that in the original
contribution of Timoshenko the value is 2/3). One can proceed analogously
for the x2 direction and find a similar expression for A2. These relations
express the transverse shear stiffness coefficients for non-homogeneous rect-
angular rods. The value given by (225)is verified in B̂ırsan et al. (2012),
where we consider the bending of cantilever functionally graded beams and
make a comparison with numerical results.

Remark 11.3. In the case of thin rods, when ρ∗ has a smooth variation
across the thickness, we can employ the approximation

〈ρ∗(α, x2)〉 � 〈ρ∗(x1, x2)〉. (226)

Then, we substitute (226) into (225) and find

Aγ = k〈μ〉 〈ρ
∗x2

γ〉Area(Σ)

〈ρ∗〉〈x2
γ〉

(γ = 1, 2 not summed), A12 = 0. (227)
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The simplified (approximate) formulas (227) can be used to estimate the
transverse shear stiffness for arbitrary non-homogeneous rods (not neces-
sarily rectangular or symmetrical) in most cases.

Remark 11.4. In the special case when the rod is made of an isotropic
material with constant Poisson ratio ν, the above formulas can be simplified
considerably. Let Young’s modulus E be an arbitrary function of (x1, x2)
and the shape of cross-section Σ is arbitrary. In this case the solutions

u
(k)
α (x1, x2) of the problems D(k), k = 1, 2, 3, defined by (208) have the

simple form

u
(1)
1 = − 1

2ν(x
2
1 − x2

2), u
(1)
2 = −νx1x2;

u
(2)
1 = −νx1x2, u

(2)
2 = 1

2ν(x
2
1 − x2

2);

u
(3)
1 = −νx1, u

(3)
2 = −νx2.

(228)

Then, from (216) we obtain the following expressions for the effective stiff-
ness coefficients

A3 = 〈E(x1, x2)〉, C12 = −〈x1x2E(x1, x2)〉, C1 = 〈x2
2E(x1, x2)〉,

C2 = 〈x2
1E(x1, x2)〉, B31 = 〈x2E(x1, x2)〉, B32 = −〈x1E(x1, x2)〉,Bα3 = 0.

(229)
The constitutive coefficients C3, A1, A2 and A12 keep the same form as in
the general case, given by Eqs. (216)1 and (225).

We remark that in the case of a homogeneous isotropic rod, i.e. when
E is also constant, from Eqs. (229) and (35) we derive the well-known
formulas for the effective stiffness properties (167) obtained previously.

11.2 Effective Stiffness Properties of Composite Beams

In this section we consider rods made of two isotropic and non-homoge-
neous materials. The body B is decomposed in two regions B1 and B2 such
that Bρ = {(x1, x2, x3)|(x1, x2) ∈ Sρ, x3 ∈ (0, l)}. Thus, the cross-section Σ
is decomposed in two domains S1 and S2 with S1 ∩ S2 = ∅, see Fig. 4(a).
We denote by Γ0 the curve of separation between the domains S1 and S2

and by Γ1,Γ2 the complementary subsets of ∂Σ such that ∂Sρ = Γ0 ∩ Γρ.
Let Π0 = {(x1, x2, x3)|(x1, x2) ∈ Γ0, x3 ∈ (0, l)} be the surface of separation
of the two materials. We assume that the two materials are welded together
along Π0 and there is no separation of material along Π0, so we have the
conditions[

u∗]
1
=
[
u∗]

2
,

[
T ∗]

1
· n0 =

[
T ∗]

2
· n0 on Π0, (230)

where n0 = n0
αeα is the unit normal of Π0, outward to B1. The notations[

f
]
1
and

[
f
]
2
represent the values of any field f on Π0, calculated as the
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Figure 4. The cross-section of rods composed of two materials

limits of the values from the domains B1 and B2, respectively. Let us denote
the Lamé moduli of the material occupying the domain Bρ by λ(ρ)(x1, x2)
and μ(ρ)(x1, x2), with (x1, x2) ∈ Sρ, ρ = 1, 2.

Consider the problem of extension, bending and torsion of such a com-
pound three-dimensional rod, under the resultant forces and moments (207)
acting on the ends. This problem has been treated in (Ieşan, 2009a, Sect.
3.6) and the exact solution is expressed in terms of the solutions to some

auxiliary plane strain problems. Let us denote by u
(1)
α , u

(2)
α and u

(3)
α the

solutions of the 3 plane strain problems P(1), P(2) and P(3) respectively,
formulated on the domain Σ = S1 ∪ S2 ∪ Γ0 by

P(γ) : t
(γ)
βα,β + (λ(ρ)xγ),α = 0 in Sρ, t

(γ)
βαn

∗
β = −λ(ρ)xγn

∗
α on Γρ,[

u
(γ)
α

]
1
=
[
u
(γ)
α

]
2
,

[
t
(γ)
βα

]
1
n0
β =

[
t
(γ)
βα

]
2
n0
β + (λ(2) − λ(1))xγn

0
α on Γ0,

P(3) : t
(3)
βα,β + λ

(ρ)
,α = 0 in Sρ, t

(3)
βαn

∗
β = −λ(ρ)n∗

α on Γρ,[
u
(3)
α

]
1
=
[
u
(3)
α

]
2
,

[
t
(3)
βα

]
1
n0
β =

[
t
(3)
βα

]
2
n0
β + (λ(2) − λ(1))n0

α on Γ0.

(231)
We also introduce the function ϕ(x1, x2) which is the solution of the boundary-
value problem(
μ(ρ)ϕ,α

)
,α

= μ
(ρ)
,1 x2 − μ

(ρ)
,2 x1 in Sρ,

∂ϕ

∂n∗ = x2n
∗
1 − x1n

∗
2 on Γρ,[

ϕ
]
1
=
[
ϕ
]
2
, μ(1)

[ ∂ϕ
∂n0

]
1
= μ(2)

[ ∂ϕ
∂n0

]
2
+(μ(1) − μ(2))

(
x2n

0
1 − x1n

0
2

)
onΓ0.

(232)
Comparing the solution of the extension-bending-torsion problem in the
direct approach given in (202)–(206) with the solution of the corresponding
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three-dimensional problem presented in (Ieşan, 2009a, Sect. 3.6) we deduce
the following expressions for the constitutive coefficients

A3 =

2∑
ρ=1

∫
Sρ

(
λ(ρ) + 2μ(ρ) + λ(ρ)u(3)

γ,γ

)
dx1dx2, B13 = B23 = 0,

B31 =

2∑
ρ=1

∫
Sρ

x2

(
λ(ρ) + 2μ(ρ) + λ(ρ)u(3)

γ,γ

)
dx1dx2,

B32 = −
2∑

ρ=1

∫
Sρ

x1

(
λ(ρ) + 2μ(ρ) + λ(ρ)u(3)

γ,γ

)
dx1dx2,

C1 =

2∑
ρ=1

∫
Sρ

x2

[
(λ(ρ) + 2μ(ρ))x2 + λ(ρ)u(2)

γ,γ

]
dx1dx2,

C2 =

2∑
ρ=1

∫
Sρ

x1

[
(λ(ρ) + 2μ(ρ))x1 + λ(ρ)u(1)

γ,γ

]
dx1dx2,

C12 = −
2∑

ρ=1

∫
Sρ

x1

[
(λ(ρ) + 2μ(ρ))x2 + λ(ρ)u(2)

γ,γ

]
dx1dx2,

C3 =
2∑

ρ=1

∫
Sρ

μ(ρ)
[
x1(x1 + ϕ,2) + x2(x2 − ϕ,1)

]
dx1dx2,

(233)

where the functions u
(k)
α (x1, x2) are determined by (231) and ϕ(x1, x2) is

given by (232).

Remark 11.5. The above results (233) also hold when the distribution of
the material in the rod is such that the separation curve Γ0 is a closed curve
included in Σ, see Figure 4(b). In this case we have Γ1 = ∂Σ,Γ2 = ∅, ∂S1 =
Γ1 ∪ Γ0, ∂S2 = Γ0, and the boundary-value problems (231), (232) keep the
same forms.

The results of this section can be extended to the case when the rod B
is composed of n (n ≥ 2) non-homogeneous and isotropic materials with
different mechanical properties. Similar results can be derived also in the
case of composite beams made of orthotropic non-homogeneous materials
(see B̂ırsan et al., 2012).

Example of Composite Circular Beam Let us consider a circular com-
posite beam, such that the cross-section is decomposed as Σ = S1∪S̄2, where
S1 = {(x1, x2)|a2 < x2

1 + x2
2 < b2} and S2 = {(x1, x2)|x2

1 + x2
2 < a2}. The
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first material occupies the region S1 × (0, l) and has the Lamé moduli

λ(1)(x1, x2) = λ0r
−m, μ(1)(x1, x2) = μ0r

−m, r =
√
x2
1 + x2

2, (x1, x2) ∈ S1,
(234)

where m > 0, λ0 and μ0 are constants. We denote by ν0 =
λ0

2(λ0 + μ0)
and

E0 =
μ0(3λ0 + 2μ0)

λ0 + μ0
. The second material occupies the region S2 × (0, l)

and its elastic properties are described by

E(2)(x1, x2) = E(r), ν(2)(x1, x2) = ν0(constant), (x1, x2) ∈ S2, (235)

where E(r) is an arbitrary given function of r.
In order to use the formulas presented above in this section, we have to

solve the plane strain problems P(k) given by (231) and the boundary-value
problem (232) for the torsion function. In our case, we observe that these
problems admit the following solutions

u
(1)
1 = −u

(2)
2 =

1

2
ν0(x

2
2 − x2

1), u
(1)
2 = u

(2)
1 = −ν0x1x2, u

(3)
α = −ν0xα.

(236)
Inserting these functions into the general results (233) we find the effective
stiffness coefficients for this compound rod

C3 =
π

1 + ν0

∫ a

0

r3E(r)dr + 2πμ0dm, A3 = 2π
(∫ a

0

rE(r)dr + E0cm

)
,

C1 = C2 = π
(∫ a

0

r3E(r)dr + E0dm

)
, C12 = 0, B3α = Bα3 = 0,

(237)
where we have denoted by cm and dm the expressions

cm =

⎧⎨⎩ a2−m − b2−m

m− 2
for m �= 2

log(b/a) for m = 2
, dm =

⎧⎨⎩ a4−m − b4−m

m− 4
for m �= 4

log(b/a) for m = 4
.

(238)
Let us find also the transverse shear stiffness coefficients A1 and A2. Assume
that the mass density function ρ∗(x1, x2) is given by

ρ∗(x1, x2) =

{
ρ∗0r

−m for (x1, x2) ∈ S1

ρ(r) for (x1, x2) ∈ S2
, (239)

where ρ∗0 > 0 is a constant and ρ(r) is an arbitrary function. Then, using
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the results (227) we find the expressions

A1 = A2 =
π3

6b2

(∫ a

0

rE(r)

1 + ν0
dr + 2μ0cm

)(∫ a

0

r3ρ(r)dr + ρ∗0dm
)

∫ a

0

rρ(r)dr + ρ∗0cm
. (240)

The last relation expresses the transverse shear stiffness coefficients A1 and
A2. The other effective stiffness coefficients for the composite circular beam
are given by (237).

12 Conclusions

Within this chapter a theory of directed deformable curves is presented.
The basic ideas coincide with the direct approach in Mechanics. The gov-
erning equations have similarities with the theory of directed surfaces (see
chapter Cosserat-Type Shells in this book). In the same manner this theory
combines the first theory of elastic rods elaborated by Euler using the direct
approach and its generalization by the Cosserat brothers.

The theory can be applied, for example, to the case of rods

• composed of functionally graded materials and

• affected by temperature fields

For different special cases some theorems and proofs ar introduced. They
are related to mathematical statements like the uniqueness of the solutions
or Korn-like inequalities. These statements are important from the mathe-
matical point of view. In addition, they are necessary for the construction
of numerical algorithms.

Let us note that the theory is applied to some practical problems con-
cerning functionally graded materials (cantilever beam with distributed load
and with concentrated end force, three-point bending problem). The results
are compared with finite element solutions. Details are presented in B̂ırsan
et al. (2012).
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Altenbach, H., Öchsner, A., 2010. Cellular and Porous Materials in Struc-
tures and Processes. CISM Courses and Lectures, Vol. 521, Springer
Wien NewYork.

Altenbach, H., Zhilin, P.A., 1988. A general theory of elastic simple shells
(in Russian). Uspekhi Mekhaniki 11, 107–148.

Antman, S.S., 1995. Nonlinear Problems of Elasticity. Series Applied Math-
ematical Sciences, no. 107, Springer, New York.

Berdichevsky, V.L., 2009. Variational Principles of Continuum Mechanics,
Vol. II: Applications. Springer–Verlag, Berlin.

B̂ırsan, M., 2006a. On the theory of elastic shells made from a material with
voids. Int. J. Solids Struct. 43, 3106–3123.

B̂ırsan, M., 2006b. On a thermodynamic theory of porous Cosserat elastic
shells. J. Thermal Stresses 29, 879–899.

B̂ırsan, M., 2008. Inequalities of Korn’s type and existence results in the
theory of Cosserat elastic shells. J. Elasticity 90, 227–239.

B̂ırsan, M., Altenbach, H., 2011a. On the theory of porous elastic rods. Int.
J. Solids Struct. 48, 910-924.

B̂ırsan, M., Altenbach, H., 2011b. Theory of thin thermoelastic rods made
of porous materials. Arch. Appl. Mech. 81, 1365-1391.

B̂ırsan, M., Altenbach, H., 2012a. The Korn-type inequality in a Cosserat
model for thin thermoelastic porous rods. Meccanica 47, 789-794.

B̂ırsan, M., Altenbach, H., 2012b. On the Cosserat model for thin rods
made of thermoelastic materials with voids. Discrete and Continuous
Dynamical Systems - Series S, in print.

B̂ırsan, M., Altenbach, H., Sadowski, T., Eremeyev, V.A., Pietras, D., 2012.
Deformation analysis of functionally graded beams by the direct ap-
proach. Composites: Part B 43(3), 1315-1328.



246 H. Altenbach, M. Bîrsan and V.A. Eremeyev

B̂ırsan, M., B̂ırsan, T., 2011. An inequality of Cauchy–Schwarz type with
application in the theory of elastic rods. Libertas Mathematica 31, 123–
126.

Brezis, H., Analyse fonctionelle: Théorie et applications. Masson, Paris,
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Ieşan, D., 2009a. Classical and Generalized Models of Elastic Rods. Chap-
man & Hall / CRC Press, Boca Raton - London - New York.
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Abstract The elastoviscoplasticity theory of micromorphic media
at finite deformation is presented in this chapter. Micromechanical
considerations are then put forward to motivate the existence of
the microdeformation degrees of freedom in the case of composite
materials. Mixtures of micromorphic media are finally considered
with a view to homogenising the size–dependent properties of metal
polycrystals.

1 Introduction

1.1 Scope of this Chapter

A classification of generalised mechanical continuum theories is proposed
in Fig. 1. The present chapter is limited to continuum media fulfilling the
principle of local action, meaning that the mechanical state at a material
point X depends on variables defined at this point only (Truesdell and
Toupin, 1960; Truesdell and Noll, 1965). The classical Cauchy continuum is
called simple material because its response at material point X to deforma-
tions homogeneous in a neighborhood ofX determines uniquely its response
to every deformation at X . In higher grade materials, homogeneous defor-
mations are not sufficient to characterise the material behaviour because
they are sensitive to higher gradients of the displacement field. Mindlin
formulated for instance the theories that include the second and third gra-
dients of the displacement field (Mindlin, 1965). The gradient effect may
be limited to the plastic part of deformation which leads to strain gradient
plasticity models (Aifantis, 1984; Forest and Bertram, 2011) or, more gener-
ally, theories that include the gradient of some internal variables (Maugin,
1990). Higher order materials are characterised by additional degrees of
freedom of the material points (Eringen, 1999). Directors can be attached
to each material point that evolve in a different way from the material lines.
Cosserat directors can rotate. In the micromorphic continuum designed by
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250 S. Forest

Eringen and Mindlin (Eringen and Suhubi, 1964; Mindlin, 1964), the direc-
tors can also be distorted, so that a second order tensor is attributed to each
material point. Tensors of higher order can even be introduced as proposed
in Germain’s general micromorphic theory (Germain, 1973).

Higher order media are sometimes called continua with microstructure.
This name has now become misleading in the sense that even Cauchy ma-
terial models can integrate some aspects of the underlying microstructure
as illustrated by classical homogenisation methods used to derive the ef-
fective properties of composites. However generalised continua incorporate
a feature of the microstructure which is not accounted for by standard
homogenisation methods, namely their size–dependent material response.
They involve intrinsic lengths directly stemming from the microstructure of
the material. The micromorphic theory now arouses strong interest from
the materials science and computational mechanics communities because of
its regularisation power in the context of softening plasticity and damage
and of its rather simple implementation in a finite element program. The
number of degrees of freedom is not an obstacle any more with constantly
increasing computer power.

The objective of this chapter is first to present the elastoviscoplasticity
theory of micromorphic media at finite deformation. This presentation is
based on the fundamental work of Eringen and on recent developments in
the context of plasticity. The second part is dedicated to the motivation
of higher order degrees of freedom by means of extended homogenisation
methods. Finally the question of heterogeneous micromorphic media is
addressed, with a view to applications in polycrystalline plasticity.

1.2 Notations

First, second, third, fourth and sixth order tensors are denoted by A ,
A
∼
, A

∼
, A

≈
and A

∼

∼

∼

respectively. Their components will be considered with

respect to a Cartesian basis:

A = Ai e i, A
∼
= Aij e i ⊗ e j , A

∼
= A

∼
= Aijk e i ⊗ e j ⊗ e k

The following tensor products are defined

a ⊗ b = aibj e i ⊗ e j , A
∼
⊗B

∼
= AijBkl e i ⊗ e j ⊗ e k ⊗ e l

A
∼
�B

∼
= AikBjl e i ⊗ e j ⊗ e k ⊗ e l

The tensor simple and multiple contractions follow the next rules:

A ·B = AiBi, A
∼
: B

∼
= AijBij , A

∼

...B
∼

= AijkBijk
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Figure 1. A classification of the mechanics of generalised continua.

For tensor analysis, nabla operators ∇X and ∇x are defined with respect
to the reference and current configurations of the body, respectively.

∇x = ,i e i =
∂

∂xi

e i, ∇X = ,J E J =
∂

∂XJ

E J

where (E J)J=1,3 and (e i)i=1,3 denote the corresponding Cartesian bases.
The comma stands for partial derivative with respect to the corresponding
coordinate. The following rules are adopted

u ⊗∇ = ui,j e i ⊗ e j , σ
∼
.∇ = σij,j e i

2 Micromorphic Continua

2.1 Kinematics of Micromorphic Media

The degrees of freedom of the theory are the displacement vector u and
the microdeformation tensor χ

∼

:

DOF := { u , χ
∼

}

The current position of the material point is given by the transformation Φ
according to x = Φ(X ) = X + u (X ). The microdeformation describes
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name number DOF references
of DOF

Cauchy 3 u Cauchy (1822)

microdilatation 4 u , χ Goodman and Cowin (1972)
Steeb and Diebels (2003)

Cosserat 6 u , R
∼

Kafadar and Eringen (1971)

microstretch 7 u , χ, R
∼

Eringen (1990)

microstrain 9 u , C
∼

� Forest and Sievert (2006)

micromorphic 12 u , χ
∼

Eringen and Suhubi (1964)

Mindlin (1964)

Table 1. A hierarchy of higher order continua.

the deformation of a triad of directors, Ξ i attached to the material point

ξ i(X ) = χ
∼

(X ) ·Ξ i (1)

The polar decomposition of the generally incompatible microdeformation
field χ (X ) is introduced

χ
∼

= R
∼

�
·U

∼

� (2)

Internal constraints can be prescribed to the microdeformation. The micro-
morphic medium reduces to the Cosserat medium when the microdeforma-
tion is constrained to be a pure rotation: χ

∼

≡ R
∼

�. The microstrain medium

is obtained when χ
∼

≡ U
∼

� (Forest and Sievert, 2006). Finally, the second
gradient theory is retrieved when the microdeformation coincides with the
deformation gradient, χ

∼

≡ F
∼
. A hierarchy of higher order continua can be

established by specialising the micromorphic theory and depending on the
targeted material class, see Table 1.

The following kinematical quantities are then introduced:
• the velocity field v (x ) := u̇ (Φ−1(x ))
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• the deformation gradient F
∼
= 1

∼
+ u ⊗∇X

• the velocity gradient v ⊗∇x = Ḟ
∼
· F

∼

−1

• the microdeformation rate χ̇
∼

· χ
∼

−1

• the Lagrangean microdeformation gradient K
∼

:= χ
∼

−1
· χ

∼

⊗∇X

• the gradient of the microdeformation rate tensor

(χ̇
∼

· χ
∼

−1)⊗∇x = χ
∼

· K̇
∼

: (χ
∼

−1 � F
∼

−1) (3)

and the corresponding index notation:

(χ̇ilχ
−1
lj ),k = χipK̇pqrχ

−1
qj F

−1
rk

2.2 Principle of Virtual Power

The method of virtual power is used to introduce the generalised stress
tensors and the field and boundary equations they must satisfy (Germain,
1973).
The modelling variables are introduced according to a first gradient theory:

MODEL = { v , v ⊗∇x, χ̇
∼

· χ
∼

−1, (χ̇
∼

· χ
∼

−1)⊗∇x }

The virtual power of internal forces of a subdomain D ⊂ B of the body is

P
(i)(v ∗, χ̇

∼

∗
· χ

∼

∗−1) =

∫
D

p(i)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) dV

The virtual power density of internal forces is a linear form on the fields of
virtual modeling variables:

p(i) = σ
∼
: (Ḟ

∼
· F

∼

−1) + s
∼
: (Ḟ

∼
· F

∼

−1
− χ̇

∼

· χ
∼

−1) +M
∼

... ((χ̇
∼

· χ
∼

−1)⊗∇x)

= σ
∼
: (Ḟ

∼
· F

∼

−1) + s
∼
: (χ

∼

· (χ
∼

−1
· F

∼
)� · F

∼

−1)

+ M
∼

...
(
χ
∼

· K̇
∼

: (χ
∼

−1 � F
∼

−1)
)

(4)

where the relative deformation rate Ḟ
∼
· F

∼

−1
− χ̇

∼

· χ
∼

−1 is introduced and

expressed in terms of the rate of the relative deformation χ
∼

−1
· F

∼
. The

virtual power density of internal forces is invariant with respect to virtual
rigid body motions so that σ

∼
must be symmetric. The generalised stress

tensors conjugate to the velocity gradient, the relative deformation rate and
the gradient of the microdeformation rate are the simple stress tensor σ

∼
,

the relative stress tensor s
∼
and the double stress M

∼
.
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The Gauss theorem is then applied to the power of internal forces∫
D

p(i) dV =

∫
∂D

v ∗
· (σ

∼
+ s

∼
) · n dS +

∫
∂D

(χ̇
∼

∗
· χ

∼

∗−1) : M
∼
· n dS

−

∫
D

v ∗
· (σ

∼
+ s

∼
) ·∇x dV −

∫
D

(χ̇
∼

∗
· χ

∼

∗−1) : (M
∼
·∇x + s

∼
) dV

The form of the previous boundary integral dictates the form of the power
of contact forces acting on the boundary ∂D of the subdomain D ⊂ B

P
(c)(v ∗, χ̇

∼

∗
· χ

∼

∗−1) =

∫
∂D

p(c)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) dV

p(c)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) = t · v ∗ +m
∼

: (χ̇
∼

∗
· χ

∼

∗−1)

where the simple traction t and double traction m
∼

are introduced.
The power of forces acting at a distance is defined as

P
(e)(v ∗, χ̇

∼

∗
· χ

∼

∗−1) =

∫
D

p(e)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) dV

p(e)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) = f · v ∗ + p
∼

: (χ̇
∼

∗
· χ

∼

∗−1)

including simple body forces f and double body forces p
∼

. More general
double and triple volume forces could also be incorporated according to
Germain (1973).
The principle of virtual power is now stated in the static case,

∀v ∗, ∀χ
∼

∗, ∀D ⊂ B, P(i)(v ∗, χ̇
∼

∗
· χ

∼

∗−1) = P
(c)(v ∗, χ̇

∼

∗
· χ

∼

∗−1)

+ P
(e)(v ∗, χ̇

∼

∗
· χ

∼

∗−1)

This variational formulation leads to∫
∂D

v ∗
· (σ

∼
+ s

∼
) · n dS +

∫
∂D

(χ̇
∼

∗
· χ

∼

−1) : M
∼
· n dS

−

∫
D

v ∗
· ((σ

∼
+ s

∼
) ·∇x + f ) dV −

∫
D

(χ̇
∼

∗
·χ

∼

∗−1) : (M
∼
·∇x + s

∼
+ p

∼

) dV = 0

which delivers the field equations of the problem (Kirchner and Steinmann,
2005; Lazar and Maugin, 2007; Hirschberger et al., 2007):
• balance of momentum equation (static case)

(σ
∼
+ s

∼
) ·∇x + f = 0, ∀x ∈ B (5)
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• balance of generalized moment of momentum equation (static case)

M
∼
·∇x + s

∼
+ p

∼

= 0, ∀x ∈ B (6)

• boundary conditions

(σ
∼
+ s

∼
) · n = t , ∀x ∈ ∂B (7)

M
∼
· n = m

∼
, ∀x ∈ ∂B (8)

2.3 Elastoviscoplasticity of Micromorphic Media

Elastic-Plastic Decomposition of the Generalised Strain Measures
According to Eringen (1999), the following Lagrangean strain measures

are adopted:

STRAIN = {C
∼
:= F

∼

T
· F

∼
, Υ

∼
:= χ

∼

−1.F
∼
, K

∼
:=χ

∼

−1.(χ
∼

⊗∇X)}

i.e. the Cauchy–Green strain tensor, the relative deformation and the mi-
crodeformation gradient.

In the presence of plastic deformation, the question arises of splitting the
previous Lagrangean strain measures into elastic and plastic contributions.
Following Mandel (1973), a multiplicative decomposition of the deformation
gradient is postulated:

F
∼
= F

∼

e
· F

∼

p = R
∼

e
·U

∼

e
· F

∼

p (9)

which defines an intermediate local configuration at each material point, see
Fig. 2. Uniqueness of the decomposition requires the suitable definition of
directors. Such directors are available in any micromorphic theory.
A multiplicative decomposition of the microdeformation is also considered:

χ
∼

= χ
∼

e
· χ

∼

p = R
∼

e�
·U

∼

e�
· χ

∼

p (10)

according to Forest and Sievert (2003, 2006). The uniqueness of the decom-
position also requires the suitable definition of directors. As an example,
lattice directions in a single crystal are physically relevant directors for an
elastoviscoplasticity micromorphic theory, see (Aslan et al., 2011). Finally,
a partition rule must also be proposed for the third strain measure, namely
the microdeformation gradient. Sansour (1998a,b) introduced an additive
decomposition of curvature:

K
∼

= K
∼

e +K
∼

p (11)
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Figure 2. Multiplicative decomposition of the deformation gradient.

Figure 3. Definition of an intermediate local configuration for micromor-
phic elastoplasticity.

A quasi–additive decomposition was proposed by Forest and Sievert (2003)
with the objective of defining an intermediate local configuration for which
all generalised stress tensor are simultaneously released, as it will become
apparent in the next section:

K
∼

= χ
∼

p−1.K
∼

e : (χ
∼

p � F
∼

p) +K
∼

p (12)

see Fig. 3.
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Constitutive Equations
The continuum thermodynamic formulation is essentially unchanged in

the presence of additional degrees of freedom provided that all functionals
are properly extended to the new sets of variables. The local equation of
energy balance is written in its usual form:

ρε̇ = p(i) − q .∇ + r

where ε is the specific internal energy density, and p(i) is the power density
of internal forces according to Eq. (4). The heat flux vector is q and r is a
heat source term. The local form of the second principle of thermodynamics
is written as

ρη̇ +
(q
T

)
.∇ −

r

T
≥ 0

where η is the specific entropy density. Introducing the Helmholtz free
energy function ψ, the second law becomes

p(i) − ρΨ̇− ηṪ −

q

T
.(∇T ) ≥ 0

The state variables of the elastoviscoplastic micromorphic material are all
the elastic strain measures and a set of internal variables q. The free energy
density is a function of the state variables:

Ψ(C
∼

e := F
∼

eT .F
∼

e, Υ
∼

e := χ
∼

e−1
· F

∼

e, K
∼

e, q)

The exploitation of the entropy inequality leads to the definition of the
hyperelastic state laws in the form:

σ
∼
= 2F

∼

e
· ρ

∂Ψ

∂C
∼

e · F∼
eT , s

∼
= R

∼

e�
·U

∼

e�−1
· ρ

∂Ψ

∂Υ
∼

e · F∼
eT

M
∼

= χ
∼

−T
· ρ

∂Ψ

∂K
∼

e : (χ
∼

T � F
∼

T ) (13)

while the entropy density is still given by η = −
∂Ψ
∂T

. The thermodynamic
force associated with the internal variable q is

R = −ρ
∂Ψ

∂q

The hyperelasticity law (13) for the double stress tensor was derived for the
additive decomposition (11). The quasi–additive decomposition (12) leads
to an hyperelastic constitutive equation for the conjugate stress M

∼
in the
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current configuration, that has also the same form as for pure hyperelastic
behaviour. One finds:

M
∼

= χ
∼

e−T
· ρ

∂Ψ

∂K
∼

e : (χ
∼

eT � F
∼

eT ) (14)

The residual intrinsic dissipation is

D = Σ
∼
: (Ḟ

∼

p
.F
∼

p−1) + S
∼
: (χ̇

∼

p.χ
∼

p−1) + S
∼0

...K̇
∼

p
+Rq̇ ≥ 0

where generalised Mandel stress tensors have been defined

Σ
∼
= F

∼

eT .(σ
∼
+ s

∼
).F

∼

e−T , S
∼
= −U

∼

e�
·R

∼

e�T
· s
∼
·R

∼

e�
·U

∼

e�−1

M

∼
= χ

∼

T .S
∼
: (χ

∼

−T � F
∼

−T )

At this stage, one may define a dissipation potential, function of the Man-
del stress tensors, from which the viscoplastic flow rule and the evolution
equations for the internal variables are derived

Ω(Σ
∼
, S

∼
, S

∼0
)

Ḟ
∼

p
.F
∼

p−1 =
∂Ω

∂Σ
∼

, χ̇
∼

p.χ
∼

p−1 =
∂Ω

∂S
∼

, K̇
∼

p
=

∂Ω

∂M
∼

, q̇ =
∂Ω

∂R

The convexity of the dissipation potential with respect to its arguments
ensures the positivity of the dissipation rate at each instant.

Explicit constitutive equations can be found in (Forest and Sievert, 2003;
Grammenoudis and Tsakmakis, 2009; Grammenoudis et al., 2009; Regueiro,
2010; Sansour et al., 2010). Examples of application of elastoplastic micro-
morphic media can be found in (Dillard et al., 2006) for plasticity and failure
of metallic foams.

3 From a Heterogeneous Cauchy Material to a
Homogeneous Equivalent Micromorphic Medium

Two major obstacles to the use of such sophisticated continuum models
are the physical interpretation of the additional degrees of freedom and the
identification of the numerous additional material parameters arising in the
constitutive functions of the model. Generalised continua are very often
referred to as media with microstructure without giving precisely the link
between the phenomenological constitutive equations and the detailed mi-
crostructure of the material. The mechanics of heterogeneous materials and
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homogenisation methods are widely used to derive the effective properties
of classical Cauchy materials based on the description of a representative
volume element. Extension of these methods to generalised continua would
establish clear definitions of the macroscopic degrees of freedom and provide
a systematic way of deriving additional macroscopic materials parameters.
Homogenization techniques already exist to construct 1D Cosserat beam
models and 2D Mindlin plate models (Altenbach et al., 2010). In the case
of 3D generalised continua, it has been proposed in (Gologanu et al., 1997;
Forest, 1998, 1999) to construct an effective generalised continuum model
starting from a heterogeneous classical Cauchy material by means of ex-
tended homogenisation methods.

The present part concentrates on the construction of an overall strain
gradient or micromorphic continuum from a microscopic heterogeneous Cau-
chy material. Such a generalised continuum approach is necessary when
significantly high strain gradients develop at the macroscopic scale, more
precisely, when the wave length of variation of the macroscopic fields is not
sufficiently large compared to the size of the heterogeneities.

For that purpose, quadratic boundary conditions to be applied on a
RVE were first proposed in (Gologanu et al., 1997; Forest and Sab, 1998)
to construct an effective second gradient and Cosserat overall continuum,
respectively. They represent extensions of the classical affine conditions
used in classical homogenisation theory (Besson et al., 2009). They were
used to identify higher order stiffness, typically bending stiffnesses, that
are necessary to account for fiber size effect in composites under significant
macroscopic strain gradients, in (Ostoja-Starzewski et al., 1999; Bouyge
et al., 2001, 2002; Sansalone et al., 2006; Chen et al., 2009; Anthoine, 2010).
Cosserat approaches are particularly well–suited to describe the effective be-
haviour of civil engineering and granular materials, as shown in (Trovalusci
and Masiani, 2003; Goddard, 2008; Salerno and de Felice, 2009; Besdo,
2010).

Such higher order homogenisation schemes have been used in so–called
FE2 methods for which the constitutive model at each material of a com-
puted structure is replaced by the resolution of a boundary value problem
on the unit cell of the underlying heterogeneous material. The method is
computationally very expensive but makes it possible to address nonlinear
problems without writing explicit constitutive laws in the generalised contin-
uum model. In (Feyel, 2003), the Cosserat model is used at the macro–level
to represent a fiber matrix composite and the quadratic and cubic bound-
ary conditions proposed by Forest and Sab (1998) are applied to each unit
cell. In the references (Geers et al., 2001; Kouznetsova et al., 2002, 2004),
the macroscopic medium is regarded as a strain gradient continuum so that
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quadratic boundary conditions are sufficient. More recently, a micromor-
phic overall continuum was considered in (Forest, 2002; Jänicke et al., 2009;
Jänicke and Diebels, 2009) which represents currently the most general ex-
tension of classical homogenisation models.

In most cases however, the proposed extended homogenisation proce-
dures remain heuristic and several questions are still pending: existence
of a representative volume element in the presence of non–homogeneous
boundary conditions, properties of the local fluctuation field in the case of a
polynomial macro–field, as recently addressed by (Yuan et al., 2008; Forest
and Trinh, 2011), and the contribution of this fluctuation to the extended
Hill–Mandel condition.

The micromorphic theory is used in this part in the small deformation
context for simplicity. Capital letters will denote variables attached to the
macroscopic homogenized model, whereas small letters will characterize the
microstructure level. The representative volume element of the material
(RVE), a simple unit cell in the periodic case, is made of a heterogeneous
Cauchy continuum characteristic of a composite material. The local coor-
dinate in the unit cell V (X ) with centre X , is denoted by x .

The degrees of freedom represented by the generally non–symmetric sec-
ond order tensor field, χ

∼

(X ), are introduced in addition to the displacement

degrees of freedom, U (X ). It is assumed that the development of microde-
formation gradient

K
∼
(X ) = χ

∼

(X )⊗∇X (15)

is associated with internal work and energy storage. There is also an ener-
getic price to pay for the microdeformation to depart from the macrodefor-
mation, characterised by the relative deformation measure:

e
∼
(X ) = U (X )⊗∇X − χ

∼

(X ) (16)

The micromorphic model encompasses the strain gradient theory as a limit
case if the internal constraint

χ
∼

≡ U ⊗∇X ⇐⇒ e
∼
≡ 0 (17)

is enforced (Forest, 2009).

3.1 Definition of the Micromorphic Degrees of Freedom

A kinematic view of the micromorphic model has been proposed by Ger-
main (1973), that we rephrase here. In a theory which takes microstructure
into account, from the macroscopic point of view of continuum mechanics,
each particle is still represented by a material point X , but its kinematic
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properties are defined in a more refined way. At the microscopic level of
observation, a particle appears itself as a continuum V (X ) of small extent.
Let us call X its center of mass and x a point of V (X ). As V (X ) is of
small extent, it is natural to look at the Taylor expansion of the local dis-
placement u (x ) with respect to x −X and also, as a first approximation,
to stop this expansion with the terms of degree 1:

u (x ,X ) = U (X ) + χ
∼

· (x −X ) (18)

The physical significance of this assumption is clear: one postulates that
one can get a sufficient description of the relative motion of the various
points of the particle if one assumes that this relative motion is a homoge-
neous deformation. For a given local field u (x ,X ), in short u (x ), instead
of explicitly performing the aforementioned Taylor expansion, it has been
proposed in (Forest and Sab, 1998; Forest, 2002; Jänicke et al., 2009) to
determine the homogeneous deformation field (18) that is the closest to the
actual displacement field, in the sense of the following minimisation prob-
lem:

min
U (X ),χ

∼

(X )

∫
V (X )

∣∣∣∣∣∣u (x )−U (X )− χ
∼

(X ) · (x −X )
∣∣∣∣∣∣2 dV (19)

for a given material point X . The minimisation procedure is straightfor-
ward and delivers, taking X as the centre of V (X ):

U (X ) =< u (x ) >
V (X ) (20)

χ
∼

(X ) = < (u (x )−U (X ))⊗ (x −X ) >
V (X ) .A∼

−1

= < u (x )⊗ (x −X ) >
V (X ) ·A∼

−1 (21)

with
A
∼
=< (x −X )⊗ (x −X ) >

V (X ) (22)

The relation (20) is known from classical homogenisation methods and de-
fines the macroscopic displacement as the zeroth moment of the local dis-
placement field. Formula (21) has the merit to unambiguously define the
macroscopic micromorphic degrees of freedom as the first moment of the
local displacement field, tensor A

∼
being the quadratic moment tensor of

the unit cell. This represents an enhancement of the macroscopic descrip-
tion that incorporates additional effects of the microstructure compared to
conventional schemes.
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If the displacement field is a linear transformation, u = E
∼
· x , the

microdeformation is computed as

χij =< uixk > A−1
kj =< Eilxlxk > A−1

kj = Eil < xlxk > A−1
kj = Eij (23)

so that the microdeformation coincides with the macro–deformation E
∼
. In

particular, if a rigid body motion is applied to the unit cell, the microde-
formation will reduce to the applied rotation, as it should be.

3.2 Higher Order Strain Measures

The mechanical theory requires the evaluation of the macroscopic gra-
dients of the degrees of freedom. The macroscopic gradient of the displace-
ment field is still given by the averaging relation:

U ⊗∇X =< u ⊗∇x >
V (X ) (24)

The gradient of the microdeformation (15) is computed using the definition
(21) as follows:

Kijk =
∂

∂Xk

(
< (ui − Ui)(xl −Xl) > A−1

lj

)
= <

∂

∂xk

((ui − Ui)(xl −Xl)) > A−1
lj

+ < (ui − Ui)(xl −Xl) >
∂

∂Xk

A−1
lj

= < ui,k(xl −Xl) > A−1
lj + < (ui − Ui) > A−1

kj

+ < (ui − Ui)(xl −Xl) > A−1
lj,k (25)

Taking (20) into account, and assuming that A
∼
does not vary from material

point to material point, the microdeformation gradient takes the simple
form:

K
∼

T (X ) =< u (x )⊗∇x⊗(x−X ) > ·A
∼

−1, Kijk =< ui,k(xl−Xl) > A−1
lj

(26)
where transposition of the third rank tensor is applied to the last two indices.
Accordingly, the microdeformation gradient can be interpreted as the first
moment of the distribution of the local displacement gradient.

The relative deformation must also be evaluated and takes the form of
the difference:

e
∼
(X ) =< u (x )⊗∇x >

V (X ) − < u (x )⊗ (x −X ) >
V (X ) ·A∼

−1 (27)
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When the displacement field u is a linear transformation, including rigid
body motions, both the relative deformation and the microdeformation gra-
dient vanish, as it should be.

3.3 Polynomial Ansatz

Quadratic Ansätze have been initially proposed in (Gologanu et al., 1997;
Forest, 1998; Kruch and Forest, 1998; Forest and Sab, 1998; Enakoutsa
and Leblond, 2009) to extend the usual affine conditions of loading of the
material volume element in order to incorporate strain gradient effects in
the homogenisation procedure. Such polynomial developments represent an
alternative to multiscale asymptotic expansions to derive effective higher
order properties (Boutin, 1996), with the advantage that they can be used
in a straightforward manner, irrespective of the local linear or nonlinear
behaviour of the composite material.

We consider the following polynomial Ansatz of degree 4:

u∗
i (x ) = Eijxj+

1

2
Dijkxjxk+

1

3
Dijklxjxkxl+

1

4
Dijklmxjxkxlxm, ∀x ∈ V (0)

(28)
that is written in the following intrinsic form:

u ∗(x ) = E
∼
· x +

1

2
D
∼

: (x ⊗ x ) +
1

3
D
≈

... (x ⊗ x ⊗ x )

+
1

4
D
∼

∼

:: (x ⊗ x ⊗ x ⊗ x ), ∀x ∈ V (0) (29)

where the coefficients are tensors of ranks 2 to 5.
The macroscopic micromorphic strain measures are now computed suc-

cessively for such a polynomial field on the reference unit cell V (0):

< u ∗
⊗∇x >V (0)= E

∼
+D

≈
: A

∼
(30)

χ
∼

=< u ∗
⊗x >V (0) ·A∼

−1 = E
∼
+
1

3
D
≈

...A
≈
·A

∼

−1, χij = Eij+
1

3
DipqrApqrkA

−1
kj

(31)

K
∼

T = D
∼
+D

∼

∼

...A
≈
·A
∼

−1, Kipq =< ui,qxr >V (0) A
−1
rp = Diqp+DiqklmAklmrA

−1
rp

(32)
These simple formula hold if the coordinate system is such that < x >=
X = 0 , and that the means < xi > , < xixjxk > and < xixjxkxlxm >
identically vanish. The fourth order geometric moment A

≈
of the unit cell

has been introduced:

A
≈
=< x ⊗ x ⊗ x ⊗ x >V (0) (33)
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It is interesting to notice that the relative deformation is related only to the
third order polynomial:

e
∼
= D

≈
: A

∼
−

1

3
D
≈

...A
≈
·A

∼

−1 (34)

The formula (30) to (32) set direct linear relationships between the coeffi-
cients of the polynomial and the strain measures of the effective micromor-
phic medium. They were used in Jänicke et al. (2009) to prescribe a given
curvature K

∼
or relative deformation to the unit cell. However the num-

ber of coefficients in the polynomials generally differs from the number of
components of the generalised strain measures. For instance, the microde-
formation gradient Kipq cannot be controlled solely by the coefficients Dipq

of the quadratic polynomial since Dipq is symmetric with respect to the
last two indices contrary to Kipq. The selection of the relevant higher order
polynomial coefficients remains to be done. In the present contribution, we
will only consider the coefficients Dijk and some coefficients of Dijkl.

However, the polynomial (29) will usually not be applied to the whole
volume but instead at the boundary ∂V of a given heterogeneous material
volume element V :

u (x ) = E
∼
· x +

1

2
D
∼

: (x ⊗ x ) +
1

3
D
≈

... (x ⊗ x ⊗ x )

+
1

4
D
∼

∼

:: (x ⊗ x ⊗ x ⊗ x ), ∀x ∈ ∂V (35)

In that case, the relation (30) is still valid but (32) must be modified. Note
that the microdeformation cannot be controlled from the displacement pre-
scribed at the boundary. The overall microdeformation gradient can be
computed knowing the displacements prescribed at the boundary, using
the same special coordinate system as previously, and choosing a constant
translation such that U (0) = 0 :

Kipq =
1

V
A−1

rp

∫
V (0)

ui,qxr dV =
1

V
A−1

rp

∫
V (0)

(uixr),q dV

−

1

V
A−1

qp

∫
V (0)

ui dV

=
1

V
A−1

rp

∫
V (0)

(uixr),q dV =
1

V
A−1

rp

∫
∂V (0)

uixrnq dS

=
1

V
A−1

rp

∫
∂V (0)

u∗
i xrnq dS

=
1

V
A−1

rp

∫
V (0)

u∗
i,qxr dV +

1

V
A−1

qp

∫
V (0)

u∗
i dV (36)
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so that the expression differs from (32) by the mean value of u ∗. We find :

K
∼

T = D
∼
+D

∼

∼

...A
≈
·A

∼

−1 +D
∼

: A
∼
⊗A

∼

−1 +D
∼

∼

:: A
≈
⊗A

∼

−1 (37)

Kipq = Diqp +DiqklmAklmrA
−1
rp +DijkAjkA

−1
qp +DijklmAjklmA−1

qp (38)

Finally, the real local field will be the superposition of the polynomial and
of a perturbation

u (x ) = u ∗(x ) + v (x ), ∀x ∈ V (39)

The fluctuation leads to additional contributions to the micromorphic mea-
sures that are obtained by substituting v to u in the formula (21), (26)
and (27). These contributions do not vanish in general.

3.4 Identification of Generalised Effective Elastic Moduli

The identification procedure of the higher order elastic moduli is now
presented based on an explicit example of a peridic composite material.

Definition of the Chosen Composite Material
The chosen periodic composite material for the evaluation of the extended

homogenisation methods is made of a hard isotropic linear elastic phase (h)
and a soft isotropic linear elastic phase (s) :

Eh = 100000MPa, νh = 0.3, Es = 500MPa, νs = 0.3

The two phases display a contrast of 200 in their Young’s modulus. The
retained two–dimensional geometry of the unit cell V0 of the periodic com-
posite is shown in figure 4. It exhibits orthotropic symmetry. The volume
fraction of the hard phase is fh = 0.424. The whole microstructure is
obtained by plane tessellation in the defined directions 1 and 2.

Identification of Classical Elastic Moduli
Classical periodic homogenisation is used to compute the orthotropic elas-

tic properties of the effective Cauchy material. A constant mean deforma-
tion gradient Eij is applied to the unit cell in which the displacement field
is of the form :

u (x ) = E
∼
· x + v (x ) (40)

where v is the periodic displacement fluctuation taking identical values
at homologous points of the boundary ∂V0 of the unit cell. The effective
moduli are determined from the mean elastic energy density induced by
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Figure 4. Unit cell V0 of the periodic composite material. The hard phase is
red and the soft phase is blue. The orthotropy axes 1 and 2 are respectively
horizontal and vertical.

three successive independent loading conditions, as illustrated in figure 5.
Finite element simulations are performed under plane strain conditions.
The found moduli are provided in table 2. They are defined in the following
matrix form: ⎡⎣Σ11

Σ22

Σ12

⎤⎦ =

⎡⎣C11 C12 0
C12 C22 0
0 0 C44

⎤⎦⎡⎣ E11

E22

2E12

⎤⎦ (41)

As a comparison, we have also computed the apparent effective moduli when
homogeneous deformation boundary conditions are applied to the unit cell,
i.e. when the fluctuation is taken to vanish : v = 0, ∀x ∈ ∂V0. These
boundary conditions are referred to as KUBC, kinematic uniform boundary
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Figure 5. Loading conditions applied to the unit cell for the determination
of the effective properties of the homogeneous equivalent Cauchy material.
The first, second and third rows correspond to: E11 = 1, E22 = 1, E12 =
E21 = 0.25, respectively. In each case the remaining components of Eij

vanish.

C11 (MPa) C12 (MPa) C22 (MPa) C44 (MPa)
periodic 44748 1579 7163 372
KUBC 45707 3181 9920 6186

Table 2. Elastic properties of the effective Cauchy material.

conditions. The corresponding apparent moduli, also given in table 2, are
significantly stiffer than effective moduli from periodic homogenisation, as
expected (Kanit et al., 2003).

RVE Size for Strain Gradient Overall Properties
The influence of the fluctuation type introduced in the boundary condi-

tions in the computations of the previous section clearly shows that there
is undoubtedly a boundary layer effect due to the polynomial boundary
conditions, see also (Forest and Trinh, 2011). To get rid of the boundary
layer effect, it is proposed to consider volume elements containing an in-
creasing number of unit cells, typically a collection of NxN unit cells, with
N = 1, 3, 5.. up to N = 27 in the following simulations. We look for the
size N for which the energy distribution in the bulk of the sample, defined
as a zone of fixed size MxM, does not vary any more when the polynomial
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Figure 6. Deformation of a 15×15–cell volume elements corresponding to
the following Dirichlet conditions at the outer boundary: (a) D111 : u =
1/2x2

1e 1, (b) D222 : u = 1/2x2
2e 2, (c) D122 : u = 1/2x2

2e 1, (d)
D211 : u = 1/2x2

1e 2, (e) D212 : u = x1x2e 2, (f) D112 : u = x1x2e 1.

(a) (b)

(c) (d)

(e) (f)
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boundary conditions are applied at the remote boundary with the same
given values of the polynomial coefficients. The obtained size will be called
the RVE size for the considered polynomial conditions. In particular, the
attention is focused on the energy density distribution inside the central
unit cell (M = 1).

In the case of affine boundary conditions used for classical homogenisa-
tion, such a procedure is known to lead to a stabilized periodic stress–strain
field in the bulk of the volume element. In particular, the fluctuation at the
boundary of a unit cell, defined as the difference between the displacement
field and the affine contribution, is then found to be periodic. This is no
longer the case for quadratic conditions (Forest and Trinh, 2011).

For more general polynomial Dirichlet conditions prescribed at the outer
surface, we can investigate the convergence of the mechanical fields for an
increasing window size. We also define, in a similar way, the fluctuation v

and examine its properties at the boundary of the central unit cell. This
program has been performed in the reference (Forest and Trinh, 2011) for
a cubic grid–like composite material for quadratic polynomials. We apply
it to the orthotropic microstructure of figure 4 considered in this work. We
use it also to determine the corresponding overall second gradient properties
and compare them with the estimations based on an a priori choice of the
fluctuation. The analysis is limited to the quadratic polynomial term. That
is why only strain gradient properties will be identified and not the full
micromorphic ones.

The six 2D deformation modes corresponding to a full quadratic poly-
nomial in equation (35): D111, D222, D122, D211, D212, D112 are considered.
The associated deformed 15x15–cell volume elements are shown in figure
6. The converged shapes of the central unit cell extracted from the previ-
ous volume elements are given in figure 6, for the same magnification. The
modes D111, D222 and D122 induce only limited deformation in the central
unit cell whereas D211, D212, D112 involve significant straining. The elastic
energy density levels < σ

∼
: ε

∼
>V0 over the central unit cell V0 associated

with these six modes are given in table 3 depending on the size N of the
volume element. Convergence to finite energy values is obtained for the
modes D211, D212, D112 whereas the material turns out to be insensitive to
the modes D111, D222 and D122.

The displayed convergence for the considered collection of cells ensures
that a representative size has been reached. However, quite a large number
of cells is necessary to detect the energy–free modes. Detailed analysis
confirms that the fluctuation corresponding to the central unit cell response
is not periodic, as pointed out by Forest and Trinh (2011).
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Figure 7. Shape of the central cell of a 15x15 volume element subjected
to the following Dirichlet boundary conditions: (a) D111 : u = 1/2x2

1e 1,
(b) D222 : u = 1/2x2

2 e 2, (c) D122 : u = 1/2x2
2 e 1, (d) D211 : u =

1/2x2
1 e 2, (e) D212 : u = x1x2 e 2, (f) D112 : u = x1x2 e 1.

(a) (b)

(c) (d)

(e) (f)
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NxN-cell D111 = 1 D122 = 1 D212 = 1 D112 = 1 D211 = 1 D222 = 1
3x3 3 19 1033 527 368 324
7x7 2 0.12 789 6176 660 227
9x9 1.3 0.3 761 6079 565 89

11x11 0.9 0.4 759 5930 474 27
15x15 0.5 0.33 770 5714 371 1.8
21x21 0.4 0.32 776 5587 325 0.2
27x27 0.33 0.32 777 5548 315 0.2

Table 3. Average elastic energy density in the central unit of NxN–cell
volume elements submitted to quadratic Dirichlet boundary conditions. The
components Dijk are given in mm−1 and the elastic energy values are in
MPa.

Identification of Second Gradient Effective Elastic Moduli
The quadratic polynomial loading conditions Dijk can be used to identify

the elastic properties of an overall second gradient medium. The simple force
stress tensorΣ

∼
is still related to the strain tensor E

∼
by the moduli (41). In a

medium exhibiting point symmetry, the double stress tensor Mijk = Mikj is
linearly related to the second gradient of displacement Kijk = Kikj by the
matrix of double elasticity moduli. The structure of anisotropic six rank
tensors of strain gradient elasticity was analysed by Auffray et al. (2009,
2010). In the most general situation the associated matricial representation
is written:

MMM = [AAA]KKK (42)

with

MMM =

⎡⎢⎢⎢⎢⎢⎢⎣

M111

M122
√

2M212

M222

M211
√

2M121

⎤⎥⎥⎥⎥⎥⎥⎦ , KKK =

⎡⎢⎢⎢⎢⎢⎢⎣
K111

K122

K212

K222

K211

K121

⎤⎥⎥⎥⎥⎥⎥⎦

[AAA] =

⎡⎢⎢⎢⎢⎢⎢⎣
A111111 A111122

√
2A111212 A111222 A111211

√
2A111121

A122111 A122122

√
2A122212 A122222 A122211

√
2A122121

√
2A212111

√
2A212122 2A212122

√
2A212222

√
2A212211 2A212121

A222111 A222122

√
2A222212 A222222 A222211

√
2A222121

A211111 A211122

√
2A211212 A211222 A211211

√
2A211121

√
2A121111

√
2A121122 2A121212

√
2A121222

√
2A121211 2A121121

⎤⎥⎥⎥⎥⎥⎥⎦
This notation, using square root of two before K212 and M212, defines a
true second order tensorial representation of the sixth-order tensor of double
elasticity. Ranking the components of the second gradient of displacement
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as proposed in the former matricial representation, leads, in the orthotropic
case, to the uncoupled system:⎡⎢⎢⎢⎢⎢⎢⎣

M1

M2

M3

M4

M5

M6

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
A11 A12 A13 0 0 0
A12 A22 A23 0 0 0
A13 A23 A33 0 0 0
0 0 0 A44 A45 A46

0 0 0 A45 A55 A56

0 0 0 A46 A56 A66

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
K1

K2

K3

K4

K5

K6

⎤⎥⎥⎥⎥⎥⎥⎦ (43)

with the simplified notations :

[K1 K2 K3 K4 K5 K6] =
[
K111 K122

√

2K212 K222 K211

√

2K121

]
,

[M1 M2 M3 M4 M5 M6] =
[
M111 M122

√

2M212 M222 M211

√

2M121

]
and

[A11 A12 A13 A22 A23 A33] =[
A111111 A111122

√

2A111212 A122122

√

2A122212 2A212212

]
,

[A44 A45 A46 A55 A56 A66] =[
A222222 A222211

√

2A222121 A211211

√

2K211121 2K121121

]
This makes 12 independent double elasticity moduli to be identified from the
analysis of the response of the unit cell to non-homogeneous loading condi-
tions. Twelve loading conditions are needed to identify them corresponding
to twelve sets of the values of the coefficients Dijk. The six selected load-
ing conditions are labeled (a, b, c, d, e, f) for the identification of the first
block of 6 constants in the matrix (43), taking advantage of the orthotropic
symmetry of the material. Six additional ones are needed for the second
block. For each loading, the post–processing procedure yields the mean
energy density 2ε =< σ

∼
: ε

∼
>V0 in the unit cell and the overall curvature

K1, K2 and K3. The mean energy density is related to the overall energy
density in the form:

2ε =

⎡⎢⎢⎢⎢⎢⎢⎣
K1

K2

K3

K4

K5

K6

⎤⎥⎥⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎢⎢⎣
A11 A12 A13 0 0 0
A12 A22 A23 0 0 0
A13 A23 A33 0 0 0
0 0 0 A44 A45 A46

0 0 0 A45 A55 A56

0 0 0 A46 A56 A66

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
K1

K2

K3

K4

K5

K6

⎤⎥⎥⎥⎥⎥⎥⎦ (44)
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A11 A22 A33 A12 A23 A13

(MPa.mm2) (MPa.mm2) (MPa.mm2) MPa.mm2 MPa.mm2 MPa.mm2

134601 37436 124 548 68706 67368 127 213
A44 A55 A66 A45 A46 A56

69445 2801 32 175 40762 11 094 7 548

Table 4. Higher order elastic properties of the overall second-gradient ma-
terial for the unit cell of figure 4(a). The fluctuation is taken to vanish at
the unit cell boundary.

The found higher order moduli are listed in table 4 for a vanishing fluctua-
tion v in (35) at the boundary of the unit cell V0. We have not determined
the effective moduli corresponding to the converged states of the unit cell
embedded in a NxN–cell volume element in the sense of section 3.4, because
zero–energy modes were detected as discussed above, so that the previous
system of equations is undetermined. A specific procedure is necessary to
determine the vanishing terms of the overall matrix.

3.5 Validation of the Extended Homogenisation Method

The performance of the generalised overall properties determined in the
previous section is evaluated by considering a reference problem for a struc-
ture made of a small number of unit cells of the type of 4(a). The limitation
of the Cauchy continuum is first illustrated and improvements by means of
a strain gradient substitution medium are presented.

We consider the composite structure made of 10x5 cells of figure 8 (left).
The following boundary value problem is considered on this structure. The
left side of the structure is clamped, meaning that U1 = U2 = 0. The
horizontal lower and upper sides are free of forces. The vertical displacement
component U2 = 1 mm is prescribed on the right side, the component U1

being left free. The corresponding deformed shape of the structure is shown
in figure 8 (right). It displays a combination of pure shear and bending
modes in a boundary layer on the left side.

The same boundary value problem is considered for a homogeneous sub-
stitution Cauchy medium endowed with the elastic properties of table 2.
The same clamping boundary conditions U1 = U2 = 0 are prescribed on the
left side. The bottom picture of Fig. 8 shows that the Cauchy medium does
not capture the bending mode of the composite structure and only provides
the shearing mode. This fact had already been noticed for laminates in
(Forest and Sab, 1998; Forest and Trinh, 2011).

When the structure is made of a homogeneous second gradient medium
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endowed with the properties of table 4, the deformed state and quantitative
comparison in figure 9 show that the strain gradient effective medium fully
captures the actual shear and bending modes. In figure 9, the displacement
profile U2(x1) is given along the horizontal line close to the mid–section of
the structure, as drawn in figure 8.

The simulation for second gradient elasticity is made by means of a mi-
cromorphic formulation for which penalty terms ensure that the microde-
formation coincides with the gradient of the displacement field. Clamping
was imposed through the prescription of vanishing microdeformation on the
left side. Note that the choice of the additional boundary conditions on the
left side is quite heuristic, as it is the case in most beam and plate models.

Note that an effective Cosserat continuum, for which the effective moduli
can be determined in the same way, performs as good as the stain gradient
model as shown in Fig. 9. More elaborate examples of loading must be
developed in the future to select the best–suited generalised homogeneous
equivalent continuum.

4 Homogenization of Micromorphic Media

The homogenisation schemes in this section must be clearly distinguished
from the one of previous section since we consider here a generalized contin-
uum model at both the microscopic and macroscopic levels. For instance,
homogenisation of Cosserat composites were considered in (Forest et al.,
2001; Liu and Hu, 2003; Xun et al., 2004).

The motivation for the development of homogenisation methods for mix-
tures of micromorphic media is mainly related to crystal plasticity. The
mechanical behaviour of metallic polycrystals is notably size dependent and
the conventional crystal plasticity framework fails at convincingly predict
grain and precipitate size effects (Aslan et al., 2011). Single crystals can
be regarded as Cosserat, strain gradient or micromorphic continua. It fol-
lows that a polycrystal is a heterogeneous generalised continuum for which
specific homogenisation methods must be designed.

4.1 Multiscale Asymptotic Expansion Method

In contrast to the previous part, the heterogeneous medium is now a
mixture of micromorphic constituents, i.e. a heterogeneous micromorphic
medium. One investigates the nature of the resulting homogeneous equiva-
lent medium by means of asymptotic methods. The multiscale asymptotic
method by Sanchez-Palencia (1974) is especially adequate for this purpose
since, in contrast to the work done in the previous part, the nature of the
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Figure 8. Reference composite structure made of 10x5 cells (left) and ref-
erence deformed shape of the structure. Two horizontal lines are shown on
the structure for post–processing purposes. The bottom figure shows the
deformed state predicted by the homogeneous equivalent Cauchy contin-
uum.
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Figure 9. Vertical displacement component U2 along the mid–line visible
in figure 8 as computed for the reference structure and Cosserat and strain
gradient substitution media.

effective medium is not postulated a priori but rather is the result of the
analysis.

The balance and constitutive equations of the micromorphic continuum
are recalled briefly in the linear elastic framework for which the asymptotic
methods can be applied in a straightforward manner (Forest et al., 2001)
The motion of a micromorphic body Ω is described by two independent sets
of degrees of freedom : the displacement u and the micro–deformation χ

∼

attributed to each material point. The micro–deformation accounts for the
rotation and distorsion of a triad associated with the underlying microstruc-
ture Eringen (1999). The micro–deformation can be split into its symmetric
and skew–symmetric parts :

χ
∼

= χ
∼

s + χ
∼

a (45)

that are called respectively the micro–strain and the Cosserat rotation. The
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associated deformation fields are the classical strain tensor ε
∼
, the relative

deformation e
∼
and the micro–deformation gradient tensor κ

∼
defined by :

ε
∼
= u

s
⊗∇, e

∼
= u ⊗∇ − χ

∼

, κ
∼
= χ

∼

⊗∇ (46)

The symmetric part of e
∼
corresponds to the difference of material strain and

micro–strain, whereas its skew-symmetric part accounts for the relative rota-
tion of the material with respect to microstructure. The micro–deformation
gradient can be split into two contributions :

κ
∼
= κ

∼

s + κ
∼

a, with κ
∼

s = χ
∼

s
⊗∇, κ

∼

a = χ
∼

a
⊗∇ (47)

In this section, the analysis is restricted to small deformations, small micro–
rotations, small micro–strains and small micro–deformation gradients. The
statics of the micromorphic continuum is described by the symmetric force-
stress tensor σ

∼
, the generally non-symmetric relative force–stress tensor s

∼

and third–rank stress tensor m
∼
. These tensors must fulfill the local form of

the balance equations in the static case, in the absence of body simple nor
double forces for simplicity :

(σ
∼
+ s

∼
) ·∇ = 0, m

∼
·∇+ s

∼
= 0 on Ω (48)

The constitutive equations for linear elastic centro-symmetric micromorphic
materials read :

σ
∼
= a

≈
: ε

∼
, s

∼
= b

≈
: e

∼
, m

∼
= c

∼

∼

∼

:̇κ
∼

(49)

The elasticity tensors display the major symmetries :

aijkl = aklij , bijkl = bklij , cijkpqr = cpqrijk (50)

and a
≈
has also the usual minor symmetries. The last constitutive law can

be written in the form :

m
∼

= c
∼

∼

∼

s :̇κ
∼

s + c
∼

∼

∼

a :̇κ
∼

a (51)

For the sake of simplicity, the tensors c
∼

∼

∼

s and c
∼

∼

∼

a are supposed to fulfill the

conditions :

csijkpqr = csjikpqr , caijkpqr = −cajikpqr (52)

thus assuming that there is no coupling between the contributions of the
symmetric and skew–symmetric parts of χ

∼

to the third–rank stress tensor.
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The setting of the boundary value problem on body Ω is then closed by
the boundary conditions. In the following, Dirichlet boundary conditions
are considered of the form :

u (x ) = 0, χ
∼

(x ) = 0, ∀x ∈ ∂Ω (53)

where ∂Ω denote the boundary of Ω. The equations (46), (48), (49) and
(53) define the boundary value problem P .

The next sections of this work are restricted to micromorphic materials
with periodic microstructure. The heterogeneous material is then obtained
by space tesselation with cells translated from a single cell Y l. The period of
the microstructure is described by three dimensionless independent vectors
(a 1,a 2,a 3) such that :

Y l =

{
x = xia i, |xi| <

l

2

}
where l is the characteristic size of the cell. We call a

≈

l, b
≈

l and c
∼

∼

∼

l the elasticity

tensor fields of the periodic micromorphic material. They are such that :

∀x ∈ Ω, ∀ (n1, n2, n3) ∈ Z3/ x + l(n1a 1 + n2a 2 + n3a 3) ∈ Ω,

a
≈

l(x ) = a
≈

l(x + l(n1a 1 + n2a 2 + n3a 3)),

b
≈

l(x ) = b
≈

l(x + l(n1b 1 + n2b 2 + n3b 3)),

c
∼

∼

∼

l(x ) = c
∼

∼

∼

l(x + l(n1a 1 + n2a 2 + n3a 3))

Dimensional analysis

The size L of body Ω is defined for instance as the maximum distance
between two points. Dimensionless coordinates and displacements are in-
troduced :

x ∗ =
x

L
, u ∗(x ∗) =

u (x )

L
, χ

∼

∗(x ∗) = χ
∼

(x ) (54)

The corresponding strain measures are :

ε
∼

∗(x ∗) = u ∗
s
⊗∇

∗ε
∼
(x ), e

∼

∗(x ∗) = u ∗
⊗∇

∗
− χ

∼

∗ = e
∼
(x ) (55)

κ
∼

∗(x ∗) = χ
∼

∗
⊗∇

∗ = Lκ
∼
(x ) (56)
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and similarily

κ
∼

s∗(x ∗) = χ
∼

s∗
⊗∇

∗ = Lκ
∼

s(x ), κ
∼

a∗(x ∗) = χ
∼

a∗
⊗∇

∗ = Lκ
∼

a(x ) (57)

with ∇

∗ =

(
∂ ·
∂x∗

i

)
e i = L∇. It is necessary to introduce next a norm of

the elasticity tensors :

A = Max
x ∈Y l

(∣∣alijkl(x )
∣∣ , ∣∣blijkl(x )

∣∣)
Cs = Max

x∈Y l

∣∣cslijkpqr(x )
∣∣ , Ca = Max

x ∈Y l

∣∣calijkpqr(x )
∣∣ (58)

whereby characteristic lengths ls and la can be defined as:

Cs = Al2s , Ca = Al2a (59)

The definition of dimensionless stress and elasticity tensors follows :

σ
∼

∗(x ∗) = A−1σ
∼
(x ), s

∼

∗(x ∗) = A−1s
∼
(x ), m

∼

∗(x ∗) = (AL)−1m
∼
(x )
(60)

a
≈

∗(x ∗) = A−1a
≈

l(x ), b
≈

∗(x ∗) = A−1b
≈

l(x ), (61)

c
∼

∼

∼

s∗(x ∗) = (Al2c)
−1c

∼

∼

∼

sl(x ), c
∼

∼

∼

a∗(x ∗) = (Al2c )
−1c

∼

∼

∼

al(x ) (62)

Since the initial tensors a
≈

l, b
≈

l and c
∼

∼

∼

l are Y l-periodic, the dimensionless

counterparts are Y ∗-periodic :

Y ∗ =
l

L
Y, Y =

{
y = yia i, |yi| <

1

2

}
(63)

Y is the (dimensionless) unit cell used in the present asymptotic analyses.
As a result, the dimensionless stress and strain tensors are related by the
following constitutive equations :

σ
∼

∗ = a
≈

∗ : ε
∼

∗, s
∼

∗ = b
≈

∗ : e
∼

∗, m
∼

∗ =

(
ls
L

)2

c
∼

∼

∼

s∗ :̇κ
∼

s∗ +

(
la
L

)2

c
∼

∼

∼

a∗ :̇κ
∼

a∗

(64)
The dimensionless balance equations read :

∀x ∗
∈ Ω∗, (σ

∼

∗ + s
∼

∗) ·∇∗ = 0, m
∼

∗
·∇

∗ + s
∼

∗ = 0 (65)

A boundary value problem P
∗ can be defined using equations (56), (64) and

(65), complemented by the boundary conditions :

∀x ∗
∈ ∂Ω∗, u ∗(x ∗) = 0, χ

∼

∗(x ∗) = 0 (66)
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The homogenisation problem

The boundary value problem P
∗ is treated here as an element of a series

of problems (Pε)ε>0 on Ω∗. The homogenisation problem consists in the
determination of the limit of this series when the dimensionless parameter
ε, regarded as small, tends towards 0. The series is chosen such that

Pε= l
L
= P∗

The unknowns of boundary value problem Pε are the displacement and
micro–deformation fields u ε and χ

∼

ε satisfying the following field equations
on Ω∗ :

σ
∼

ε = a
≈

ε : (u ε
s
⊗∇

∗), s
∼

ε = b
≈

ε : (u ε
⊗∇

∗
− χ

∼

ε), m
∼

ε = c
∼

∼

∼

ε :̇ (χ
∼

ε
⊗∇

∗)

(67)

(σ
∼

ε + s
∼

ε) ·∇∗ = 0, m
∼

ε
·∇

∗ + s
∼

ε = 0 (68)

Different cases must now be distinguished depending on the relative position
of the constitutive lengths ls and la with respect to the characteristic lengths
l and L of the problem. Four special cases are relevant for the present
asymptotic analysis. The first case corresponds to a limiting process for
which ls/l and la/l remain constant when l/L goes to zero. The second
case corresponds to the situation for which ls/L and la/L remain constant
when l/L goes to zero. The third (resp. fourth) situation assumes that
ls/l and la/L (resp. ls/L and la/l) remain constant when l/L goes to zero.
These assumptions lead to four different homogenisation schemes labelled
HS1 to HS4 in the sequel. The homogenisation scheme 1 (resp. 2) will be
relevant when the ratio l/L is small enough and when ls, la and l (resp. L)
have the same order of magnitude.
Accordingly, the following tensors of elastic moduli can be defined :

a
≈

(0)(y ) = a
≈

∗(
l

L
y ), b

≈

(0)(y ) = b
≈

∗(
l

L
y ), (69)

c
≈

(1)(y ) =

(
ls
l

)2

c
≈

∗(
l

L
y ), c

≈

(2)(y ) =

(
ls
L

)2

c
≈

∗(
l

L
y ), (70)

c
≈

s(1)(y ) =

(
ls
l

)2

c
≈

s∗(
l

L
y ), c

≈

a(1)(y ) =

(
la
l

)2

c
≈

a∗(
l

L
y ), (71)

c
≈

s(2)(y ) =

(
ls
L

)2

c
≈

s∗(
l

L
y ), c

≈

a(2)(y ) =

(
la
L

)2

c
≈

a∗(
l

L
y ) (72)
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They are Y -periodic since a
≈

∗, b
≈

∗ and c
≈

∗ are Y ∗-periodic. Four different

hypotheses will be made concerning the constitutive tensors of problem Pε :

Assumption 1 : a
≈

ε(x ∗) = a
≈

(0)(ε−1x ∗), b
≈

ε(x ∗) = b
≈

(0)(ε−1x ∗) and

c
≈

ε(x ∗) = ε2c
≈

(1)(ε−1x ∗);

Assumption 2 : a
≈

ε(x ∗) = a
≈

(0)(ε−1x ∗), b
≈

ε(x ∗) = b
≈

(0)(ε−1x ∗) and

c
≈

ε(x ∗) = c
≈

(2)(ε−1x ∗);

Assumption 3 : a
≈

ε(x ∗) = a
≈

(0)(ε−1x ∗), b
≈

ε(x ∗) = b
≈

(0)(ε−1x ∗) and

c
≈

sε(x ∗) = ε2c
≈

s(1)(ε−1x ∗), c
≈

aε(x ∗) = c
≈

a(2)(ε−1x ∗);

Assumption 4 : a
≈

ε(x ∗) = a
≈

(0)(ε−1x ∗), b
≈

ε(x ∗) = b
≈

(0)(ε−1x ∗) and

c
≈

sε(x ∗) = c
≈

s(2)(ε−1x ∗), c
≈

aε(x ∗) = ε2c
≈

a(1)(ε−1x ∗).

Assumptions 1 and 2 respectively correspond to the homogenisation schemes
HS1 and HS2. Both choices meet the requirement that

(ε =
l

L
)⇒ (a

≈

ε = a
≈

∗ and c
≈

ε = (
ls
L
)2c

≈

∗)

Assumptions 3 and 4 respectively correspond to the homogenisation schemes
HS3 and HS4. Both choices meet the requirement that

(ε =
l

L
)⇒ (a

≈

ε = a
≈

∗, c
≈

sε = (
ls
L
)2c

≈

s∗ and c
≈

aε = (
la
L
)2c

≈

a∗)

It must be noted that, in our presentation of the asymptotic analysis, the
lengths l, ls, la and L are given and fixed, whereas parameter ε is allowed to
tend to zero in the limiting process.

In the sequel, the stars ∗ are dropped for conciseness.

Multiscale asymptotic method

In the setting of the homogenisation problems two space variables have been
distinguished : x describes the macroscopic scale and y is the local variable
in the unit cell Y . To solve the homogenisation problem, it is resorted to
the method of multiscale asymptotic developments initially introduced in
Sanchez-Palencia (1974). According to this method, all fields are regarded
as functions of both variables x and y . It is assumed that they can be
expanded in a series of powers of small parameter ε. In particular, the
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displacement, micro-deformation, force and double stress fields are supposed
to take the form :

u ε(x ) = u 0(x ,y ) + εu 1(x ,y ) + ε2u 2(x ,y ) + . . .
χ
∼

ε(x ) = χ
∼1

(x ,y ) + εχ
∼2

(x ,y ) + ε2χ
∼3

(x ,y ) + . . .

σ
∼

ε(x ) = σ
∼0

(x ,y ) + εσ
∼1

(x ,y ) + ε2σ
∼2

(x ,y ) + . . .
s
∼

ε(x ) = s
∼0
(x ,y ) + εs

∼1
(x ,y ) + ε2s

∼2
(x ,y ) + . . .

m
∼

ε(x ) = m
∼ 0

(x ,y ) + εm
∼ 1

(x ,y ) + ε2m
∼ 2

(x ,y ) + . . .

(73)

where the coefficients u i(x ,y ), χ
∼i
(x ,y ), σ

∼ i
(x ,y ), s

∼i
(x ,y ) andm

∼ i
(x ,y )

are assumed to have the same order of magnitude and to be Y -periodic with
respect to variable y (y = x /ε). The average operator over the unit cell
Y is denoted by

〈·〉 =
1

|Y |

∫
Y

· dV

As a result,

< u ε >= U 0 + εU 1 + . . . and < χ
∼

ε >= Ξ
∼ 1 + εΞ

∼ 2 + . . . (74)

where U i =< u i > and Ξ
∼ i

=< χ
∼i

>. The gradient operator can be split

into partial derivatives with respect to x and y :

∇ = ∇x +
1

ε
∇y (75)

This operator is used to compute the strain measures and balance equations :

ε
∼

ε = ε−1ε
∼−1 + ε

∼0 + ε1ε
∼1 + . . .

= ε−1u 0

s
⊗∇y + (u 0

s
⊗∇x + u 1

s
⊗∇y)

+ ε(u 1

s
⊗∇x + u 2

s
⊗∇y) + . . .

e
∼

ε = ε−1e
∼−1 + e

∼0 + ε1e
∼1 + . . .

= ε−1u 0 ⊗∇y + (u 0 ⊗∇x + u 1 ⊗∇y − χ
∼1

)

+ ε(u 1 ⊗∇x + u 2 ⊗∇y − χ
∼2

) + . . .

κ
∼

ε = ε−1κ
∼−1

+ κ
∼0

+ ε1κ
∼1

+ . . .

= ε−1χ
∼1
⊗∇y + (χ

∼1
⊗∇x + χ

∼2
⊗∇y)

+ ε(χ
∼2
⊗∇x + χ

∼3
⊗∇y) + . . .

(σ
∼

ε+s
∼

ε) ·∇x+ε−1(σ
∼

ε+s
∼

ε) ·∇y = 0, m
∼

ε
·∇x+ε−1m

∼

ε
·∇y+s

∼

ε = 0 (76)

Similar expansions are valid for the tensors κ
∼

s,κ
∼

a. The expansions of the
stress tensors are then introduced in the balance equations (76) and the
terms can be ordered with respect to the powers of ε. Identifying the terms
of same order, we are lead to the following set of equations :
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• order ε−1,

(σ
∼0

+ s
∼0
) ·∇y = 0 and m

∼ 0
·∇y = 0 (77)

• order ε0,

(σ
∼0

+s
∼0
)·∇x+(σ

∼1
+s

∼1
)·∇y = 0 and S

∼0
·∇x+S

∼1
·∇y+s

∼1
= 0 (78)

The effective balance equations follow (78) by averaging over the unit cell
Y and, at the order ε0 one gets :

(Σ
∼ 0 + S

∼0) ·∇ = 0 and M
∼ 0

·∇+ S
∼0 = 0 (79)

where Σ
∼ 0

=< σ
∼0

>,S
∼0

=< s
∼0

> and M
∼ 0

=< m
∼ 0

>.

Homogenization scheme HS1

For the first homogenisation scheme defined in section 4.1, the equations
describing the local behaviour are :

σ
∼

ε = a
≈

(0)(y ) : ε
∼

ε, s
∼

ε = b
≈

(0)(y ) : e
∼

ε and m
∼

ε = ε2c
∼

∼

∼

(1)(y ) :̇κ
∼

ε (80)

At this stage, the expansion (76) can be substituted into the constitutive
equations (80). Identifying the terms of same order, we get :
• order ε−1,

a
≈

(0) : ε
∼−1 = a

≈

(0) : (u 0

s
⊗∇y) = 0, b

≈

(0) : e
∼0 = b

≈

(0) : (u 0 ⊗∇y) = 0

(81)

• order ε0,

σ
∼0

= a
≈

(0) : ε
∼0
, s

∼0
= b

≈

(0) : e
∼0
, m

∼ 0
= 0 (82)

• order ε1,

σ
∼1

= a
≈

(0) : ε
∼1
, s

∼1
= b

≈

(0) : e
∼1
, m

∼ 1
= c

∼

∼

∼

(1) :̇κ
∼−1

(83)

The equation (81) implies that u 0 does not depend on the local variable
y :

u 0(x ,y ) = U 0(x )

At the order ε0, the higher order stress tensor vanishes,

M
∼ 0

=< m
∼ 0

>= 0
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Finally, the fields (u 1,χ
∼1

,σ
∼0, s∼0,m∼ 1

) are solutions of the following auxiliary

boundary value problem defined on the unit cell :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ε
∼0

= U 0

s
⊗∇x + u 1

s
⊗∇y, e

∼0
= U 0 ⊗∇x + u 1 ⊗∇y − χ

∼1
κ
∼−1

= χ
∼1
⊗∇y

σ
∼0

= a
≈

(0) : ε
∼0
, s

∼0
= b

≈

(0) : e
∼0
, m

∼ 1
= c

∼

∼

∼

(1) : κ
∼−1

(σ
∼0 + s

∼0) ·∇y = 0, m
∼ 1
·∇y + s

∼0 = 0

(84)

The boundary conditions of this problem are given by the periodicity re-
quirements for the unknown fields. A series of auxiliary problems similar
to (84) can be defined to obtain the solutions at higher orders. It must be
noted that these problems must be solved in cascade since, for instance, the
solution of (84) requires the knowledge of U 0. A particular solution χ

∼

for

a vanishing prescribed U 0

s
⊗ ∇x is χ

∼

= U 0

a
⊗ ∇x. It follows that the so-

lution (u 1,U 0

a
⊗∇x−χ

∼1
) to problem (84) depends linearly on U 0

s
⊗∇x,

up to a translation term, so that :

u ε = U 0(x ) + ε(U 1(x ) +X
∼

(1)

u
(y ) : (U 0

s
⊗∇)) + . . . (85)

χ
∼

ε = U 0

a
⊗∇x +X

≈

(1)
χ(y ) : U 0

s
⊗∇+ . . . (86)

where concentration tensors X
∼

(1)

u
and X

≈

(1)
χ have been introduced, the com-

ponents of which are determined by the successive solutions of the auxiliary

problem for unit values of the components of U 0

s
⊗ ∇. Concentration

tensor X
∼

(1)

u
is such that its mean value over the unit cell vanishes.

The macroscopic stress tensor is given by :

Σ
∼ 0

=< σ
∼0

>=< a
≈

(0) : (1
≈
+∇x

s
⊗X

∼

(1)

u
) >: (U 0

s
⊗∇) = A

≈

(1)

0
: (U 0

s
⊗∇)

(87)
Accordingly, the tensor of effective moduli possesses all symmetries of clas-
sical elastic moduli for a Cauchy medium :

A
(1)
0 ijkl = A

(1)
0 klij = A

(1)
0 jikl = A

(1)
0 ijlk

The additional second rank stress tensor can be shown to vanish :

S
∼0 =< s

∼0 >=< −m
∼ 1
·∇y >= 0 (88)
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The effective medium is therefore governed by the single equation :

Σ
∼ 0
·∇ = 0 (89)

The effective medium turns out to be a Cauchy continuum with symmetric
stress tensor.

Homogenization scheme HS2

For the second homogenisation scheme defined in section 4.1, the equations
describing the local behaviour are :

σ
∼

ε = a
≈

(0)(y ) : ε
∼

ε, s
∼

ε = b
≈

(0)(y ) : e
∼

ε, and m
∼

ε = c
∼

∼

∼

(2)(y ) :̇κ
∼

ε (90)

The different steps of the asymptotic analysis are the same as in the previous
section for HS1. We will only focus here on the main results. At the order
ε−1, one gets

a
≈

(0) : ε
∼−1

= 0, b
≈

(0) : e
∼−1

= 0, c
∼

∼

∼

(2) :̇κ
∼−1

= 0 (91)

This implies that the gradients of u 0 and χ
∼1

with respect to y vanish, so

that :
u 0(x ,y ) = U 0(x ), χ

∼1
(x ,y ) = Ξ

∼1(x ) (92)

The fields (u 1,χ
∼1

,σ
∼0

, s
∼0
,m

∼ 0
) are solutions of the two following auxiliary

boundary value problems defined on the unit cell :⎧⎪⎨⎪⎩
ε
∼0 = U 0

s
⊗∇x + u 1

s
⊗∇y, e

∼0 = U 0 ⊗∇x + u 1 ⊗∇y −Ξ
∼1

σ
∼0

= a
≈

(0) : ε
∼0
, s

∼0
= b

≈

(0) : e
∼0

(σ
∼0

+ s
∼0
) ·∇y = 0{

κ
∼0

= Ξ
∼1 ⊗∇x + χ

∼2
⊗∇y

m
∼ 0

= c
∼

∼

∼

(2) :̇κ
∼0

, m
∼ 0
·∇y = 0

We are therefore left with two decoupled boundary value problems : the

first one with main unknown u 1 depends linearly on U 0

s
⊗ ∇x and U 0 ⊗

∇x − Ξ
∼1

, whereas the second one with unknown χ
∼2

is linear in Ξ
∼1
⊗∇x.

The solutions take the form :

u ε = U 0(x )+ε(U 1(x )+X
∼

(2)

u
(y ) : (U 0

s
⊗∇)+X

∼

(2)

e
(y ) : (U 0⊗∇−Ξ

∼ 1))

+ . . . , χ
∼

ε = Ξ
∼1

(x ) + ε(Ξ
∼2

(x ) +X
∼

∼

(2)
κ (y ):̇(Ξ

∼ 1
⊗∇)) + . . . (93)
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where concentration tensors X
∼

(2)

u
,X

∼

(2)

e
and X

∼

∼

(1)
κ have been introduced.

Their components are determined by the successive solutions of the auxiliary

problem for unit values of the components of U 0

s
⊗ ∇,U 0 ⊗∇ − Ξ

∼1
and

Ξ
∼1 ⊗∇y. They are such that their mean value over the unit cell vanishes.

The macroscopic stress tensors and effective elastic properties are given
by :

Σ
∼ 0 = < a

≈

(0) : (1
≈
+∇y

s
⊗X

∼

(2)

u
) >: (U 0

s
⊗∇)

+ < a
≈

(0) : (∇y

s
⊗X

∼

(2)

e
) >: (U 0 ⊗∇−Ξ

∼ 1) (94)

S
∼0

= < s
∼0

>=< b
≈

(0) : (∇y ⊗X
∼

(2)

u
) >: (U 0

s
⊗∇)

+ < b
≈

(0) : (∇y ⊗X
∼

(2)

e
) >: (U 0 ⊗∇−Ξ

∼1
) (95)

M
∼ 0

=< m
∼ 0

>=< c
∼

∼

∼

(2) :̇(1
∼

∼

∼

+∇y ⊗X
∼

∼

(2)
κ ) > :̇Ξ

∼1 ⊗∇ (96)

None of these tensors vanishes in general, which means that the effective
medium is a full micromorphic continuum governed by the balance equations
(79).

Homogenization scheme HS3

For the third homogenisation scheme defined in section 4.1, the equations
describing the local behaviour are :

σ
∼

ε = a
≈

(0)(y ) : ε
∼

ε, s
∼

ε = b
≈

(0)(y ) : e
∼

ε, (97)

m
∼

ε = ε2c
∼

∼

∼

s(1)(y ) :̇κ
∼

sε + c
∼

∼

∼

a(2)(y ) :̇κ
∼

aε (98)

At the order ε−1, one gets

a
≈

(0) : ε
∼−1 = 0, b

≈

(0) : e
∼−1 = 0, c

∼

∼

∼

a(2) :̇κ
∼

a

−1
= 0 (99)

This implies that the gradients of u 0 and χ
∼

a

1
with respect to y vanish, so

that :

u 0(x ,y ) = U 0(x ), χ
∼

a

1
(x ,y ) = Ξ

∼

a
1(x ) (100)
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The fields (u 1,χ
∼

s

1
,χ

∼

a

2
,χ

∼

a

3
,σ

∼0, s∼0,m∼ 0
,m

∼ 1
) are solutions of the following

auxiliary boundary value problem defined on the unit cell :⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ε
∼0 = U 0

s
⊗∇x + u 1

s
⊗∇y, e

∼0 = U 0 ⊗∇x + u 1 ⊗∇y −Ξ
∼

a
1 − χ

∼

s

1
κ
∼

s

−1
= χ

∼

s

1
⊗∇y, κ

∼

a

0
= Ξ

∼

a
1
⊗∇x + χ

∼

a

2
⊗∇y, κ

∼

a

1
= χ

∼

a

2
⊗∇x + χ

∼

a

3
⊗∇y

σ
∼0

= a
≈

(0) : ε
∼0
, s

∼0
= b

≈

(0) : e
∼0

m
∼ 0

= c
∼

∼

∼

a(2) :̇κ
∼

a

0
, m

∼ 1
= c

∼

∼

∼

s(1) :̇κ
∼

s
−1

+ c
∼

∼

∼

a(2) :̇κ
∼

a
1

(σ
∼0 + s

∼0) ·∇y = 0, m
∼ 0

.∇y = 0, m
∼ 0
·∇x +m

∼ 1
·∇y + s

∼0 = 0

This complex problem can be seen to depend linearly on

U 0

s
⊗∇,U 0

a
⊗∇−Ξ

∼

a
1 and Ξ

∼

a
1 ⊗∇. The solutions take the form :

u ε = U 0(x ) + ε(U 1(x ) +X
∼

(3)

u
(y ) : (U 0

s
⊗∇)

+ X
∼

(3)

e
(y ) : (U 0

a
⊗∇−Ξ

∼

a
1
)) + . . .

(101)

χ
∼

ε = Ξ
∼ 1(x ) + ε(Ξ

∼ 2(x ) +X
∼

∼

(3)
κ (y ):̇(Ξ

∼

a
1 ⊗∇)) + . . . (102)

where concentration tensors X
∼

(3)

u
,X

∼

(3)

e
and X

∼

∼

(3)
κ have been introduced.

Their components are determined by the successive solutions of the auxiliary

problem for unit values of the components of U 0

s
⊗ ∇,U 0

a
⊗ ∇ −Ξ

∼

a
1
and

Ξ
∼

a
1 ⊗∇y. They are such that their mean value over the unit cell vanishes.

The macroscopic stress tensors and effective elastic properties are given
by :

Σ
∼ 0 = < a

≈

(0) : (1
≈
+∇x

s
⊗X

∼

(3)

u
) >: (U 0

s
⊗∇)

+ < a
≈

(0) : (∇y

s
⊗X

∼

(3)

e
) >: (U 0

a
⊗∇−Ξ

∼

a
1
) (103)

S
∼0

= < s
∼0

>=< b
≈

(0) : (∇y ⊗X
∼

(3)

u
) >: (U 0

s
⊗∇)

+ < b
≈

(0) : (∇y ⊗X
∼

(3)

e
) >: (U 0

a
⊗∇−Ξ

∼

a
1) (104)

M
∼ 0

=< m
∼ 0

>=< c
∼

∼

∼

a(2) :̇(1
∼

∼

∼

+∇y ⊗X
∼

∼

(3)
κ ) > :̇Ξ

∼

a
1 ⊗∇ (105)

They must fulfill the balance equations (79). Note that m
∼ 0

and therefore
M
∼ 0

are skew–symmetric with respect to their first two indices. The aver-
aged equation of balance of moment of momentum implies then that S

∼0 is
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skew–symmetric. The macroscopic degrees of freedom are the displacement
field U 0 and the rotation associated to Ξ

∼

a
1
. The found balance and con-

stitutive equations are therefore that of a Cosserat effective medium. The
more classical form of the Cosserat theory is retrieved once one rewrites the
previous equations using the axial vector associated to Ξ

∼

a (Forest, 2001).

Homogenization scheme HS4

For the last homogenisation scheme defined in section 4.1, the equations
describing the local behaviour are :

σ
∼

ε = a
≈

(0)(y ) : ε
∼

ε, s
∼

ε = b
≈

(0)(y ) : e
∼

ε (106)

m
∼

ε = c
∼

∼

∼

s(2)(y ) :̇κ
∼

sε + ε2c
∼

∼

∼

a(1)(y ) :̇κ
∼

aε (107)

At the order ε−1, one gets

a
≈

(0) : ε
∼−1

= 0, b
≈

(0) : e
∼−1

= 0, c
∼

∼

∼

s(2) :̇κ
∼

s

−1
= 0 (108)

This implies that the gradients of u 0 and χ
∼

s

1
with respect to y vanish, so

that :
u 0(x ,y ) = U 0(x ), χ

∼

s

1
(x ,y ) = Ξ

∼

s
1
(x ) (109)

The fields (u 1,χ
∼

a

1
,χ

∼

s

2
,χ

∼

s

3
,σ

∼0
, s
∼0
,m

∼ 0
,m

∼ 1
) are solutions of the following

auxiliary boundary value problem defined on the unit cell :⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ε
∼0 = U 0

s
⊗∇x + u 1

s
⊗∇y, e

∼0 = U 0 ⊗∇x + u 1 ⊗∇y −Ξ
∼

s
1 − χ

∼

a

1
κ
∼

a

−1
= χ

∼

a

1
⊗∇y, κ

∼

s

0
= Ξ

∼

s
1
⊗∇x + χ

∼

s

2
⊗∇y, κ

∼

a

1
= χ

∼

a

2
⊗∇x + χ

∼

a

3
⊗∇y

σ
∼0

= a
≈

(0) : ε
∼0
, s

∼0
= b

≈

(0) : e
∼0

m
∼ 0

= c
∼

∼

∼

s(2) :̇κ
∼

s

0
, m

∼ 1
= c

∼

∼

∼

a(1) :̇κ
∼

a
−1

+ c
∼

∼

∼

s(2) :̇κ
∼

s
1

(σ
∼0 + s

∼0) ·∇y = 0, m
∼ 0

.∇y = 0, m
∼ 0
·∇x +m

∼ 1
·∇y + s

∼0 = 0

This complex problem can be seen to depend linearly on

U 0

s
⊗∇,U 0

s
⊗∇−Ξ

∼

s
1
and Ξ

∼

s
1
⊗∇. The solutions take the form :

u ε = U 0(x ) + ε(U 1(x ) +X
∼

(4)

u
(y ) : (U 0

s
⊗∇)

+ X
∼

(4)

e
(y ) : (U 0

s
⊗∇−Ξ

∼

s
1
)) + . . .

(110)

χ
∼

ε = Ξ
∼ 1

(x ) + ε(Ξ
∼2

(x ) +X
∼

∼

(4)
κ (y ) :̇ (Ξ

∼

s
1
⊗∇)) + . . . (111)
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where concentration tensors X
∼

(4)

u
,X

∼

(4)

e
and X

∼

∼

(4)
κ have been introduced.

Their components are determined by the successive solutions of the auxiliary

problem for unit values of the components of U 0

s
⊗ ∇,U 0

s
⊗ ∇− Ξ

∼

s
1
and

Ξ
∼

s
1 ⊗∇y. They are such that their mean value over the unit cell vanishes.

The macroscopic stress tensors and effective elastic properties are given
by :

Σ
∼ 0

= < a
≈

(0) : (1
≈
+∇x

s
⊗X

∼

(4)

u
) >: (U 0

s
⊗∇)

+ < a
≈

(0) : (∇y

s
⊗X

∼

(4)

e
) >: (U 0

s
⊗∇−Ξ

∼

s
1) (112)

S
∼0

=< s
∼0

> = < b
≈

(0) : (∇y ⊗X
∼

(4)

u
) >: (U 0

s
⊗∇)

+ < b
≈

(0) >: (U 0

s
⊗∇−Ξ

∼

s
1)

(113)

M
∼ 0

=< m
∼ 0

>=< c
∼

∼

∼

s(2) :̇(1
∼

∼

∼

+∇y ⊗X
∼

∼

(4)
κ ) > :̇ (Ξ

∼

s
1
⊗∇) (114)

They must fulfill the balance equations (79). Note that m
∼ 0

and there-
fore M

∼ 0
are symmetric with respect to their first two indices. The av-

eraged equation of balance of moment of momentum implies then that
S
∼0 = − < m

∼ 0
> ·∇ is symmetric. The macroscopic degrees of freedom

are the displacement field U 0 and the symmetric strain tensor Ξ
∼

s
1. Such a

continuum is called a microstrain medium (Forest and Sievert, 2006).
As a conclusion, depending on the relative contributions of the various

intrinsic length scales of the micromorphic continuum, different effective
media are obtained, as summarised in table 5. The effective medium can
be of micromorphic, microstrain, Cosserat or Cauchy type.

homogenisation characteristic effective
scheme lengths medium
HS1 ls ∼ l, la ∼ l Cauchy
HS2 ls ∼ L, la ∼ L micromorphic
HS3 ls ∼ l, la ∼ L Cosserat
HS4 ls ∼ L, la ∼ l microstrain

Table 5. Homogenization of heterogenous micromorphic media : Nature of
the homogeneous equivalent medium depending on the values of the intrinsic
lengths of the constituents.
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Figure 10. Periodic meshes of the 2D periodic aggregates used in the finite
element simulations: (a) 52 grains, (b) 47 grains and (c) 55 grains. Two slip
systems are taken into account in each randomly oriented grain. Various
mean grain sizes, d, ranging from tens of nanometers to hundreds of microns,
are investigated. (d) Description of the two effective slip systems for 2D
planar double slip.

4.2 Application to Polycrystalline Plasticity

The previous homogenisation method is extended to non linear micro-
morphic constitutive equations in order to predict size effects in the plastic-
ity of polycrystals. The micromorphic single crystal model is not presented
here and the reader is referred to (Cordero et al., 2010, 2012) for a detailed
presentation of the model and a more complete description of polycrystal
homogenisation.

Periodic Homogenisation of Micromorphic Polycrystals
The computation of polycrystalline aggregates based on standard crys-

tal plasticity models follows the rule of classical homogenisation theory in
the sense that a mean strain is prescribed to a volume element of poly-



Micromorphic Media 291

Figure 11. Macroscopic stress–strain response of the 52–grain aggregate
of Fig. 10(a) under simple shear loading conditions including unloading for
three different grain sizes.

crystalline materials using suitable boundary conditions like strain–based,
stress–based or periodic ones. The structure of the boundary value problem
is modified if a generalized continuum approach is used inside the consid-
ered volume element. In the present work, we are considering the com-
putational homogenisation of a heterogeneous micromorphic medium and
suitable boundary conditions for displacement and plastic microdeforma-
tion must be defined. In the case of linear material behavior, the structure
of the unit cell problem to be solved can be derived from multiscale asymp-
totic expansion analysis, as shown in section 4.1. The obtained boundary
conditions are then assumed to hold also for non–linear material responses.
We look for the displacement field u and the plastic microdeformation field
χ
∼

p in the polycrystal volume element such that

u (x ) = E
∼
· x + v (x ), ∀x ∈ V (115)

the fluctuation v being periodic at homologous points of the boundary
∂V . Under these conditions the prescribed average strain is the symmetric
second order tensor E

∼
. The plastic microdeformation χ

∼

p is periodic at ho-
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Figure 12. Effect of the mean grain size, d, on the macroscopic flow stress
Σ12|1% at 1% mean plastic strain. The results are obtained with the three
aggregates of Fig. 10 under simple shear. The error bars give the standard
deviation.

mologous points of ∂V . As a result, the mean value of the microdeformation
gradient Γ

∼
vanishes.

The grain boundary conditions must now be discussed. At any interface
of a micromorphic continuum, there may exist some jump conditions for
the degrees of freedom of the theory and the associated reactions, namely
the simple and double traction vectors. We consider in this work that such
jumps do not exist. Instead, the displacement vector and the plastic mi-
crodeformation tensor are assumed to be continuous at grain boundaries. As
a result, the simple and double tractions also are continuous. The continuity
of plastic microdeformation is a new grain boundary condition that does not
exist in classical crystal plasticity. It will generate boundary layers at grain
boundaries which are essential for the observed size effects (Cordero et al.,
2010). Let us imagine a grain boundary between a plastically deforming
grain and an elastic grain where plasticity is not triggered. The condition
of continuity of plastic microdeformation implies that the plastic microde-
formation should vanish at this grain boundary, thus leading to a decrease
of plastic slip close to the grain boundary, associated with pile–up forma-
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tion. More generally continuity of plastic microdeformation is enforced at
grain boundaries. Also grain boundaries are assumed to transmit simple
and double tractions. Jump conditions or more specific interface laws may
well be more realistic or physically motivated but they would require ad-
ditional considerable computational effort. We think that the continuity
conditions carry the main physical ingredient to capture the targeted size
effects in plasticity.

The simulations are limited to two–dimensional crystals under plane
strain conditions and a mean shear strain E12 is prescribed to the volume
elements. Three volume elements are considered, made of 52, 47 and 55
grains, respectively, according to a 2D Voronoi tessellation with periodic
constraints. They are shown in Fig. 10. The three realisations of the mate-
rial have different grain shapes and different orientations chosen randomly.
Homothetic volumes constructed from the three previous volume elements
will be considered, thus having different mean grain sizes but the same grain
morphology and crystallographic texture.

Only two planar slip systems are considered in most simulations of this
work. The slip directions and normal to the slip planes are contained in
the considered plane. They are separated by the angle 2φ with φ = 35.1◦

following Bennett and McDowell (2003). The sets of material parameters
used for the simulations are given in (Cordero et al., 2012).

The micromorphic constitutive model contains a characteristic length
equal here to lω = 450 nm. Note that this intrinsic length is defined from
the ratio of two constitutive moduli for reason of dimensionality. The re-
sulting characteristic thickness of boundary layers affected by the strain
gradient effects, especially close to grain boundary, will generally be pro-
portional to lω with a factor depending on other constitutive parameters
and on the type of boundary value problem. Such characteristic lengths
have been derived from analytical solutions in some simple boundary value
problems in (Cordero et al., 2010). For polycrystals, they will emerge from
the computational analysis.

Evidence of Size-Dependent Kinematic Hardening
Fig. 11 gives the mean shear stress as a function of mean shear strain as a

result of a finite element simulation of the 52–grain aggregate of Fig. 10(a)
for three different grain sizes. One shear loading branch up to 0.025 mean
shear strain followed by the unloading branch are presented. The stress–
strain curves clearly exhibit an overall kinematic hardening effect induced
by the local contributions of the double stress tensor, as proved in (Cordero
et al., 2010). The kinematic hardening vanishes for large grains and is all
the stronger as the grain size is smaller.
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From the overall shear curves, the shear stress value Σ12|p0
was recorded

at a given level of mean plastic microstrain χps
12 = p0 where χps

12 is defined
as:

χps
12 = (χp

12 + χp
21)/2 (116)

The mean shear stress Σ12|p0
was plotted as a function of grain size. It

turns out that the shear stress value converges toward a fixed value Σ0

for large grain sizes. This limit depends only on the value of the critical
resolved shear stress entering the Schmid law and on the specific geometry
and orientations of the considered polycrystalline aggregates. It is therefore
possible to draw a Hall–Petch diagram which is a log–log plot of Σ12|p0

−Σ0

vs. the grain size d. Such a plot is given in Fig. 12 for p0 = 0.01. The
continuous line gives the mean value of the shear stress level for the three
realizations of the microstructure considered in Fig. 10. Error bars are also
provided showing the scatter of the results which is rather strong due to
the small number of grains in each microstructure and the small number of
considered aggregates. The diagram of Fig. 12 clearly shows two regimes
in the relation between stress level and grain size. For grain sizes smaller
than 1 μm, no dependence of the overall stress on grain size is observed.
For grain sizes larger than 1 μm, a power law is found in the form

Σ12|p0
− Σ0 ∝ dm (117)

with an exponent m of the order of -0.9 for the mean curve in Fig. 12.
The micromorphic model therefore can account for grain size effects with a
saturation for too small grain sizes.

The dislocation density tensor Γ
∼

= curlχ
∼

p does not only impact the
overall polycrystal behavior but also the way plastic deformation develops
inside the grains. An example of the spreading of plastic deformation in a
polycrystal depending on the grain size is shown in Fig. 13 for the 52–grain
aggregate of Fig. 10(a). The shown maps are the contour plots of the field
of equivalent plastic deformation p. At the onset of plastic deformation,
plasticity starts in the same grains and at the same locations in 100μm–
grains as in 1μm–grains, as shown by the pictures of Fig. 13(a) and (b).
This is due to the fact that the same critical resolved shear stress is adopted
for both grain sizes, corresponding to the same initial dislocation density. In
contrast, at higher mean plastic strain levels, the strongly different values of
the plastic microdeformation gradients lead to significantly different plastic
strain fields. Two main features are evidenced by the Fig. 13(c) to (f).
First, a tendency to strain localization in bands is observed for small grain
sizes. The observed bands cross several grains whereas plastic strain is
more diffuse at larger grain sizes. This fact was already observed in the
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d =
4μm

d =
100μm

< χps
12 >= 4 10−7 < χps

12 >= 1. 10−2 < χps
12 >= 2. 10−2

Figure 13. Contour plots of the accumulative plastic strain p for two grain
sizes, d = 100 and 4μm, and for three different mean values of the plastic
strain : < χps

12 >≈ 0., < χps
12 >= 0.01 and < χps

12 >= 0.02, obtained with
the 55–grain aggregate of Fig. 10(c) under simple shear. (g) Macroscopic
stress–strain response of the corresponding aggregate, letters indicating the
loading steps for which the maps are shown.

simulations presented in Cordero et al. (2011, 2012). Second, a consequence
of this localization is that some small grains are significantly less deformed
that the larger ones.
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Abstract In this series of lectures, after an introduction of the most
basic elements and some historical perspective on the matter, an ex-
position of electromagnetic source terms to be taken into account
in the Galilean invariant continuum thermodynamics of deformable
continua is first given. The emphasis here is placed on the notions
of ponderomotive force and couple, of which the latter already hints
at some generalization of usual continua by the necessity to envis-
age nonsymmetric Cauchy stress tensors. Then the notion of mag-
netic continua endowed with a dynamic magnetic structure, such
as in ferromagnets and antiferromagnets, is envisioned. The corre-
sponding modelling can be made by exploiting different methods,
among these a direct model of magneto-mechanical interactions in
the manner of H. F. Tiersten but also an application of a generalized
version of the principle of virtual power, or that of a Hamiltonian
variational principle in the absence of dissipation. Such approaches
allow one to exhibit a strict analogy with the equations that gov-
ern generalized, purely mechanical, continua such as micropolar or
oriented media in the manner of the Cosserat brothers or Eringen,
by introducing the notions of spin and couple stress. A parallel
approach is given for electro-deformable media endowed with per-
manent electric polarization, e.g., ferroelectrics. Then analogies are
established between the resonance couplings arising in certain struc-
tures (plates, shells) as shown by Mindlin in classical studies, and
those existing for coupled magnetoelastic and electroelastic waves
of different types. Finally, the contribution of these electromagnetic
microstructures in the computation of configurational forces (e.g.,
driving forces acting on cracks) is shown to be quite similar to the
terms due to a mechanical microstructure.

1 Introduction and Historical Perspective

An introduction to basic properties of electromagnetic properties is to be
found in Chapter 1, pp. 1–61, of Maugin (1988).

H. Altenbach, V. A. Eremeyev (Eds.), Generalized Continua from the Theory to  
Engineering Applications, DOI 10.1007/978-3-7091-1371-4_6, © CISM, Udine 2013
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Placed in an electric field E, a point-like electric charge (monopole, a
scalar) q is subjected to a force

Fe = qE. (1)

In the same condition an electric dipole p (a polar vector) is acted upon by
a couple (axial vector)

Ce = p×E. (2)

There exists, so far, no evidence for the existence of magnetic monopoles
(magnetic charges). But a magnetic dipole m (an axial vector) placed in a
magnetic field H is the object of a mechanical couple

Cm = m×H. (3)

It is this concept that explains the alignment of the needle of a compass
with the local earth magnetic field. Full alignment after a transient period
nullifies the couple (3).

In a continuous body where one assumes a continuous distribution of
electric charges, electric dipoles, magnetic dipoles, etc., the force expression
per unit volume generalizing (1) is much more complicated and requires a
specific derivation (see Section 2). But the generalizations of (2) and (3) are
relatively simple. One defines the electric polarization P and magnetization
M per unit volume in such a way that (2) and (3) are replaced by

Cm = P×E+M×H. (4)

Here P and M are primarily determined by E and H, i.e., we can write
symbolically

P = P(E; .), M = M(H; .) (5)

the missing arguments being temperature, strain, etc. Equations (5) are
constitutive equations that characterize a specific material. The fields P
and M are “material” fields (they vanish in a vacuum) and are classically
defined per unit of matter. They introduce the difference between E and
the electric displacement vector D on the one hand, and between H and the
magnetic induction B, on the other hand, so that — in so-called Lorentz–
Heaviside electromagnetic units —

H = B−M, D = E+P. (6)

This, in turn, means that D can be used instead of E in equation (4).
Similarly, B can be used in place of H in that equation.

Equation (4) is important in the present context for the following rea-
son. It has long been difficult to conceive of a purely mechanical means to
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produce a couple per unit volume. Accordingly, the possible existence of
couples such as (4) has regularly been advanced as a justification to consider
nonsymmetric stress tensors (that are classically shown to be symmetric
in the absence of body couple) and this, as we know (cf. Maugin, 2010,
2011a), was the primary reason to introduce the first and simplest general-
ization of continuum mechanics.

In truth the interaction between electromagnetic behavior and micro-
structure and the mechanical, statical or dynamical, response of a material
may be much more farfetched than simply through the couple (4).

First of all, while (4) may be referred to as the ponderomotive couple
(the naming is misleading as it still smells of its “point-like” origin), the
corresponding ponderomotive force (a force per unit volume of the material)
may be much more involved than that given by (1). A justification for a
rather reasonable form of this force will be given in Section 2.

Second, and that is most important as quite often these are the only
remaining effects accounted for by engineers, there may exist couplings
of energetic origin such as of piezoelectric, electrostrictive, electroelastic,
piezomagnetic and magnetostrictive types. It might be a surprise to most
readers to learn that magnetostriction (a longitudinal strain produced in a
mechanically free body by a magnetic field in the length direction of the
specimen, and that goes like the square of this field) was discovered by
James Joule (of electric-conduction and thermodynamics fame) in 1842 in
Nickel. This magneto-mechanical coupling exists in all ferromagnetic bodies
to a greater or lesser extent. There is no symmetry restriction. The anal-
ogous electro-mechanical coupling is called electrostriction and also exists
in all electro-deformable bodies to a greater or lesser extent for the same
reason. Like magnetostriction it is an effect of the second order in the field.
Because of its smallness the effect was in fact observed and modelled only in
the 1920s. The energy electro-magneto-mechanical effects of the first order
are of different nature and complexity for they necessarily involve appropri-
ate symmetry properties of the considered material. Thus, (inverse) piezo-
electricity, discovered in 1881 by the Curie brothers after their discovery of
the “direct” piezoelectric effect (1880; appearance of electric charges at the
boundary of a deformed body), provides a strain that is linear in the applied
electric field but only for certain allowed material symmetries of crystals (see
Katzir, 2003). It requires the absence of a center of symmetry to allow for
a direct coupling between a stress (essentially a second-order tensor vari-
able) and an electric field (essentially a polar vector). Piezomagnetism, the
somewhat equivalent magneto-mechanical coupling first observed in Russia
in 1960 (Borovik-Romanov), is even rarer in that the axial nature of a mag-
netic field requires a specific magnetic symmetry of the material (e.g., some
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antiferromagnetic fluorides). Higher order electro- and magneto-mechanical
couplings of energy origin are simply referred to as electroelastic couplings
and magnetoelastic couplings of higher order (see, e.g., Maugin et al., 1992).
It must be noted that Pierre Curie paid special attention to the differences
between polar vectors (e.g., electric polarization) and axial vectors (e.g.,
magnetization) as this plays a fundamental role in his well known state-
ment of his principle of symmetry.

The just mentioned energetic couplings do not modify before hand the
standard balance equations of mechanics (e.g., the balance of moment of
momentum: the stress remains symmetric as it still is the derivative of the
internal or free energy with respect to a symmetric strain). With much
more drastic consequences is the fact that some electromagnetic materials
are endowed with an electric or magnetic microstructure which, in spite of
being of microscopic origin, does influence the mechanical behavior and, in
particular, yields a non symmetric stress tensor in an equation of moment
of momentum that acquires additional contributions. This is the case in
materials exhibiting so-called ferroic states (for a classification of these, see
Aizu, 1970). Here, because of the different vectorial natures of electric
polarization and magnetization we must distinguish between the magnetic
case and the electric case.

Examining first the electric case, we note that electric polarization is akin
to a mechanical displacement up to an electric charge (cf. Maugin, 1988,
chap. 1). That is why in some electric materials we can associate a kind
of classical inertia with the electric microstructure provided by a network
of permanent electric dipoles. That is, ṗ denoting the time derivative of
an electric dipole density, we may have to consider an associated “kinetic
energy” of the type

K(ṗ) =
1

2
dE ṗ · ṗ, (7)

where dE is a kind of inertia to be evaluated from a microscopic model. Such
an evaluation was given in a work by Pouget et al. (1986a,b) for ferroelec-
tric materials of the molecular-group type (e.g., NaNO2). An expression
such as (7) is reminiscent of the kinetic energy formally associated with
so-called directors in Ericksen’s (1960) theory of “anisotropic” (microstruc-
tured, liquid-crystal) fluids. In addition, because of a prevalent electric
ordering in the network of electric dipoles in ferroelectrics, the interaction
between neighbouring electric dipoles leads to considering the presence of
the gradient of electric polarization in the internal or free density energy of
the material considered as a continuum, a kind of weak nonlocality.

In the magnetic case of ferroic states — in ferromagnetism, antiferro-
magnetism and ferrimagnetism — the magnetic dipole density is akin to an
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angular momentum — a spin, as of a particle in rotation about an axis; see
the microscopic definition of magnetization in Maugin (1988). Accordigly,
there exists the celebrated gyromagnetic relation of quantum-mechanical
origin between a spin density and a magnetization density, e.g., per unit of
mass of the material,

s = γ−1 μ, (8)

where γ is the so-called gyromagnetic ratio and μ denotes the magnetization
per unit mass (cf. Van Vleck, 1932).

The existence of the relation (8) makes that inertia in magnetic ferroic
states is completely different in form from that in ferroelectrics — equation
(7). As a matter of fact, since (8) obviously relates to rotational-precessional
dynamical properties, there does not exist a closed form for the continuum
magnetic kinetic energy in such bodies. The reason is that, magnetization
having reached saturation in small domains of the material, we have the
important identity

ṡ · ω ≡ 0, (9)

where ω is the precessional velocity of the magnetic spin. We say that
ṡ is a d’Alembertian inertia couple (i.e., like a minute gyroscope, it does
not produce any power in a real precessional velocity; see Tiersten, 1964).
Only a quantum-mechanical formulation using the appropriate formalism
(spinors, Pauli matrices) allows one to introduce an integrated form of the
kinetic energy (cf. Nelson and Chen, 1994). Authors not aware of these
facts were tempted to introduce a magnetization kinetic energy by analogy
with that of electric dipoles (7) and Ericksen’s (1960) director theory. This
is the case of Lenz (1972) and more recent works that ignore the physical
bases (e.g., De Simone and Podio-Guidugli, 1996). This is pitiful because
it yields wrong results concerning wave propagation phenomena. But simi-
larly to the ferroelectric case, the interaction between neighboring magnetic
spins induces a dependency of the internal or free energy on the gradient of
magnetization.

On account of the above-made remarks, we can cite a selection of those
papers that have contributed much to the development of the equations,
and their dynamical exploitation thereof, of deformable ferroelectrics and
ferromagnets in a continuum landscape:

• For ferroelectrics and ionic crystals: Voigt (1928), Tiersten (1971),
Mindlin (1972), Maugin (1976c), Maugin and Pouget (1980);

• For ferromagnets and their generalizations: Kittel (1958), Tiersten
(1964, 1965), Brown (1966), Akhiezer et al. (1968), Maugin and Erin-
gen (1972a), Maugin (1971, 1976a,b, 1988), Soumahoro and Pouget
(1994), Maugin et al. (1992).
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From the above exposed arguments, we deduce that a microstructure
related to electric polarization properties will be primarily described dy-
namically by an equation that governs a “displacement”, i.e., an equation
that will resemble a standard equation of motion governing a linear momen-
tum in continuum physics. In contrast, a microstructure related to magnetic
properties will be described dynamically by an equation that will essentially
be an equation governing a moment of momentum. As to the means of es-
tablishing such equations, we identify three basic ones:

(i) In the absence of dissipation but knowing the functional dependence
of the energy density, a variational principle may be appropriate, but
caution should be taken in the magnetic case because of the property
(9) — see Tiersten (1965); Maugin and Eringen (1972a). For the
electric case see Suhubi (1969).

(ii) For a general thermodynamical behavior and basing on an a priori
statement of balance laws, one needs a model for introducing the bal-
ance equation related to the relevant electromagnetic microstructure.
For this approach see Askar et al. (1970), Tiersten (1971), Mindlin
(1972), Maugin (1976c) for electric properties; Tiersten (1964), Mau-
gin and Eringen (1972a), Maugin (1976a, p. 1737), Maugin (1988,
Figure 6.2.1), Eringen and Maugin (1990, chap. 9) for magnetic prop-
erties.

(iii) For an equivalent state of generality but a more formal structural
algebraic approach, one may exploit a modern formulation of the
principle of virtual power in which new electromagnetic degrees of
freedom are granted a status equivalent to that of standard deforma-
tion processes; for this see Collet and Maugin (1974), Maugin and
Pouget (1980), Soumahoro and Pouget (1994) for electric properties,
and Maugin (1974, 1976a,b) for magnetic ones; Maugin (1980a) for a
general comprehensive presentation.

Before proceeding to the construction of these equations, we need recall
the expression of source terms due to electromagnetic fields that appear in
standard balance laws of continuum mechanics. This itself is based on the
consideration of microscopic fields and a meaningful modelling.

2 Electromagnetic Sources in Galilean Invariant
Continuum Physics

2.1 Maxwell’s Equations

In magnetized, electrically polarized, and electrically conducting matter,
the celebrated set of Maxwell’s equations in a fixed laboratory frame reads
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in full generality — and according to Heaviside’s synthetic formulation —
as

∇×E+
1

c

∂B

∂t
= 0, ∇ ·B = 0, (10)

and

∇×H− 1

c

∂D

∂t
=

1

c
J, ∇ ·D = qf , (11)

where c is the velocity of light in vacuum, J is the electric current vector,
and qf is the density of free electric charges. The first set (10) is valid every-
where and yields the notion of electromagnetic potentials. In order to close
the system of field equations (10)–(11), we must be given electromagnetic
constitutive equations (5) together with an equation for electric current,
e.g., J = J(E, ..) and the relations (6).

Taking the divergence of (11)1 and accounting for (11)2, we obtain the
law of conservation of electric charge:

∂qf
∂t

+∇ · J = 0, (12)

a strict conservation law. Second, by a usual manipulation, one also deduces
from (10)–(11) an energy identity called the “Poynting–Umov theorem”,
such that

H · ∂B
∂t

+E · ∂D
∂t

= −J ·E−∇ · S, S ≡ cE×H, (13)

without any hypothesis concerning the electromagnetic constitutive equa-
tions. Note that the Joule term J·E can be interpreted as a power expended
by an electric force. Indeed, we can write as an example

J ·E = (q v) ·E = (qE) · v = f · v, (14)

where f = qE is seen in statics, according to Lorentz, as the elementary
mechanical force acting on a point particle of electric charge q in an electric
field E. For a particle moving at velocity ẋ = v, we have the Lorentz force

f = qE+
q

c
v ×B = q Ẽ, Ẽ = E+

1

c
v ×B, (15)

where the electric field Ẽ is called the electromotive intensity. In addition to
this field, we will be led to introducing other fields in a so-called co-moving
frame:

J̃ = J− qf v, M̃ = M+
1

c
v ×P (16)

where the first is the conduction current per se, and the last is the magne-
tization per unit volume in this frame. The large classes of electromagnetic
materials are defined thus:
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• Insulators:
qf = 0, J̃ = 0; (17)

• Non-polarized materials [Galilean approximation; compare to (16)2,
see Maugin (1988)]:

P̃ ≡ P = 0. (18)

• Non-magnetized materials:

M̃ = 0. (19)

This reduces to M = 0 in statics or if the material simultaneously is
non polarized electrically.

• Dielectric materials: These are insulators in which, generally,

P �= 0. (20)

• In quasi-electrostatics (true electro-magnetic effects discarded but the
remaining fields are still time-dependent), (10) and (11) reduce to

∇×E = 0, ∇ ·D = qf , D = E+P; (21)

The first of these tells us that we can introduce a scalar electric po-
tential ϕ such that E = −∇ϕ.

• In quasi-magnetostatics (true electro-magnetic effects discarded but
the remaining fields are still time-dependent), (10) and (11) reduce to

∇×H =
1

c
J, ∇ ·B = 0, H = B−M. (22)

• For dielectrics one has to take qf = 0 in the second of (21), while
for insulators one has to take J = 0 in the first of (22). In this case
∇×H = 0 and one can introduce a scalar magneto-static potential φ
such that H = −∇φ.

Equation (12) is fully discarded in the case of dielectrics. The Poynting–
Umov theorem (13) takes the form

E · ∂D
∂t

= −∇ · S (23)

in non-magnetized dielectrics in quasi-electrostatics, while it reduces to

H · ∂B
∂t

= −∇ · S, (24)

in insulating non-polarized magnetic materials in quasi-magnetostatics.
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These two equations show that without loss in generality we can define
the Poynting–Umov energy flux as

S = ϕ
∂D

∂t
and S = φ

∂B

∂t
(25)

in the corresponding approximations because ∇ · D = 0 in dielectrics and
∇ ·B = 0 always, respectively.

2.2 Ponderomotive Force and Couple in a Continuum

The generalization of the force expression (15) and the corresponding
couple in a general electromagnetic continuum is a difficult matter that was
pondered for a long time. Rather than postulating a form (on what bases?)
we prefer to follow the line of H. A. Lorentz (1909, 1952) already followed by
Dixon and Eringen (1965), Nelson (1979) and Maugin and Eringen (1977).
This involves a type of homogenization (passing from the discrete to the con-
tinuum) introducing the approximations of multipoles, a truncation of these
at a certain order, and effecting a volume or phase-space average. Lorentz’s
vision is essentially that of a free space containing charged point particles
(Figure 1). We report here only the general traits of this derivation, and
give the resulting expressions in the comprehensive form given by Maugin

Figure 1. Stable group of elementary electric charges in the Lorentz’s av-
eraging approach.
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and Eringen (1977). Each elementary electric charge δqα, α = 1, 2, . . . con-
tained in a representative volume element ΔV is acted upon by a Lorentz
force (compare (15))

δfα = δqα

(
e(rα) +

1

c
ẋα × b(rα)

)
, (26)

where e and b are the electric field and magnetic induction at the actual
placement rα of the charge δqα. The computation consists then in evaluating
the quantities (here, for the sake of simplicity, we adopt a simple volume
average, while De Groot and Suttorp (1972) use a relativistically invariant
phase average):∑

α∈ΔV

δfα,
∑

α∈ΔV

(rα × δfα),
∑

α∈ΔV

δfα · ẋα, (27)

and then dividing by ΔV . On neglecting quadrupole contributions and
higher order multipoles, lengthy calculations (cf. Maugin and Eringen,
1977) lead to electromagnetic source terms of force, couple and energy per
unit continuum volume:

fem = qf Ẽ+
1

c
(J̃+P∗)×B+ (P · ∇)E+ (∇B) · M̃, (28)

cem = r× fem + c̃em, (29)

wem = fem · v + c̃em · Ω+ ρ hem, (30)

where r refers to the center of charges of the volume element, ρ is the matter
density, and v is the physical velocity of the continuum, Ω is the vorticity
Ω = (∇× v)/2, and we have set

qf (x, t) = (ΔV )−1
∑

α∈ΔV

δqα, (31)

P(x, t) = (ΔV )−1
∑

α∈ΔV

δqα ξα(x, t), (32)

M(x, t) = (ΔV )−1
∑

α∈ΔV

1

2 c
δqα ξα × ξ̇α, (33)

where ξα = xα(t)−x are internal coordinates vectors in ΔV . Note the lack
of symmetry between polarization and magnetization effects which clearly
demonstrates the “displacement” nature of the polarization and the axial
nature (involving a rotation) of the magnetization — cf. section 1 above.
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Various contributions in (28) are easily identified. The first term is a con-
tinuum generalization of (1). The third term means that P, essentially a
continuum density of electric dipoles, is the object of a force when placed
in a spatially nonuniform electric field. The last term is quite similar but it
relates to a continuum density of magnetic dipoles that feels a nonuniform
magnetic induction. As to the second term, it can be understood since a
time varying electric polarization creates a displacement current according
to Maxwell’s equations. We have also defined the intrinsic electromagnetic
sources of couple, energy and stress by (here tr = trace; subscript s stands
for symmetrization)

c̃em = P× Ẽ+ M̃×B, (34)

ρ hem = J̃ · Ẽ+ Ẽ ·P∗ − M̃ ·B∗ + tr
(
t̃em (∇v)S

)
, (35)

and
t̃em = P⊗ Ẽ−B⊗ M̃+

(
M̃ ·B)1. (36)

We note that c̃em is the axial vector dual to the skewsymmetric part of this
last tensor. Electromagnetic fields in a co-moving frame have already been
defined while E and B are simple volume averages of e and b. The first
contribution in the r-h-s of (28) is none other than a “Lorentz force” per
unit volume (compare (15)).

Finally, a right asterisk denotes a so-called convected time derivative
such that

P∗ =
∂P

∂t
+∇× (P× v) + v (∇ ·P) =

dP

dt
− (P · ∇)v +P (∇ · v). (37)

In principle, the above obtained source terms, once their origin forgotten,
have to be carried into the classical balance laws of a continuum (allowing for
a possibly non symmetric Cauchy stress), leaving however the internal/free
energy of the medium to depend on the electromagnetic fields. A remarkable
fact is that in spite of their farfetched outlook, some may be given a form
that reminds us of some standard expression (such as in (5)). For instance,
Maugin and Eringen (1977) have shown that (30) can also be written as

wem = J ·E+E · ∂P
∂t

−M · ∂B
∂t

+∇(v (E ·P)
)

= −∂uem.f

∂t
−∇ · (S− v (E ·P)

)
,

(38)

in which we identify some of the terms in (13) or a possible direct combina-
tion with some of them. The volume energy density of free electromagnetic
fields uem.f is given by

uem.f =
1

2

(
E2 +B2

)
. (39)
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Another interesting equivalent form of (38) is given by (cf. Maugin and
Eringen, 1977, a superimposed dot denotes the material time derivative):

wem = fem · v + ρ ėmag + ρ Ẽ · π̇ + ρB · μ̇+ J̃ · Ẽ, (40)

where π and μ are the electric polarization and magnetization per unit mass

π = P/ρ, μ = M̃/ρ, (41)

and
emag = −μ ·B (42)

is the energy of magnetic doublets per unit mass.

Particular Cases

We have the following obvious reductions for the ponderomotive force
and couple and the accompagning energy source:

In the quasi-electrostatics of dielectrics:

fem = (P · ∇)E ≡ (∇E) ·P,
c̃em = P×E = P×D,

(43)

we = fem · v + ρE · π̇, (44)

In the quasi-magnetostatics of insulators :

fem = (∇B) ·M ≡ (M · ∇)H+ 1
2 ∇M2,

c̃em = M×B ≡ M×H,
(45)

wem = fem · v + ρ ėmag + ρB · μ̇. (46)

3 Deformable Magnetized Bodies with Magnetic
Microstructure

3.1 Model of Interactions

For the sake of simplicity we consider the quasi-magnetostatics of non-
electrically polarized insulators.

Using the standard notation of nonlinear continuum mechanics we may
consider to start with the following generalized motion for deformable mag-
netized bodies of the ferröıc type:

x = x(X, t); μ = μ̄(X, t), (47)
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where the first of these denotes the classical finite deformation at Newtonian
time t between the reference configuration KR and the actual configuration
Kt. Here x is the placement of Euclidean coordinates xi, i = 1, 2, 3, and
X denotes the material point of coordinates XK , K = 1, 2, 3 in material
space. The second of (47) means that the magnetization per unit mass here
is considered as a primary quantity. The reason for this is that in ferröıc
states in small regions of the bodies (so-called domains), one may have a
nonvanishing magnetization in the absence of applied magnetic field. This
in fact is the very definition of such a state. Borrowing the denomination
introduced by Tiersten (1964), we may say that the first of (47) describes
the time evolution of the lattice continuum or LC (standard matter in
the macroscopic description), while — because of the relation (8) — the
second of (47) provides the time evolution of the (magnetic or electronic)
spin continuum or SC. These two continua should be treated on an equal
footing in the vision of generalized continua. But they do not respond
exactly to the same kind of loads while we must also envisage interactions
between these two “continua”.

In particular, the spin continuum cannot translate with respect to the
lattice continuum. It, therefore, “expands” and “contracts” with the lattice
continuum and, accordingly, its volumetric behavior is governed by the usual
continuity equation. As usual, the lattice continuum is assumed to be able to
respond to volume and surface forces, hence exhibits stresses, and to volume
couples, so that stress is not expected to be symmetric. We assume that it is
not equipped with any mechanism to respond to surface couples, so that it
does not exhibit couple stresses of mechanical origin. The balance of linear
(physical) momentum simply says that whatever force of magnetic origin
— e.g., the reduced ponderomotive force in (45) — is applied to a point
in the spin continuum, it is directly transferred to the lattice continuum
at the same point. The spin continuum, by its very nature, can respond
only to couples, which may be either of the volume or of the surface type.
Accordingly, we consider that the ponderomotive couple (cf. Equations
(45))

cem = M̃×B = ρμ×B (48)

is directly applied to the spin continuum.
In so far as the interactions between lattice and spin continua are con-

cerned, they must necessarily be of the couple type since the spin continuum
is sensitive only to that type of interaction. Following Tiersten (1964), we
naturally assume that this couple is due to a local magnetic induction BL

— to be given a constitutive equation —, so that we can apply the “recipe”
(compare (48))

c(LC/SC) = M×BL = ρμ×BL. (49)
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Figure 2. Interactions in deformable ferromagnets (after Maugin, 1979).

Angular momentum being conserved (exchanged) between the two continua,
an equal and opposite couple (see Figure 2)

c(SC/LC) = −c(LC/SC) = BL ×M = ρBL × μ (50)

is exerted on the unit volume of the lattice continuum.
Finally, in order to account for ferromagnetic (Heisenberg) exchange

forces of quantum origin (interactions between neighbouring spins) that fall
off rapidly with distance, we can represent these “forces” in a continuum
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description by a contact action in much the same manner as the stress vector
for a Cauchy deformable continuum, except that this “surface exchange
contact force” must also obey the “recipe” of a magnetic couple (the density
ρ is included in A):

c(LC−surface) = μ×A, (51)

where A is an axial vector that depends on the local unit normal n to the
surface and can be written in the same way as the classical stress vector
(Cauchy principle), i.e.,

A = A(n) = A(x, t;n) = n · B̂(x, t), (52)

so that (51) yields the following surface couple density acting on the spin
continuum:

c(SC−surface) = μ×A = μ× (n · B̂). (53)

Because of this very expression we can surmise that only the portion of A
orthogonal to M is effectively defined. Thus, without loss in generality we
can set forth the following condition:

A ·M = n · B̂ ·M = 0 (54)

at any point at the surface of the body. A similar orthogonality condition
can be imposed on BL but at any point inside the body.

3.2 Statement of Global Balance Laws

Collecting now the various proposed expressions according to the scheme
shown in Figure 2, we can write down the global balance laws at time t in
Kt for a magnetic body of volume Bt and regular bounding surface ∂Bt (for
the sake of simplicity we ignore any discontinuity surface within the body;
for the equations at discontinuity surfaces, see Maugin (1988)):

Balance of mass for the combined continuum:

d

dt

∫
B

ρ dv = 0; (55)

Balance of linear momentum for the LC:

d

dt

∫
B

ρv dv =

∫
B

(f + fem) dv +

∫
∂B

t(n) da; (56)

Balance of angular momentum for the LC:

d

dt

∫
B

(r× ρv) dv =

∫
B

(r× (f + fem) + c(SC/LC)) dv

+

∫
∂B

(r× t(n)) da;

(57)
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Balance of angular momentum for the SC:

d

dt

∫
B

ρ γ−1 μ dv =

∫
B

(cem + c(LC/SC)) dv +

∫
∂B

μ×A(n) da; (58)

First law of thermodynamics for the combined continuum:

d

dt

∫
B

ρ

(
1

2
v2 + e

)
dv =

∫
B

(f · v + wem + ρ h) dv

+

∫
∂B

(
t(n) · v +A(n) · μ̇+ q(n)

)
da;

(59)

Second law of thermodynamics for the combined continuum:

d

dt

∫
B

ρ η dv ≥
∫
B

ρ θ−1 h dv +

∫
∂B

θ−1 q(n) da. (60)

In these equations, t(n) is the surface traction, f is a body mechanical force
(e.g., gravity), e is the internal energy per unit mass, η is the entropy
per unit mass, h is the body heat source, q is the heat influx. Classically
(compare (52)),

t(n) = n · t, q(n) = −n · q, (61)

where t is the Cauchy stress and q is the heat-flux vector.
Standard localization of these global equations on account of the assumed

continuity of all fields yields the following local equations at any point in B:

ρ̇+ ρ∇ · v = 0, (62)

ρ v̇ = div t+ f + fem, (63)

εijk (tjk + ρBL
j μk) = 0, (64)

γ−1 μ̇i =
[
μ× (

B+BL + ρ−1 div B̂
)]

i
+ ρ−1 εijk B̂pk μj,p, (65)

ρ

(
ė+

d

dt

(
1

2
v2

))
= tji vi,j + (tkj,k vj + f · v) + B̂kj μ̇j,k

+ B̂kj,k μ̇j + wem + ρ h−∇ · q,
(66)

and

ρ η̇ ≥ θ−1 ρ h− θ−1 ∇ · q− q · ∇(θ−1), (67)

where the divergence of nonsymmetric tensors is to be taken on the first
index, and a superimposed dot denotes the classical material time derivative.
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Equations (66), (64), (65) and (67) are transformed thus. In (66), we
must account for the kinetic energy theorem obtained by taking the inner
product of the motion equation (63) by v:

ρ
d

dt

(
1

2
v2

)
= (tkj,k vj + f · v) + fem · v, (68)

while wem is given by the reduced form (46). Therefore, (66) reads

ρ ˙̂e = tji vi,j + ρB · μ̇+ B̂kj μ̇jk + B̂kj,k μ̇j + ρ h−∇ · q,
ê = e− emag ≡ e+ μ ·B.

(69)

But if (8) and (9) hold good, μ̇ must be of the purely precessional form

μ̇ = ω × μ. (70)

This corresponds to saturation of the magnetization in each magnetic do-
main. As a consequence the last contribution in (65) must vanish:

B̂k[j μi],k = 0. (71)

On account of this we check that

(div B̂) · μ̇ = −ρ (B+BL) · μ̇, (72)

because
ω = −γBeff, Beff = B+BL + ρ−1 div B̂. (73)

This may be viewed as a continuum generalization of the celebrated Larmor
precession equation ωLarmor = −γB for an isolated electron in a magnetic
induction B.

Finally, (69) transforms to the following form using an intrinsic notation
(T = transpose):

ρ ˙̂e = tr
[
t (∇v)T

]− ρBL · μ̇+ tr
[
B̂ (∇μ̇)T

]−∇ · q+ ρ h. (74)

We let the reader show that in the same conditions (67) provides the fol-
lowing Clausius–Duhem inequality :

−ρ (
˙̂
ψ+ η θ̇)+ tr

[
t (∇v)T

]− ρBL · μ̇+tr
[
B̂ (∇μ̇)T

]− θ−1 q · ∇θ ≥ 0, (75)

wherein the free energy density has been defined by

ψ̂ = ê− η θ. (76)
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Equation (75) nowadays plays an essential role in the construction of con-
stitutive equations that we need for the set of quantities{

ψ̂, η, t,BL, B̂,q
}
. (77)

Equation (75) represents a constraint imposed by thermodynamic irreversi-
bility (in particular in the so-called Coleman–Noll exploitation that we shall
adopt here). In this formulation we usually look for the expression of so-
called objective (or materially indifferent) entities. To that purpose we
should rewrite (75) in terms of such quantities. This is achieved as follows.
On the one hand we note from (64) that the skewsymmetric part of t is
given by

t[ji] = ρμ[j B
L
i] (78)

and we can write

t = tS + tA, i.e., tji = t(ji) + t[ji]. (79)

We introduce the following objective time rates (Maugin, 1974):

Dij =
1

2
(vi,j + vj,i) (80)

and
m̂i = (DJ μ)i ≡ μ̇i − Ωij μj , M̂ij = (μ̇i),j − Ωik μk,j , (81)

with

Ωij =
1

2
(vi,j − vj,i). (82)

We let the reader prove that the quantities defined in (80) and (81) are
indeed objective.

The first of (81) is none other than a so-called Jaumann derivative. The
second of (81) is not exactly the Jaumann derivative of the gradient of μ,
but it is closely related to it modulo a term involving the rate of strain (81).
On account of these we show that

tr
[
t (∇v)T

]− ρBL · μ̇+ tr
[
B̂ (∇μ̇)T

]
≡ tr

(
tS D

)− ρBL · m̂+ tr
(
B̂ M̂T

)
,

(83)

whence the looked for reduced useful expression for (74) and (75).
In summary, for the present modeling the local field equations at any

regular material point in the body B are provided by equations (62), (63),
(70), (74) and the reduced form of Maxwell’s equations

∇×H = 0, ∇ ·B = 0, H = B− ρμ, (84)
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in which the Cauchy stress t is given by equations (78) and (79), and the
effective magnetic induction Beff is given by (73). Equation (74) will even-
tually provide the heat-propagation equation while the inequality (75) con-
strains the constitutive behavior. Interestingly enough, we note that the
energy equation (59) does not contain any contribution due to the spin lat-
tice by virtue of the d’Alembertian nature of this quantity (cf. (9)) — more
on this point in the following two paragraphs.

3.3 Approach via the Principle of Virtual Power

In modern continuum mechanics, an elegant and powerful means of con-
structing field equations and associated natural boundary conditions is pro-
vided by an algebraically structured formulation of the (d’Alembert) prin-
ciple of virtual power as exposed at length in Maugin (1980a). In this
somewhat abstract formulation this principle is enunciated in the follow-
ing form for global powers over the body B and its boundary ∂B: The
virtual power of inertial forces is, at each instant of time, balanced by the
total virtual power of “internal forces” and that of externally applied forces
both in the bulk and at the surface, the word “force” being understood in a
generalized manner. Inertial forces have an expression provided by physics,
internal forces need to be given a constitutive equation, and external forces
are prescribed in form and perhaps in value. In mathematical terms:

P ∗
inert(B) = P ∗

int(B) + P ∗
extern(B, ∂B), (85)

where an asterisk will denote the value of an expression is a so-called vir-
tual velocity field (itself noted with an asterisk). In the present case, the
generalized kinematical description of the model (47) from which the basic
virtual velocity field is given by

v∗ =
{
v∗i , (μ̇i)

∗ = (ω∗ × μ)i
}
, (86)

where ω∗ is a virtual precessional velocity of the SC. Thus

P ∗
inert(B) =

∫
B

(ρ v̇ · v∗ + γ−1 ρ μ̇ · ω∗) dv, (87)

where we clearly distinguish between real fields (no asterisks; actual solu-
tions of a problem) and virtual ones (noted with an asterisk; at our disposal
in this type of variational formulation). In particular, for real fields, because
of (8) and (9), (86) yields

Pinert(B) =
d

dt

∫
B

(
1

2
ρv2

)
dv =

d

dt
K(B), (88)
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where K(B) is the total kinetic energy of the traditional motion.
The total power of external forces is obviously given by the following

expression:
P ∗
extern(B, ∂B) = P ∗(B) + P ∗(∂B) (89)

wherein

P ∗(B) =

∫
B

(
(f + fem) · v∗ + ρB · (μ̇)∗) dv, (90)

and

P ∗(∂B) =

∫
∂B

(
(t(n) + tem(n)) · v∗ +A · (μ̇)∗) da, (91)

where tem(n) is an eventual magnetic surface traction related to the possible

existence of a magnetic field outside B (see Maugin, 1988, chap. 6).
Finally, the global virtual power of internal forces is constructed as fol-

lows. First a “gradient order” is selected for the kinematics associated with
internal forces. Generalizing classical continuum mechanics (which is a first
order gradient theory of displacement) we consider a first-order gradient
theory based on (86). That is,

V =
{
vi, vi,j , μ̇i, μ̇i,j

}
. (92)

But internal forces must be objective, i.e., frame indifferent, or invariant
under changes of observer in the actual configuration (superimposition of
a rigid body motion of dimension 6). Accordingly, one must extract from
the 24-dimensional space spanned by (92) a set of objective quantities, this
set Vobj , a quotient space, being necessarily of dimension 24− 6 = 18. We
have shown elsewhere (Maugin, 1980a) how to systematically construct such
quotient spaces. In the present case a good set is given by

Vobj =
{
Dij , m̂i, M̂ij

}
, (93)

where it happens that the quantities thus formally introduced have already
been defined in (80)–(82). Then the power P ∗

inter is written as a contin-
uous linear form on the set V ∗

obj , introducing thus formally internal forces

{tS ,−ρBL, B̂} as co-factors of the elements of V ∗
obj . That is (signs are

chosen for convenience),

P ∗
int(B) = −

∫
B

(
tSji v

∗
i,j − ρBL

i m̂∗
i + B̂ji M̂

∗
ij

)
dv. (94)

Collecting the various contributions and assuming that the obtained global
expression is valid for any element of volume and surface and any virtual
velocity field (86) we obtain the local equations

ρ v̇ = div t+ f + fem in B, (95)
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and
γ−1 μ̇ = −(Beff × μ) in B, (96)

with the nonsymmetric stress t given by

tji = tSji − ρBL
[j μi] (97)

on account of the constraint (71), and Beff given by the second of (73).
Simultaneously, we obtain the natural boundary conditions (not given here
— see Maugin, 1988, chap. 6 —) for t and A.

It is readily checked that equations (95) and (96), together with (97)
and (73) are identical to the equations deduced in the foregoing paragraph.
Pursuing along the same line, and considering the principle (85) for real
velocity fields, on account of (88) we obtain the global equation of kinetic
energy in the form:

d

dt
K(B) = Pint(B) + Pextern(B, ∂B). (98)

This is to be combined with the global statement of the first law of ther-
modynamics (59) to deduce the global form of the internal-energy theorem.
By localization this will yield (74) with the already transformed expression
involving the objective internal forces. The exploitation of the inequality
(75) is unchanged.

The present formulation (introduced in Maugin, 1974) — formal as it is
— has certain advantages, one of which being the account of the d’Alembert-
inertia couple in the expression (86). But more interestingly, it provides a
direct modelling of more general ferröıc cases such as in ferrimagnets and
antiferromagnets (see Paragraph 3.5).

3.4 Hamiltonian Variational Formulation

The above-given formulation is valid for both deformable solid and fluid
behaviors and also in the presence of dissipative processes such as viscosity
(via D) and spin-lattice relaxation (via m̂). In the absence of dissipative
processes and for an a priori known behavior — e.g., elasticity — it is possi-
ble to approach the present theory via a Hamiltonian variational principle.
Such an approach to elastic ferromagnets is to be found in Tiersten (1965),
Brown (1966), and Maugin and Eringen (1972a). We base the present ex-
position on the latter. Again, we must account for the d’alembertian nature
of the magnetic spin inertia and, therefore, introduce an already varied term
for this effect. That is, we shall write down the variational formulation as
follows:

δWspin + δA+ δWdata + δWconstr = 0. (99)
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Here δWspin is the mentioned already varied term

δWspin =

∫
t

dt

∫
BR

ρR γ−1 μ̇ · δΘ dvR, (100)

the scalar A is the action such that

A =

∫
t

dt

∫
BR

L dvR, (101)

L =
1

2
ρR v2 −Ψ(F = ∇R x, μ, ∇R μ̄), (102)

δWdata accounts for the external loads in such a way that

δWdata =

∫
t

dt

∫
BR

(
(f + fem) · δx+ ρR B · δμ) dvR

+

∫
t

dt

∫
∂BR

(
(t(n) + tem(n)) · δx+A · δμ) daR, (103)

and δWconstr is possibly introduced to account, via the introduction of ap-
propriate Lagrange multipliers, for the constraints provided by the con-
stancy of the modulus of μ i.e., μi μi = μ2

S = const., and the derived
relation (∇Rμ) ·μ = 0 for its spatial uniformity within a domain, where ∇R

denotes the material gradient that commutes with the partial time deriva-
tive. But these are accounted for systematically in the variation of the other
terms. Here the variations are Lagrangian (taken at fixed material coordi-
nates so that they commute with the material gradient), ρR is the matter
density in the reference configuration KR of the body of volume BR and
regular boundary ∂BR. The Lagrangian variation δμ respects the constraint
μ · δμ = 0 and therefore is such that it involves the infinitesimal (vectorial)
angular variation δΘ through the relation δμ = δΘ × μ. The Lagrangian
density L involves the standard kinetic energy per unit material volume and
a magneto-elastic energy Ψ that accounts for a first-order gradient theory
with respect to the two basic elements of the generalized motion. We let
the reader exploit the variational formulation (99) for arbitrary variations
(δx, δΘ) as the above expressions are given only for the sake of comparison
with the previous formulation exploiting the principle of virtual power. In
particular, we note the introduction of the term (100) that compares to
the spin contribution in P ∗

inertia. Just the same, we emphasize the simi-
larity between the expression of δWdata and that of P ∗

extern. We also note
the following that is of interest compared to the Cosserats’work of 1909
on “Cosserat” continua. This is the possible exploitation of the so-called
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Euclidean invariance — a first attempt to use group theory in continuum
mechanics taken over by Toupin (1964) and Maugin (1970). This consists
in applying (99) with special variations corresponding to pure spatial trans-
lations:

δx = εd, δμ = 0 (104)

and then simultaneous infinitesimal rotation of both LC and SC such as

δxi = ε�ij xj , δμi = ε�ij μj , (105)

where ε is an infinitesimally small parameter, d is a fixed finite vector, and
�ij = −�ji is a fixed skewsymmetric tensor. Application of (104) and
(105) directly yields the local balance of linear and angular momentum in
the form of the theory of Cosserat continua (Maugin, 1971; Maugin and
Eringen, 1972a). We shall return to this point in Paragraph 3.6.

3.5 Ferrimagnetic and Antiferromagnetic Materials

The magnetic description considered in the foregoing paragraphs often
is insufficient and not realistic enough for many magnetic materials such as
ferrites. Louis Néel (Nobel prize in physics 1970 for this matter) introduced
in the early 1940s a model in which the most general description of the
magnetization field in a magnetically ordered crystal below its magnetic-
phase-transition temperature consists in the vectorial resultant of the sum
of n magnetization fields μα, α = 1, 2, . . . , n per unit mass — referred to as
magnetic sub-lattices — arising at each point from n different ionic species
having different spectroscopic splitting factors, thus various gyromagnetic
ratios γα, so that the total magnetic spin per unit mass is not necessarily
aligned with the total magnetization. This model proved to be efficient
in accounting for the unusual magnetic properties (e.g., susceptibility) of
ferrites — iron oxides — for which Néel coined the behavior name ferri-
magnetism. Simple antiferromagnetism is the special case for which only
two magnetic sub-lattices subsist, of equal magnitude and opposite direc-
tion, allowing for the absence of global magnetization in the absence of
applied magnetic field. But the magnetic response is quite different from
that of classical ferromagnetism when a magnetic field is applied (see Erin-
gen and Maugin, 1990, Vol. I, pp. 110–111). The resulting dynamics is also
much more involved yielding a multiplicity of magnon branches in the case
of ferrimagnetism.

A rational modelling of deformable ferrimagnetic bodies in the spirit of
the model of Paragraph 3.1 would be somewhat messy, although a scheme
generalizing that of Figure 2 can easily be drawn for antiferromagnetic de-
formable bodies equipped with two co-existing interacting magnetic sub-
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Figure 3. Interactions in a deformable antiferromagnet (after Maugin,
1976a,b, JMP).

lattices (see Figure 3 — from Maugin, 1976a). It is much more convenient
and safe to exploit a modelling generalizing that of the principle of virtual
power in the manner of Paragraph 3.3 in which it is “sufficient” to enlarge
the initial set by replacing μ by the series of μα

′s and constructing the var-
ious sets of velocities for the corresponding power of internal forces once
a gradient order has been selected (first-order is sufficient). A new type
of interactions will appear, that between different magnetic sub-lattices,
having in turn strong consequences for the coupling between elastic waves
(phonons) and magnetic oscillations (magnons) — see Eringen and Mau-
gin, 1990, Vol. II, pp. 492–493. Such a modelling was initially proposed by
Maugin (1976a,b) and its dynamical consequences examined in detail by
Sioké-Rainaldy and Maugin (1983); Maugin and Sioké-Rainaldy (1983).
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3.6 Analogy with Cosserat Continua

Returning of the ferromagnetic case, we note that the spin-precession
equation (96) deals with axial vectors. Accordingly, we can introduce dual
skewsymmetric tensors by applying the alternation symbol εkli to its i-
component. On account of the well known formula

εkli εipq = δkp δlq − δkq δlp, (106)

this operation results in the equation

1

2
ρ γ−1 εkli μ̇i = ρμ[k Bl] + ρμ[k B

L
l] +

(
μ[k B̂ml]

)
,m

− μ[k,m B̂ml]. (107)

But we note that the last term in the right-hand of this equation vanishes
identically because of the constraint (71), while the resulting penultimate
term is none other that the skew part of the Cauchy stress according to (97),
and the first term is none other than the ponderomotive couple written as
a skew tensor (dual of the axial vector cem). Thus equation (107) reads

ρ Ṡkl = Mpkl,p + t[kl] + Ckl, (108)

wherein

Skl =
1

2
γ−1 εkli μi, Mpkl = μ[k B̂pl], Ckl = Cem

kl = εkli c̃
em
i . (109)

Equation (108) is in the canonical form of the balance equation of angular
momentum in Cosserat or micropolar continua — compare Eringen (1999)
and the present Appendix A — except that all contributions have a mag-
netic origin, the gyromagnetic relation for the inertial term Skl, Heisenberg
exchange forces for the couple stress tensor Mpkl, the applied coupled Cij ,
and the skew part of the nonsymmetric Cauchy stress. Equation (108) and
the accompanying boundary condition were deduced by the author in his
PhD thesis (Maugin, 1971). A formally similar result can easily be obtained
for the model of ferrimagnetic deformable bodies mentioned in the forego-
ing paragraph with the appropriate summation over the various magnetic
sub-lattices. In the case of an exploitation of a Hamiltonian variational
formulation, application of the rotational part (105) of the Euclidean in-
variance directly yields (108) (Maugin, 1971).

3.7 Reduction to a Model without Microstructure (Paramag-
netic and Soft-Ferromagnetic Bodies)

When true ferromagnetic effects (gyromagnetic effect, Heisenberg ex-
change forces) are discarded, equation (108), reduces to

t[kl] = Cem
[kl] = −M[k Bl] = B[k Ml]. (110)
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This applies to the simpler cases of nonlinear paramagnetic and soft-fer-
romagnetic bodies. The resulting theory applies, in particular, to magne-
toelastic polymers as recently developed (on this subject, one can refer to
the Udine course of 2009; Ogden and Steigmann, 2010, Editors; and also,
Eringen and Maugin, 1990, chap. 8, Vol. I). Whenever field and magnetiza-
tion are aligned (case of magnetically isotropic bodies) or in a purely linear
theory in which one discards the right-hand side of (110) as being second
order in the fields, the skew part of the stress is zero. The only remaining
magneto-mechanical coupling in the first case remains magnetostriction for
any symmetry, while in the second case, only piezomagnetism may exist,
under severe symmetry conditions however.

4 Deformable Dielectrics with Electric-Polarization
Microstructure

4.1 Model of Interactions

We consider the case of the quasi-electrostatics of deformable dielectrics
for the sake of simplicity. We can envisage a generalized motion described
by the functions

x = x(X, t), π = π(X, t), (111)

where π is an electric polarization (polar vector) per unit mass in the de-
formed configuration. The second function defines a polarization con-
tinuum, PC. According to the contents of Section 1, PC responds to
electric fields only. Accounting for the inertia introduced in Section 1, we
are tempted to write down a balance equation for PC for the whole body
B in a more or less standard form:

d

dt

∫
B

ρ dE π̇ dv =

∫
B

ρ (E+EL) dv +

∫
∂B

A da, (112)

where E is the Maxwellian electrostatic field, EL is a quantity akin to an
electric field and due to the possible interaction with the lattice continuum
LC, whose deformation is described by the first of (111). Finally, A, also
akin to an electric field or a surface electric polarization, accounts in the form
of a contact action for interactions between neighbouring electric dipoles.
Applying to this the Cauchy principle, we can introduce a second order —
nonsymmetric — tensor Ê such that

A = n · Ê at ∂B. (113)

Localization of (112) therefore yields the balance equation

dE π̈ = E+EL + ρ−1 div Ê in B. (114)
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Although considered by some authors (e.g., Maugin, 1976c), it is difficult to
grant a true physical meaning to the balance (112) which strongly resem-
bles the balance law postulated, with the same degree of arbitrariness, in
anisotropic fluids (nematic liquid crystals) by Ericksen (1960). One possi-
bility of interpretation is that (114) is a standard equation of motion for a
unit (hypothetical) electric charge (but the medium considered is a dielec-
tric free of charges). Indeed, as exemplified by equation (1) the product of
a charge and an electric field is a classical force. In this interpretation LC
and PC may be viewed as two interpenetrating continua. Such an a priori
interpretation was advanced by Tiersten (1971). As to the surface condition
(113) we can write it more explicitly as

ρ−1 n · Ê = πS , (115)

where πS is a density of surface electric polarization (a polar vector).
The global balances of linear and angular momenta for the lattice con-

tinuum naturally read as

d

dt

∫
B

ρv dv =

∫
B

(f + fem) dv +

∫
∂B

t(n) da; (116)

and

d

dt

∫
B

(r× ρv) dv =

∫
B

(
r× (f + fem) + c(PC/LC)

)
dv

+

∫
∂B

(r× t(n)) da.

(117)

Then, artificial as this may look, the balance of angular momentum for the
PC is given by:

d

dt

∫
B

ρ π × π̇ dv =

∫
B

(
cem + c(LC/PC)

)
dv +

∫
∂B

π ×A(n) da. (118)

This is complemented by the first law of thermodynamics for the combined
continuum:

d

dt

∫
B

ρ

(
1

2
v2 + e

)
dv =

∫
B

(
f · v + wem + ρ h

)
dv

+

∫
∂B

(
t(n) · v +A(n) · π̇ + q(n)

)
da,

(119)

and the second law of thermodynamics for the combined continuum:

d

dt

∫
B

ρ η dv ≥
∫
B

ρ θ−1 h dv +

∫
∂B

θ−1 q(n) da. (120)
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In these equations,

cem = ρ π ×E, cLC/PC = ρ π ×EL, A(n) = n · Ê. (121)

On account of (114) and the local form of (116) the local forms of (117) and
(118) are easily established as

t[ji] = ρEL
[j πi] − Êp[j πi],p (122)

and

ρ
d

dt
(π × π̇)i = cemi + cLi + εijk

(
πj Êpk

)
,p
. (123)

The rest of this approach consists in expressing (119) and (120). In intro-
ducing objective time rates such as (80) and (compare (81))

p̂i = (DJ π)i ≡ π̇i − Ωij πj ,

Π̂ij = (π̇i),j − Ωik πk,j
(124)

we can show that (119) and (120) lead to the following local forms of the
energy equation and of the Clausius–Duhem inequality:

ρ ė = tr(tS D)− ρEL · p̂+ tr
(
ÊL Π̂T

)−∇ · q+ ρ h (125)

and

−ρ
(
ψ̇ + η θ̇

)
+ tr(tS D)− ρEL · p̂+ tr

(
Ê Π̂T

)− θ−1 q · ∇θ ≥ 0, (126)

with
tji = tSji + t[ji], t[ji] = ρEL

[j πi] − Êp[j πi],p. (127)

Together with the Maxwell’s electrostatic equations for dielectrics,

∇×E = 0, ∇ ·D = 0, D = E+ ρ π, (128)

this concludes the formal construction of the theory before establishing con-
stitutive equations constrained by the inequality (126).

4.2 Approach via the Principle of Virtual Power

It is now clear that an approach exploiting directly the principle of virtual
power for the present theory will be very much like what was achieved in
Paragraph 3.4 for ferromagnets except for the essential difference regarding
the inertial force of the polarization lattice PC. That is, we shall a priori
write

P ∗
inert(B) =

∫
B

(
ρ v̇ · v∗ + ρ dE π̈i π̇

∗
i

)
dv, (129)
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where we clearly distinguish between real fields (actual solutions of a prob-
lem) and virtual ones (at our disposal in this type of variational formula-
tion). In particular, for real fields, this yields

Pinert(B) =
d

dt

∫
B

(
1

2
ρv2 +

1

2
ρ dE π̇2

)
dv =

d

dt
K(B). (130)

The other global virtual powers are directly written down as

P ∗(B) =

∫
B

(
(f + fem) · v∗ + ρE · (π̇)∗) dv, (131)

P ∗(∂B) =

∫
∂B

(
(t(n) + tem(n)) · v∗ + ρ πS · (π̇)∗) da, (132)

and

P ∗
int(B) = −

∫
B

(
tSji v

∗
i,j − ρEL

i p̂∗i + Êji Π̂
∗
ij

)
dv. (133)

From the standard application of the principle of virtual power for any vol-
ume and surface elements and for arbitrary members of the set {v∗, (π̇)∗},
one deduces the local equations of linear momentum of the LC and the gov-
erning equation (114) of the PC, together with the accompanying natural
boundary conditions. Then equations (115) and (126) follow in the usual
way, using the result (130).

4.3 Hamiltonian Variational Principle

Again this strategy applies when one knows a priori the functional depen-
dence of the internal energy. There is no special problem with the kinetic
energy that is given by the expression appearing in (130). For instance,
for a first-order gradient theory of electroelasticity one would consider a
Lagrangian density per unit volume of the reference configuration KR

L =
1

2
ρR v2 +

1

2
ρR π̇2 −Ψ(F = ∇R x, π, ∇R π̄), (134)

but one must add to this the electrostatic energy including both free-field
and electric-dipole energies:

eelec =
1

2
E2 + ρR π ·E. (135)

This formulation applies to both elastic ferroelectrics (theory of Pouget and
Maugin) and elastic ionic crystals (theory of Mindlin). Suhubi (1969) gave
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such a formulation for Mindlin’s theory of elastic dielectrics with polariza-
tion gradients. The true aficionados will find in Maugin and Eringen (1972b)
a relativistically invariant variational formulation containing simultaneously
both ferromagnetic and ferroelectric descriptions (see also Maugin, 1978).
Similarly, he will find in Collet and Maugin (1974) and Maugin (1980a), a
formulation using the principle of virtual power for these two descriptions
simultaneously.

4.4 Antiferroelectric Materials

It is easily imagined that a theory of deformable antiferroelectrics (e.g.,
lead zirconate or sodium niobate) in which an antiparallel arrangement of
permanent electric dipoles can be devised by analogy with the theory of
antiferromagnetics, i.e., by considering the polarization density π as arising
from the vectorial sum of two opposite polarization sub-lattices of equal
magnitude. Such a model was constructed by Soumahoro and Pouget (1994)
who also studied in detail its dynamical consequences.

4.5 Analogy with Cosserat Continua

Applying the alternation symbol to equation (123) and using the identity
(106) or, equivalently, taking the tensor product of (114) and then the skew
part of the result we obtain

ρ
d

dt
(dE π̇[i πj]) = E[i Pj] +

(
ρEL

[i πj] − Êk[i πj],k

)
+
(
Êk[i πj]

)
,k
, (136)

or

ρ Ṡij = Cem
ij + t[ji] +Mkij,k, (137)

where we accounted for (127) and we set

Sij = dE π̇[i πj], Cem
ij = E[i Pj], Mkij = Êk[i πj]. (138)

Simultaneously, (115) yields the associated natural boundary condition at
∂B:

nk Mkij = M(n)ij ≡ πS[i Pj]. (139)

Equations (137) and (139) are in the canonical form of the local balance
of angular momentum for a Cosserat or micropolar continuum in Eringen’s
classification, but all terms have an electric origin. These equations were
obtained by the author (Maugin, 1971, 1980a).
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4.6 Reduction to a Model without Microstructure

When pure ferroelectric features are ignored or neglecting polarization
inertia and polarization-gradient effects in Mindlin’s theory, equation (137)
reduces to

t[ij] = E[i Pj]. (140)

This corresponds to the classical theory of nonlinear dielectrics as origi-
nally built by Toupin (1956, 1963) and Eringen (1963) — see Eringen and
Maugin, 1990, Vol. 1, chap. 7). This nonlinear theory in finite strains ap-
plies in particular to electroelastic polymers. The skewsymmetric part of the
stress vanishes when polarization and electric fields are aligned. This occurs
in isotropic bodies. Still the ponderomotive force is present. However, if
quadratic effects in the electric field are discarded altogether, corresponding
to a fully linear theory, then both ponderomotive force and couple disap-
pear leaving for only possible electromechanical couplings piezoelectricity,
material symmetry permitting (no center of symmetry).

4.7 Remark on Electric Quadrupoles

The microscopic electric description considered in Section 2 and at the
beginning of this section views electric macroscopoic polarization as a po-
lar vector. Its thermodynamical dual is akin to an electric field (EL). Its

gradient has for thermodynamical dual Ê (dimensionally, an elecric field
multiplied by a length). However, another view consists, while making the
construct recalled in Section 2, to consider macroscopic electric polarization
as made of an electric dipole density P, per se, and an electric quadrupole
density, Q, so that P = P− div Q (a natural outcome of the Lorentz mod-
elling), and then considering P and Q as independent electric independent
variables. The thermodynamical dual of Q will then be a gradient of elec-
tric field. Such a description, envisaged by the author in the early 1970s,
also yields an electric continuum endowed with a microstructure involving
couple stresses. For instance, in quasi-electrostatics, we would have instead
of (28), (34), (36) and (44),

fem
i = P j Ei,j +Qjp Ei,jp,

cemi = εijk
(
P j Ek +Qmj Ek,m

) (141)

and

temji = Dj Ei +Qjk Ei,k − 1

2
E2 δji,

wem = fem
j vj + ρEi π̇i + ρEi,j d

(
Qji/ρ

)
/dt.

(142)

More on these in the form of problems in pp. 87–89 in Eringen and Maugin,
1990, Vol. 1.
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5 Dynamical Couplings between Deformation and
Electromagnetic Microstructure

5.1 Introductory Note: Resonance Coupling between Wave
Modes

A. General Features

In linear or linearized dynamical theories of continua expressed by a
system of partial differential equations with derivatives in terms of space
and time, one is often interested in knowing the possible travelling wave
modes, functions of a space-time phase variable ϕ = k · x − ω t, where
k = km is the wave vector, k is the wave number, m denotes the director
cosines, and ω is the circular frequency. In substituting for trigonometric
functions of ϕ or exponential functions of i ϕ in the system of field equations
one is led for nonzero amplitudes to a relation between the components of
k and ω known as the dispersion relation written as

D(k, ω) = 0. (143)

The quantity vϕ = ω/k is called the phase velocity while the quantity
vg = ∂ω/∂k is the group velocity. The wavelength is defined as λ = 2π/k.
When vϕ does not depend on λ or k, the studied system is said to be nondis-
persive. Then the corresponding group velocity equals the phase velocity for
any ω and k (or λ). If this is not the case, then the system is said to be dis-
persive. In the latter case the Fourier components of a non-monochromatic
signal travel at different velocities – causing the dispersion of the signal –,
all this independently of the amplitude (that does not depend on these prop-
erties for a linear system). Dispersive systems are characterized by systems
of partial differential equations that do not admit a polynomial of differen-
tiation that is homogeneous (a homogeneous polynomial of differentiation
has all terms with space-time partial derivatives of the same order). Thus
the classical d’Alembert equation

∂2u

∂t2
− c2

∂2u

∂x2
= 0, (144)

where c is a constant provides a nondispersive system, while the Klein–
Gordon equation

∂2u

∂t2
− c2

∂2u

∂x2
+mu = 0 (145)

where m is also a constant, yields a dispersive system. The so-called sine-
Gordon equation

∂2u

∂t2
− c2

∂2u

∂x2
+m sinu = 0, (146)
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is both dispersive and nonlinear (since obviously trigonometric functions
are not linear functions of their argument). An equation such as the Boussi-
nesq equation of crystal physics,

∂2u

∂t2
− c2

∂2u

∂x2
− c2 δ2

∂4u

∂x4
− c2 β

∂u

∂x

∂2u

∂x2
= 0 (147)

where δ is a characteristic length and β a nondimensional nonlinearity pa-
rameter, also is both dispersive and nonlinear. We shall have the oppor-
tunity later on to deal with equations such as (146) or (147). For the time
being we are concerned with equations of the simpler types (144) and (145).

B. Resonance Coupling between Modes

We are interested in the following exemplary situation. Consider a linear
physical system in which three bulk modes, Aα, α = 1, 2, 3, of the plane
time-harmonic type may propagate:

Aα = Âα exp[i (k · x− ω t)]. (148)

Assume that the system of considered field equations is such that with trial
solutions (148) it yields a dispersion relation of the type (cf. Maugin, 1980b)

D(ω, k) = [ω − ω3(k)]
(
[ω − ω1(k)] [ω − ω2(k)]− ε�2

)
= 0 (149)

where the ωα
′s are known functions of k and of material parameters, � is a

characteristic (eventually wave number dependent) angular frequency, and
ε is an infinitesimally small parameter. The relations

Dα(ω, k) = ω − ωα(k) = 0, α = 1, 2, 3, (150)

are the dispersion relations for uncoupled modes.
Of course, equation (149) tells us that the component A3 is not coupled

with the other two, and its associated dispersion relation is influenced only
by material parameters that may appear in ω3(k). The remaining two
solutions of (149) are coupled via ε. Let (ω0, k0) denote the intersection
point of the two curves Dα(ω, k) = 0, α = 1, 2, in the positive quarter of
the (ω, k) plane. In the neighbourhood of this critical point C, which is
called a crossover region for the coupled modes, we have

ωα(k) ∼= ω0 + vα(k − k0), ω0 = ω1(k0) = ω2(k0), (151)

and the vα
′s are the group velocities of the uncoupled modes of C.
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In the neighbourhood of C the remaining factor in (149) yields two
approximate coupled solutions

ω±(k)−ω0 =
1

2

(
(v1+v2) (k−k0)±

(
(k−k0)

2 (v1−v2)
2+4 ε�2

)1/2)
(152)

or

k±(ω)− k0 =
1

2 v1 v2

(
(v1 + v2) (ω − ω0)

± (
(ω − ω0)

2 (v1 − v2)
2 + 4 ε�2 v1 v2

)1/2)
.

(153)

Depending on the sign of ε and of the product v1 v2, four different pictures
of the crossover region can be sketched out. But we single out the case
ε > 0, v1 v2 > 0, both vα > 0, that is typical of what happens in problems
of mechanics. The overall behavior of the remaining two coupled solutions
therefore is as follows. For k ∈ [0,+∞) = R+, we have

ωI(k) = fI
(
ω1(k), ω2(k); ε

)
,

ωII(k) = fII
(
ω1(k), ω2(k); ε

)
,

(154)

with
ωI

∼= ω1, ωII
∼= ω2, for k � k0, (155)

and the reverse situation for k � k0, while in the neighbourhood of point
C,

ωI
∼= ω0 + ω+, ωII

∼= ω0 + ω−.

We see that the critical point C, in fact, no longer belongs to the coupled
dispersion diagram. It is said that a repulsion of the dispersion curves has
occurred at point C. This repulsion has the essential property to be such
that

Δω

�
=

∣∣∣∣ ω2
I − ω2

II

� (ωI + ωII)

∥∥∥∥
k=k0

∼=
∣∣∣∣ω2

I − ω2
II

2ω0 �

∣∣∣∣ (k0) = O(
√
ε). (156)

Simultaneously, a resonance effect takes place in the crossover region since
it can be shown that the amplitudes satisfy a relation of the type∣∣∣∣ Â1

Â2

∣∣∣∣ ∝ √
ε�

∣∣ω(k)− ω2(k)
∣∣−1

, (157)

which blows up for ω(k) approaching ω2(k) at C in the absence of damp-
ing. Furthermore, in following continuously one of the coupled dispersion
curves with increasing k we observe an energy conversion from one type of
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oscillation to the other type. This is typical of some wave systems in the
mechanics of deformable solids as studied in depth by R. D. Mindlin (e.g.,
in a three-term model of rectangular rod or in the dynamics of plates; cf.
Mindlin, 1955, 1960; Graff, 1975).

Two essential remarks are in order concerning this resonance phenome-
non:

• First, in the case where a dissipative process is associated with each of
the Aα

′s, the resonance effect is smoothed out (it presents a maximum
instead of a divergence), and the ω′s becoming complex, a relaxation
time accompanies each real-frequency solution and an interchange of
relaxation is observed in the cross over region.

• Second, in the case of surface waves the requirement that the ampli-
tudes decrease with depth in the substrate implies that the allowed
domain of dispersion may be reduced and that some of the coupled
branches (154) in fact are not attainable.

The subsequent sections illustrate this phenomenon in the models of coupled
fields sketched out in previous sections.

5.2 The Case of Magnetoelasticity in Ferromagnets

A. Magnon

Magnons are the quasi-particles quantum mechanically associated with
spin waves that are oscillations in the ordered array of magnetic spins such
as described by equations (70) in the absence of couplings with elasticity.
The corresponding frequency mode is shown to be parabolic (ω ≈ k2) with a
cut-off defined by the initial non-zero static magnetizationM0, i.e., typically
for such a mode

ωS(k) = ωM (αk2 + β), ωM = γM0, (158)

where α and β are reduced exchange and magnetic anisotropy constants.
In the magnetoelastic case the mode (158) will couple with elastic modes

that typically have a linear dispersion relation (subscript P for “phonon”
= elastic vibrations)

ωP (k) = cT k. (159)

The coupling between these two via magnetostriction (or piezomagnetism
induced by magnetostriction in the presence of a bias magnetization) is of
the resonance type discussed in the preceding paragraph.

B. Bulk Magnetoelastic Modes

It is not the purpose here to establish in detail the coupling between
“magnons” and “phonons” on the basis of the coupled continuum equations
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recalled in Paragraph 3.2. The reader will find this dealt with at length
in Maugin (1988, chap. 6), and Eringen and Maugin (1990, chap. 9). We
shall rather exhibit exemplary pictures of this dynamical magnetoelastic (or
“magnetoacoustic”) coupling. What in fact happens is the resonance cou-
pling between one elastic transverse mode and the spin mode while the other
elastic transverse mode is practically uncoupled, and we are in the dispersion
situation sketched out in equation (149), so that the comments in Paragraph
3.1 apply. This is true for a propagation at zero angle with respect to the
direction of the initial magnetization (see Figure 4). For a nonzero angle an
additional coupling with the elastic longitudinal mode occurs (see Figure 5).
Figures 6 and 7 show numerically computed coupled dispersion relations for
two good deformable ferromagnets, Cobalt and Yttrium-Iron-Garnet (YIG).
These figures also exhibit a so-called magnetoelastic Faraday effect (the
fact that the polarization plane of magnetoelastic waves rotates as right-
polarized and left-polarized waves propagate at different speeds; Part (c) in
these figures). Furthermore, if viscosity and spin-relaxation are taken into
account, according to the modelling developed by the author, an exchange
of relaxation between modes take place in the cross-over region (Part (d) in

Figure 4. Dispersion diagram for coupled magnetoelastic waves in ferro-
magnets (after Maugin, 1981, IJES).
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Figure 5. Dispersion diagram for coupled magnetoelastic waves in ferro-
magnets (after Maugin, 1981, IJES).

these figures).

C. Surface Magnetoelastic Modes

This case is much more subtle because we must account for the condi-
tion of existence of surface waves while the symmetry between right and
left propagation is broken (so called “non-reciprocity” of propagation to
the right and the left). With an initial setting of the static magnetization
orthogonal the sagittal plane, and neglect of the curvature (magnetization
gradients) of the spin-wave mode, one obtains dispersion curves such as
sketched out in Figure 8. Here hatched regions are forbidden (surface modes
with amplitude attenuation with depth do not exist), the low branches are
limited to small wave numbers, while for forward travelling waves the up-
per branch tends to a shear-horizontal elastic mode, which is not the case
for the backward travelling mode where the dynamic upper branch tends
towards a so-called “magnetostatic” mode (as obtained in a nondeformable
half space).
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Figure 6. Magnetoaoustic resonance in Cobalt: (a) dimensionless real dis-
persion relation for coupled magnons and transverse phonons (ω versus k);
(b) dimensionless real dispersion relation (R = k2 versus ω); (c) magnetoa-
coustic Faraday effect; (d) exchange of relaxation between modes. (after
Maugin and Pouget, 1981, IJES).
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Figure 7. Magnetacoustic resonance in Yttrium-Iron-Garnet (YIG): (a)
dimensionless real dispersion relation for coupled magnons and transverse
phonons (ω versus k); (b) dimensionless real dispersion relation (R =
k2 versus ω); (c) magneoacoustic Faraday effect; (d) exchange of relaxation
between modes. (after Maugin and Pouget, 1981, IJES).
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Figure 8. Dispersion curves for coupled surface magnetoelastic waves for
an orthogonal setting of the bias magnetic field (exchange forces neglected):
Difference between right and left propagation (after Maugin and Hakmi,
1985, JASA).

D. Case of Elastic Antiferromagnets

In the case of ferrimagnets, the multiplicity of magnetic lattices has for
consequence the existence of several magnon branches, two in the case of an-
tiferromagnets equipped with two magnetic sublattices. The magnetoelastic
couplings are exhibited in the model sketched out in Figure 3. Examples
of possible couplings between transverse elastic modes and two (lower and
upper) spin-wave branches are shown in Figure 9 after the author and co-
workers. The coupling scheme becomes complicated but reminds us exactly
of what happens in the pure mechanical wave modes in some structures
according to Mindlin. Figure 10 reproduces experimental results of such
couplings in antiferromagnetic FeCl2 (energy versus reduced wave number).

E. Magnetoacoustic Solitons

Solitons is the name given to strongly localized dynamical solutions
that propagate undeformed and interact just like elastic particles during
collisions. They exist because of a strict compensation between nonlinear-
ity (that tends to make a signal getting more and more steep like in the
formation of a shock wave) and dispersion (that tends to spread out a sig-
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Figure 9. Qualitative dispersion relation for coupled magnetoelastic waves
in simple antiferromagnets (after Maugin and Sioké-Rainaldy, 1983, 1985,
JAP): (a) Longitudinal setting for a moderate bias field for nonzero global
magnetization initially; (b) orthogonal setting for a moderate bias field,
same initial configuration; (c) orthogonal setting for a strong bias field with
nonzero global magnetization initially; (d) longitudinal setting for a strong
bias field.
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Figure 10. Real dispersion relation in antiferromagnetic FeCl2 (experimen-
tal results of Ziebeck and Houmann; after Maugin, 1980b).

nal by making the various Fourier components of the signal to travel at
different speeds). Equations (146) and (147) exhibit such solutions.

In the foregoing paragraphs only small amplitude oscillations of both
the mechanical displacement, and the magnetic spin orientation were consid-
ered. But we may also contemplate large angular deviations of the magnetic
spin allowed by the essentially non-linear (gyroscopic-like) spin equation,
still coupled via magnetostriction with small elastic strains. This situation
in which the simultaneous presence of nonlinearity and dispersion favours
the existence of solitons was first studied by the author and Miled (1986a).
They have shown that the coupled system of Section 3.2 can yield a sys-
tem of partial differential equations now called the sine-Gordon-D’Alembert
system that coupled via magnetostriction an equation such as (146) with a
linear elastic mode. That is, in appropriate units,

∂2φ

∂t2
− ∂2φ

∂x2
+ sinφ = −β

∂u

∂x
(cosφ), (160)

∂2u

∂t2
− c2T

∂2u

∂x2
= β

∂

∂x
(sinφ), (161)
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where u is a transverse elastic displacement, φ is the only remaining an-
gle describing the spin precession, and β stands for the magnetostriction
coupling. System (160)–(161) exhibits soliton-like solutions which are not
exactly soliton solutions in the mathematical sense because it exhibits some
radiations due to the essentially linear equation (161). Such solutions repre-
sent the dynamics of magnetoelastic domain walls of the Néel type (in-plane
180 degrees rotation of the local magnetization through the wall) in thin
magnetic films. Remarkably enough, a similar nonlinear dispersive wave
system was exhibited in the purely mechanical cases of micropolar elastic-
ity — in the sense of Eringen — (Maugin and Miled, 1986b; also Eringen,
1999) and elastic media endowed with a microstructure described by a set
of rigid directors – i.e., oriented media in the sense of Duhem & Ericksen –
(Pouget and Maugin, 1989).

5.3 The Case of Electroelasticity in Ferroelectrics

A. Polaritons

Polaritons refer to the waves that result from a coupling between os-
cillations in the system of ordered electric dipoles — governed by equation
of (114) — and the full set of Maxwell electromagnetic equations. The po-
larization mode is slightly dispersive and presents a cut-off, while the elec-
tromagnetic one is characterized by its high (light) velocity. This results in
Figure 11a in a large split between the two modes 2 and 3.

Figure 11. Dispersion relation curves for coupled transverse modes in elas-
tic ferroelectrics: (a) mixed acoustic-polariton branches; (b) schematic view
with Maxwell electrostatic equations and neglect of polarization gradients
(after Maugin, 1988, p. 531).
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Figure 12. Numerical dispersion curves for BaTiO3 (mixed transverse
acoustic and polariton modes in presence of dissipation (after Pouget and
Maugin, 1980, JASA).

B. Bulk and Surface Coupled Mode

For our purpose, however, the coupling with the electromagnetic mode
can be discarded (quasi-electrostatic hypothesis) and we retain only the
possible resonance coupling between an elastic mode and a practically flat
polarization mode such as shown in Figure 11b. Such coupled modes cal-
culated on the basis of the model developed by Maugin and Pouget (1980)
are sketched in Figure 12 for a good ferroelectric material such as BaTiO3

(after Pouget and Maugin, 1980). The eventual exchange of relaxation ac-
companying this coupling is also shown in the bottom part of the figure.
Coupled surface wave modes localized in the vicinity of a limiting plane
surface and characterized by a decrease of amplitude with depth can also
be placed in evidence. Figure 13 shows the corresponding coupling between
the polarization mode (c) and a transverse elastic mode (a) for a wave of the
Rayleigh surface type (elastic displacement polarized in the sagittal plane)
with a hatched forbidden dispersion zone (after Pouget and Maugin, 1981).

Finally, quite similar to the magnetoelastic solitons of the previous para-
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Figure 13. Piezoelectric Rayleigh waves in elastic ferroelectrics: qualitative
sketch of the dispersion relation (hatched region is forbidden) (after Maugin,
1988, p. 552).

graph, electroelastic solitons can be shown to exist for ferroelectrics of
the molecular group type (e.g., NaCl2). They are governed by a nonlinear
dispersive system of equations of the type of (160)–(161); cf. Pouget and
Maugin, 1984.

6 Configurational Forces in Presence of an
Electromagnetic Microstructure

6.1 Definition

The theory of configurational forces has recently become a rapidly de-
veloping active chapter of continuum thermomechanics (see the book Mau-
gin, 2011b for an overview for professionals). We remind the reader that
configurational forces are those forces of thermodynamical nature that are
associated with changes of the reference configuration while traditional
Newtonian-Eulerian forces are those that appear in the actual configuration
of the body (standard applied forces or couples, Cauchy stress). Accord-
ingly, configurational forces are the driving forces behind the evolution of
structural defects on, and topological changes of, the material manifold. The
theories of fracture, dislocation and disclination motions, structural changes
such as in plasticity, damage and material growth, and the progress of phase-
transition fronts belong in the general theory of configurational forces (Mau-
gin, 2011b). In the absence of dissipation — a case which is sufficient in the
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present context — the relevant thermomechanical equations of the theory of
configurational forces are those equations of conservation that follow from
the application of Noether’s theorem in a Hamiltonian-Lagrangian varia-
tional formulation. They are the local conservation equations of energy and
material momentum that account for the invariance of the considered phys-
ical system under changes of time and space parametrization (the system
is then said to be homogeneous in time and material space). These two
equations can also be obtained by direct manipulation of the field equations
by appropriate multiplication by time derivative and spatial gradient of the
fields and rearrangement of the results on account of the known constitutive
equations. We shall only give a flavour of the matter by recalling first what
happens for a pure mechanical system, e.g., the case of micropolar solids in
small deformation and small micro-rotations.

6.2 Reminder of a Purely Mechanical Case

In the dynamical case of small deformation and small micro-rotation the
standard balance laws of linear and angular momenta are given in Carte-
sian tensorial components by (cf. present Appendix and Eringen, 1968; no
applied force and couple for the sake of simplicity):

ρ0
∂2ui

∂t2
− ∂

∂xj
σji = 0, (162)

and

ρ0 jij
∂2φj

∂t2
− ∂mji

∂xj
− εipq σpq = 0. (163)

Isotropic microinertia, j = I 1, i.e., jij = I δij is often assumed for the sake
of simplicity or as an evident conclusion from a true micro-analysis. In terms
of the displacement of components ui and the microrotation of components
φi, the relevant measures of generalized deformations for elastic solids are
defined by

e := (∇u)T + dual φ = {eji = ui,j − εjik φk},
γ := ∇φ = {γji = φi,j},

(164)

and the constitutive equations of interest are given by

σ =
∂Ŵ

∂e
, m =

∂Ŵ

∂γ
, S = −∂Ŵ

∂θ
; W = Ŵ (e, γ, θ;x) (165)

for the usual (but here nonsymmetric) Cauchy stress tensor σ and the
couple-stress tensor m. Here θ is the thermodynamical temperature and
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S is the entropy per unit volume. The presence of x among the dependence
of the free energy W indicates a possible material inhomogeneity via the
constitutive equations. Such a dependence is also a priori considered for
the density ρ0 in the reference configuration. Let us define a “Lagrangian”
density per unit volume by

L̂ = K −W, (166)

with

K =
1

2
ρ0
(
u̇i u̇i + φ̇i jij φ̇j

)
, W = Ŵ . (167)

We encourage the reader to prove the following two equations by multiply-
ing equations (162) and (163), respectively by u̇i and φ̇i, adding the two
results, and rearranging terms on account of (165), and performing similar
operations but by applying ui,k and φi,k to (162) and (163), adding the
two results, and accounting for (165). This results in obtaining the local
canonical balance equations of energy and momentum in the following form
(e = internal energy per unit mass, q is a possible heat flux)

∂

∂t

(
ρ0

(
e+

1

2
u̇2 +

1

2
φ̇i jij φ̇j

))
− ∂

∂xj

(
σji u̇i +mji φ̇i − qj

)
= 0, (168)

and
∂

∂t
P tot.f
i − ∂

∂xj
bji = f inh

i + f th
i , (169)

wherein

P tot.f
i = −ρ0

(
u̇j uj,i+φ̇k jkj φj,i

)
, f inh

i =

(
∂L̂

∂xi

)
expl

, f th
i = S

∂θ

∂xi
, (170)

and
b = −L1− σ · (∇u)T −m · (∇φ)T

or bji = −(Lδji + σjk uk,i +mjk φk,i).
(171)

The nonsymmetric stress tensor b is referred to as the Eshelby stress tensor;
it is a true fully material stress tensor on the material manifold in the
original finite-strain formulation.

Here the notation used in (170)2 means (assuming jij is the same at all
material points)(

∂L̂

∂xk

)
expl

=
1

2

∂ρ0
∂xk

(u̇i u̇i + φ̇i jij φ̇j)− ∂

∂xk
Ŵ

∣∣∣∣
fixed fields

. (172)
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In the absence of thermal effects and for materially homogeneous bodies,
equations (168) and (169) reduce to the following strict conservation laws:

∂

∂t
H − ∂

∂xj
(σji u̇i +mji φ̇i) = 0, (173)

and
∂

∂t
P tot.f
i − ∂

∂xj
bji = 0, (174)

wherein
H = K +W, W = Ŵ (eij , γij). (175)

Equations (173) and (174) and the associated jump relations across a dis-
continuity surface provide the basis for most calculations of driving forces
on defects. In particular, for a straight through crack in the direction x1

(see Figure 14) the celebrated J-integral of fracture theory for a quasi-static
progress is given by

J =

∮
Γ

(
W n1 − nj

(
σji

∂ui

∂x1
+mji

∂φi

∂x1

))
dΓ, (176)

where Γ is a circuit in the (x1, x2)-plane starting form the bottom stress-free
face of the crack and ending on its tip stress-free face (hence in a counter-
clockwise circuit with unit outward normal of components ni; component
n1 along the direction x1). Formula (176), generalizing the standard (no
microstructure) elastic case of Rice (1968), was first given by Atkinson and
Leppington (1974), and reformulated since then by various authors (see

Figure 14. Straight through crack with integration contour for the J-
integral.
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Maugin, 2011b, p. 268). Equation (176) is obtained by integrating (174) in
a domain of the (x1, x2)-plane encircling the crack tip, ignoring the inertia
terms, invoking the divergence theorem, and projecting the result onto the
x1 direction. In the same approximation, the expression of the accompany-
ing energy-release rate is obtained by performing similar manipulations on
equation (173).

In a similar manner, the configurational force driving a phase-transition
front Σ of unit oriented normal n is obtained by the formula

fΣ = n · [b] · n, (177)

where b is reduced to its quasi-static part and the brackets denote the
jump of the enclosed quantity. The details of the proof of (177) are given
in Maugin (2011b, pp. 264–267) in the case of finite fields.

6.3 The Ferroelectric Case

It is clear that the ferroelectric elastic case sketched out in Section 4 is
very similar to the micropolar case recalled in Paragraph 6.2. In particular,
in parallel with (166) and (167) we have the following expressions:

L̂ = K −W, (178)

with

K =
1

2
ρ0 (u̇i u̇i + π̇i dE π̇i), W = Ŵ , (179)

but here

Ŵ = W (eij = u(i,j), πi, πi,j)−
(
1

2
E2 + ρ0 πi Ei

)
, (180)

where Ei are the components of the Maxwellian quasi-static electric field
E, and we consider only small strains and electric fields in the absence of
thermal and other dissipative effects, and of material inhomogeneities, the
whole in the quasi-electrostatics of dielectrics. The relevant constitutive
equations are given by (see, e.g., Maugin, 1988, chap. 7)

σji =
∂W

∂eij
,

EL
i = −ρ−1

0

∂W

∂πi
,

Êji =
∂W

∂πi,j
,

(181)
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while the field equations are the equation of motion, the equation govern-
ing the electric polarization, and the remaining Maxwell’s equations for
dielectrics. That is,

ρ0
∂2ui

∂t2
=

∂σji

∂xj
+ fem

i , fem
i = ρ0 πj

∂Ei

∂xj
, (182)

dE
∂2πi

∂t2
= Ei + EL

i + ρ−1
0

∂Êji

∂xj
, (183)

and
∇ ·D = 0,
∇×E = 0 ⇒ E = −∇φ,
Di = Ei + ρ0 πi.

(184)

Here φ is the electrostatic potential not to be mistaken for the microrotation
of the previous paragraph.

Because the conservation laws of energy and material momentum are
canonical (i.e., their formal expression is independent of the true physical in-
terpretation of the variables; see Maugin, 2011b) we could write them down
at once by analogy with equations (168) through (171). The thermomechan-
ics of the corresponding configurational forces was given by Restuccia and
Maugin (2008) in the finite-strain framework. We could exploit Noether’s
theorem — as there is no dissipation — since all equations are derivable
from a unique Hamiltonian-Lagrangian variational principle. More naively,
for example, in order to obtain the conservation equation of canonical (ma-
terial) momentum, we can simply combine the three co-vectorial equations
obtained by applying the field ui,k, πi,k and ∇φ, respectively to (182), (183)
and (184) and accounting for (179) through (181), to arrive at the equation

∂

∂t
P tot.f
i − ∂

∂xj
bji = 0 (185)

wherein
P tot.f
i = −ρ0 (u̇j uj,i + dE π̇j πj,i), (186)

and
bji = −(Lδji + σjk uk,i +Dj φ,i + Êjk πk,i

)
. (187)

Just the same as (174), equation (185) provides the basis for the construc-
tion of configurational forces acting on defects in elastic ferroelectrics. In
particular, in quasi-statics, the integral of (185) in the proper plane (see
Figure 14) yields the generalized J-integral useful in fracture studies:

J =

∮
Γ

(
W n1 − nj

(
σji

∂ui

∂x1
+Dj

∂φ

∂x1
+ Êji

∂πi

∂x1

))
dΓ. (188)
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If the body is piezoelectric but not ferroelectric, then dE = 0, Êij = 0, and
equation (183) reduces to

E+EL = 0, (189)

while

W = W (eij , πi), EL
i = −ρ−1

0

∂W

∂πi
. (190)

We can perform a partial Legendre transformation onW such as, on account
of (189):

Ei =
∂W

∂Pi
,

Pi = ρ0 πi = −∂W̃

∂Ei
,

W (eij , Pi)− W̃ (eij , Ej) = Ek Pk = ρ0 πk Ek.

(191)

Thus, in this approximation,

Di = Ei + Pi = −∂
�

W

∂Ei
,

�

W (eji, Ei) = −1

2
E2 + W̃ (eij , Ej). (192)

This is the standard theory of electroelasticity of piezoelectrics for which
(188) reduces to the known formula (given by several authors, see Maugin,
2011b, sec. 11.9)

J =

∮
Γ

(
W n1 − nj

(
σji

∂ui

∂x1
+Dj

∂φ

∂x1

))
dΓ. (193)

For the formulation of the driving force acting on phase-transition fronts,
we refer the reader to our book (Maugin, 2011b, sec. 11.9).

6.4 The Ferromagnetic Case

This case is peculiar in the dynamic framework because of the special
nature of the magnetic spin for which there is no kinetic energy expressed
in the traditional form. First of all it can be shown (Maugin, 2011b, p. 370)
that the local energy equation (66) for small strains can be rewritten in a
more traditional (canonical) form as

∂

∂t

(
ρ0

(
1

2
u̇2 + e−B · μ

))
− ∂

∂xj

(
σji u̇i + B̂ji μ̇i − qj

)
= 0, (194)

where e is the internal energy per unit mass and qj stands for the heat flux.
In the absence of thermal and dissipative processes this is rewritten as

∂

∂t

(
1

2
ρ0 u̇

2 +W − ρ0 Bj μj

)
− ∂

∂xj

(
σji u̇i + B̂ji μ̇i

)
= 0, (195)
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where there is no apparent kinetic energy for the magnetic spin, while the
volume energy W remains a function of the set of variables (eji, μi, μi,j).
The associated canonical conservation law of (material) momentum was
formulated by Fomethe and Maugin (1996). In small strains and materially
homogeneous materials it reads

∂

∂t
Pmech
i − ∂

∂xj
bji = f ferro

i , (196)

wherein
Pmech
i = −ρ0 u̇k uk,i, (197)

bji = −(Lδji + σjk uk,i + B̂jk μk,i

)
, (198)

L =
1

2
ρ0 u̇

2 + ρ0 Bj μj −W (eji, μi, μi,j), (199)

and
f ferro
i = −γ−1 ωk μk,i, (200)

where ωi are the components of the precessional velocity of the magnetic
spin, i.e.,

ωi = −γ
(
Bi +BL

i + ρ−1
0 B̂ji,j

)
. (201)

The generally nonvanishing right-hand side in (196) is the print left by the
peculiar gyroscopic nature of the magnetic spin. Whatever we do, we cannot
incorporate it in any of the two terms in the left-hand side. This “material”
force (200) can also be written in the self-speaking form

f ferro
i = ρ0

δL

δμk
μk,i, (202)

where the Euler–Lagrange variational derivative is given by

δL

δμk
=

∂L

∂μk
− ∂

∂xp

∂L

∂μk,p
= Bk − δW

δμk
. (203)

It is verified that the “ferromagnetic” material force (200) or (202) has no
dissipative contents by computing the (identically nil) power that it expends
in a material velocity field on the material manifold by virtue of equation
(9), in full agreement with (195). Thus it will not contribute any term in the
energy-release rate that we could deduce from (196) in a study of fracture.
We refer the reader to Chapter 11 of Maugin (2011b) for further applications
to fracture and the progress of phase-transition fronts and magnetic domain
walls.
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7 Conclusive Remark

In the early developments of three-dimensional generalized continuum me-
chanics the difficulty of physically realizing a volume density of distributed
mechanical couples was noticed. An early justification for considering mag-
netized and electrically polarized materials was the possibility to induce
such couples by electromagnetic means: the general non-alignment of mag-
netic field and magnetization in the magnetic case, that of electric field and
electric dipoles in the electric case. What we have shown in the foregoing
sections is that a further electromagnetic microstructure, whether magnetic
or electric in nature, induces the presence of other fields that theoretically
exist in purely mechanical theories, those of hyperstress and intrinsic spin.
As shown in this set of lectures, a consequence of the presence of such fields
makes that some of the results and expressions of pure continuum mechan-
ics are translated into new electromagnetically-based quantities. This is
true in most of the applications such as coupled-wave propagation, driving
forces on cracks and phase-transformation. This does not come as a surprise
in the field-theoretical approach presented in these lectures where many of
the expressions are indeed canonical, and thus formally independent of the
precise physical meaning of the involved fields.

A Reminder of Basic Equations of Generalized
Mechanical Continua

Here we remind the reader of the basic local equations of balance of now
standard generalized continua (see, e.g., Eringen, 1999; Maugin, 2011a).

Let σ the Cauchy stress of continuum mechanics, i.e., the stress tensor
of Cartesian tensor components σji in the actual configuration of a body B
at Newtonian time t. In classical continuum mechanics (no applied couple,
no internal structure) this is symmetric satisfying the two local balance
equations of linear momentum and moment of momentum:

∂

∂t
(ρ0 v)− div σ = 0 or

∂

∂t
(ρ0 u̇i)− σji,j = 0, (204)

and
σ = σT or σji = σij ⇐⇒ σ[ji] = 0, (205)

in the absence of body force. Here ρ0 is the constant matter density (for a
homogeneous body) and vi := u̇i denotes the velocity.

In the most popular (purely mechanical) generalized continuum mechan-
ics, Equation (205) generalizes to the following ones (written in quasi-statics
for the sake of simplicity):
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Micromorphic Bodies (Eringen, Mindlin; 1964):

μkij,k + σji − sji + lij = 0,
σji = σ(ji) + σ[ji], s[ji] = 0,
lji = Cji + l(ji).

(206)

Micropolar Bodies (Cosserat brothers, etc.):

μk[ji],k + σ[ji] + Cij = 0 (207)

or
mji,j + εikj σkj + Ci = 0. (208)

Bodies with Microstretch (Eringen, 1969):

μklm =
1

3
mk δlm − 1

2
εlmr mkr (209)

so that
mkl,k + εlmn σmn + Cl = 0,
mk,k + σ − s+ l = 0.

(210)

Dilatational Elasticity (Cowin and Nunziato, 1983):

mk,k + σ − s+ l = 0. (211)

In these equations given in Cartesian components in order to avoid any
misunderstanding (note that the divergence is always taken on the first
index of the tensorial object to which it applies), μkij is a new internal
force having the nature of a third-order tensor. It has no specific symmetry
in Equation (206) and it may be referred to as a hyperstress. In the case of
Equations (207) this quantity μkij is skewsymmetric in its last two indices
and a dual second order tensor — called a couple stress — of components
mji can be introduced having axial nature with respect to its second index.
The fields sji and lij are, respectively, a symmetric second order tensor
and a general second order tensor. The former is an intrinsic interaction
stress, while the latter refers to an external source of both stress and couple
according to the last of Equations (206). Only the skew part of the later
remains in the special case of micropolar materials (Equations (207) in which
Ci represents the components of an applied couple, an axial vector associated
with the skewsymmetric tensor Cji). The latter can be of electromagnetic
origin, and more rarely of pure mechanical origin. Equations (209) and (210)
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represent a kind of intermediate case between micromorphic and micropolar
materials. The case of dilatational elasticity in Equation (211) appears
as a further reduction of that in Equation (210). This can be useful in
describing the mechanical behavior of media exhibiting a distribution of
holes or cavities in evolution.

In a fully dynamical case, a dynamic (inertia) term is present in the
right-hand side of equations (206)1, (207)1, (210)1 and (211). For instance,
in the case of (207)1, its dynamical generalization reads

μk[ji],k + σ[ji] + Cij = ρ0 Sji (212)

or
mji,j + εikj σkj + Ci = ρ0 Si, (213)

where the intrinsic spin tensor of components Sji (and its dual axial vector
Sk) are given by

Sji = −εjik Sk, Sk =
d

dt
(jkp νp), (214)

where jkp stands for a symmetric tensor of rotational (or micro) “inertia”
and νp denotes the vector components of an intrinsic rotational velocity
(generally different from standard vorticity ωi =

1
2 (∇×v)i). Eringen (1966)

has shown that jkp satisfies a “balance law of micro-inertia” in perfect anal-
ogy with the standard conservation of mass for the macroscopic motion. For
the purpose of analogy with electromagnetically micro-structured media, we
note that the spin tensor that will appear in the right-hand side of equation
(206)1 would be defined microscopically by an average of the type

Sji ≡
〈
ξ̈j ξi

〉
, (215)

where ξj refers to internal coordinates in a micro-element defined at point
X in the body. Only the skewsymmetric (i.e., antisymmetric) part of this
tensor is involved in a micropolar body so that we have the reduction

Sji =
〈
ξ̈[j ξi]

〉
=

〈
d

dt

(
ξ̇[j ξi]

)〉
=

d

dt

〈
ξ̇[j ξi]

〉
. (216)

This is to be compared to expressions such as that in the left-hand side of
(123).
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G. A. Maugin and A. Hakmi. Magnetoelastic surface waves in elastic fer-
romagnets - I : Orthogonal setting of the bias magnetic field. J. Acoust.
Soc. Amer., 77:1010–1026, 1985.

G. A. Maugin and A. Miled. Solitary waves in elastic ferromagnets. Phys.
Rev. B, 33:4830–4842, 1986a.

G. A. Maugin and A. Miled. Solitary waves micropolar elastic crystals. Int.
J. Engng. Sci., 24:1477–1499, 1986b.

G. A. Maugin and J. Pouget. Electroacoustic equations in one-domain
ferroelectric bodies. J. Acoust. Soc. Amer., 68:575–587, 1980.

G. A. Maugin and J. Pouget. A continuum approach to magnon-phonon
couplings - III: Numerical results. Int. J. Engng. Sci., 19:479–493, 1981.
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Computational Methods
for Generalised Continua
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Abstract Standard continuum models do not incorporate an in-
ternal length scale, and therefore suffer from excessive mesh depen-
dence when strain-softening models are used in numerical analyses.
In this contribution this phenomenon will be analysed and remedied
through the use of higher-order continua. To enable an efficient and
robust implementation algorithms based on damage and on plastic-
ity theories will be described for higher-order gradient models and
for a Cosserat continuum.

1 Introduction

Localisation of deformation refers to the emergence of narrow regions in
a structure where all further deformation tends to concentrate, in spite of
the fact that the external actions continue to follow a monotonic loading
programme. The remaining parts of the structure usually unload and be-
have in an almost rigid manner. The phenomenon has a detrimental effect
on the integrity of the structure and often acts as a direct precursor to
structural failure. It is observed for a wide range of materials, including
rocks, concrete, soils, metals, alloys and polymers, although the scale of
localisation phenomena in the various materials may differ by some orders
of magnitude: the band width is typically less than a millimeter in metals
and several meters for crestal faults in rocks.

In this contribution we address the fundamental issue of developing
(higher-order) continuum models that admit localisation of deformation
while preserving well-posedness of the rate boundary value problem. In
a standard (Boltzmann) continuum well-posedness is normally lost when
the homogenised constitutive relation exhibits a descending branch, which
is commonly referred to as strain softening.

A part of this contribution is hence devoted to uniqueness and stability
issues of non-linear boundary value problems in standard continua. Em-
phasis is placed on the critical conditions which entail a change of type

H. Altenbach, V. A. Eremeyev (Eds.), Generalized Continua from the Theory to  
Engineering Applications, DOI 10.1007/978-3-7091-1371-4_7, © CISM, Udine 2013
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of the differential equation, and the consequences of such a change for the
discretisation sensitivity of computations. Subsequently, we discuss simple
enhancements of the standard continuum theory within the framework of
damage theory and of plasticity theory. Our aim is to obtain an enhanced
continuum formulation that does not exhibit a change of type of the differ-
ential equation and therefore, does not suffer from excessive mesh sensitivity
when strain softening occurs.

For large-scale applications of such higher-order continuum methods it
is pivotal that the damage and plasticity models utilised are cast in an
algorithmic framework that is robust and efficient. For this reason a major
part of this contribution is devoted to the description of such algorithms.

2 Isotropic Elasticity-Based Damage

The basic structure of constitutive models that are set up in the spirit of
damage mechanics is simple. We have a total stress-strain relation (Lemaitre
and Chaboche, 1990):

σσσ = Ds(ω,ωωω,ΩΩΩ) : εεε (1)

where σσσ is the stress tensor, εεε is the strain tensor and Ds is a secant, fourth-
order stiffness tensor, which can depend on a number of internal variables,
like scalar-valued variables ω, second-order tensors ωωω and fourth-order ten-
sors ΩΩΩ. Equation (1) differs from non-linear elasticity in the sense that a
history dependence is incorporated via a loading-unloading function f . The
theory is completed by specifying the appropriate (material-dependent) evo-
lution equations for the internal variables.

For isotropic damage evolution, the secant stiffness tensor of Eq. (1)
becomes (in matrix format):

Ds =
Es

(1 + νs)(1− 2νs)

⎡⎢⎢⎢⎢⎢⎢⎣

1− νs νs νs 0 0 0
νs 1− νs νs 0 0 0
νs νs 1− νs 0 0 0

0 0 0 1−2νs

2 0 0

0 0 0 0 1−2νs

2 0

0 0 0 0 0 1−2νs

2

⎤⎥⎥⎥⎥⎥⎥⎦
(2)

with Es = E(1 − ω1) the secant stiffness modulus, and νs = ν(1 − ω2) the
secant value of Poisson’s ratio. The scalar-valued damage variables ω1 and
ω2 grow from zero to one at complete damage. A further simplification can
be achieved if it is assumed that Poisson’s ratio remains constant during
the damage process, which is equivalent to the assumption that the secant
shear stiffness and bulk moduli degrade in the same manner during damage
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evolution. Equation (2) then simplifies to:

Ds = (1− ω)De (3)

with ω the single damage variable.
The total stress-strain relation (3) is complemented by a damage loading

function f , which reads:

f = f(ε̃, σ̃, κ) (4)

with ε̃ and σ̃ scalar-valued functions of the strain and stress tensors, re-
spectively, and κ the internal variable. The internal variable κ starts at
an initial level κi and is updated by the requirement that during damage
growth f = 0, whereas at unloading f < 0 and κ̇ = 0. Damage growth
occurs according to an evolution law such that ω = ω(κ), which can be de-
termined from a uniaxial test. The loading-unloading conditions of inelas-
tic constitutive models are often formalised using the Karush-Kuhn-Tucker
conditions:

f ≤ 0 , κ̇ ≥ 0 , f κ̇ = 0 (5)

We here limit the treatment to the case that the damage loading function
does not depend on σ̃. For such a strain-based, or elasticity-based, damage
model we have:

f(ε̃, κ) = ε̃− κ (6)

For metals a common choice for ε̃ is the energy measure:

ε̃ =
1

2
εεε : De : εεε (7)

Equation (7) is less convenient in the sense that it does not reduce to the
uniaxial strain for uniaxial stressing. For this reason it is sometimes replaced
by the modified expression

ε̃ =

√
1

E
εεε : De : εεε (8)

Expression (8) is represented graphically in the principal strain space for
plane-stress conditions in Figure 1(a). In this figure, a scaling has been
applied such that ε̃ = 1, while ν = 0.2. The dashed lines are uniaxial stress
paths.

The above energy release rate definition for ε̃ gives equal weights to
tensile and compressive strain components, which makes it unsuitable to
describe the mechanical behaviour of quasi-brittle materials like concrete,
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Figure 1. Contour plots for ε̃ for (a) the energy-based concept, (b) the
Mazars definition (Mazars and Pijaudier-Cabot, 1989) and (c) the modified
Von Mises definition for k = 10

rock and ceramics. To remedy this deficiency, Mazars and Pijaudier-Cabot
(1989) have suggested the definition

ε̃ =

√√√√ 3∑
i=1

(< εi >)2 (9)

with εi the principal strains, with < · > the MacAulay brackets defined
such that < εi >= εi if εi > 0 and < εi >= 0 otherwise. A contour plot for
ε̃ = 1 is given in Figure 1(b). A third definition for the equivalent strain
ε̃ has been proposed by de Vree et al. (1995). This proposition, which has
been named a Modified von Mises definition, is given by

ε̃ =
k − 1

2k(1− ν)
Iε1 +

1

2k

√
(k − 1)2

(1− 2ν)2
(Iε1)

2 +
12k

(1 + ν)2
Jε
2 (10)

with Iε1 the first invariant of the strain tensor and Jε
2 the second invariant of

the deviatoric strain tensor. The parameter k governs the sensitivity to the
compressive strain components relative to the tensile strain components.
The definition of ε̃ is such that a compressive uniaxial stress kσ has the
same effect as a uniaxial tensile stress σ. k is therefore normally set equal
to the ratio of the compressive uniaxial strength and the tensile uniaxial
strength. A graphical representation of the Modified von Mises definition
is given in Figure 1(c).

From a computational point of view the above elasticity-based dam-
age model is cast easily into a simple and robust algorithm. Indeed, in a
displacement-based finite element formulation we can directly compute the
strains from the given nodal displacements. The equivalent strain follows



Computational Methods for Generalised Continua 365

in a straightforward fashion, since ε̃ = ε̃(εεε). After evaluation of the dam-
age loading function, Eq. (6), the damage variable ω can be updated, and
the new value for the stress tensor can be computed directly. The simple
structure of the algorithm, see Box 1 for details, is due to the fact that the
stress-strain relation of Eq. (1) is a total stress-strain relation, in the sense
that there exists a bijective relation for unloading, and a surjective, but
non-injective relation between the stress and strain tensors for loading.

Box 1. Algorithm for a isotropic elasticity-based damage model.

1. Compute the strain increment: Δεεεj+1

2. Update the total strain: εεεj+1 = εεε0 +Δεεεj+1

3. Compute the equivalent strain: ε̃j+1 = ε̃(εεεj+1)

4. Evaluate the damage loading function: f = ε̃j+1 − κ0

if f ≥ 0 , κj+1 = ε̃j+1

else κj+1 = κ0

5. Update the damage variable: ωj+1 = ω(κj+1)

6. Compute the new stresses: σσσj+1 = (1− ωj+1)D
e : εεεj+1

The algorithm described above evaluates the stress from a given strain.
To arrive at a computationally efficient procedure that utilises a Newton-
Raphson method, it must be complemented by a tangential stiffness tensor,
which is derived by a consistent linearisation of the stress-strain relation.
Differentiating Eq. (3) gives:

σ̇σσ = (1− ω)De : ε̇εε− ω̇De : εεε (11)

Since ω = ω(κ), and because the internal variable κ depends on the equiv-
alent strain via ε̃ and the loading function (6), we obtain:

ω̇ =
∂ω

∂κ

∂κ

∂ε̃
˙̃ε (12)

where ∂κ/∂ε̃ ≡ 1 for loading and ∂κ/∂ε̃ ≡ 0 for unloading. Considering the
dependence ε̃ = ε̃(εεε), we can elaborate this relation as:

ω̇ =
∂ω

∂κ

∂κ

∂ε̃

∂ε̃

∂εεε
: ε̇εε (13)
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Substitution of Eq. (13) into the expression for the stress rate yields:

σ̇σσ =

(
(1− ω)De − ∂ω

∂κ

∂κ

∂ε̃
(De : εεε)⊗ ∂ε̃

∂εεε

)
: ε̇εε (14)

For unloading the second term in Eq. (14) cancels and we retrieve the secant
stiffness matrix (1−ω)De as the tangential stiffness matrix for unloading. It
is finally noted, cf. Simo and Ju (1987), that the tangential stiffness matrix
as defined in (14) is generally non-symmetric. For the special choice that
the equivalent strain is given by Eq. (7), symmetry is restored, since then

σ̇σσ =

(
(1− ω)De − ∂ω

∂κ

∂κ

∂ε̃
(De : εεε)⊗ (De : εεε)

)
: ε̇εε (15)

3 Stability, Ellipticity, and Mesh Sensitivity

A fundamental problem of incorporating damage evolution in standard con-
tinuum models is the inherent mesh sensitivity that occurs after reaching
a certain damage level. This mesh sensitivity goes beyond the standard
discretisation sensitivity of numerical approximation methods for partial
differential equations and is not related to deficiencies in the discretisation
methods. Instead, the underlying reason for this mesh sensitivity is a local
change in character of the governing partial differential equations. This lo-
cal change of character of the governing set of partial differential equations
leads to a loss of well-posedness of the initial boundary value problem and
results in an infinite number of possible solutions. After discretisation, a
finite number of solutions results. For a finer discretisation, the number of
solutions increases, which explains the observed mesh sensitivity.

Since the observed mesh sensitivity is of a fundamental nature, we shall
first discuss some basic notions regarding stability and ellipticity. Subse-
quently, we elucidate the mathematical concepts by simple examples regard-
ing mesh sensitivity.

3.1 Stability and Ellipticity

At the continuum level stable material behaviour is usually defined as the
scalar product of the stress rate σ̇σσ and the strain rate ε̇εε being positive (Hill,
1958; Maier and Hueckel, 1979):

ε̇εε : σ̇σσ > 0 (16)

although it can be linked in a rigorous manner to Lyapunov’s mathematical
definition of stability only for elastic materials (Koiter, 1969). In Eq. (16)
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restriction is made to geometrical linearity. Extension to geometrical non-
linearity is straightforward by replacing σ̇σσ by the rate of the First Piola-
Kirchhoff stress tensor and ε̇εε by the velocity gradient. Evidently, the scalar
product of Eq. (16) becomes negative when, in a uniaxial tension or com-
pression test, the slope of the homogenised axial stress-axial strain curve is
negative. This phenomenon is named strain softening and is not restricted
to a damage mechanics framework, but can also occur in plasticity.

There is a class of material instabilities that can cause the scalar product
of stress rate and strain rate to become negative without the occurrence of
strain softening in the sense as defined above. These instabilities can arise
when the predominant load-carrying mechanism of the material is due to
frictional effects such as in sands, rock joints and in pre-cracked concrete.
At a phenomenological level such material behaviour typically results in
constitutive models which, in a multiaxial context, have a non-symmetric
relation between the stress-rate tensor and the strain-rate tensor, e.g. as in
Eq. (14), unless a special choice is made for the equivalent strain ε̃. This
lack of symmetry is sufficient to cause loss of material stability, even if the
slope of the axial stress-strain curve is still rising (Rudnicki and Rice, 1974).

In the above discussion, the terminology ‘homogenised’ has been used.
Here, we refer to the fact that initial flaws and boundary conditions in-
evitably induce an inhomogeneous stress state in a specimen. During pro-
gressive failure of a specimen these flaws and local stress concentrations
cause strongly inhomogeneous deformations of the specimen. The proce-
dure that is normally utilised to derive stress-strain relations, i.e. dividing
the force by the virgin load-carrying area and dividing the displacement of
the end of the specimen by the original length so as to obtain stress and
strain, respectively, then no longer reflects what happens at a lower length
scale and loses physical significance.

Limiting the discussion to incrementally-linear stress-strain relations,
that is the relation between the stress rate σ̇σσ and the strain rate ε̇εε can
be written as

σ̇σσ = D : ε̇εε (17)

with D the material tangential stiffness tensor, inequality (16) can be re-
formulated as

ε̇εε : D : ε̇εε > 0 (18)

The limiting case that the inequality (18) is replaced by an equality, marks
the onset of unstable material behaviour. Mathematically, this is expressed
by the loss of positive definiteness of the material tangential stiffness tensor
D:

det(Dsym) = 0 (19)
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where the superscript sym denotes a symmetrised operator. Material in-
stability can lead to structural instability. For a structure that occupies a
volume V , Hill’s definition (Hill, 1958) guarantees structural stability if∫

V

ε̇εε : σ̇σσ dV > 0 (20)

for all kinematically admissible ε̇εε. Obviously, violation of inequality (16), i.e.
loss of material stability, can lead to violation of Eq. (20), thus opening the
possibility of structural instability. Accordingly, the existence of material
instabilities, such as strain softening, can lead to structural instability, even
in the absence of geometrically destabilising terms. Of course, there exist
many cases where material instabilities and geometrical terms interact and
are both (partly) responsible for structural instability.

n

n

V

V

+

−

S

Sd

Figure 2. Body composed of continuous displacement fields at each side of
the discontinuity Sd

Yet, the occurrence of unstable material behaviour does not explain the
frequently observed discretisation-sensitive behaviour of computations of
such solids. Indeed, a crucial consequence of the loss of positive definiteness
of the material tangential stiffness tensor D is that it can result in loss of
ellipticity of the governing set of rate equations. Considering quasi-static
loading conditions, the governing differential equations – equilibrium equa-
tions, kinematic equations and constitutive equations – normally have an
elliptic character. Mathematically, this implies that discontinuities in the
solution are not possible. Now suppose that within the given context of
quasi-static loading conditions, a (possibly curved) plane emerges, say Sd

(Figure 2), across which the solution can be discontinuous. The difference
in the traction rate ṫd across this plane reads:

[[ṫd]] = nSd
· [[σ̇σσ]] (21)

with nSd
the normal vector to the discontinuity Sd. Using the tangential
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stress-strain relation defined in Eq. (17) we obtain

[[ṫd]] = nSd
·D : [[ε̇εε]] (22)

where the assumption of a linear comparison solid (Hill, 1958) has been
introduced, i.e. D is assumed to have the same value at both sides of
the discontinuity Sd. A displacement field u that is crossed by a single
discontinuity can be represented as:

u = ū+HSd
ũ (23)

with the Heaviside function HSd
separating the continuous displacement

fields ū and ũ. The strain field is subsequently obtained by straightforward
differentiation:

εεε = ∇symū+HSd
∇symũ+ δSd

(ũ⊗ nSd
)sym (24)

where δSd
is the Dirac function placed at the discontinuity Sd. For a station-

ary discontinuity, so that there is no variation of the Heaviside function HSd

and the Dirac function δSd
, the strain rate field follows by differentiation

with respect to time:

ε̇̇ε̇ε = ∇sym ˙̄u+HSd
∇sym ˙̃u+ δSd

( ˙̃u⊗ nSd
)sym (25)

The difference in strain rate fields at Sd is proportional to the unbounded
term at the interface:

[[ε̇εε]] = ζ( ˙̃u⊗ nSd
)sym (26)

also known as the Maxwell compatibility condition and ζ a non-zero scalar.
Substitution into Eq. (22) gives:

[[ṫd]] = ζ(nSd
·D · nSd

) · ˙̃u (27)

where the minor symmetry of the tangential stiffness tensor has been ex-
ploited. A non-trivial solution can exist if and only if the determinant of
the acoustic tensor A = nSd

·D · nSd
vanishes:

det(nSd
·D · nSd

) = 0 (28)

Thus, if condition (28) is met, discontinuous solutions can emerge and loss
of ellipticity of the governing differential equations occurs. It is noted that
condition (28) is coincident with Hill’s condition for the propagation of plane
acceleration waves in solids (Hill, 1962). Analyses that aim at determining
the load level at which the determinant of the acoustic tensor vanishes are
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also denoted as discontinuous bifurcation analyses, cf. Vardoulakis and
Sulem (1995).

Ellipticity is a necessary condition for well-posedness of the rate bound-
ary value problem, in the sense that a finite number of linearly independent
solutions are admitted, continuously depending on the data and not involv-
ing discontinuities, cf. Benallal et al. (1988). Loss of ellipticity therefore
allows an infinite number of solutions to occur, including those which in-
volve discontinuities. A numerical approximation method will try to capture
the discontinuity as good as possible and resolve it in the smallest possible
volume which the discretisation allows. Accordingly, mesh refinement will
result in a smaller and smaller localisation volume, but obviously, a discon-
tinuity cannot be represented exactly unless special approximation methods
are used that can capture a discontinuity rigorously.

For small displacement gradients loss of material stability as expressed
by Eq. (19) is a necessary condition for loss of ellipticity. We show this
by substituting the strain field (26) into the condition for loss of material
stability (18):

(ũ⊗ nSd
) : D : (ũ⊗ nSd

) > 0 (29)

The left-hand side of this inequality vanishes for arbitrary ũ if and only if

det(nSd
·Dsym · nSd

) = 0 (30)

Because the real-valued eigenspectrum of the acoustic tensor A is bounded
by the minimum and maximum eigenvalues of nSd

· Dsym · nSd
, Eq. (30)

is always met prior to satisfaction of Eq. (28). Since Eq. (30) can only
be satisfied if material stability is lost, Eq. (19), it follows that loss of
ellipticity can occur only after loss of material stability. However, when
geometrically non-linear terms are included, ellipticity can be lost prior to
loss of material stability. This, for instance, can occur at low, but positive
values of the plastic hardening modulus, in situations where geometrically
non-linear terms have a destabilising effect.

3.2 Mesh Sensitivity

Mesh sensitivity in a standard continuum equipped with a strain-softening
stress-strain relation is conveniently demonstrated by the example of a sim-
ple bar loaded in uniaxial tension, Figure 3. Let the bar be divided into
m elements. Prior to reaching the tensile strength ft a linear relation is
assumed between the normal stress σ and the normal strain ε:

σ = Eε
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After reaching the peak strength a descending slope is defined in this dia-
gram through an affine transformation from the measured load-displacement
curve. The result is given in Figure 4(a), where κu marks the point where
the load-carrying capacity is exhausted. In the post-peak regime the con-
stitutive model thus reads:

σ = ft + h(ε− κi) (31)

where, evidently, in case of degrading materials, h < 0 and may be termed
a softening modulus. For linear strain softening we have

h = − ft
κu − κi

(32)

L

m elements
σ

Figure 3. Bar with length L subjected to an axial tensile stress σ

σ

εκ i κ u

E

ft

σ

ft

εκ i κ u

m = 1m = n

Figure 4. Left: Elastic-linear damaging material behaviour. Right: Re-
sponse of an imperfect bar in terms of a stress-average strain curve

We next suppose that one element has a tensile strength that is marginally
below that of the other m− 1 elements. Upon reaching the tensile strength
of this element, failure will occur. In the other, neighbouring elements the
tensile strength is not exceeded and they will unload elastically. Beyond the
peak strength the average strain in the bar is thus given by:

ε̄ =
σ

E
+

E − h

Eh

σ − ft
m

(33)
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Substitution of Eq. (32) for the softening modulus h and introduction of
n as the ratio between the strain κu at which the residual load-carrying
capacity is exhausted and the threshold damage level κi, n = κu/κi and
h = −E/(n− 1), gives

ε̄ =
σ

E
+

n(ft − σ)

mE
(34)

This result has been plotted in Figure 4(b) for different values of m for given
n. The computed post-peak curves do not seem to converge to a unique
curve. In fact, they do, because the governing equations predict the failure
mechanism to be a line crack with zero thickness. The numerical solution
simply tries to capture this line crack, which results in localisation in one
element, irrespective of the width of the element. The impact on the stress-
average strain curve is obvious: For an infinite number of elements (m → ∞)
the post-peak curve doubles back on the original loading curve. A major
problem is now that, since in continuum mechanics the constitutive model is
phrased in terms of a stress-strain relation and not as a force-displacement
relation, the energy that is dissipated tends to zero upon mesh refinement,
simply because the volume in which the failure process occurs also becomes
zero. From a physical point of view this is unacceptable.

4 Non-Local and Gradient Damage Models

4.1 Non-Local Damage Models

In a non-local generalisation the equivalent strain ε̃ is normally replaced
by a spatially averaged quantity in the damage loading function (Pijaudier-
Cabot and Baz̆ant, 1987):

f(ε̄, κ) = ε̄− κ (35)

where the non-local strain ε̄ is computed from:

ε̄(x) =
1

Ψ(x)

∫
V

ψ(y,x)ε̃(y)dV , Ψ(x) =

∫
V

ψ(y,x)dV (36)

with ψ(y,x) a weight function. Often, the weight function ψ is assumed
to be homogeneous and isotropic, so that it only depends on the norm
s = ‖ x − y ‖. In this formulation all the other relations remain local:
the local stress-strain relation, Eq. (3), the loading-unloading conditions,
Eqs. (5), and the dependence of the damage variable ω on the internal
variable κ: ω = ω(κ). As an alternative to Eq. (36), the locally defined
internal variable κ can be replaced in the damage loading function f by a
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spatially averaged quantity κ̄:

κ̄(x) =
1

Ψ(x)

∫
V

ψ(y,x)κ(y)dV (37)

The fact that in elasticity-based damage models the stress can be computed
directly from the given strain, enables that a straightforward algorithm can
be set up for non-local damage models. For the non-local damage model
defined by Eq. (36) the algorithm of Box 2 applies. Although conceptually
straightforward, the tangential stiffness matrix entails some inconvenient
properties. Due to the non-local character of the constitutive relation the
tangential stiffness matrix is full, i.e. the bandedness is lost. The introduc-
tion of a cut-off on the averaging function partly remedies this disadvantage,
but an increased band width will nevertheless result. Secondly, symmetry
can be lost (Pijaudier-Cabot and Huerta, 1991).

Box 2. Algorithm for a non-local elasticity-based damage model.

1. Compute the strain increment: Δεεεj+1

2. Update the total strain: εεεj+1 = εεεj +Δεεεj+1

3. Compute the equivalent strain: ε̃j+1 = ε̃(εεεj+1)

4. Compute the non-local equivalent strain:

ε̄j+1(x) =
∑

i wiψ(yi,x)ε̃j+1(yi)Velem

5. Evaluate the damage loading function: f = ε̄j+1 − κ0

if f ≥ 0 , κj+1 = ε̄j+1

else κj+1 = κ0

6. Update the damage variable: ωj+1 = ω(κj+1)

7. Compute the new stresses: σσσj+1 = (1− ωj+1)D
e : εεεj+1

4.2 Gradient Damage Models

Non-local constitutive relations can be considered as a point of depar-
ture for constructing gradient models, although we wish to emphasise that
the latter class of models can also be defined directly by supplying higher-
order gradients in the damage loading function. Yet, we will follow the
first-mentioned route to underline the connection between integral and dif-
ferential type non-local models. This is done either by expanding the kernel
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ε̃ of the integral in Eq. (36) in a Taylor series, or by expanding of the in-
ternal variable κ in Eq. (37) in a Taylor series. We will first consider the
expansion of ε̃ and then we will do the same for κ. If we truncate after the
second-order terms and carry out the integration implied in Eq. (36) under
the assumption of isotropy, the following relation ensues:

ε̄ = ε̃+ c∇2ε̃ (38)

where c is a gradient parameter of the dimension length squared. It can
be related to the averaging volume and then becomes dependent on the
precise form of the weight function ψ. For instance, for a one-dimensional
continuum and taking

ψ(s) =
1√
2πl

e−s2/2�2 (39)

we obtain c = 1/2�2. Here, we adopt the phenomenological view that
� =

√
2c reflects the internal length scale of the failure process which we

wish to describe macroscopically.
Formulation (38), known as the explicit gradient damage model, has a

disadvantage when applied in a finite element context, namely that it re-
quires computation of second-order gradients of the local equivalent strain ε̃.
Since this quantity is a function of the strain tensor, and since the strain ten-
sor involves first-order derivatives of the displacements, third-order deriva-
tives of the displacements have to be computed, which would necessitate
C2-continuity of the shape functions. To obviate this problem, Eq. (38) is
differentiated twice and the result is substituted again into Eq. (38). Again
neglecting fourth-order terms this leads to:

ε̄− c∇2ε̄ = ε̃ (40)

In Peerlings et al. (2001) it has been shown that the implicit gradient dam-
age model of Eq. (40) becomes formally identical to a fully non-local for-
mulation for a specific choice of the weighting function ψ in Eq. (36), which
underlines that this formulation has a truly non-local character, in contrast
to the explicit gradient formulation of Eq. (38).

Higher-order continua require additional boundary conditions. With
Eq. (40) governing the damage process, either the averaged equivalent strain
ε̄ itself or its normal derivative must be specified on the boundary S of the
body:

ε̄ = ε̄s or nS · ∇ε̄ = ε̄ns (41)

In most example calculations in the literature the natural boundary condi-
tion nS · ∇ε̄ = 0 has been adopted.
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In a fashion similar to the derivation of the gradient damage models
based on the averaging of the equivalent strain ε̃, we can elaborate a gra-
dient approximation of Eq. (37), i.e. by developing κ into a Taylor series.
For an isotropic, infinite medium and truncating after the second term we
have (de Borst et al., 1996):

κ̄ = κ+ c∇2κ (42)

Since the weight functions for the different gradient formulations may be
quite different, also the gradient parameter c may be very different for the
various formulations. For instance, the gradient parameter c of Eq. (42)
may differ considerably from those in Eqs. (38) or (40). The additional
boundary conditions now apply to κ. Although formally similar to those of
Eq. (41), namely

κ = κs or nS · ∇κ = κns (43)

they have a different character, since they apply to an internal variable
instead of to a kinematic quantity, which seems somewhat suspect. On the
other hand, the physical interpretation that can be given to the boundary
condition (43)2 is rather clear. Since the damage variable ω is a function of
the internal variable κ, and therefore, the differential equation (42) and the
boundary conditions (43) can be replaced by (de Borst et al., 1996):

ω̄ = ω + c∇2ω (44)

where ω̄ is a spatially averaged damage field, similar to ε̄ or κ̄, and the
corresponding boundary conditions

ω = ωs or nS · ∇ω = ωns (45)

Equation (45)2 with ωns = 0 can be identified as a condition of no damage
flux through the boundary S of the body.

Numerical schemes for gradient-enhanced continua typically have the
character of a coupled problem and depart from the weak form of the balance
of momentum, ∫

V

δεεεTσσσdV =

∫
S

δuTtdS (46)

and a weak form of the averaging equation, e.g. Eq. (40):∫
V

δε̄ (ε̄− c∇2ε̄− ε̃)dV = 0 (47)

with δε̄ the variational field of the non-local strain ε̄. Transforming Eq. (47),
using the divergence theorem and the natural boundary condition nS ·∇ε̄ =
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0 yields: ∫
V

(δε̄ ε̄+ c∇δε̄ · ∇ε̄)dV =

∫
V

δε̄ ε̃dV (48)

From Eq. (48) it is clear that in this formulation a C0-interpolation for ε̄
suffices. Accordingly, we can discretise the displacements u and the non-
local strains

u = Ha and ε̄ = H̄e (49)

where H and H̄ contain C0-interpolation polynomials which can have a
different order. Similarly, for the variations

δu = Hδa and δε̄ = H̄δe (50)

Substitution into Eqs. (46), (48) and requiring that the result holds for
arbitrary (δa, δe), yields the discrete format of the equilibrium equation:∫

V

BTσσσdV =

∫
S

HTtdS (51)

and of the averaging equation:∫
V

(H̄TH̄+ cB̄TB̄)dV =

∫
V

H̄Tε̃εεdV (52)

where B̄ contains the spatial derivatives of H̄. An algorithm for computing
the right-hand side of this model is given in Box 3.

Box 3. Algorithm for a second-order implicit gradient damage model.

1. Compute the strain increment: Δεεεj+1 and the non-local strain in-
crement Δε̄j+1

2. Update the total strain: εεεj+1 = εεεj +Δεεεj+1 and
the non-local strain ε̄j+1 = ε̄j +Δε̄j+1

3. Evaluate the damage loading function: f = ε̄j+1 − κ0

if f ≥ 0 , κj+1 = ε̄j+1

else κj+1 = κ0

4. Update the damage variable: ωj+1 = ω(κj+1)

5. Compute the new stresses: σσσj+1 = (1− ωj+1)D
e : εεεj+1
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The tangential stiffness matrix needed for an iterative solution via the
Newton-Raphson method reads (Peerlings et al., 1996):[

Kaa Kae

Kea Kee

](
da
de

)
=

(
faext − faint
f eint −Keee

)
(53)

with f eint given by the right-hand side of Eq. (52). The stiffness matrices are
given by:

Kaa =

∫
V

(1− ω)BTDeBdV (54)

Kae =

∫
V

qBTDeεεεH̄dV (55)

Kea =

∫
V

H̄T

(
∂ε̃

∂εεε

)
BdV (56)

Kee =

∫
V

(
H̄TH̄+ cB̄TB̄

)
dV (57)

where q = ∂ω/∂κ for loading and vanishes if otherwise. The expressions for
Kae and Kea exhibit a non-symmetry. This non-symmetry is caused by the
damage formalism and not by the gradient enhancement, cf. Eq. (14).

5 Cosserat Elasto-Plasticity

5.1 Cosserat Elasticity

In the present treatment we shall limit attention to two-dimensional,
planar deformations. In that case, each material point in a micro-polar
solid has two translational degrees-of-freedom, namely ux and uy and a
rotational degree-of-freedom ωz, the rotation axis of which is orthogonal to
the x, y-plane. The normal strains are defined as in a standard continuum,
but for the shear strains we have:

εxy =
∂ux

∂y
+ ωz (58)

and

εyx =
∂uy

∂x
− ωz (59)

In addition to the normal strains and the shear strains, the Cosserat theory
requires the introduction of micro-curvatures:

κzx =
∂ωz

∂x
(60)
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and

κzy =
∂ωz

∂y
(61)

Anticipating the treatment for elasto-plasticity we will rather use the gen-
eralised curvatures κzx� and κzy�, where � is a material parameter with the
dimension of length. It is this parameter which effectively sets the internal
length scale in the continuum, and attains the role of a characteristic length
scale.

The strain components introduced sofar may be assembled in a vector,

εεε = (εxx, εyy, εzz, εxy, εyx, κzx�, κzy�)
T (62)

Note that in addition to the strain components, also the normal strain in
the z-direction, εzz has been included in the strain vector εεε. This has been
done because, although this strain component remains zero under plane
strain conditions during the entire loading process, this is not necessarily
the case for the elastic and plastic contributions of this strain component.
Also, the normal stress σzz, which acts in the z-direction, may be non-zero,
which necessitates inclusion of εzz and σzz in the stress-strain relation. It
is furthermore noted that by multiplying the micro-curvatures κzx and κzy

by the length parameter � all the components of the strain vector εεε have
the same dimension.

We now consider the statics of a Cosserat continuum. While the strain
vector εεε is comprised of seven components for planar deformations, so is the
stress vector σσσ. As in a classical continuum we have the normal stresses σxx,
σyy and σzz, and the shear stresses σxy, σyx. For the Cosserat continuum we
also have to introduce stress quantities that are conjugate to the curvatures
κzx and κzy, namely the couple stresses mzx and mzy. Dividing the couple
stresses by the length parameter �, we obtain a stress vector σσσ in which all
the entries have the same dimension:

σσσ = (σxx, σyy, σzz, σxy, σyx,mzx/�,mzy/�)
T (63)

Omitting body forces and body couples for sake of simplicity, translational
equilibrium in the x and the y-directions, respectively, results in the usual
balance of momentum:

∂σxx

∂x
+

∂σxy

∂y
= 0

∂σyx

∂x
+

∂σyy

∂y
= 0
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which replicates the results obtained for a classical, non-polar continuum.
However, for rotational equilibrium we find that:

∂mzx

∂x
+

∂mzy

∂y
− (σxy − σyx) = 0 (64)

which shows that the stress tensor is in general only symmetric – σxy = σyx –
if the couple-stressesmzx andmzy vanish, the so-called Boltzmann’s Axiom.

Anticipating the treatment of Cosserat plasticity we decompose the strain
vector into an elastic contribution εεεe and a plastic part εεεp:

εεε = εεεe + εεεp (65)

while we assume that the elastic strains are linearly related to the stresses:

σσσ = De : εεεe (66)

where De is the stiffness matrix that contains the elastic moduli:

De =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

2μc1 2μc2 2μc2 0 0 0 0
2μc2 2μc1 2μc2 0 0 0 0
2μc2 2μc2 2μc1 0 0 0 0
0 0 0 μ+ μc μ− μc 0 0
0 0 0 μ− μc μ+ μc 0 0
0 0 0 0 0 2μ 0
0 0 0 0 0 0 2μ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(67)

with c1 = 1−ν
1−2ν and c2 = ν

1−2ν . The elastic constants μ and ν have the clas-
sical meaning of the shear modulus and Poisson’s ratio, respectively. μc is
an additional material constant, completing the total of four material con-
stants, viz. μ, ν, � and μc that are needed to describe the elastic behaviour
of an isotropic Cosserat continuum under planar deformations. The coeffi-
cient two has been introduced in the terms De

66 and De
77 in order to arrive

at a convenient form of the elasto-plastic constitutive equations. The total
(bending) stiffness that sets the relation between the micro-curvatures and
the couple stresses is basically determined by the value of the internal length
scale �. All the elastic stiffness moduli in De have the same dimension. This
is attributable to the fact that all components of the strain vector εεε and the
stress vector σσσ have the same dimension.

5.2 Cosserat Plasticity

As an example we use a pressure-dependent J2-flow theory (Drucker-
Prager model). Accordingly, the yield function f can be written as

f(σσσ, γ) =
√

3J2 + αp− σ̄(γ) (68)
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with σ̄ a function of the hardening parameter γ and α a friction coefficient.
p = 1

3 (σxx + σyy + σzz) and J2 is the second invariant of the deviatoric
stresses, which, for a micro-polar continuum, can be generalised as:

J2 = a1s
T : s+ a2s : s+ a3m : m/�2 (69)

where the summation convention with respect to repeated indices has been
adopted. s is the deviatoric stress tensor and a1, a2 and a3 are material
parameters. In the absence of couple-stresses, i.e. m = 0, s = sT, so that:

J2 = a1s
T : s+ a2s : s (70)

which implies that the constraint a1 + a2 = 1
2 must be enforced to achieve

that the classical expression for J2 be retrieved. Introduction of the proje-
tion matrix

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

2
3 − 1

3 − 1
3 0 0 0 0

− 1
3

2
3 − 1

3 0 0 0 0
− 1

3 − 1
3

2
3 0 0 0 0

0 0 0 2a1 2a2 0 0
0 0 0 2a2 2a1 0 0
0 0 0 0 0 2a3 0
0 0 0 0 0 0 2a3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(71)

and the projection vector:

πππT =

(
1

3
,
1

3
,
1

3
, 0, 0, 0, 0

)
(72)

for planar deformations, enables a rewriting of the yield function in an
appealingly compact format:

f(σσσ, γ) =

√
3

2
σσσTPσσσ + απππTσσσ − σ̄(γ) (73)

A (non-associated) flow rule is now obtained in an identical fashion to that
in a non-polar continuum by defining a resembling plastic potential function:

g(σσσ, γ) =

√
3

2
σσσTPσσσ + βπππTσσσ − σ̄(γ) (74)

with β a dilatancy factor, from which the plastic strain rates can be derived:

ε̇̇ε̇εp = λ̇
∂g

∂σσσ
(75)
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with λ̇ the plastic multiplier which, in analogy with standard plasticity
theory, is determined from the consistency condition ḟ = 0. Substitution of
the plastic potential for the Drucker-Prager plasticity model, Eq. (74), into
the above expression for the plastic strain rate yields

ε̇̇ε̇εp = λ̇

⎛⎝ 3Pσσσ

2
√

3
2σσσ

TPσσσ
+ βπππ

⎞⎠ (76)

It remains to identify the hardening parameter γ in a Cosserat contin-
uum. For this purpose we recall the conventional strain-hardening hypoth-
esis:

γ̇ =

√
2

3
ėp : ėp (77)

with ėp the deviatoric plastic strain-rate tensor. Since there are no couple-
stress effects in uniaxial loading we require that any modification for a
Cosserat continuum does not affect the behaviour for uniaxial loading. A
possible generalisation is then:

γ̇ =
√
b1(ėp)T : ėp + b2ėp : ėp + b3κ̇̇κ̇κp : κ̇̇κ̇κp/�2 (78)

with b1 + b2 = 2
3 in order that definition the strain-hardening hypothesis in

a non-polar solid be retrieved. Introduction of the matrix

Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

2
3 − 1

3 − 1
3 0 0 0 0

− 1
3

2
3 − 1

3 0 0 0 0
− 1

3 − 1
3

2
3 0 0 0 0

0 0 0 3
2b1

3
2b2 0 0

0 0 0 3
2b2

3
2b1 0 0

0 0 0 0 0 3
2b3 0

0 0 0 0 0 0 3
2b3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(79)

allows γ̇ to be written as:

γ̇ =

√
2

3
(ε̇εεp)TQε̇εεp (80)

for planar deformations. We next substitute the flow rule, Eq. (76), into
this expression. The result is given by:

γ̇ = λ̇

√
σσσTPQPσσσ

σσσTPσσσ
(81)
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since λ̇ and σ̄ are non-negative, and Qπππ = 0. In line with a standard
continuum we choose a1, a2, a3 and b1, b2, b3 such, that

PQP = P (82)

and we obtain
γ̇ = λ̇ (83)

which has the same format as in standard Drucker-Prager plasticity theory.

5.3 A Return-Mapping Algorithm

With the governing rate equations for the micro-polar elasto-plastic solid
at hand, we can develop an algorithm that determines the stress increment
in a finite loading step. Here, a variety of algorithms exist, but we shall
only consider the Euler backward algorithm, in which the state parameters
are evaluated at the end of the loading step:

σσσj+1 = σσσ0 +De(Δεεε−Δεεεp) (84)

The expression for the plastic strain rate, Eq. (76) is now integrated using
a single-point Euler backward rule. This results in:

Δεεεp = Δλ

⎛⎝ 3Pσσσj+1

2
√

3
2σσσ

T
j+1Pσσσj+1

+ βπππ

⎞⎠ (85)

so that the expression for the stress can be elaborated as:

σσσj+1 = σσσe −Δλ

(
3DePσσσj+1

2(σ̄(λj+1)− απππTσσσj+1)
+ βDeπππ

)
(86)

Unfortunately, σσσj+1 also enters the denominator on the right-hand side. To
eliminate σσσj+1 from the right-hand side of the identity we premultiply by
the projection vector πππ, which results in:

πππTσσσj+1 = πππTσσσe −ΔλβK (87)

with K = πππTDeπππ. For isotropic elasticity K can be identified as the bulk
modulus. Substitution into Eq. (86) yields a formulation in which σσσj+1 is
expressed in terms of the trial stress σσσe and the elastic parameters:

σσσj+1 = A−1(σσσe −ΔβDeπππ) (88)

where

A = I+
3ΔλDeP

2(σ̄(λj+1) + ΔλαβK − απππTσσσe)
(89)

Substitution in the yield condition f(σσσj+1, γj+1) = 0 gives a non-linear
equation in Δλ: f(Δλ) = 0.
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5.4 Consistent Tangent Operator

For the derivation of a properly linearised set of tangential moduli we
can differentiate the return map, Eq. (88), to give:

σ̇σσ = H (ε̇εε− ε̇εεp) (90)

where, for Drucker-Prager plasticity:

H−1 = (De)−1 −Δλ

√
3

2

σσσTPσσσP−PσσσσσσTP√
σσσTPσσσ

(91)

Since f = f(σσσ, γ), the consistency condition ḟ = 0 can be elaborated as:(
∂f

∂σσσ

)T

σ̇σσ − hλ̇ = 0 (92)

with the hardening modulus

h =
∂σ̄

∂γ
(93)

Eqs. (90) and (92) can now be combined to give the consistent tangential
stiffness relation:

σ̇σσ =

⎛⎜⎝H−
H ∂g

∂σσσ

(
∂f
∂σσσ

)T
H

h+
(

∂f
∂σσσ

)T
H ∂g

∂σσσ

⎞⎟⎠ ε̇̇ε̇ε (94)

A deficiency of the Cosserat plasticity model is that it is only effective when
the local rotations are mobilised, i.e. for mode-II failure.

6 Non-Local and Gradient Plasticity

6.1 Non-Local Plasticity

Alternatively, Bažant and Lin (1988) have suggested to average γ̇ for a
standard continuum, such that:

˙̄γ(x) =
1

Ψ(x)

∫
V

ψ(y,x)γ̇(y)dV (95)

with Vr(x) =
∫
g(s − x)dV and g(s) a weighting function, for which the

error function is usually substituted, and to make f dependent on γ̄ instead
of on γ:

f = f(σσσ, γ̄) (96)
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Alternatively, one can first average the plastic strain rate tensor ε̇εεp and
then form ˙̄γ. Numerical experience indicates that the differences between
both approaches are marginal. Either approach can lead to a set of rate
equations that remains elliptic after the onset of localisation. This holds
true for mode-I type failure mechanisms (decohesion) and mode-II type
failures (slip).

A disadvantage that adheres to non-local plasticity is the fact that the
consistency condition, i.e. ḟ = 0, results in an integro-differential equation
instead of in an algebraic equation that can be solved locally:(

∂f

∂σσσ

)T

σ̇̇σ̇σ − h

Ψ

∫
V

ψ(y,x)γ̇(y)dV = 0 (97)

where it is implied that Ψ = Ψ(x), σ̇σσ = σ̇σσ(x) etc. Using the elasto-plastic
decomposition, Eq. (65), the flow rule, Eq. (75), and the strain-hardening
hypothesis, Eq. (77), we can rework this identity as:

λ̇ = λ̇local − h

Ψ
(

∂f
∂σσσ

)T
De ∂g

∂σσσ

∫
V

ψ(y,x)λ̇(y)ϕ(y)dV (98)

with

λ̇local =

(
∂f
∂σσσ

)T
Deε̇̇ε̇ε(

∂f
∂σσσ

)T
De ∂g

∂σσσ

(99)

and

ϕ =

√
2

3

(
∂g

∂σσσ

)T
∂g

∂σσσ
(100)

Next, we consider a one-dimensional continuum for simplicity and we ap-
proximate the integral by a finite sum:

λ̇i = (λ̇local)i − h

Ψ
(

∂f
∂σσσ

)T
De ∂g

∂σσσ

ni∑
j=0

wjψ(yj , xi)λ̇(yj)ϕ(yj) (101)

with wj a weight factor. To obtain a proper solution we must carry out an
iterative procedure within each global equilibrium iteration:

λ̇i = (λ̇local)i − h

Ψ
(

∂f
∂σσσ

)T
De ∂g

∂σσσ

ni∑
j=0

wjψ(yj , xi)λ̇
k−1(yj)ϕ(yj) (102)
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where the superscript k is the iteration counter. A simple alternative would
be to carry out no iterations, so that:

λ̇i = (λ̇local)i − h

Ψ
(

∂f
∂σσσ

)T
De ∂g

∂σσσ

ni∑
j=0

wjψ(yj , xi)λ̇local(yj)ϕ(yj) (103)

Such an averaging procedure has been utilised by Bažant and Lin (1988).
Unfortunately, omission of an iteration loop in which λ̇i is computed prop-
erly results in loss of satisfaction of the consistency condition, which makes
the algorithm defect, especially for large loading steps.

The numerical difficulty discussed above does not occur when total stress-
strain relations are employed, that is when the strain is not decomposed into
elastic and plastic components. An example is the elasticity-based non-local
damage model of Pijaudier-Cabot and Baz̆ant (1987), where the averaging
process can be carried out directly with respect to the strains.

6.2 Gradient plasticity

Gradient plasticity models can be derived from fully non-local models
by first expanding the weight function g(s) in a Taylor series about s = 0
and then carrying out the integration. The result is given by

˙̄γ = γ̇ + c1∇2γ̇ + c2∇4γ̇ + . . . (104)

where the coefficients c1, c2 depend on the form of the weighting function and
the dimension considered. Note that the odd derivates cancel because of the
implicit assumption of isotropy. Restricting the treatment to second-order
derivatives, the functional dependence on the yield function now becomes:

f = f(σσσ, γ,∇2γ) (105)

The numerical problem delineated above, which prevents an efficient
use of elasto-plastic non-local models, in principle also applies to gradient
plasticity models. However, gradient plasticity has the advantage that the
consistency condition yields a partial differential equation instead of an
integro-differential equation, namely for the yield function of Eq. (105):(

∂f

∂σσσ

)T

σ̇̇σ̇σ − hλ̇+ c∇2γ̇ = 0 (106)

where h and c̄ are defined as:

h = − γ̇

λ̇

∂f

∂γ
(107)
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and

c =
∂f

∂∇2γ
(108)

If the partial differential equation (106) is, just as the equilibrium condition,
cf. Eq. (46), satisfied in a weak sense only, a set of equations results that
is suitable as a starting point for large-scale finite element computations in
two and three dimensions:∫

V

δε̇̇ε̇εTσσσdV =

∫
S

δu̇TtdS (109)

and ∫
V

δλ̇

((
∂f

∂σσσ

)T

σ̇̇σ̇σ − hλ̇+ c∇2γ̇

)
dV = 0 (110)

Together with the kinematic relations and the elastic stress-strain relation,
Eq. (66), which are both satisfied in a pointwise manner, this set of equa-
tions define the elasto-plastic rate boundary value problem. The fact that
the consistency condition is no longer satisfied in a pointwise manner marks
a departure from return-mapping algorithms that are used in standard plas-
ticity and in Cosserat plasticity. Now, the plastic multiplier λ̇ is considered
as a fundamental unknown and has a role similar to that of the displace-
ments. It is solved for at global level together with the displacement degrees-
of-freedom.

The displacement field u and the field of plastic multipliers λ can be
discretized to nodal variables a and ΛΛΛ:

u = Ha , λ = hTλλλ (111)

Use of a Bubnov-Galerkin approach and linearising then leads to the fol-
lowing set of equations:[

Kaa Kaλλλ

KT
aλλλ Kλλλλλλ

](
da
dλλλ

)
=

(
faext − faint

0

)
(112)

where

Kaa =

∫
V

BTDeBdV (113)

Kaλλλ = −
∫
V

BTDe ∂f

∂σσσ
hTdV (114)

Kλλλλλλ =

∫
V

[(
h+

(
∂f

∂σσσ

)T

De ∂f

∂σσσ

)
hhT − ch∇2hT

]
dV (115)



Computational Methods for Generalised Continua 387

and fext the external force vector. In the preceding hT = (h1, . . . , hn) is the
vector that contains the interpolation polynomials for the plastic multiplier
and pT = (∇2h1, . . . ,∇2hn). The detailed derivation of these equations
and the finite elements that have been constructed on the basis of them are
described in de Borst and Mühlhaus (1992); de Borst and Pamin (1996).

An unpleasant property of Eq. (112) is the unsymmetry that enters
through Kλλ. For the pure rate problem Kλλ can be symmetrised. In-
troducing qT = (∇h1, . . . ,∇hn) and using Green’s theorem we obtain

−h∇2hT → ∇h∇hT (116)

and the non-standard boundary conditions at the elasto-plastic boundary
Sλ: δλ̇ = 0 or (∇λ̇)Tnλ = 0, with nλ the outward normal at Sλ.
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