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Foreword

The Workshop revived a long-lasting and fruitful cooperation between Russian and
Austrian researchers in the field of theoretical and applied mechanics. A first step
towards this cooperation was made more than 20 years ago when Alexander Belyaev
was invited to spend his sabbatical year at the Institute of Rational Mechanics
at the Vienna University of Technology headed by Franz Ziegler. When Hans
Irschik was promoted to the position of Professor and Director of the Institute of
Technical Mechanics at the Johannes Kepler University of Linz in 1991, he invited
Alexander Belyaev to teach as a Guest Professor in his Department for 6 years
(1993–1999) and thereby established the close relationship between the Russian
and Austrian schools of mechanics. Apart from the joint tutorial, scientific and
research activities, a number of international conferences were jointly organised
by the Russian and Austrian members. It is worth mentioning the Fourth European
Conference on Structural Control held in St. Petersburg, September 8–12, 2008,
co-chaired by Hans Irschik and Rainer Flesch from the Austrian side along with
Alexander Belyaev and Dmitry Indeitsev from the Russian side. The cooperation
deepened in the joint efforts to make the IUTAM Symposium on Vibration Analysis
of Structures with Uncertainties held in St. Petersburg, July 5–9, 2009, co-chaired
by Alexander Belyaev and Robin Langley, a long lasting success: Franz Ziegler
acted as the IUTAM Representative. A sign of appreciation of the Russian-Austrian
cooperation is that both Franz Ziegler and Hans Irschik were awarded the title of
doctor honoris causa of the St. Petersburg State Polytechnic University.

The recently founded Austrian Center of Competence in Mechatronics, ACCM,
in Linz, generously offered the opportunity of pursuing an intense mutual ex-
change of know-how in this high-tech area of international research interest. The
undersigned greatly enjoyed the reunion with distinguished colleagues at this
Russia-Austria Joint Workshop on Advanced Dynamics and Model Based Control
of Structures and Machines, which took place at the Johannes Kepler University in
Linz, April 2010. Invited distinguished researchers from Japan, Italy and Taiwan
participated in this fruitful Workshop to contribute to the latest achievements in
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vi Foreword

this specific field. The Proceedings of this Workshop will make available up-to-
date results to the international community and therefore will stimulate further
developments and successful international cooperation in the field of Mechatronics.

St. Petersburg, Vienna Nikita F. Morozov
May 2011 Franz Ziegler



Preface

This book contains the contributions presented during the Russia-Austria Joint
Workshop on Advanced Dynamics and Model Based Control of Structures and
Machines, which took place at the Johannes Kepler University of Linz, Austria,
in April 2010. The workshop aimed at bringing together scientists from Russia and
Austria with an outstanding expertise in mechanics and control, with emphasis on
the application to advanced structures and machines. The international character
of the workshop was deepened by the participation of widely renowned scientists
from Italy, Japan and Taiwan. The workshop continued a series of international
workshops, which started with a Japan-Austria Joint Workshop on Mechanics and
Model Based Control of Smart Materials and Structures that took place in Linz,
Austria, in September 2008.

This series of workshops is organized within the framework of the Area
Mechanics and Model Based Control of the Austrian Center of Competence in
Mechatronics (ACCM). This peer-reviewed Center served as the Steering Or-
ganisation for the workshop series. Mechanics and Model Based Control are
rapidly expanding scientific fields and fundamental disciplines of engineering,
particularly in Mechatronics. They share demanding mathematical and/or system-
theoretic formulations and methods. One challenge in Mechanics and Model Based
Control is to use the ever increasing computer power with respect to both, the
simulation of complex physical phenomena in mechanics, and the design and real-
time implementation of novel control systems. Further challenges follow from
the availability of efficient multi-functional materials, so-called smart materials,
allowing the design and implementation of new types of actuator/sensor fields and
networks. From a strategic point of view, the key objectives of the workshop series
are:

• Enabling the interchange of ideas from advanced mechanics of structures and
machines, and from control theory.

• Clarification of expectations of researchers in the field of mechanics from
advanced control theory and vice versa.

vii



viii Preface

• Development of joint international research proposals and teams.
• Encouragement of collaborations among industry and universities across the

borders of the participating countries.

The main topics of the present Russia-Austria Joint Workshop were:

• Laminated, composite and functionally graded materials.
• Sensing and actuation.
• Active and passive damping.
• Vibrations and waves.
• Nonlinear control of structures and systems.
• Nano- and micromechanics.

We believe that the workshop will finally result into the creation of research teams
with participation not only from Russia and Austria, but also from other countries.
Such teams should push the frontiers of advanced dynamics and model based control
of structures and machines to new dimensions, resulting into the advanced design
of future structures.

The undersigned Editors of the present book, which is entitled Advanced
Dynamics and Model Based Control of Structures and Machines are happy to
present in the following 8 full length papers of presentations from Russia, 12 from
Austria, 2 from Italy, 3 from Japan and one paper from Taiwan. It is hoped that these
contributions will further stimulate the international research and cooperation in the
field.

Linz, St. Petersburg Hans Irschik
May 2011 Michael Krommer

Alexander Belyaev
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Development of Integral Molding
of Functionally-Graded Syntactic Foams

Tadaharu Adachi and Masahiro Higuchi

Abstract In this paper, we suggested a novel process to fabricate bulk
functionally-graded (FG) syntactic plastic foams and evaluated mechanical
properties of the fabricated FG foams. The density distribution in the foams was
graded due to floating phenomena of the micro-balloons in the matrix resin before
gelling in the fabrication process. The distribution of the density could be predicted
by finite difference analysis with Richardson and Zaki’s formula for Stoke’s
velocity. The density distribution was found to be controlled by average density,
micro-balloons size, and temperature and duration of the fabrication process and so
on. The progressive collapse of the FG foam due to grading mechanical properties
was confirmed to be effective to improve energy absorption in the compression test.

1 Introduction

Functionally-graded materials (FGMs) [1, 2] are composite materials having con-
tinuous property distributions of two or more constituent phases. The FGMs can
be designed for specific functions and applications by controlling distributions of
the constituent phases. The FGMs having optimized properties can be fabricated
for required condition. Then, several methods for the FGMs have been developed
to fabricate appropriate distribution of properties until now [3]; electrophoretic de-
position [4], chemical vapor deposition [5], sparks plasma sintering [6], centrifugal
casting [7] and so on. These techniques except for the centrifugal casting would

T. Adachi (�) � M. Higuchi
Department of Mechanical Engineering, Toyohashi University of Technology,
1-1 Hibarigaoka, Tempaku, Toyohashi 441-8580, Japan
e-mail: adachi@me.tut.ac.jp; higuchi@me.tut.ac.jp

H. Irschik et al. (eds.), Advanced Dynamics and Model-Based Control
of Structures and Machines, DOI 10.1007/978-3-7091-0797-3 1,
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2 T. Adachi and M. Higuchi

not be adopted difficulty for manufacturing bulk FGMs, when thicker FGMs are in
need for machine components having capability of mechanical loading. Especially,
the fabrication process for the bulk FGMs must be inexpensive and simple because
of requirement of large-scale production system for the machine components.

In this paper, a novel process was developed to fabricate functionally-graded
(FG) syntactic plastic foams having high absorption energy, and the mechanical
properties of the fabricated FG foams were measured to evaluate the fabricated
foams. The foams were hollow particles (micro-balloons) filled epoxy composites,
namely syntactic foams. Distributions of the micro-balloons graded due to floating
the micro-balloons in low-viscous matrix resin before curing the matrix resin. In the
suggested fabrication process, the distribution of the micro-balloons was graded,
and the matrix resin was cured continuously after grading distribution of the micro-
balloons. Effects of time and temperature in the grading process were clarified to
control the distribution of the micro-balloons. Numerical analysis for distribution of
the micro-balloons in the FG foams was conducted by finite difference method with
Richardson and Zaki’s formula [8] for Stoke’s velocity. Finally, the compressive
tests of the FG foams were performed to confirm their mechanical properties.

2 Fabrication concept of FG foam

The fabrication process is composed of two procedures; grating distributions of the
micro-balloons and curing the matrix resin as shown in Fig. 1. After mixing the
micro-balloons and the matrix resin, the mixture is heated. Increasing mobility of
the micro-balloons due to decreasing viscosity of the heated matrix resin induces
floating the micro-balloons in the matrix resin. As the result, distribution of the
micro-balloons, namely density of the foam is graded until gelling the matrix
resin. Therefore, the distribution of the micro-balloons can be controlled due to
temperature dependency on the viscosity of the matrix resin before gelling. After
the gelation of the matrix resin, the distribution is not changed.

Fig. 1 Principle of fabricating FG foam
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3 Fabrication of FG foam

In the experiment, several syntactic FG foams were produced by adding acrylonitrile
copolymer micro-balloons coated by calcium carbonate powder (MFL-100CA,
Matsumoto Yushi-Seiyaku) into epoxy resin. The diameters of the micro-balloons
were 80 �m and 110 �m. The matrix epoxy resin was a bisphenol A-type
epoxide resin (AER2603, Asahi Kasei e-materials) with mixture of 4-methyl
hexahydrophthalic anhydride (4-methyl HHPA) and hexahydrophthalic anhydride
(HHPA) (RIKACID MH-700, New Japan Chemical) as the curing agent, and
1-benzil-2-methylimidazole (BM12, Japan Epoxy Resin) as the accelerator.
The weight ratio of the resin, agent, and accelerator was determined as 100:86:1
according to stoichiometry. Temperature dependence of the viscosity of the epoxy
resin was measured by a rotational viscometer (DV-1+, Brookfield). The result
is shown in Fig. 2. The viscosity decreased drastically from room temperature
to 330 K. After that, the viscosity approached to minimum value and was kept
constant. After that, gelling of the resin occurred at 370 K.

After mixing the epoxy resin and the micro-balloons sufficiently until distribution
of the micro-balloons was uniform, the mixture was stored in a vacuum vessel to
remove voids and was poured into an aluminum mold coated with a Teflon sheet,
which was set up in an oven. The mold was 260 mm long, 5 mm wide and 130 mm
deep. The weight fractions of the micro-balloons were within 0.05–0.07.

The process was done in three steps (Fig. 3). First, the mixture was kept at TD
K for tD hours to grade the distribution of the micro-balloons. In the experiment,
TD was 338 or 323 K, and tD was ranged from 2 h to 24 h. The process after
first step was general for curing the matrix resin. The second step, pre-curing was
done at 373 K for 2 h for gelling the resin, and the third step, post-curing, which
greatly affects the cross-linking reaction of the resin, was done at 403 K for 15 h.
Small pieces were cut from cured FG plates to measure density distribution by using
Archimedian method.

Fig. 2 Viscosity of epoxy
resin before curing
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Fig. 3 Fabrication process

4 Analysis of grading density distribution

The FG foam was fabricated by utilizing floating phenomena of the micro-balloons
in the matrix before gelling. Generally, floating velocity of one micro-balloon can
be evaluated by the following Stoke’s equations, us ,

us D .�M � �B/gD
2

18�
; (1)

where �, D and � are the viscosity of the matrix, diameter of the micro-balloon,
density, respectively. The subscriptM and B denote the density of the matrix resin
and the micro-balloon.

When the micro-balloons are filled into the matrix resin with high volume fac-
tion, the Stoke’s velocity must be modified to evaluate average floating velocity of
the micro-balloons taking interaction of the micro-balloons in the matrix resin into
consideration. The modification is known as Richardson and Zaki’s formula [8];

u D .1 � �/nus; (2)

where u and � are the average floating velocity and the volume fraction of the micro-
balloons. n is exponent dependent on Reynold’s number,Re [9]. For low Reynold’s
number; Re < 0:2 or Re < 2:0, n D 4:65 is recommended generally. Then, this
value of the exponent was selected in the paper.
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Assuming that floating the micro-balloons is one-dimensional, the equation of
continuity must be satisfied,

@�

@t
D @.�u/

@x
; (3)

where x is vertical coordinate.
Equations (1)–(3) were calculated by finite difference method. The volume

fraction � of the micro-balloons was discretized by x D i�x and t D j�t

(i; j D 0; 1; 2; :::)

�.i�x; j�t/ D �
j
i : (4)

By substituting Eq. (4) into Eqs. (2) and (3), the difference equation are obtained as
follows;

�
jC1
i D

n
1C

�
1 � �

j
i

�n
�
o
�
j
i �

�
1 � �ji�1

�n
�
j
i�1�; (5)

where � D us�t=�x.
In the numerical analysis, the density of the micro-balloons and the epoxy resin

were 130 and 1,190 kg/m3, respectively. The viscosity of the matrix epoxy resin
was assumed to be constant; � D 0:13Pas (Fig. 2). In the numerical analysis, the
depth of the FG foam was 130 mm and divided into 600 nodes. The increment time,
�t was 3 s. Because the initial distribution of the micro-balloons was uniform, the
initial condition was given as

�0i D �0; (6)

where �0 is average volume fraction.
Because the bottom of the mold was the origin of x, the boundary condition was

�
j
0 D 0: (7)

In the analysis, the maximum value of the volume fraction was assumed to be 0.632
which was determined by the experiment.

5 Density distribution

The density distributions of the foams fabricated under different conditions are
shown with the numerical results in Figs. 4–6. The grading distributions of the
density were confirmed to be yielded in the foam. The different distributions were
also confirmed to be obtained due to different conditions; average density and
fabrication process. When the average density was low, the distribution varied
rapidly according to Eq. (2). Then, the distribution in Fig. 5 was gradual compared
with the one in Fig. 4. If the micro-balloons diameter was larger, the distribution
would be also gradual. After long time passed in the first step of the process, the
density distribution in the foams was divided into two phases as shown in Fig. 6.



6 T. Adachi and M. Higuchi

Fig. 4 Density distribution.
Process: TD D 338K,
tD D 2h, average density
736 kg/m3

Fig. 5 Density distribution.
Process: TD D 338K,
tD D 2h, average density
838 kg/m3

Fig. 6 Density distribution.
Process: TD D 323K,
tD D 12h, average density
848 kg/m3

The numerical results in Figs. 4–6 agreed with the experimental results. By
using calculation based on Richardson and Zaki’s formula, the distribution could be
predicted generally. Therefore, the distribution of the mechanical properties in the
foams would be able to be calculated from the density distribution, since mechanical
properties of foams; elastic modulus, strength, and so on, can be evaluated by
approximate equation [10].
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6 Compression tests

Compression test of the fabricated FG foams were conducted to confirm availability
of the foams. Two specimens were cut from the fabricated plate. One specimen was
FG foam (Fig. 7) and the other was uniform (Fig. 8). Since the FG foam collapsed
progressively from low density region to high density one due to compression, the
compressive stress gradually increased after yielding. Then the progressive collapse
caused high energy absorption. On the other hand, the whole specimen having
uniform distribution of the density collapsed and the plateau region occurred on
the stress–strain curve after yielding. Therefore, the FG foams were found to be
effective for materials of mechanical components because the FG foams had high
energy absorption under compression.

Fig. 7 Compression test of FG foam: (a) density distribution; (b) compressive stress–strain curve;
(c) specimen after test
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Fig. 8 Compression test of uniform foam: (a) density distribution; (b) compressive stress–strain
curve; (c) specimen after test

7 Conclusion

In this paper, we suggested a novel process to fabricate bulk FG syntactic plastic
foams, and evaluated the mechanical properties of the fabricated FG foams. The
density distribution in the foams was graded by floating phenomena of the micro-
balloons before gelling the matrix resin. The distribution of the micro-balloons
could be predicted by finite difference analysis with Richardson-Zaki’s formula for
Stoke’s velocity. The progressive collapse of the FG foam due to grading mechanical
properties was confirmed to be effective to improve energy absorption.
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Dynamic Instabilities of Simple Inelastic
Structures Subjected to Earthquake Excitation

Christoph Adam and Clemens Jäger

Abstract The seismic collapse capacity of highly inelastic non-deteriorating
single-degree-of-freedom (SDOF) systems, which are vulnerable to the destabiliz-
ing effect of gravity loads (P-delta effect), is evaluated. The collapse capacity based
on different definitions of the intensity measure is discussed. In particular, collapse
capacity spectra are derived utilizing sets of Incremental Dynamic Analyses (IDAs)
involving 44 recorded ground motions.

1 Introduction

A main objective of earthquake engineering is to provide the structure with an
adequate margin of safety against collapse [1]. Observations of collapsed buildings
in severe earthquake events reveal that sidesway collapse is the main mode of
structural collapse. Sidesway collapse can be a result of successive reduction of
the load bearing capacity of structural components. In inelastic flexible structures
gravity loads acting through lateral displacements amplify structural deformations
and stress resultants (P-delta effect), and thus may be another source of sidesway
collapse. In many realistic cases collapse is a consequence of combined action of
both effects [1].

In this study the focus is on collapse of highly inelastic single-degree-of-freedom
(SDOF) structures, which are vulnerable to the P-delta effect. A profound insight
into the P-delta effect on the inelastic seismic response of structures is given e.g. by
Bernal [2], and Ibarra and Krawinkler [3]. Asimakopoulos et al. [4] and Villaverde
[5] provide an overview on studies dealing with collapse by dynamic instability
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in earthquake excited structures. Fundamental studies of the effect of gravity on
inelastic SDOF systems subjected to earthquakes have been presented in Bernal [6]
and MacRae [7]. Miranda and Akkar [8] present an empirical equation to estimate
the minimum lateral strength up to which P-delta induced collapse of SDOF systems
is prevented. In Adam et al. [9, 10] so-called collapse capacity spectra have been
introduced for the assessment of the seismic collapse capacity of SDOF structures.

In the present paper emphasis is given on the collapse capacity. Collapse capacity
spectra based on different definitions of the intensity measure are derived utilizing a
set of 44 ordinary ground motion records. Results and conclusions of this study
are valid only for non-deteriorating cyclic behavior, i.e. strength and stiffness
degradation is not considered.

2 Framework and definitions

2.1 The P-delta effect in inelastic SDOF systems

In the following the effect of a gravity load on an SDOF oscillator with inelastic
spring characteristics is demonstrated considering an inverted mathematical pen-
dulum of length h as shown in Fig. 1a [9, 10]. An inelastic rotational spring with
initial stiffness kr supports the bottom of the rigid rod of the pendulum, and a
rotational damper with parameter rr models structural viscous damping. For small
angles, j'j � 1, the horizontal displacement x of the lumped mass m serves as the
characteristic quantity of deformation. The gravity load P generates a shearing of
the hysteretic force-displacement (f �x) relationship. Characteristic displacements
(such as the yield displacement xy) of this relationship remain unchanged, whereas

a b

Fig. 1 (a) Mechanical model of the considered SDOF system. (b) Normalized bilinear cyclic
behavior of the SDOF system with and without P-delta effect
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the characteristic forces (such as the strength fy) are reduced. The slope of the curve
is decreased in its elastic and post-elastic branch of deformation. The magnitude of
this reduction can be expressed by the stability coefficient [7, 10]:

� D Ph

kr
(1)

As a showcase Fig. 1b visualizes the P-delta effect on the hysteretic behavior of an
SDOF system with non-deteriorating bilinear characteristics. In this example the
post-yield stiffness is negative because the stability coefficient � is larger than the
hardening ratio ˛.

A negative slope of the post-tangential stiffness, expressed by the difference
of the stability coefficient � and the strength hardening coefficient ˛, � � ˛, is
the essential condition that the structure may collapse under severe earthquake
excitation. In [10] it is shown that collapse of inelastic SDOF systems vulnerable
to P-delta is mainly governed by the following parameters:

• The negative slope of the post-tangential stiffness � � ˛,
• the elastic structural period of vibration T ,
• the viscous damping coefficient 	 (usually taken as 5%), and
• the shape of the hysteretic loop.

2.2 Intensity measure and collapse capacity

There is no unique definition of intensity of an earthquake record. Examples of
the intensity measure are the 5% damped spectral acceleration Sa at the structure’s
period T , Sa (T , 	 D 0:05), the peak ground acceleration (PGA), the peak
ground velocity (PGV), and the peak ground displacement (PGD), see e.g. [11].
An appropriate choice of the intensity measure exhibits a narrow distribution of
deformation demands induced by a set of several earthquake records.

The collapse capacity is defined as the maximum ground motion intensity at
which the structure still maintains dynamic stability [1]. The Incremental Dynamic
Analysis (IDA) procedure [12] is applied to predict the collapse capacity. In an
IDA for a given structure and a given acceleration time history of an earthquake
record dynamic time history analyses are performed repeatedly, where in each
subsequent run the intensity of the ground motion is incremented. As an outcome
a characteristic intensity measure is plotted against the corresponding maximum
characteristic structural response quantity for each analysis. The procedure is
stopped, when the response grows to infinity, i.e. structural failure occurs. The
corresponding intensity measure is referred to as collapse capacity of the considered
structure for this specific ground motion record (denoted by i ). In non-dimensional
form the i th collapse capacity may be defined according to
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CCjSa.T /;i D Sa;i .T /

g


ˇ̌
ˇ̌
collapse

; CCjPGA;i D PGAi

g


ˇ̌
ˇ̌

collapse

CCjPGV;i D ! PGVi

g


ˇ̌
ˇ̌
collapse

; CCjPGD;i D !2 PGDi

g


ˇ̌
ˇ̌
collapse

(2)


 represents the yield strength coefficient, 
 D fy=.mg/, g is the acceleration of
gravity, and ! denotes the structural circular frequency, ! D 2�=T .

The inherent record-to-record variability leads to different collapse capacities for
different ground motion records. Thus, the collapse capacities are determined for an
entire set of n ground motion records, and subsequently evaluated statistically. For
example, the median of the individual collapse capacities CCi may be considered
as representative collapse capacity CC for the analyzed structure and set of ground
motion records. About 16% and 84% percentiles characterize the distribution of the
individual collapse capacities.

As an example Fig. 2a shows IDA curves of an SDOF structure with bilinear
hysteretic loop and the following structural parameters: T D 1:0s, 	 D 0:05,
� � ˛ D 0:10. In this example the intensity measure is the 5% damped spectral
acceleration Sa at T . All results of this study are based on the ATC63 far-field
(ATC63-FF) set of ordinary ground motions [13]. The records of this set originate
from severe seismic events of moment magnitude between 6.5 and 7.6 and closest
distance to the fault rupture larger than 10 km. Thereby, only strike-slip and reverse
sources are considered. All 44 records of this set were recorded on NEHRP site
classes C (soft rock) and D (stiff soil).

Different characteristics of the individual ground motion records lead to different
IDA curves, which are plotted in grey, see Fig. 2a. A horizontal tangent of an
IDA curve indicates structural failure. In this example the individual collapse
capacities vary between 1.8 and 6.5. Furthermore, the median, 16% and 84%
percentile curves are shown in black. Here, the intensity measure, where the median
IDA curve becomes horizontally, is referred to as characteristic collapse capacity:
CC jSa.T / D 2:8.

a b

Fig. 2 (a) IDA curves, and (b) collapse capacity spectra. SDOF system, ATC63-FF set of ground
motion records. Individual outcomes for each record and statistically evaluated results
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3 Collapse capacity spectra

The representation of the collapse capacity of SDOF systems with assigned 	 and
� � ˛, and a particular hysteretic loop as a function of the initial period T results
in collapse capacity spectra. Adam et al. [9, 10] introduce the concept of collapse
capacity spectra for the assessment of the collapse capacity of non-deteriorating
SDOF systems vulnerable to the P-delta effect. Exemplarily, Fig. 2b shows collapse
capacity spectra of a bilinear SDOF system (	 D 0:05, � � ˛ D 0:10) for the
44 ground motions of the ATC63-FF set. Additionally, median, 16% and 84%
percentile spectra are displayed in the period range between 0 and 5s.

Subsequently, collapse capacity spectra according to the definitions of (2) are
compared and evaluated. Figure 3 reveals the different characteristics of median
collapse capacity spectra exemplarily for SDOF systems with a negative post-yield
slope of � � ˛ D 0:06 and a damping coefficient of 	 D 0:05. Collapse capacities,
which rely on PGA as intensity measure show a steep rise with increasing period.
On the other hand, the graph of the median collapse capacity spectra based on Sa
(T , 	 D 0:05) exhibits a decreasing gradient with increasing period. An appropriate
intensity measure for a carefully selected set of ground motions leads to a narrow
distribution of the individual collapse capacities. Figure 4 shows the characteristic
quantity s of the distribution for the collapse capacity spectra presented in Fig. 3.
Here, s is defined as the square root of the ratio of 84% percentile to 16% percentile
collapse capacities,

s D
s
CC j84%

CC j16%
(3)

The larger the deviation of s from 1 the larger is the scatter of the individual results.
From Fig. 4 it can be seen that s is for the collapse capacities based on the spectral

Fig. 3 Median collapse capacity spectra based on different definitions of the intensity measure
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Fig. 4 Distribution of collapse capacity spectra based on different definitions of the intensity
measure

Fig. 5 Collapse capacity spectra based on the 5% damped spectral acceleration Sa at the
structure’s period T

acceleration a minimum in the nearly entire period range. For very stiff systems s
is about 1.2 and then increases steadily with increasing period up to 1.75 at T D
5:0s. From this result it can be concluded that this definition of intensity measure
is favorable for predicting the collapse capacity of SDOF structures vulnerable to
P-delta. The other definitions of the intensity measures lead only at certain period
segments to distributions comparable with Sa (T , 	 D 0:05). In the acceleration
sensitive small period range PGA is an appropriate intensity measure, PGV in the
velocity sensitive period range between 0.8 and 3:2s, and PGD leads in the large
period range to a distribution similar to Sa (T , 	 D 0:05).

Figures 5–7 show collapse capacity spectra for a series of negative post-yield
slopes � � ˛ ranging from 0.04 to 0.80. The collapse capacities of these Figures
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Fig. 6 Collapse capacity spectra based on the peak ground acceleration (PGA)

Fig. 7 Collapse capacity spectra based on the peak ground velocity (PGV)

rely on different definitions of the intensity measure: Fig. 5 is based on the 5%
damped spectral acceleration Sa at the fundamental period T , Fig. 6 on PGA, and
Fig. 7 on PGV. All representations have in common that an increasing slope of the
negative stiffness reduces the collapse capacity. However, the run of the graphs is
different for each definition, compare with Figs. 5–7. In particular, rigid systems
(T D 0) exhibit for acceleration dependent intensity measures (i.e. Sa.T / and PGA)
a collapse capacity of CC D 0, whereas the application of PGV leads to a collapse
capacity of infinity. This can be attributed to the fact that the definition of the PGV
based collapse capacity is multiplied by the structure’s fundamental frequency !,
which is infinity for T D 0, compare with (2).

Regression analyses convert collapse capacity spectra in design collapse capacity
spectra with “smooth curves”, compare with [10]. Application of design collapse
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capacity spectra is simple: an estimate of the elastic period of vibration T , stability
coefficient � and hardening ratio ˛ of the actual SDOF structure need to be
determined. Subsequently, from the chart the corresponding collapse capacity CC
can be read [10].

In [14] it is shown that collapse capacity spectra can be applied to assess
the collapse capacity of multi-degree-of-freedom (MDOF) systems vulnerable
to P-delta, provided that a corresponding equivalent SDOF system reflects with
sufficient accuracy the dynamic behavior of the MDOF system. In general, regular
structures satisfy this requirement since the global P-delta effect is mainly governed
by the fundamental mode. For further details see [14].
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Nonlinear Dynamics and Control of Ultrasonic
Technology Processes and Systems

V.K. Astashev

Abstract Some problems of the dynamics and control of ultrasonic processing
systems are discussed. Ultrasonic systems as special kinds of vibratory machines
working under nonlinear technology load are considered. The influence of ultrasonic
vibration on working processes is investigated using rheological models, reflecting
the materials real elastic and plastic properties. The theoretical results are compared
with experimental data. Amplitude-frequency characteristics of ultrasonic systems
and specific nonlinear dynamical effects are discussed. The possibilities of the
ultrasonic machines autoresonant excitation using a feedback system are considered.

1 Ultrasonic technology processes and devices

The working process of an ultrasonic machine is performed by subjecting its tool to
a combination of two motions. A driving motion program is required to shape the
workpiece. A high-frequency (ultrasonic) vibration of specific direction, frequency
and intensity is then superimposed. These methods are used in the erosion treatment
of brittle materials [13], processes plastic deformation [14], metal cutting operation
[11], wire and tube drawing [12] etc.

The construction of the machine and its elements depends critically on the
process being performed by the tool. Figure 1a, b shows the arrangement of
ultrasonic machines used for plastic deformation and turning hard-to-machine
materials. A piezoelectric transducer 3 generates vibration which is then transmitted
to the tool 4 via a waveguide-concentrator 2 with an increase in amplitude. The
whole oscillating system is fastened in the body 5 of the acoustic head. During
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Fig. 1 Arrangement of ultrasonic machines for plastic deformation (a) and turning

Fig. 2 Strain-force diagrams
of static (curve 1) and
ultrasonic (curve 2)
deformation
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processing the tool moves towards the workpiece with a driving speed � or subjects
to a static driving force P . In such a way kinematic or power drive is realized.

The main peculiarity of ultrasonic technology processes consist in the decrease
in static force necessary to fulfill the processes where plastic deformation of the
treated medium takes place. This has been demonstrated in numerous experiments.

The results of the experiment [10] under deformation of a specimen is shown in
Fig. 2.

Curve 1 shows a “strain–force” diagram, obtained for a static (with no vibration)
compression of an aluminium specimen of diameter d D 14 mm and height
H D 20 mm. The relative strain eDh=H is shown on the x-axes, where h is
the shortening of the specimen. Curve 2 shows the change in static force P
during compressing a similar specimen in the presence of ultrasonic vibration. In
both cases the compression process was carried out with the same constant speed
�D 0:5 mm/min.

Note that in experiments the vibration employed was at a frequency of
f D22 kHz, which is usual for an ultrasonic process. The amplitude at the working
end of the waveguide was aD10 �m. Vibration at such a high frequency and small
amplitude are indistinguishable by an unaided eye. The observer has the impression
that the softening of the material and the change of its elastic-plastic properties
take place under the influence of ultrasound. It is important that such a softening
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Fig. 3 The dependence of
cutting force P on the cutting
speed v 100
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can only be observed in the presence of vibration. The results of an experiment
investigating the shortening of specimens under periodically imposed ultrasonic
vibration are shown by a dashed line and confirm the previous observation.

The described properties are typical for all processes in which the tool is excited
with ultrasonic vibration. They are also present in cutting processes when ultrasonic
vibration is superimposed on to the cutting tool. The dependence of cutting force P
on the cutting speed � obtained in experiments [9] is shown in Fig. 3.

Curve 1 relates to traditional turning, while curve 2 is encountered when
ultrasonic vibration is superimposed on to the cutting tool during turning. An
important observation of these experiments is a “disappearance” of the cutting force
for values of speed v close to zero. Here, of course, a constant component of cutting
force is considered. This is either measured from the torque experienced by the
workpiece, or by the strain experienced by the cutter during turning.

As the cutting speed is increased to the value � D ˛!, where ! is the angular
frequency, the cutting force monotonically increases up to the value that it would
take in the absence of vibration. Such a relation between a constant force and the
relative speed of displacement is typical for systems with superimposing vibration.
We see, from experimental results, that the static force is almost completely
eliminated when speeds � are low in the processes of plastic deformation with the
application of ultrasonics.

A physical mechanism for this phenomenon can be modelled [2, 3] on basis of
real elastic-plastic properties of materials.

2 Nonlinear models of ultrasonic technology processes

Let us consider the process of material deformation under vibrational loading using
the characteristic of an ideal elastic-plastic material. The motion of tool with respect
to the deformed specimen in a general case is described as follows

u.t/ D vt C u0.t/ D vt C a sin!t; (1)
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Fig. 4 Force of interaction creation during process of impulse (a) and continuous (b) deformation

where � is a feed speed, u0.t/ is a law of vibrational motion, a is the amplitude and
! is the angular frequency.

Figure 4 illustrates the possible occurrences when specimen deformation takes
place using a vibrating tool. Figure 4 shows a graph of the dynamic characteristic
f D f .u; Pu/, a motion law graph below it, and a time dependence the force of
interaction F.t/ on the right-hand side. Here h is the all deformation and h0 is the
residual deformation for a period of vibration.

Due to the periodic nature of the processes under consideration, the force of
interaction

F.t/ D f Œu.t/; Pu.t/

is a periodic function of time with a period T D 2�=!. Taking this into account,
and using the theorem of momentum, the relation between the constant force P and
the parameters of motion of the tool is obtained in the following form:

P D 1

T

TZ

0

F.t/dt D 1

T

TZ

0

f Œu.t/; Pu.t/
dt: (2)

The average speed of deformation is � D h0=T D h0!=2� .
We can see two type of deformation regimes: the regimes of impulse (vibro-

impact) (Fig. 4a) and continuous (impact-free) (Fig. 4a) deformation. The results
of calculations are shown in Fig. 5, where the dependence of the static force P on
plastic deformation speed � is shown for different values of D=k0a, where D is
force of plastic deformation and k0 is static stiffness of the specimen. The dashed
line separates the regions of vibro-impact (lower region) and continuous (higher
region) deformation.

It must be noted that both continuous and impulsive regimes were observed in
a number of experiments [8] (Rosenberg et al. 1963). In each case it was found
that impulsive regimes are more efficient. The relations found have real solutions
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Fig. 5 The dependence of
cutting force on the cutting
speed in the ultrasonic turning

0.8

0.6

0.4

0.2

0 0.2 0.4 0.6 0.8 1

1 10

4

2
1

0.5

P/D

v/aw

D/k0a=0.1

k0®¥

for deformation speeds � < a!. If � D a! we get P DD and further increase in
speed � does not change the static force P required for plastic deformation as this
is observed in numerous experiments.

The suggested approach can be used for the description of various ultrasonic
processes like to turning and wire drawing in which both forces of deformation, and
frictional forces are pronounced. The results obtained here allow us to explain many
of the effects observed experimentally. As an example, the plots in Fig. 5 are close
to the dependence of cutting force, on cutting speed in the turning of a workpiece
with the imposition of ultrasonic vibration applied to the cutting tool.

3 Amplitude-frequency characteristics of ultrasonic systems

Due to their construction, vibration systems are characterized by a high Q-factor.
Therefore, ultrasonic machines can only work effectively in resonant regimes. In
practice, ultrasonic machines are adjusted to resonance mostly under idle running,
assuming that the influence of the loads in operating conditions is negligible. How-
ever, as it was established [4, 8] this assumption is incorrect. It is shown that loads
lead, not only to a change in the resonant frequencies of the vibrating system, but
cause specific nonlinear distortions of its amplitude-frequency characteristics [1,5].

To find amplitude-frequency characteristics ultrasonic device dynamics can be
considered using generalized dynamic model where all forces and dynamic stiff
nesses are reduced to one element namely to the tool. Its movement of a kind (1) is
described by the equation

u.t/ D W �1.j!/
�
N.j!/ej!t � f .u; Pu/� (3)

where N.j!/ej!t is exciting force complex amplitude whose effect has been
relocated to the tool andW.j!/ is the vibration system relocated dynamic stiffness.
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Fig. 6 The amplitude-
frequency characteristics of
system with power drive for
different values of static force

1
1

1
ω

ω0

2

P>F/2
P<F/2

P=0

a
a*0

Take account of the nature of the solutions sought the harmonic linearization of
the nonlinear dynamic characteristic may be undertaken

f .u; Pu/ � P.v; a/C �
k.v; a/C j!b.v; a/

�
u0: (4)

Here P.�; a/ is a constant component defined by (2); k.�; a/ and b.�; a/ are the
equivalent elastic and dissipative components of the technology load

After substituting (4) into (3) the amplitude of the tool vibration can be founded

a D
ˇ̌
ˇ̌ N.j!/

U.!/C k.v; a/C j!ŒV .!/C b.v; a/


ˇ̌
ˇ̌ ; (5)

where U.!/ D Re W.j!/ and V.!/ D !�1Im W.j!/.
The amplitude-frequency characteristics system with power drive for different

values of static force P are shown in Fig. 6.
When relatively small forces P <N=2 are acted the shapes of the resonant curves

are the same under load or during idling motion (P D0) but their maximum values
are shifted to higher frequencies as P is increased. A further increase in force (P >
N=2) drastically changes the resonant curves character and leads to appearances an
unstable branch shown by a dashed line. Curves 1 are the backbone curves that
define the dependence of natural frequency on amplitude. Line 2 is the resonant
curves envelope curve.

Figure 7 shows the resonant curves transformation for ultrasonic machine with
cinematic drive [6, 7], when driving speed � is increased from � D 0 to value that
exceed the tool vibration speed in idling resonant regime (� D a0w0).

4 Autoresonant excitation and stabilization of resonant modes

It should be noted that obtaining of stable and predictable results of the ultrasonic
processing is possible only during the realization of the most effective resonant
modes under conditions of a varying technological load. Difficulties of resonant
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Fig. 7 The amplitude-frequency characteristics of system with cinematic drive for different values
of driving speed

tuning are caused by the nonlinearity of the technological load. These difficulties
can be eliminated by a transformation to a self-sustained vibration which is realized
with the introduction of a circuit of positive feedback. With a certain tuning,
called as autoresonance, at any variations of the parameters of the vibratory system
and technological load, the mode of self sustained vibrations with the maximum
possible amplitude is conditioned automatically. The principal schematic of the
autoresonant device for ultrasonic turning is shown in Fig. 1b. The power supply of
the piezoelectric elements is carried out via a feedback path containing a feedback
sensor 8, which records the vibration of one of the elements of the vibrating system;
phase inverter˚ ; and nonlinear amplifier 9. With sufficiently large gain on the initial
part of the amplifier characteristic, the self-excitation of vibrations occurs, and the
level of the limitation of the output voltage determines the amplitude of the steady
state vibrations. If a phase shift in the feedback path is selected so that the phase
difference between the vibrations of the cutter and the exciting force produced with
a transducer corresponds to the resonance one, then the device realizes resonance
vibration with the variation of the technology load and parameters of the vibrating
system in wide ranges. Exactly this type of a system of exciting the vibrations with
the resonance tuning of the phase in the feedback path is called autoresonance.

An important feature of such a system of vibration excitation should be noted.
It consists of the fact that through a variation of the phase of the feedback, we
can realize all of the amplitude–frequency characteristic of the nonlinear vibrating
system, including unstable, and consequently unrealizable, branches during forced
vibrations. The mentioned feature makes the autoresonant system steady state with
respect to the significant variations of the parameters of the machine and nonlinear
technological load. In traditional ultrasonic technological systems, the power supply
is carried from a generator G with the independent excitation shown in Fig. 1 by
dashed lines. In this case, even with the presence of tuning internal feedbacks in the
generator, the ultrasonic system is capable of working only with low technological
loads that cause no appearance of unstable branches of resonance curves.
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Experimental Studies
of Thermoviscohyperelastic Behaviour
of Filled Elastomers

T.A. Beliakova, E.V. Lomakin, and Yu.P. Zezin

Abstract The viscohyperelastic properties of the hydrogenated nitril-butadien
rubber containing the nano-size particles of technical carbon are studied. The stress–
strain curves and the relaxation diagrams of the material under conditions both
of tension and compression are presented. For the description of the viscohy-
perelastic behavior of filled elastomers, the constitutive equations are proposed.
These equations represent the experimental values of stresses as the sum of two
parts: hyperelastic part and viscoelastic one. The hyperelastic part is defined by the
hyperelastic potential. The viscoelastic one is described by the nonlinear analogue
of the equations of linear theory of viscoelasticity. The method for the determination
of the parameters and the material functions is proposed. The comparisons of
experimental data with the results of theoretical predictions are presented.

1 Introduction

Rubbers, both natural and synthetic, are rarely used as raw materials. Instead they
usually constitute the base of polymer composites which preserve the elasticity
of rubber but demonstrate improved deformation and strength properties. This
strengthening of polymer materials is gained by an infusion into the rubber
compound of dispersed inorganic particles – the fillers. Better strengthening is
achieved for filler particles of a smaller size. A similar effect is discussed in [1].
In particular, infusion of coarse particles into the rubber compound is shown to
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increase several times the Young modulus and the strength of the rubber. Use of
nanoparticle fillers (such as carbon black) increases Young modulus and the strength
limit up to ten times. In the meantime, the filled elastomers preserve the strain limit
of the initial pure rubber. Therefore the use of nanoparticle insertions for rubber
compounds allows one either to improve the deformation properties of the material,
for the same filler admixture, or to achieve the required stiffness and the strength
properties with a reduced fillers admixture.

In this work we investigate the hyperviscoelastic behaviour of the polymer
composite with elastomeric matrix based on hydrogenated nitrile-butadiene rubber
reinforced with carbon black N 110, with the mass content 50% [2]. The filler
under consideration is characterised by a low dispersion of particle sizes (within
20–25 nm), with the specific surface 1:25 � 105 m2/kg and with the genuine
density 1,850 kg/m3. The elastomer specimens were tested under the conditions
of uniaxial tension and uniaxial compression. In addition stress relaxation tests
were performed both under the tension and the compression. All experiments were
carried out at room temperature. The proper constitutive relations are suggested
describing hyperviscoelastic properties of the filled elastomers, and the results of
the approximations are compared with the experimental data obtained.

2 Experimental results

The elastomeric material under consideration is investigated in a series of exper-
iments under the condition of uniaxial tension. It is determined that the tested
material demonstrates a significant strength under tensile loads and possesses a high
strain limit of more than 500%. So high strain limits are specific for unfilled rubbers.

The experiments were carried out with the use of the testing equipment specially
deviced for polymeric materials. The corresponding electromechanical device was
designed in the Institute of Mechanics of Moscow State Lomonosov University and
it allows to test low-strength materials under the conditions of constant strain rate,
stress relaxation, and load-unload process. The strain rate can be varied in the range
from 10�5 to 10�2 s�1. The strain gauge system was used to measure the tensile
load.

The uniaxial tension tests were carried out using the specimens with the gage
length 40 mm. The tested specimens were cut from a 2 mm-thick plate of the
material. The solid cylinder specimens of 10 mm in diameter and 12 mm in height
were used for the tests under the compression.

The experimental diagrams for the material under consideration are presented in
Fig. 1, for the case of the uniaxial tension, and in Fig. 2, for the case of the uniaxial
compression. The stress–strain dependencies correspond to the temperatures 19ıC,
50ıC, 100ıC, and 150ıC.

Viscoelastic properties of the elastomer are investigated on the base of stress re-
laxation tests under both tension and compression conditions. In these experiments,
the levels of strain were up to 0.6. Our experimental dependencies of the engineering
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Fig. 1 Experimental stress–strain diagrams under the conditions of uniaxial tension

Fig. 2 Experimental stress–strain diagrams under the conditions of uniaxial compression

stress �11 D F=S0 (where F is the axial load and S0 is the initial cross section
area of the specimen) on time in the relaxation tests for the cases of tension and
compression are shown in Figs. 3 and 4, respectively. In the relaxation tests under
the condition of tension, the strain increases at the constant rate 0.01 s�1 up to the
strain values "11 D0.105; 0.185; 0.269; 0.507; 0.56 (E11 D0.111; 0.202; 0.305;
0.636; 0.717) where "11 D �1 � 1 is the axial strain (engineering deformation),
E11 D .�21 � 1/=2 is the Green–Lagrange axial strain, �1 D L=L0, L0 and L
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Fig. 3 Experimental engineering axial stress dependencies on the time at the different values of
strain in tension

Fig. 4 Experimental engineering axial stress dependencies on the time at the different values of
strain in compression
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are the initial and the current lengths of the specimen gage part, respectively.
The experiments for the stress relaxation in compression were carried out for the
following values of the strain: "11 D �0:185I �0:284I �0:305I �0:421 (E11 D
�0:168I �0:244I �0:259I �0:332/, �1 D H=H0, where H0 and H are the initial
and the current heights of the specimen, respectively.

It can be seen from Figs. 3 and 4 that the results of the experiments reveal a
physical nonlinearity of viscoelastic properties of the tested material. The values of
relaxation modulus �11="11 determined on the base of these diagrams depend on the
strain level. An increase of the strain results in a decrease of the relaxation modulus,
though this effect is more significant for the case of tension. Under the conditions of
compression the values of relaxation modulus depends weakly on the strain level.

3 Constitutive relations

For the analysis of experimental data a generalised form of the constitutive relations
for the hyperviscoelastic behaviour of the elastomer under consideration is used,
which combines both equations of the nonlinear elasticity theory as well as the linear
viscoelastic Boltzman-Volterra model. Thus, the components of the stress tensor can
be presented as a sum of the hyperelastic and viscoelastic parts [3]:

�ij D �hij C �v
ij : (1)

The hyperelastic components of the stress tensor �hij for an isotropic incompress-
ible material can be obtained by differentiation of the elastic potential W.I1; I2/
with respect to an appropriate strain component. We take the elastic potential W in
a polynomial form depending on the invariants .I1 � 3/ and .I2 � 3/ of the finite
strain tensor [4]. In particular, the five-constant polynomial hyperelastic potential
W.I1; I2/ can be written as:

W D c10.I1�3/Cc01.I2�3/Cc20.I1�3/2Cc11.I1�3/.I2�3/Cc02.I2�3/2; (2)

where the invariants I1 and I2 can be expressed through the axial elongations �i D
dsi=ds

ı
i ,

I1 D �21 C �22 C �23; I2 D �21�
2
2 C �21�

2
3 C �22�

2
3; I3 D �1�2�3:

For incompressible materials I3 D 1.
The viscoelastic part of the stress tensor, in a general nonlinear form of

constitutive relations, is taken as:

˙ v.t/ D �pvI C F .t/

Z t

0

G.t � �/dE.�/F T .t/; (3)

where ˙ v.t/ is the viscoelastic Cauchy stress tensor, Fij D @xi =@x
ı
j are the

components of the gradient tensor F , with xı
i and xi , i D 1; 2; 3, being the initial
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and the current coordinates, while E andG.t/ are the Green–Lagrange strain tensor
and the relaxation function, respectively. In the case of small strains, the Green–
Lagrange strain tensor coincides with the engineering one (E11 Š "11) so that
relations (3) turn into the constitutive relations of the linear theory of viscoelasticity:

�v
ij .t/ D

Z t

0

R.t � �/d"11.�/: (4)

The relation (4) is used to describe the viscoelastic components of stresses [5]. As
one can see from the stress relaxation curves at Figs. 3 and 4, the hyperelastic part
of stresses exceeds substantially the viscoelastic one. This justifies our use of the
linear viscoelastic relations and guarantees that the error made is not large within
the considered range of strains. The function of relaxation in relations (4) can be
approximated by a sum of exponents:

R.t/ D
NX
iD1

Eie
�˛i t ; (5)

where the relaxation moduli Ei and the reduced times ˛i are material-dependent
constants.

Constitutive relations (1), (2), (4), and (5) imply that the quasistatic hyperelastic
part of stresses and the viscoelastic part can be separated in description of a stress–
strain state of elastomer materials. The viscoelastic part of stresses determines
the dependence of the material deformation properties on the loading history. The
stresses tend to their hyperelastic part under the conditions of slow loading. This is
in agreement with the results of [3], where properties of elastomer materials under
the conditions of deformation at high strain rates (about 103 s�1) are discussed. In
particular, the authors of paper [3] suggest that the hyperelastic part of the stress
tensor should be determined from experiments at low (as compared to the values
considered in this work) strain rates (0.001 s�1) with the help of (1).

However, if the investigated strain rates are comparable with the experimental
ones, another method can be used to determine the hyperelastic part of the stresses.
The suggested approach is based on extracting asymptotic values of the axial stress
from relaxation tests at different strain levels. Indeed, consider loading at a constant
strain rate P"11, taking place for the time t0, up to the strain level "011 D P"11t0 and
the subsequent stress relaxation process. On the base of (1), (2), (4), and (5) for this
case, one can write for the axial stress in the specimen:

�11.t/ D

8̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂:

�h11."11.t//C P"11
NX
iD1

Ei
1 � e�˛i t

˛i
; 0 � t � t0

�h11."11.t//C P"11
NX
iD1

Ei
e˛i t0 � 1

˛i
e�˛i t ; t � t0

(6)
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Table 1 Viscoelastic relaxation moduli for the approximation of experimental
relaxation curves

"011 E1, MPa E2, MPa E3, MPa E4, MPa E5, MPa

�0.421 0.422 0.444 0.664 0.918 4.568
�0.305 0.734 0.511 0.517 0.888 3.306
�0.284 0.583 0.485 0.565 0.789 2.427
�0.185 0.819 0.379 0.262 0.576 1.650

0.105 0.462 0.789 0.187 1.337 1.230
0.185 1.444 0.229 0.267 0.764 0.660
0.269 0.890 0.214 0.442 0.685 3.754
0.507 0.487 0.095 0.112 0.652 5.805
0.56 0.216 0.299 0.253 0.746 2.651

Fig. 5 Hyperelastic part of stress–strain diagram

The experimental data on stress relaxation presented in Figs. 3 and 4 can be
approximated using the expressions from (6) with N D 5. The reduced times ˛i are
fixed to be: ˛1 D 1:0e�5 s�1, ˛2 D 1:0e�4 s�1, ˛3 D 1:0e�3 s�1, ˛4 D 0:01 s�1, and
˛5 D 0:1 s�1. Then the relaxation moduli Ei are found by fitting the experimental
stress relaxation diagrams (see Table 1). The resulting approximations for room
temperature are shown as solid lines in Figs. 3 and 4.

Finally, the hyperelastic stress �h11 can be determined with the help of the
hyperelastic potential (2). In particular, for room temperature, the material constants
are found to be c10 D 0:545, c01 D 0:204, c20 D 1:017, c11 D �2:420, and
c02 D 1:041 (the appropriate diagram is shown in Fig. 5).
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4 Conclusions

The experimental studies of non-linear elastic and relaxation properties of filled
elastomers are carried out. The stress–strain diagrams at constant strain rate
under the conditions of uniaxial tension and uniaxial compression are obtained
for different values of temperature. The relaxation properties are studied on the
base of experiments of the deformation of specimens under constant strain rate
up to certain strain levels and subsequent relaxation. A possible approach to the
formulation of non-linear theory of thermoviscoelasticity for the characterization
of elastomers behavior under the finite deformation is considered. The method
for the determination of interrelated hyperelastic and rheological characteristics
of deformation of filled polymeric materials is proposed, based on the long-
term values of stresses during the process of relaxation. It is shown that good
correspondence between the theoretical diagrams and experimental data can be
achieved if the reduced times are fixed but the relaxation moduli are found by fitting
the experimental stress relaxation diagrams. The hyperelastic stress–strain diagram
is defined and the material constants in hyperelastic potential are determined. A
quite satisfactory correspondence between the experimental data and the results of
theoretical predictions is demonstrated.
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Example of Instability in Drive Mechanisms

A.K. Belyaev

Abstract Stability of rotation of a drillstring in curved oil wellbores is studied. The
drillstring is considered as a Cosserat rod and the equations for a spatially curved
drillstring and hole are derived and studied in detail for circular cross sections. The
cases which allow for the solution in closed form are analysed. The rotation with a
constant angular velocity is shown to be feasible only for a straight drillstring. In all
other cases the rotation is unstable and for some relations between the parameters
it is accompanied by a quasi-static transition to a new configuration. The instability
is caused by the energy exchange between the torsional and bending modes. The
increasing torque on the end of the drillstring improves the rotational stability at
expenses of the increasing stresses in the string.

1 Introduction

Drillstring failures caused by unstable rotation of the drilling assembly are contin-
ually ranked as one of the most frequent and costly problems in the oil industry.
Although many other methods of oilwell drilling have been tried historically, rotary
drilling technique dominates the industry. The drillstring components, i.e. drillpipes,
are typically 5” in outside diameter and 4.275” in inside diameter. Depthwise the
assemblies can extend up to 8 km or more downhole, i.e. drillstring is an extremely
flexible slender rod. Directional drilling toward the desired target, which is very
popular nowadays, complicates the problem as oil wells are drilled with substantial
curvatures and three-dimensional characteristics. In order to provide pressure for
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forcing the drillbit into formation, especially in the case of horizontal drilling, the
drillstring is axially compressed, i.e. it is buckled in its static configuration and
rotates in a curved well. The objective of the paper is to analyse the stability of the
drillstring rotation.

The paper is organised as follows. The first part is concerned with the modelling
of the string by means of the rod theory. The second part deals with the most
important case, in which no friction is assumed, and in addition to this, the string
and the wellbore have circular cross sections. The cases of the helical and circular
initial forms of the string and the wellbore are studied in detail. It is shown that the
rotation is unstable and for some relations between the parameters it is accompanied
by jump transition to a new configuration. The influence of the torque at the hole
bottom on the rotational stability and the string strength is studied in the last part.

2 Drillstring as a Cosserat line. Geometry and governing
equations

The drillstring under consideration is considered as a rod, i.e. a 1D line. All
the equations of the differential geometry, e.g. [1], are applicable to this line.
In particular, the motion of the natural trihedron of a spatial curve is prescribed
by the position of the generic point of a spatial curve. This position is given in the
system of fixed axes by the position vector r which is considered as a prescribed
function of a curvilinear coordinate s counted along this curve from the origin. The
unit vector t tangent to the curve is given by t D dr=ds. The infinitesimal vector d t
is perpendicular to t and directed to the concave side of the curve. For this reason
the unit vector in the tangent plane n D � d t=ds is referred to as the unit vector
of the principal normal to the curve. Here � denotes the curvature radius. The unit
vector of binormal is constructed due to the rule b D t 	 n. Thus, an orthogonal
trihedron t;n;b is determined at any point of the curve. The Frenet formulae of the
differential geometry, e.g. [1], are as follows

dn=ds D D 	 n; d t=ds D D 	 t; db=ds D D 	 b; (1)

where D D wt Ckb denotes the Darboux vector, with the twist being designated by
w, and 	 stands for the vector product. In what follows we assume that the tangent
in the natural and actual configuration of the curve are coincident. Then we can
introduce the generalised Darboux vector ˝ D D C td�=ds with � .s/ denoting the
angle of rotation of the cross-section about the tangent t.

Equilibrium equations for a spatially curved rod are taken in the form of
Kirchhoff’s equations

dQ=ds C q D 0; dM=ds C Q 	 t C m D 0; (2)
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see [2]. Here M and Q denote respectively the moment and the force in the
cross-section whilst q and m denote respectively the external distributed force and
moment acting on the rod. As it will be shown below there is no need for ascribing
a particular constitutive law for the force in the rod. In the actual configuration, the
moments in the rod in projections on the principal axes 1 and 2 of the cross-section
and tangent t are taken in the form of Clebsch’s constitutive equations

M1 D EI .�1 � �10/ ;M2 D EI .�2 � �20/ ;Mt D GIp .�t � �t0/ : (3)

Here the subscript 0 designates the initial configuration of the rod (natural state),M1

and M2 are the bending moments and Mt is the torque. The bending and torsional
rigidities are denoted respectively by EI and GIp . Rod’s curvatures are expressed
in terms of twist w, the curvature radius � and angle �

�1 D sin �=�; �2 D cos �=�; �t D w C d�=ds: (4)

Equilibrium equation (2) for the moments in projections on the principal axes 1
and 2 of the cross-section and the tangent t are as follows

dM1=ds C �2Mt � �3M2 �Q2 Cm1 D 0;

dM2=ds C �3M1 � �1Mt CQ1 Cm2 D 0;

dMt =ds C �1M2 � �21M1 Cmt D 0: (5)

In what follows we adopt the following assumptions: (1) drillstring is a homoge-
neous linear elastic rod, (2) the system exposes no material damping and no friction
between the string and oil well, (3) quasi-static rotation is considered, and (4) the
string is driven at its end s D 0 with a constant angular velocity.

Let the reference configuration of the drillstring be given by ws ; �s and �s . The
actual configuration is assumed to take the form of the well prescribed by wp; �p
and �p. The third equation in (5), which is the equation for torque, is seen to be
independent of the forces in the rod. In addition to this, m D 0 since no friction is
assumed between the drillstring and the oilwell wall during the drillstring motion.
Substituting (2) and (3) into the sixth equation in (5) results in the single differential
equation

d2�

ds2
� 1C �

�s�p
sin � D d

ds

�
ws � wp

�
; (6)

where � denotes Poisson’s ratio. In the case of circular cross-sections of the
drillstring and the well, the new quantity � D �p � �s implies the angle of rotation
of drillstring’s cross-section relative to the natural state.
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3 Free rotation of drillstring in a planar wellbore
of the arc form

Equation (6) describing the quasi-static rotation can be simplified and made more
transparent. First, for all forms of the drillstring and the well, for which ws D const
and wp D const, the right hand side of (6) vanishes. This is the case of a circular
arc and a helix. Also the straight line belongs to this particular class. To begin with,
we consider the case of rotation of a drill string of a circular form of the radiusRs in
a circular well of the radius Rp . In this case, studied in [3], (6) takes the following
form

d2�

d'2
� a2 sin � D 0 ; a D

s
Rp

Rs
.1C �/ (7)

and the angle ' D s=Rp is the angular variable corresponding to the curvilinear
variable s. The case of a helical drillstring rotating in a plane well of the arc form
(6) reduces to (7) in which

a D
s
RpRh .1C �/

R2h C .h=2�/2
; ws D Rh

R2h C .h=2�/2
; �s D R2h C .h=2�/2

Rh
: (8)

Here twist ws and the curvature radius �s of the helical drill string are expressed in
terms of the radius Rh and the height h of the helix.

Since both cases are described by the same differential equation (7) our
consideration is reduced to this equation regardless of the particular form of the
drillstring.

The general form of the boundary conditions to (7) takes the form

' D 0 ; � D �0 ; ' D � ; GIp
�
wp � ws CRp

�1d�=d'
� D �Mt1; (9)

where �0 denotes the angle of rotation of the driven end of the drillstring .' D 0/

and Mt1 stands for the external torque at the bottom end of the drillstring .' D �/

caused for instance by external friction of the facility attached to the drillstring’s
bottom.

As we consider the planar well and free rotation, then wp D 0 and Mt1 D 0.
In order to reduce the number of the parameters of the problem we limit our
consideration to the case of the planar circular drillstring, i.e. ws D 0. The boundary
value problem, (7) and (9) has the following closed form solution

�0 D 2 arccos

�
cos

�1

2
sin

	
am



a� C F

�
�

2
; cos2

�1

2

�
; cos2

�1

2

�
�
; (10)

where am Œ: : : ; : : :
 and F .: : : ; : : :/ denote the Jacobi amplitude function and the
elliptic integral of the first kind, respectively, and �1 denotes the angle of rotation
of the free end of the drillstring.
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Fig. 1 Fold

Though the aim of the analysis is obtaining the dependence �1 D �1.�0/ the
latter formula provides us with the inverse dependence. This form of the solution
is preferable since it ensures a single-valued dependence. Figure 1 displays the
dependence�1 D �1.�0/ versus the critical parameter a. A fold is observed which
is an evidence of the nonlinearity of the problem and is known to be the cause of
instability.

The sections of Fig. 1 are shown in Fig. 2 for some values of a. It is seen that the
uniform rotation of the precurved drillstring in a curved well is not feasible since
the case �1 D �0 occurs only for a D 0 as Fig. 1 shows. Then for 0 < a� <

�=2 the angles of rotation of the drillstring ends are not coincident. Moreover, for
a� > �=2 there are several values of �1 for certain values of �0. This leads to the
jumps which are marked by arrows in these Figures. For this reason, the solution in
the form�0 D �0.�1/ is justified. The critical value of the parameter a is obtained
from the equation acri t� D �=2, see Fig. 2, since this value separates the rotation
with and without jumps.
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Fig. 2 Sections of the fold for some values of the critical parameter

4 The case of torque at drillstring’s end

In this case Mt1 ¤ 0 and the closed form solution of the boundary-value problem,
(7) and (9), is given by

�0 D 2 arccos
�
k sin

˚
am
�
a� C F

�
'1; k

2
�
; k2

���
; (11)

k D
r
�2 C cos2

�1

2
; � D wsRp

2a
; '1 D arcsin

�
1

k
cos

�1

2

�
: (12)

Figure 3 shows the angle of rotation �1 vs. �0 for a� D 2 and some values of the
non-dimensional torque � D RpMt1=2aGIp . One can observe that increase in the
external torque improves the stability of rotation.

5 Torque at the rotary table

Equations (3) and (4) provide one with the formula for the torque in drillstring. The
torque which is required for rotation of the drillstring, i.e. the torque of the rotary
table, is as follows
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Fig. 3 The angle of rotation for some values of the non-dimensional torque

Fig. 4 The torque at the rotary table for some values of the torque at borehole’s bottom

Mt D GIpRp
�1d�=d'

ˇ̌
'D� D GIpRp

�1p2 .cos�1 � cos�0/: (13)

Inserting (4) yields the dimensionless torque Mt Rp=GIp at the rotary table which
is shown in Fig. 4 for several values of the torque � at the bottom of the borehole.
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6 Conclusions

The quasi-static stability of an arbitrary flexible elastic drillstring rotating in curved
well is studied. To this aim, the drillstring is modelled by a Cosserat rod and the
equations for a spatial curved drillstring are used. Their factors are shown to be
expressed in terms of the curvatures of the deflected axes and the unit angle of
twist in actual and reference configuration and the torsional and flexural rigidity
of drillstring. In the most important case (the well and the drillstring have circular
cross sections and no friction is assumed), these six equations are reducible to a
singular equation for the rotation angle of the cross-section. Some cases allow for
the solution in closed form in terms of the elliptic functions and integrals. The
cases where the initial form of the drillstring is a helix and the well is a plane
circular arc are analysed. It is shown that the rotation with a constant angular
velocity is feasible only for a straight drillstring. In all other cases the rotation
is unstable and for some relations between the parameters it is accompanied by a
quasi-static transition to a new configuration. The increasing torque on the end of
the drillstring improves the rotational stability at expenses of the increasing stresses
in the drillpipes. The torque exhibits a behaviour which allows one to interpret
the unstable rotation as stick-slip oscillations or chatter. However, neither external
friction nor material damping is present in the model. The instability is caused by
the energy exchange between the torsional and bending modes. The critical value
of the torque is determined. The rotation becomes unstable when this critical value
is exceeded. Local jumps of a buckled drillstring rotating in a curved oil wellbore
is a well-known phenomenon which can be explained by means of the suggested
approach, see e.g. [4]. The bending moments and the force factors in the drillstring
are determined by means of the method of the successive approximations from (2).
They are of crucial importance for directional drilling. For example, the drillstring
jumps out of the oilwell if no axial force is applied. A number of problems remain
to be tackled. First, the effect of the friction should be studied. Second, the problem
of dynamic analysis of the jumps is of interest. Clearly, this challenging problem is
associated with propagation of the bending-torsional waves in the drillstring and is
much more difficult than the present quasi-static analysis.
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Positioning Systems: Global Versus Local

Fabio Casciati and Li Jun Wu

Abstract Current technology developments are addressed toward the wide class
of bio-inspired achievements. Herds, flocks, shoals, all of them solve their relative
positioning problems by vision schemes, which are presently requiring high tech-
nology and large storage masses. At a more affordable level, global positioning
systems (GPS) are well established but they cannot be used indoor or within an
urban environment. The number of visible satellites fluctuates from time to time
and this is affecting the accuracy of any GPS receiver. Local positioning systems
(LPS) are a valuable alternative. LPS is made of positioning sensors and at least
four transponders which periodically transmit reference signals. The realization of
a non-proprietary positioning sensor is sketched and discussed with focus on the
levels of accuracy which can be achieved.

1 Introduction

Structural health monitoring (SHM), which diagnoses the health situation of
structures according to their dynamic or static response, aims to improve the safety
of human life and the performance of the societal arrangement. The data-base
obtained from a SHM system can also be used to validate the design, study the
dynamic characteristics of structures of new conception, and monitor the health
situation of existing buildings.

Within SHM, a positioning system plays two different roles. First, the relative
positioning, i.e., the displacement is a main physical variable from which the stress
and the strain can be easily obtained. In this context, a global positioning system
(GPS) sensor provides an absolute displacement measure at any time along any day
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provided that an open vision of the sky is available. The second role results from
the fact that many new kinds of sensor are introduced in order to monitor large-
scale structures [1]. Mobile sensors are a viable solution in order to achieve a high
density monitoring system by a limited number of sensors [2]. The position of each
sensor however is a required information, easily achievable, for instance, by GPS.

High performance GPS sensors, i.e., geodesic GPS sensors, can measure the
absolute displacement of the object point and achieve an accuracy of the order of
centimeters [3, 4]. A GPS receiver is a non-contact sensor, which therefore can be
easily installed. Signals from satellites cover a large range, but GPS sensors can only
be effective in open sky. Furthermore, the geometry distribution of visible satellites
fluctuates from time to time [5]. All these remarks affect the positioning accuracy
from time to time and place to place. A valuable alternative would be the adoption
of local positioning systems (LPS). One measures the distance from a transponder
to the sensor by working on the carrier phase signal modulated by the so-called
direct sequence spread spectrum (DSSS: indeed, signals from different satellites are
modulated on the same radio frequency; in order to avoid conflicts, signals from dif-
ferent satellites are spread by different pseudo random noise (PRN) codes which are
orthogonal each with the other). The carrier phase measurement is chosen due to its
accuracy while the modulation is chosen due to its feasibility and extendibility [6].

After a quick review of the principles of high performance GPS (Principles of
High Performance GPS), an open source receiver is discussed in “An Open Source
GPS as Receiver Example”. Two experiments are carried out. The GPS accuracy
is introduced in “Collecting Data”. In “The LPS Concept and its Challenges”,
the challenges encountered in designing the LPS system are analyzed and some
approaches are introduced. Finally, the conclusions and a sketch of further future
work are given.

2 Principles of high performance GPS

There are 32 satellites on orbit around the Earth (16 Feb 2011). Given the positions
of the satellites, (xi ; yi ; zi ) for j D 1; 2; : : : ; 32 in an orthogonal coordinate
reference system, the distance from each satellite to the i th sensor (in (xi ; yi ; zi ))
can be described by the relation:

r
j
i D

q
.xj � xi /

2 C .yj � yi /2 C .zj � zi /
2 (1)

Theoretically, this distance can also be expressed as the product of the speed of the
light and the signal propagation time �tji , i.e., (Ti � T j ) where Ti is the time at
which the GPS signal reaches the i th receiver, and T j is the time at which the GPS
signal leaves the j th satellite.

r
j
i D c�t

j
i D c.Ti � T j / (2)
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By measuring the signal propagation time from four satellites, one writes four
equations which, once solved, provide the coordinates of the receiver (xi ; yi ; zi )
as well as the time difference between the satellite and receiver clocks. In order to
acquire the most accurate signal arrival time, carrier phase measurement is adopted.

Since the receiver cannot be exactly synchronized with the satellite, the distance
obtained for each sensor is approximate and called pseudo-range. Moreover, several
factors, such as orbital errors, relativistic effects, ionosphere delay, troposphere
delay, time inaccuracy, multipath, thermal noise and hardware bias, are affecting
the real accuracy of the measured distance from the satellite to the sensor.

There are different technologies which can be employed to reduce the errors. For
relativistic effects, ionosphere delay and troposphere delay, some correction models
are available. In order to keep satellites synchronized each with the other, each
satellite has its own cesium atomic clock. Simultaneously, there is a main control
system (MCS) operating on the earth which determines and transmits the clock
correction parameters to the satellites for rebroadcast in the navigation message.
Differential GPS (DGPS) can further improve the accuracy by removing the part
of the residual errors which are common to both the reference station and the GPS
receiver, such as orbit errors, relativistic effects, ionosphere delay, troposphere delay
and thermal noise [7]. The dominant error source in DGPS is the multipath error [8].
Multipath mitigation techniques range from antenna design to receiver architecture
design and post processing of observables [9]. By now, the multipath mitigation
remains an area of active research interest [9].

3 An open source GPS as receiver example

The market offers several GPS units, each with its own targeted applications. But to
use proprietary items makes very difficult any progress achievable by basic research.
A first step toward the construction of a suitable receiver is the availability of a
hardware with open source software. This is the case of the GPS600 discussed in
this section.

A block diagram of a GPS receiving system is shown in Fig. 1. The GPS
receiver system consists of five principal components: antenna, receiver, processor,
input/output (I/O) interface and power supply. Satellite signal, which is at radio
frequencies (RF), is received via the antenna and then is down converted into
intermediate frequency (IF) before its sampling as a digital signal. The digital
signals are correlated in the correlator with an internally generated replica of
the satellite code assumed. The results of the correlations are delivered to the
processor which extracts the navigation message and controls the software signal
tracking loops. The navigation message and tracking results are then processed by
a positioning algorithm to obtain the position of the sensor: it is then sent to an
input/output device for being displayed. Figure 2 is the block diagram of a typical
open source GPS receiver based on GP4020. Figure 3 is the picture of the GPS600
based on GPS4020.
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4 Collecting data

Currently, only the first of the several functions listed in Table 1 was uploaded in
the GPS600. Then, the first experiment, in which a single static receiver is installed
on the roof of a two floor building, is performed. The position of the receiver, which
is provided in the Earth center Earth fixed (ECEF) coordinate (i.e., (x; y; z)), is
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Fig. 3 Photograph of the
GPS600

Table 1 Functions which
could be uploaded on
GPS600
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Fig. 4 Errors of East and North coordinates vs. time

projected onto the Earth’s surface (i.e., (North, East)) by adopting the international
1924 model and the Gauss-Kruger projection algorithm. The errors on the North
and East coordinates are shown in Fig. 4 while the nephogram is shown on Fig. 5.
The 50% circular error probable (CEP) is 6.65meters. (CEP is defined as the radius
of a circle which is centered on the mean: the boundary of this circle is expected
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Fig. 5 North and East errors
nephogram
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Fig. 6 Single time data print from GPS600 recording (left). On the right side a reading help

to include 50% of the measurement.) This accuracy could be improved from three
aspects before the carrier phase measurement is utilized:

1. Setting an elevation mask angle to mitigate multipath. The signal from a given
satellite can reach the antenna by direct path or by reflected path (the so-called
multipath, which greatly affects the accuracy [10]). Multipath arrives from angles
near or below the horizon while direct path is characterized by larger incidence
angle. As shown by the record in Fig. 6, collected by the GPS600, there are
several signals from low elevations. Thence, setting an elevation mask angle is a
necessary step toward an accuracy amelioration.

2. Adopting a Kalman filter. The current position algorithm utilized by the GPS600
is point solution, i.e., it does not carry any information from one measurement
epoch to the next. Therefore, the solution accuracy is extremely dependent on
the instantaneous satellites geometry which fluctuates from time to time. The
Kalman filter can be adopted to address this problem [11]. In the Kalman filter
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scheme, the updated state estimate is formed as a linear blend of the previous
estimate(s) (projected forward to the current time) and the current measurement
information.

3. Adopting the Difference GPS scheme. As previously referred, DGPS can
improve the accuracy by removing the part of the residual errors which are
common to both the reference station and the GPS receiver [7]. Instead of
position coordinates, pseudoranges from each visible satellite to both receiver
and reference station are differenced in most DGPS applications [12].

Therefore on the second experiment, data were collected by two receivers, in-
stalled on the roof of a two-floors building, in order to verify the correlation between
the pseudoranges for the same visible satellite. Visible satellites distributions shown
in Fig. 7 suggest selecting the two signals in �t from satellite #2 as the analyzed
signals. Instead of the linear trend of pseudoranges, attention is focussed on the
fluctuations. Hence, the linear trends of the signals are first removed, after which
the fluctuation of the two pseudoranges is drawn in Fig. 8. The fluctuations of the
pseudoranges from receiver #1 and receiver #2 show high correlation. Hence, the
accuracy of the rover receiver can be improved by computing the difference of
the two pseudoranges.
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5 The LPS concept and its challenges

By the available error reducing techniques, accuracy of geodesic GPS can achieve
the order of centimeter. But the accuracy of GPS receiver relies on the number and
the geometric distribution of the available satellites. Therefore, it cannot deliver
equal precision in all position components at any time. This suggests to move to the
study of Local Positioning Systems (LPS).

LPS utilizes several transponders at fixed positions as reference coordinates, just
like GPS uses the satellites. The main idea of LPS is to deploy the transponders
around the measuring sensor unit, which ensures that the measuring sensor can
communicate with the transponders at any time. If the distances of the sensor
from each transponder are determined, the sensor position then is obtained of
consequence. Thus LPS can provide a stable positioning result.

There are several kinds of signals adopted for positioning system, such as
ultrasonic, laser and electromagnetic waves. Ultrasonic signals will be greatly
attenuated with the distance, which results in small cover range. Laser signals
can only be effective in the line-of-sight, which means any obstacle can make
them useless. For electromagnetic waves, there are several options, as ultra wide
band (UWB), frequency modulated continue wave (FMCW), chirp spread spectrum
(CSS) and measurement based on carrier phase signals modulated by DSSS [6].
Taking into consideration the cover range, the accuracy and the extendibility,
the distance measurement technique based on signal propagation time, which
is achieved by DSSS modulated carrier phase measurement, is preferred in the
ongoing research effort [6]. Actually, there are several research groups adopting
this carrier phase measurement in their positioning system [5, 13–15].

The transponders are mounted at known fixed positions on the surface of the
earth in LPS. Thence, no ephemeris error, relativistic effects, ionosphere delay
and troposphere delay are introduced in LPS [7]. The thermal noise jitter and the
effects of interference induced measurement errors, introduced in the sensor, can be
reduced by difference in a similar way as discussed for the GPS sensor [7].

The basic challenges include two aspects:

1. Multipath effect. Different from GPS, the dominating multipath for LPS is short
multipath which is presently lacking effective mitigatory solutions. Recently,
some promising methods were proposed to mitigate this short multipath, i.e.,
SMICLD (short-multipath insensitive code loop discriminator) [16].

2. Synchronization between different transponders. Since the electromagnetic sig-
nal propagates in the speed of light (290,000 Km/s), 1ms error in synchronization
will induce 290 m error. Satellites in GPS system synchronize each with the
other in high accuracy, and this is realized by the combination of cesium atomic
clocks and main control system (MCS) on the earth. The atomic clock keeps
the time accuracy while the control system, which is on the Earth, monitors
and calculates the time difference between satellites. Within this framework,
satellites can keep ns-order accuracy in their synchronization. But this method is
too expensive for a LPS system. Hence, in current LPS systems, synchronization
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are approached by wire, or by periodically broadcasting signal. More accurate
methods would be welcome. By adopting the GPS signal generator GSS7790, the
synchronization between different transponders could be solved. The GSS7790
offers the following advantages:

(a) It has multiple output signals which are synchronized each with the other,
so the pseudolites could be deployed with the help of suitable transmission
antennas.

(b) There is one combined GPS output available on the front panel for additional
flexibility in view of regular receiver testing. Hence, it can be used to debug
the receiver under development.

(c) The receivers can work under a configuration consistent with the outdoor
configuration. Thus any receiver available on the market could be used for
testing.

6 Conclusions and future work

Current technology developments are addressed toward the wide class of
bio-inspired achievements. Herds, flocks, shoals, all of them solve their relative
positioning problems by vision schemes, which are presently requiring high
technology and large storage masses. This manuscript pursues the localization
of a point in the space by GPS measurements. Three main issues are addressed:

1. Inside versus outside measurements
2. Proprietary receivers versus open source solutions
3. Global accuracy

Potential system architectures were discussed to move from the satellite visibility to
measurements in roofed environment. A commercial module hardware, the GPS600
was acquired and some first measurements were carried out. A list of actions to be
undertaken toward a better accuracy is also discussed.

Further future work includes two aspects: (1) Improving the performance of
GPS600 by a serials of actions, for instance, setting elevation mask angle, realizing
Kalman filter, utilizing DGPS, selecting the combination of visible satellites
according to the geometry dilution of precision, realizing the ionosphere and
troposphere corrections, realizing carrier phase measurement and improving multi-
path mitigatory technique; (2) Deploying an LPS system based on the GPS signal
generator and geodesic GPS receivers in order to test the idea of LPS.
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Real-Time Multi-channel Cable Replacement
for Structural Control

Sara Casciati, Lucia Faravelli, and ZhiCong Chen

Abstract The goal of structural control is to mitigate the response of a structural
system under the ongoing external excitation, on the basis of the feedback provided
by a suitable array of sensors. In this study, a wireless sensing system, initially
conceived for structural monitoring, is modified and used into a structural controller
designed a reduced scale three storey steel frame: the goal is to replace the analog
cables between the sensors and the structural controller. The wireless feedback to
structural control comes from four accelerometers; the structural controller then
drives an Active Mass Damper (AMD) actuator. The wireless sensing system is
based on the recent low-cost System-on-Chip (SoC) radio transceivers instead of the
commonly adopted commercial wireless modems. Unlike the structural monitoring
system, a structural control system usually requires continuous and real-time sensor
feedback which is implemented in this study by adopting the Frequency Division
Multiplexing (FDM) method.

1 Introduction

Structural control systems aim to mitigate the vibrations of a structure, induced by
external excitations, such as earthquake and wind load [6]. Unlike the structural
monitoring applications, where periodic sensing with a low duty cycle (such as
2 min per day) is adequate and a high communication latency is acceptable,
the structural control applications require a real-time and continuous sensing
system, since the external excitation to the structure cannot be foreseen and the
structural control system should react immediately [3]. This requirement represents
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a challenge for a sensing solution based on a wireless data transmission, which is
broadly conceived to replace the expensive and labor-intensive cabled connections.
The other challenges consist of the ability to cover the whole structure and the need
for power supply sources of the wireless sensors [2, 4].

As a result of the recent development of the wireless communication and
Integrated Chip (IC) technology, at present there is the commercial availability of a
single chip wireless transceiver, which integrates most radio frequency components
into a single chip and only requires a few peripheral passive components. In particu-
lar, the System on Chip (SoC) wireless transceiver also integrates a microcontroller
core and many useful peripheral functional modules, such as memory, timer, analog
to digital convertor, etc. The products of Texas Instrument (e.g., CC1020, CC1101,
CC1110, CC2500, CC2510, CC2420, CC2430 etc.) provide typical examples of
these devices and their fast evolution over time. The adoption of the most recent
single chip wireless transceivers enables to easily implement, at a low cost, a
customized wireless solution which can be targeted to any specific application.
For this reason, the authors resorted to this technology and developed the herein
described system architecture, which is tailored to structural control and health
monitoring applications. It is worth mentioning that more expensive commercial
wireless modems [7] are currently standardized for such applications and they offer
a high computational capability, which, however, implies an increased effort by
the end-user and limits the flexibility, especially in those applications where the
computational tasks are not performed at the sensors level.

As mentioned in the first paragraph, the wireless sensing system for structural
control applications should perform a real-time and continuous data transmission.
The commonly used Time Division Multiplexing (TDM) approach would, instead,
result into a significant network delay, especially when many sensors are deployed
[5]. For this reason, a different approach is pursued by implementing the Frequency
Division Multiplexing (FDM) method in the proposed wireless communication
system. The FDM can be easily achieved by adjusting the programmable channel
filter and the frequency synthesizer of the selected transceivers. The drawback of
FDM consists of requiring a dedicated receiver for each single sensor node, since
the transceiver cannot operate at several frequency channels at the same time.
Nevertheless, the very low cost of the adopted single-chip transceivers, especially
when they are purchased in large amounts, is such that the increased number of base
station units does not imply a high increase of the total cost, which remains still
more competitive than the one of standard modems.

In the following section, the wired structural control system which was imple-
mented in the authors laboratory to reduce the vibration amplitudes of a 3-story steel
frame during the motion of a small-size shaking table supporting the structure is
briefly described. Subsequently, the modified wireless sensing system is introduced
to replace the analog cables and the interface between the sensors and the structural
controller is described. Finally, the results of a simple experiment for system
validation are reported.



Real-Time Multi-channel Cable Replacement for Structural Control 55

2 Structural control system

The typical active structural control system shown in Fig. 1 consists of the sensors
which measure the response of the controlled structure, a controller which processes
the data from the sensors according to the associated algorithm and determines the
control output signal, and an actuator which receives the signal from the controller
and then generates the control force to be applied to the structure. Therefore, if the
controlled structure is regarded as a close loop system, the structural control system
represents the feedback loop. In the authors’ laboratory, a 3-storey steel frame of
reduced size is placed on a shaking table whose motion is used as excitation. The
response of the structure is measured by uniaxial accelerometers, Kinemetrics FBA-
11, on each floor and at the base level. The actuator is an Active Mass Damper
(AMD) installed at the top of the steel frame. The controller was designed and
implemented as fulfillment of a doctoral study [1] and its details are summarized
in the present section.

The structural controller features four analog inputs, one Serial Peripheral
Interface (SPI) digital input and one analog output. In addition, a serial port
compatible with the EIA-232 standard is available and it is used as interface when a
command input is prompted from a PC or from any other compliant device. The core
is a C8051F007 microcontroller produced by Silicon Laboratories. It is an 8051-
based microprocessor equipped with many on-chip peripherals. The maximum
clock frequency is 25 MHz, which is particularly suitable to process signals whose
spectrum spans from 0 to 25 Hz. It has an in-system-programmable flash memory
of 32 Kbytes and an additional on-chip RAM of 2 Kbytes. The microcontroller has
a JTAG debug interface which supports on-line debugging and firmware downloads,
which greatly facilitate its development.

The firmware has been designed with the easiness of use as the main concern.
It has been implemented as a terminal shell. On the computer, a software, such as
the one named HyperTerminal, can be used to access the embedded shell interface
exposed by the board. The on-chip firmware for the wired structural control system
is equivalent to the block diagram in Fig. 2.

The four analog inputs, which have a 12-bit resolution, are first passed through
programmable amplifiers and programmable filters. The gains of the amplifiers can
be programmed by setting a proper matrix. The filter has four options: (1) no filter;
(2) offset cancellation; (3) approximation integration; (4) approximation integration
followed by offset cancellation. The values obtained after filtering are the actual
inputs to the controller.

Fig. 1 The active structural
control system

External Excitation

Control Force
Response

Structure

SensorControllerActuator
Wired

Wireless
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Fig. 2 The firmware block diagram for a wired system

The type of controller is user-selectable. The available controllers are: (1) no
controller; (2) sinusoidal controller; (3) linear controller; and (4) fuzzy controller.
The output of the controller is then amplified by a programmable factor and sent out
through the 12-bit digital-to-analog converter. The desired mean value of the output
channel is also user-selectable.

3 Wireless sensing system

For the wireless structural control system (Fig. 3), the ADC and analog signal input
of the wired system are replaced by an SPI transferring the data to a wireless station
unit. The user can select to either adopt the wired analog input or the wireless digital
input using the shell interface.

3.1 System architecture

The wireless sensing system is conceived to replace the cable connection between
the sensor and the structural controller. The Frequency Division Multiplexing
(FDM) method is applied to ensure the real-time feature of the multi-channel
data transmission. Indeed, when different channels operate on different frequency
bands, the data transmission can occur simultaneously without conflicts. As shown
in Fig. 3, each channel of the wireless sensing system is formed by a pair of
transceivers, one of which is mounted on the wireless sensing unit and the other
is connected to the structural controller by the SPI bus. In the SPI bus, the structural
controller is the master end and the other transceivers are the slave ends. Only
the structural controller can issue communication. In one cycle of remote data
sampling, the controller broadcasts a command to the transceivers which then send
the wireless request to the corresponding Wireless Sensing Units (WSUs). When the
request is received, the WSUs start to perform AD conversion, and they send the
sampled data back to the corresponding base station transceiver. In this manner,
the synchronization of the sensing system is guaranteed. To achieve the sampled
data, the structural controller communicates with the transceivers in turns, during
predetermined time intervals.
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Fig. 3 Architecture of the wireless sensing system designed for structural control applications

Fig. 4 The components-level block diagram of the wireless sensing unit

3.2 Wireless sensing unit

The wireless sensing unit associated to each sensor is installed on the structure and
it is responsible for powering the sensor, acquiring the structural response data, and
sending them to the wireless station. Therefore, it plays the most important role in
the wireless sensing system. The block diagram of its hardware at the components-
level is shown in Fig. 4.

Being the wireless sensing unit initially designed for a tri-axial accelerometer,
three input channels are required. The low-power instrument AD620B is used to
amplify the signal from a sensor and to change its bias in order to match the input
to the analog-to-digital converter ADS8343. Before the conversion, a fourth order
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Bessel filter of four channels is applied to perform the anti-aliasing. The ADS8343
has four channels, a resolution of 16 bit, and its maximum sampling rate is up to
100 kHz, which is sufficient for structural monitoring applications. The CC1110 is
the previously described System on Chip (SoC) transceiver which includes not only
a wireless transceiver, but also an enhanced 8051 microcontroller core, so that no
external microcontroller is required.

In order to make this platform suitable for both low-power and non low-power
structural monitoring applications involving different types of sensors, a flexible
and efficient power management module is designed. It consists of a Low Dropout
(LDO) linear regulator, MCP1700, with a quiescent current of 1.6 �A, and three
switching regulators (namely, MAX618, MAX765, and MAX1722), which feature
low quiescent current, highly efficient power conversion, adjustable output voltage,
and a medium output power.

4 Experimental validation

In order to validate the performance of the proposed wireless sensing system, a
simple laboratory experiment is carried out. The test setup is shown in Fig. 5. In this
experiment, the acceleration records of a small-size, three-story steel frame under
impact excitation are used as inputs to the controller board, which generates as
output the displacement time history that should be assigned to the Active Mass
Damper (AMD) located at the top of the structure. The signals simultaneously
recorded by the three accelerometers located on each floor are transmitted to the

Fig. 5 Laboratory test setup: (a) monitored structure with AMD at top (left); (b) wireless
communication system between the sensors and the controller board
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Fig. 6 Segments of the signals from the three accelerometers (inputs) acquired by (a) wireless
connections; and (b) cable connections

controller board by using both the wireless and the cable connections. Segments of
the acquired signals are separately plotted in Fig. 6. The sampling rate of analog to
digital conversion is 50 Hz. In Fig. 7, enlarged segments of the signals in Fig. 6a,
b are plotted together to compare the performances of the two data transmission
systems. Namely, the signals from a1 to a3 correspond to cable connections, and the
signals from A1 to A3 correspond to the wireless connections. In Fig. 8, segments
of the output control signal computed with the input signals from the wired and
wireless connections, respectively, are plotted together. From these figures, it is
shown that a basically consistent agreement between each pair of plots is obtained.
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Fig. 7 Comparison
of the input signals acquired
by wireless and cable
connections for an enlarged
segment of the signals
in Fig. 6

Fig. 8 Comparison
of the controller outputs as
computed from the wired (d)
and wireless (D) input signals
of Fig. 7

5 Conclusions

In the applications of structural control, continuous and real-time sensing techniques
are required. Wireless connections between the sensors and the structural controller
are desirable in order to reduce the high cost and the labor-intensive installation
related to cables. In the present study, the analog cables are replaced by a customized
prototype of a wireless sensing system which is based on the recent SoC single-chip
transceivers. This solution offers high performance at low cost. The continuous and
real-time wireless transmission is achieved by implementing a Frequency Division
Multiplexing (FDM) approach. The overall system is validated by carrying out a
laboratory experiment.
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Flatness-Based MPC and Global Path Planning
Towards Cognition-Supported Pick-and-Place
Tasks of Tower Cranes

Markus Egretzberger, Knut Graichen, and Andreas Kugi

Abstract This paper proposes an overall control strategy towards cognition-
supported pick-and-place tasks of tower cranes, as e.g. used in container handling
applications. The presented concept is based on a global path planning algorithm
which is combined with a flatness-based feedforward and a model predictive
feedback control (MPC). A tower crane serves as an illustrative example for the
application of the method. Assuming that the information about possible obstacles
within the work space is provided by computer vision the concept is validated for
pick-and-place tasks of the crane within the constrained work space.

1 Introduction

The importance of vision based concepts in closed-loop control has steadily
increased over the last years, in particular in applications where an interaction with
the environment plays a crucial role. Typical examples are autonomous vehicles
and obstacle avoidance problems as well as (mobile) robots, see, e.g., [1, 2] for an
overview. Most of the research works dealing with vision based control focus on
the visual data acquisition and processing (cognition), while the actual control task
is tackled with rather simple control strategies. Therefore, the main emphasis of
this paper is placed on combining a global path planning strategy together with
modern (nonlinear) open- and closed-loop control strategies. An interesting and
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Fig. 1 Schematics of the tower crane

industrially important application for this type of combined concepts can be found
in cognition-based pick-and-place tasks for tower cranes. The proposed overall
path planning and control concept will be demonstrated by means of a tower
crane considering point-to-point motions of the load while accounting for arbitrary
obstacles within the work space.

A tower crane as schematically depicted in Fig. 1 is a typical example for a
nonlinear, underactuated mechanical system. The crane as will be considered within
the context of this paper consists of a fixed tower of the height h, a rotating jib with a
movable trolley and a cable with an attached load. The motor driven jib rotates about
the vertical axis of the tower with the angle �1. The radial motion of the trolley
driven by a belt system is measured from the tower axis to the trolley’s center of
mass in terms of the translational degree-of-freedom (DOF) s1. A cable winch fixed
to the movable trolley together with a gimbal allow for the vertical actuation and
an arbitrary pendulum motion of the cable with the attached load of mass mL. The
vertical motion is described in terms of the translational DOF s2 measured from the
gimbal to the load, while the rotation of the gimbal is considered as a composition
of two successive rotations with the rotational DOFs �2 and �3. In summary, the
crane possesses five DOFs with three actuated axes (jib rotation �1, trolley position
s1, cable length s2) and two unactuated axes (gimbal angles �2, �3) allowing for an
arbitrary positioning of the load within a hollow-cylindrical work space.

In the following Section 2, the mathematical model of the tower crane is derived
before the combined concept of path planning and control is introduced in Section 3.
The paper is concluded with some illustrative measurement results presented in
Section 4.
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2 Mathematical model

The equations of motion of the crane can be derived by means of Lagrange’s formal-
ism utilizing the generalized coordinates qT D Œ s1; s2; �1; �2; �3 
 and generalized
velocities PqT D Œ Ps1; Ps2; P�1; P�2; P�3 
. Thereby, the three actuated axes are controlled
by sufficiently fast velocity controllers such that the velocities PqA D Œ Ps1; Ps2; P�1 

can be considered as the actual control input v D PqA. On the assumption of ideally
fast closed-loop dynamics of the underlying velocity controllers the system can be
described in the form Px D f .x;u/ with the state vector xT D ŒqT; PqT 
 and the
accelerations RqA as the new control input u D Pv. Neglecting the small damping of
the cable’s pendulum motion the dynamical system is given by the following set of
ordinary differential equations (ODEs)

Rs1 D u1 ; Rs2 D u2 ; R�1 D u3 ; (1a)

R�2 D 1

s2 cos�3

� �
s2 P�21 sin �2 � 2s2 P�1 P�3

�
cos�2 cos�3 � 2Ps2 P�2 cos�3 � g sin�2

C �
u1 � s1 P�21 � �

s2u3 C 2Ps2 P�1
�

sin�3
�

cos�2 C 2s2 P�2 P�3 sin �3
�
; (1b)

R�3 D 1

s2

� �
s1 P�21 � u1

�
sin �2 sin�3 C �

2s2 P�1 P�2 cos2 �3 � g sin�3
�

cos�2

�2Ps2 P�3 C �
s2u3 C 2Ps2 P�1

�
sin �2

� �s1u3 C 2Ps1 P�1 � �
s2 P�21 cos2 �2 � s2 P�22

�
sin �3

�
cos�3

�
(1c)

with the gravitational constant g. It can be seen from (1) that the idealized
underlying velocity controllers entail that the system equations are independent of
the load mass mL as well as of friction effects in the actuated axes. Henceforth,
the dynamical model (1) will serve as the basis for the controller design in the
subsequent section.

3 Combined path planning and control concept

In this section, a combined path planning and control concept is introduced which
is based on a user defined set-point change for the global load position within the
three-dimensional work space of the crane. A path planning algorithm thus provides
a suitable trajectory from the start- to the end-point for the subsequent flatness-based
feedforward control by taking into account the information about the constrained
work space (e.g. provided by computer vision). In order to track the desired
trajectory also in the case of disturbances and model inaccuracies a closed-loop
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Fig. 2 Two degrees-of-freedom control and path planning concept for the tower crane

model predictive control (MPC) is designed for the trajectory error system, thus
constituting a two degrees-of-freedom control structure. Figure 2 illustrates the
overall concept which will be described in more detail in the following subsections.

3.1 Flatness-based feedforward control

Following the idea of [3], it can be shown that a so-called flat output of the system
(1) can be found in terms of the global load position. In Cartesian coordinates it can
be written in the form y D Œ xL; yL; zL 
T with

xL D cos�1 .s1 � s2 sin �2 cos�3/ � s2 sin�1 sin �3; (2a)

yL D sin�1 .s1 � s2 sin �2 cos�3/C s2 cos�1 sin�3; (2b)

zL D h� s2 cos�2 cos�3: (2c)

By introducing an additional system variable, namely the cable force FC , the
equilibrium of forces at the load can be written as

mL RxL D FC .cos�1 sin�2 cos�3 C sin �1 sin �3/; (3a)

mL RyL D FC .sin �1 sin �2 cos�3 � cos�1 sin�3/; (3b)

mL .g C RzL/ D FC cos�2 cos�3: (3c)

By eliminating s1, s2, �1, �2, �3 and FC from (2) and (3a) all system variables
can be parametrized as functions of xL, yL, zL, RxL, RyL and RzL. Hence, the input
velocities Ps1, Ps2 and P�1 can also be calculated as functions of the flat output and
its time derivatives yielding the feedforward control law v� D Œ Ps�

1 ; Ps�
2 ;

P��
1 


T for a
desired trajectory y� D Œ x�

L; y
�
L; z

�
L 


T. The feedback control, as will be outlined
in Subsect. 3.2, however, additionally requires the parametrization of the input
accelerations u� D Pv�, thus necessitating a four times differentiable trajectory y�.
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In the real-time implementation the desired trajectory y� has to be provided by the
path planning in the form

Oy�
k D

n
y�
k ; Py�

k ; : : : ; y
�.r�1/
k

o

with y�
k D y�.tk/ at each discrete time step tk D k�t , the fixed sampling time �t

and r D 5. Furthermore, the desired state vector x�
k D x�.tk/ and the desired input

acceleration u�
k D u�.tk/ are calculated in the feedforward control block, see Fig. 2.

3.2 Model predictive feedback control

In the case of disturbances or model inaccuracies, the feedback controller in Fig. 2
has to stabilize the tracking error �x.t/ D x.t/ � x�.t/ by determining the
control action �u.t/ D u.t/ � u�.t/ that corrects the feedforward control u�.t/.
Summarizing the ODEs (1) in the form Px D f .x;u/, the tracking error �x is
described by the nonlinear and time-varying error dynamics

�Px.t/ D f
�
x�.t/C�x.t/;u�.t/C�u.t/

� � Px�.t/ DW F.�x; �u; t/ : (4)

The model predictive controller accounts for the error dynamics (4) by solving
the following optimal control problem (OCP) in a discrete-time fashion for each
sampling instant tk D k�t with the sampling time �t :

min�u.�/ J.�u.�/;�xk/ WD
Z tkCT

tk

�xT.t/Q�x.t/C�uT.t/R�u.t/ dt (5a)

s.t. �Px.t/ D F.�x.t/;�u.t/; t/ ; �x.tk/ D �xk (5b)

�u.t/ 2 Œ �u�.t/;�uC.t/ 
 ; t 2 Œ tk; tk C T 
 (5c)

with the time-varying control input constraints�u˙.t/ WD u˙�u�.t/. Starting from
the tracking error �xk at time tk , the error dynamics are used to predict the error
trajectory �x.t/ over a finite horizon t 2 Œ tk; tk C T 
 with the length T D N �t

and an integer number of N discrete sampling periods. The cost functional (5a) to
be minimized penalizes the error�x.t/ as well as the control action�u.t/ w.r.t. the
positive semi-definite matrices Q and R.

The OCP (5) is solved in each time step tk and �uk WD �u.tk/ of the computed
trajectory �u.t/ is used as feedback control for t 2 Œ tk ; tkC1 / in Fig. 2. In order
to guarantee real-time feasibility for the crane system, an incremental optimization
strategy was used that computes a suboptimal solution that is refined over the single
MPC steps as proposed in [4]. The optimization algorithm consists of a projected
gradient method with an adaptive line search method, see [5, 6].

Solving the OCP (5) at each sampling instant tk , however, requires the desired
trajectories of the state and input vectors Ox� and Ou� over the complete finite horizon
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of the length T . Hence, the path planning and feedforward control have to calculate
the desired trajectoriesN discrete time steps in advance such that the sets

Ox�
k D f x�

k ; x
�
kC1; : : : ; x�

kCN g ; Ou�
k D f u�

k ;u
�
kC1; : : : ;u�

kCN g

can be provided by a suitable ring buffer, cf. Fig. 2. Moreover, note that the actual
input velocities �vk are generated by a time discrete integrator, while the desired
input velocities v�

k can be taken directly from the buffered state vector x�
k , see Fig. 2.

3.3 Path planning

Upon discussing the two degrees-of-freedom control concept based on suitable
trajectories y�, in a next step the actual path planning is considered accounting for
arbitrary obstacles located within the work space of the crane. For this, a two-stage
concept has been chosen, where an approximated path is calculated for a discretized
work space before a sufficiently smooth trajectory is planned along the discrete path.

In a first step, the work space of the crane is discretized into a finite number
of hollow-cylindrical bricks. Therefore, it is advantageous to introduce a trans-
formation from Cartesian to cylindrical coordinates of the form .xL; yL; zL/ 7!
.rL; �L; zL/ with xLDrL cos�L and yLDrL sin�L. Assuming that the information
of possible obstacles in the work space is provided (e.g. by a 3d-capable camera
system) in terms of marked (not permitted) finite work space elements, the so-
called A� search algorithm is utilized to calculate a discrete admissible path from
the start- to a predefined end-point. The A� algorithm, see, e.g., [7], is a widespread
tool in particular for graph traversal and path finding. Here, the center points of
the finite work space elements are utilized as the discrete nodes with the 2-norm
between two neighboring nodes in cylindrical coordinates serving as the path-cost
function and the corresponding 1-norm serving as the so-called heuristic estimate.
If an admissible path can be found the A� algorithm provides the path with the
smallest possible distance in terms of a set of neighboring nodes from the start- to
the end-point.

Finally, a sufficiently smooth desired trajectory y�.�/ is computed from the set of
discrete nodes in terms of a three-dimensional B-spline curve of degree r D 5, see
[8,9]. With a suitable time parametrization of the curve parameter �.t/ the trajectory
y�
k is provided to the feedforward control at each sampling instant tk , cf. Fig. 2.

4 Measurement results

An experimental validation of the proposed path planning and control concepts
has been performed at the Automation and Control Institute, Vienna University of
Technology (see http://www.acin.tuwien.ac.at/fileadmin/craneV1.wmv) by utilizing

http://www.acin.tuwien.ac.at/fileadmin/ craneV1.wmv
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Fig. 3 Discrete path (*), desired trajectory (gray) and measured trajectory (black)

a laboratory model of the tower crane with a height of h D 1m and a work space of
rL 2 Œ 0:15; 0:8 
m, �L 2 Œ�150; 150 
ı and zL 2 Œ 0; 0:8 
m. The system is actuated
by three velocity controlled dc-motors as described in Section 1. The five DOFs
s1, s2, �1, �2 and �3 are measured with incremental encoders while the respective
velocities are estimated using approximate differentiation.

The path planning algorithm as well as the feedforward and feedback controllers
are implemented in the real-time operating system Matlab xPC Target on an Intel
CoreDuo CPU. Thereby, the sampling time of the controllers is chosen as �t D
2ms with a moving horizon period for the MPC of T D 1 s. The discrete path
planning algorithm is operating with a sampling rate of �tP D 50ms. However,
since the calculation time and thus the required number of iterations for the path
planning strongly depends on the current work space scenario the maximum number
of iterations is fixed and in case of a CPU overload the intermediate result is carried
over to the next calculation step. The chosen work space discretization added up to
16:000 elements.

Now, a test scenario with three obstacles (two cuboids and one cylinder) is
considered together with a desired set-point change from the start-point rLD0:5m,
�LD120ı and zLD0:15m to the end-point rLD0:6m, �LD � 30ı and zLD0:15m.
Figure 3 illustrates the work space and the 3d-curve from the start- to the end-point
in terms of the discrete path as well as the desired and measured trajectory from two
different perspectives. Thereby, no external disturbances were acting on the system
while the same scenario with an impulse-type disturbance applied to the load is
depicted in Fig. 4. The corresponding Figs. 5 and 6 illustrate the respective time
evolutions of the systems variables, i.e. the DOFs s1, s2, �1, �2 and �3 as well as the
input velocities Ps1, Ps2 and P�1. As can be observed from Fig. 5 (in particular from the
time evolution of the angle �3) the impulse-type disturbance is occurring at the time
t ' 5 s. The thus resulting error is efficiently corrected by the feedback controller
by means of the input velocities, cf. Fig. 6 (see in particular the deviation of the
angular velocity P�1). The residual offsets of the angles �2 and �3 as well as the non
vanishing input velocities Ps1, Ps2 and P�1 in steady state are due to stick-slip effects at
the gimbal and the actuated axes (gear boxes, etc.), respectively.
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Fig. 4 Discrete path (*), desired trajectory (gray) and measured trajectory (black) with disturbance
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The above presented measurement results reveal the advantages of the proposed
concept where the path planning and flatness-based feedforward control allow for
an efficient transition between the start- and end-point, while at the same time
the MPC guarantees a good performance in terms of stabilization and disturbance
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rejection. Current research is spent on the integration of a smart camera network
for workspace supervision as well as on the development of an online trajectory
re-planning scheme in order to cope with frequently updated camera information
and moving obstacles within the work space.
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Stress Focusing Effect of an Elastic Solid
in the Context of Generalized Thermoelasticity

T. Furukawa

Abstract The stress focusing effect in a solid sphere and an infinitely long solid
cylinder under instantaneous uniform heating at the free surface is studied on the
basis of the generalized thermoelastic theories, that is, Lord-Shulman and Green-
Lindsay theories. The combined governing equations of both theories are solved
by Laplace transform. Calculations have been performed to exhibit the radial
distributions on the basis of Lord-Shulman theory. The effects of thermomechanical
coupling parameter and relaxation time on the stress focusing phenomena as well as
the singularity of stresses are discussed.

1 Introduction

The theory of dynamic thermoelasticity, which takes into account the coupling
effects between temperature and strain fields, involves the infinite thermal wave
speed. The theory of generalized thermoelasticity has been developed in an attempt
to eliminate the physical paradox of the infinite velocity of thermal wave. At present,
there are two theories of generalized thermoelasticity: the first is proposed by Lord
and Shulman [1], the second is proposed by Green and Lindsay [2]. There are a lot of
papers in the context of these theories, for example, Lord-Shulman [3,4] and Green-
Lindsay [5, 6]. Recently, other generalized theories have presented (see Ignaczak
and Hetnarski [7] and Ignaczak and Ostoja-Starzewski [8]), for example, Green-
Nagdhi theory [9]. Noda, Furukawa, and Ashida used the fundamental equations
of generalized thermoelasticity introduced by us [10], which include Lord-Shulman
theory and Green-Lindsay theory, and analyzed several problems.
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The analysis of an infinitely long cylindrical rod subjected to a sudden rise in
temperature uniformly over its cross section has been studied by Ho [11]. Due to
the instantaneous heating, the stress waves reflected from the cylindrical surface
of the rod may accumulate at the center and give rise to very high stresses, even
though the initial thermal stress is relatively small. This phenomenon is called the
stress focusing effect. Hata [12–14] has studied this effect for several cases of
cylindrical rod. The stress focusing effect for spheres has been studied by Mann-
Nachbar [15] and Hata [16–19]. However, these series of papers have been studied
in the context of classical uncoupled theory of dynamic thermoelasticity, and the
condition of temperature is very limited that the uniform temperature change all
over the sphere or cylinder is occurred at the initial time. In this paper, we treat
an isotropic and homogeneous solid sphere and infinitely long solid cylinder. We
use the fundamental equations of generalized thermoelasticity, which include two
theories, that is, Lord-Shulman theory and Green-Lindsay theory.

2 Analysis

Fundamental equations combined two generalized theories, that is, Lord-Shulman
theory and Green-Lindsay theory, are expressed as following five equations.

Strain-displacement relation

"ij D 1

2

�
ui;j C uj;i

�
; (1)

Equation of motion

�ij ;j CFi D N�ui ;t t ; (2)

Energy equation

� qti ;i CW D N� cv.T C ı2kt0T;t /;t C.3�C 2�/˛T0"kk;t ; (3)

Stress-strain-temperature relation

�ij D 2�"ij C �"kkıij � .3�C 2�/˛.T C ı2kt1T;t /ıij ; (4)

Heat equation [Modified Fourier’s law]

qti C ı1kt0qti ;t D � NkT;i : (5)

Here, "ij : strain component, �ij : stress component, ui : displacement component,
Fi : body force component, N�: density, t : time, qt : heat flux, W : heat supply,
cv: specific heat at constant volume, T : temperature difference from initial state
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absolute temperature T0, ˛: coefficient of linear thermal expansion, � and�: Lame’s
constants, "kk : volumetric strain, Nk: thermal conductivity, t0 and t1: relaxation times,
and ıjk : Kronecker’s delta whose subscript k denotes the number of relaxation
times. When we put k D 0; 1; 2, (3)–(5) are coincided to classical, Lord-Shulman,
and Green-Lindsay theories, respectively. The comma denotes the differentiation
with following variable.

We consider a solid sphere and an infinitely long solid cylinder under the sudden
rise in temperature at the free surface at time t D 0 and we ignore body force
and internal heat supply. In this case, the fundamental equations consist of three
equations, that is, the heat conduction equation combined with (3)–(5)

�r2T � .T C t0T;t /;t D ı

	˛
.e C ı1kt0e;t /;t ; (6)

the equation of motion represented by displacement component

u;rr Cn

r

�
u;r �u

r

�
� 	˛ .T C ı2kt1T;t / ;r D 1

v2e
u;t t ; (7)

and the stress–strain-temperature relations



�rr
���

�
D 2�



u;r

u
r

�
C �

�
u;r Cn

r
u
�

� .3�C 2�/˛ .T C ı2kt1T;t / ; (8)

where

r2 D @2

@r2
C n

r

@

@r
; e D u;r Cn

r
u and n D

	
1 W cylinder
2 W sphere

Here, �rr and ��� : radial stress and hoop stress, respectively, �: thermal
diffusivity, ı: thermomechanical coupling parameter, ve : velocity of longitudinal
wave.

We introduce the dimensionless quantities:

� D r

a
; ˇ D �

vea
; .�; �0; �1/ D ve

a
.t; t0; t1/; � D T

T1
;

U D u

	˛T1a
; . N�rr ; N��� / D .�rr ; ��� /

.3�C 2�/˛T1
; (9)

where T1 is a prescribed temperature. Substituting (9) into (6)–(8) and applying
Laplace transform under the initial condition

� D 0 W U D U;� D 0; � D �;� D 0; (10)



76 T. Furukawa

we have

Nr2�� � 1

ˇ
s.1C �0s/�

� D ı

ˇ
s.1C ı1k�0s/

�
U �;� Cn

�
U �
�
; (11)

Nr2U � �
�
s2 C n

�2

�
U � D .1C ı2k�1s/�

�;� ; (12)



��
rr

��
��

�
D


1

�

��
U �;� Cn

�
U �
�

C


n

�1
�
.� � 1/U

�

�
� .1C ı2k�1s/�

�; (13)

where the asterisk (*) denotes the Laplace transform, and s is Laplace transform
parameter.

From (11) and (12), we obtain the equation for displacement

�
Nr2 � n

�2
� k21

��
Nr2 � n

�2
� k22

�
U � D 0; (14)

where k1 and k2 are positive roots of the following characteristic equation

k4 � s.B0s C B1/k
2 C 1

ˇ
.1C �0s/s

3 D 0; (15)

with

B0 D 1C 1

ˇ
Œ�0 C ı.ı1k�0 C ı2k�1/
; B1 D 1C ı

ˇ
: (16)

From (14), the radial displacement U �can be split as follows

U � D U �
1 C U �

2 ; (17)

where �
Nr2 � n

�2
� k2i

�
U �
i D 0: .i D 1; 2/ (18)

Firstly we obtain the solutions for infinitely long solid cylinder. The solution of the
differential equation (18) is

U �
i D 	.1C ı2k�1s/Aiki I1.ki�/; (19)

where I1. / is the modified Bessel function of first kind with first order and Ai is
unknown coefficient. Therefore the radial displacement is expressed as follows

U � D 	.1C ı2k�1s/ŒA1k1I1.k1�/C A2k2I1.k2�/
: (20)
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Similarly, the temperature and stresses are shown in

�� D �
k21 � s2�A1I0 .k1�/C �

k22 � s2
�
A2I0 .k2�/ ; (21)


 N��
rr

N��
��

�
D 	.1C ı2k�1s/



1

�

� �
A1k

2
1I0 .k1�/C A2k

2
2I0 .k2�/

�

�


1

�1
�
.1 � �/

U �

�
� .1C ı2k�1s/ �

�; (22)

where I0. / is the modified Bessel function of first kind with 0th order.
Secondly we obtain the solutions for solid sphere. The solution of the differential

equation (18) is

U �
i D �	.1C ı2k�1s/Ai

1

�2
.sinh ki� � ki� cosh ki�/: (23)

Therefore the radial displacement is expressed as follows

U � D �	.1C ı2k�1s/
1

�2
ŒA1.sinh k1� � k1� cosh k1�/

CA2.sinh k2� � k2� cosh k2�/
: (24)

Similarly, the temperature and stresses are shown in

�� D .k21 � s2/A1
1

�2
sinh k1�C .k22 � s2/A2 1

�2
sinh k2�; (25)

N��
rr D 	.1C ı2k�1s/

2X
iD1

Ai

�



s2 sinh ki�C 2

1 � �
�2

.sinh ki� � ki� cosh ki�/

�
;

N��
�� D 	.1C ı2k�1s/

2X
iD1

Ai

�


 ˚
k2i .� � 1/C s2

�
sinh ki�

�1 � �

�2
.sinh ki� � ki� cosh ki�/

�
: (26)

Next we determine the unknowns A1 and A2. The dimensionless boundary condi-
tions of Laplace transformed domain are

� D 1 W �� D 1

s
; N��

rr D 0: (27)
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Introduction (21) and (22a) into (27) leads the coefficients A1 and A2 for solid
cylinder as follows.

A1 D s2I0.k2/ � .1 � �/k2I1.k2/

.c1 � c2/s ;

A2 D �s
2I0.k1/� .1� �/k1I1.k1/

.c1 � c2/s ; (28)

where

c1 D .k21 � s2/I0.k1/Œk
2
2I0.k2/� .1 � �/k2I1.k2/
;

c2 D .k22 � s2/I0.k2/Œk
2
1I0.k1/� .1 � �/k1I1.k1/
: (29)

Introduction (25) and (26a) into (27) leads the coefficients A1 and A2 for solid
sphere as follows.

A1 D s2 sinh k2 C 2.1� �/.sinh k2 � k2 cosh k2/

cs
;

A2 D �s
2 sinh k1 C 2.1 � �/.sinh k1 � k1 cosh k1/

cs
; (30)

where

c D .k21 � k22/s
2 sinh k1 sinh k2

C 2.1 � �/ �.k21 � s2/ sinh k1.sinh k2 � k2 cosh k2/

�.k22 � s2/ sinh k2.sinh k1 � k1 cosh k1/
�
: (31)

So that, the solutions for temperature, displacements and thermal stresses are
obtained in the Laplace transformed domains. Because the analytical inversions are
much difficult, so the inversions are carried out numerically.

3 Numerical results and discussion

We calculate for Poisson’s ratio � D 0:3 and the inertia parameter ˇ D 0:1 in
the context of Lord-Shulman theory. Firstly, we show the figures for solid sphere.
Figure 1 shows the radial stress distribution at the several times. To have a clear
view, only the curves of stress waves propagating in one direction are displayed
here. In Fig. 1a, the positions of peaks correspond to the positions of the stress
wave fronts at different instants. In both classical and generalized cases, with the
stress wave fronts approaching the center, the peaks of the stresses increase at a
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a b

Fig. 1 The radial stress distributions of solid sphere

a b

Fig. 2 Curves of �rr � 1=� near the center of sphere

great rate. This phenomenon shows the stress-focusing effect. Comparing the results
for different relaxation times shows that the generalized theory predicts larger peaks
of stress waves than the classical theory, and with an increase of the relaxation
time, the peaks increase. In Fig. 1b, the behavior of the stress wave is shown for
a fixed relaxation time. It can be seen that the stress-focusing effect occurs for both
coupled and uncoupled cases. The comparison of the results of different coupling
parameters shows that increasing the thermomechanical coupling parameter results
in a decrease of the peak. Figure 2 shows the relation of radial stress and reciprocal
of the radius. From this figure, it is found that the stresses are proportional to 1=�.
This figure indicates the singularity of stresses at the center of the sphere. For the
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a b

Fig. 3 The radial stress distributions of solid cylinder

classical case, Hata showed that the order of singularity of the stresses is 1=�3 when
he studied a solid sphere subjected to a sudden rise in temperature uniformly over
its cross section. The present result disagrees with that of Hata.

Secondly, we calculate for infinitely long solid cylinder in the context of Lord-
Shulman theory. Figure 3 shows the radial stress distribution. From these figures,
the tendency is very similar to that for sphere, but the stress values are relatively
small.

Previously, Ding, Furukawa, and Nakanishi [20] showed that the stress singu-
larity of stresses for solid cylinder was 1=�2 same as Hata. It seems that the stress
singularity of the sphere is larger than that of the cylinder because the stress is
concentrated easily on the sphere compared with the cylinder. Therefore, a further
examination is necessary to obtain ultimate conclusions.

4 Conclusion

We treated an isotropic and homogeneous solid sphere and infinitely long solid
cylinder under instantaneous uniform heating on the free surface at initial time.
The fundamental equations of generalized thermoelasticity combined two theories,
that is, Lord-Shulman theory and Green-Lindsay theory were used and the exact
solutions in Laplace transformed domain could be obtained. Numerical calculations
were performed by use of numerical inversion technique. The major results were
follows:

1. The stress-focusing effect is occurred for sphere and cylinder under this
condition.
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2. The stress singularity of generalized theory is larger than that of classical one.
3. The further consideration is needed for determination of the order of stress

singularity.
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Magnetoelastic Effect as Applied to Estimating
Elastic-Plastic Strains in Steels
and Optimization of Technological Processes

E.S. Gorkunov

Abstract The paper deals with different methods for estimating macro- and
microscopic stresses in ferromagnetic materials with the application of magnetic
characteristics. It demonstrates the possibility of reconstructing deformation curves
by measured magnetic characteristics of steel products.

1 Introduction

Magnetic methods are successfully used to estimate the mechanical properties,
structural state and phase composition of steel and cast-iron products. Besides the
structural condition, of great importance for structural members is their stress state.
Macrostresses and induced anisotropy (texture) can be easily revealed by magnetic
methods. To estimate the level of microstresses is a challenge. The estimation
methods are based on the recording of parameters associated with the displacement
of 90ı domain walls, that is, with the redistribution of magnetoelastic energy in a
ferromagnet.

Under magnetization reversal, the magnetization of ferromagnets changes dis-
cretely in the form of irreversible magnetization jumps of different amplitude
(Barkhausen effect). The appearance of Barkhausen jumps (BJs) is due to the in-
teraction of domain walls (DWs) with defects of different nature (pores, inclusions,
secondary phase precipitations, dislocations, grain boundaries, stress gradients etc.).
Therefore the recorded BJ flux parameters represent the structural condition of fer-
romagnets, sensitively indicate its changes and can be used both for nondestructive
testing and for analysing the degradation of product properties under operation.
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2 Estimation of working macrostresses

Iron-based ferromagnets are characterised by the existence of two subsystems of
180ı and 90ı domain walls (DWs). Figure 1 shows a transition of the 180ı domain
wall through an inclusion defect in the longitudinal magnetization of an iron-
silicon alloy crystal. DW separation from a defect (at a critical field Hcr) generates
electromagnetic and elastic waves (Fig. 1b).

A similar process takes place in crystal portions with internal residual stresses.
The approach of DWs to these portions causes a jumpwise rearrangement of the
complex of 90ı and 180ı domains corresponding to the compression and tension
zones [1].

For instance, applied stresses �0 change magnetic anisotropy thus reducing the
volume of 90ı magnetic phases (Fig. 2a, b). At small tensile strains, 90ı DWs are
substituted by 180ı ones, therefore a texture with magnetization vectors lying along
the tetragonal axes closest to the direction of tension is formed in the crystals.
The area of 180ı DWs grows and the processes of magnetization reversal become
easier.

Thus, in steels with positive magnetostriction (�>0) under tension (� >0)
(positive magnetoelastic effect, �� >0) the magnetization reversal processes be-
come easier, whereas under compression (negative magnetoelastic effect, �� >0)

Fig. 1 Domain wall
displacement near a defect
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Fig. 2 Rearrangement of 90ı

domains into 180ı ones in
silicon iron (a) under
100 MPa tension (b)

Fig. 3 Hysteresis half-loops for steel 45 (C � 0:45%) and coercive force affected by tensile and
compressive stresses

they are impeded, and this can be illustrated by magnetic hysteresis loops (Fig. 3a)
for steel 45. This principle is a basis for estimating working stresses in members
made of ferromagnetic materials (Fig. 3b).

3 Estimation of the level of microstresses

To estimate the microstress level in ferromagnetic materials, three approaches are
proposed, which involve magnetic energy redistribution in magnetization reversal
during the motion of 90ı DWs.
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One approach employs creating a predominant displacement of 90ı DWs, with
the working stresses �0 being somewhat equal to internal ones �i . When �0 
 �i , the
magnetic permeability �90 associated with the displacement of 90ı walls is much
greater than that ensuing from the mobility of 180ı ones (�90 � �180). Since the
mobility of 90ı DWs is governed by the microstress level, the separated contribution
of 90ı DWs to the process of magnetization reversal enables the microstress level
to be estimated.

Magnetoelastic studies were conducted as follows, Fig. 4: a demagnetized spec-
imen was subjected to tensile stressing (�0), then a magnetic field (H ) creating
induction (B0) was applied along the tension axis, whereupon low-frequency elastic
dynamic vibration of small amplitude (���) was excited in the specimen.

The amplitude of magnetic induction (B���

) generated in the specimen by
dynamic vibration was recorded by an enveloping coil. The measurements were
repeated at different tensile loads ranging between 0 and 0:6�0:2. The plots of
measured induction as dependent on tensile loading (Fig. 5) have a characteristic
form with a peak [2, 3].

Fig. 4 Experimental scheme

Fig. 5 The behaviour
of magnetic induction caused
in the specimen by elastic
vibrations, ���, as a
function of applied external
stresses
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Fig. 6 A relation of �0max and magnetic permeability �� caused by the displacement of 90ı

domain walls to dislocation density in iron and steel St3 (C � 0:2%) suffering plastic deformation

It follows from [2, 3] that the load value at which the peak is reached correlates
with the mean amplitude of internal stresses in differently deformed steels. Thus,
according to [2, 3], the value of magnetic permeability �� associated with the
displacement of 90ı DWs is determined as

�� 
 k
�B���

���B0
: (1)

Experimental studies demonstrate (Fig. 6) that the values of �0max and �� corre-
late well with dislocation density in iron and steel St3 under plastic deformation.

Another parameter enabling the microstress level in ferromagnetic materials to
be estimated is magnetoelastic acoustic emission (MAE). According to current
concepts, magnetoelastic acoustic emission is based on the magnetostrictive mech-
anism of excitation of signals produced by local sources of magnetostrictive strain
at irreversible displacements of 90ı DWs (Fig. 1b) and carrying information about
changes in the magnetoelastic state of a ferromagnet.

When a ferromagnetic specimen is affected by a changing magnetic field,
it suffers magnetization reversal along the magnetic hysteresis loop, and the
irreversible displacement of 90ı DWs causes elastic wave pulses (Fig. 1b), which are
recorded by a piezotransducer as electric signals. After amplification, the number of
jumps of electric signals of acoustic emission is recorded, or the rms values of emf
Umae of the envelope of all the jumps are measured. Materials with high values of
magnetostriction show high acoustic activity in magnetization reversal.

As there is a relation between the stress state and magnetostriction, the parame-
ters of magnetoelastic acoustic emission must also be related to the elastic properties
of a ferromagnet, i.e., to the microstress level.

Figure 7 illustrates the behaviours of the rms value of Umae and the microstress
level as dependent on the tempering temperature for steel 34KhN3M (a) and on
the amount of plastic strain for steel 40 (b). It follows from the analysis of Fig. 7
that Umae correlates fairly well with the values of microstresses found by the X-ray
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Fig. 7 The variation of the rms value Umae and microstresses with tempering temperature for steel
34KhN3M (a) and with the amount of plastic strain for steel 40 (b)

technique. The MAE technique is employed to estimate the microstress level in
thermally treated and elasto-plastically deformed ferromagnetic materials.

The third approach is magnetostrictive mutual transformation of elastic and
electromagnetic waves in ferromagnets, i.e., electromagnetic-acoustic transduction
(EMAT). EMAT signal parameters are also sensitive to the microstress level in a
ferromagnet.

EMAT in steels was studied in a strong polarizing magnetic field by means of
exciting passage coils and recording by the resonance technique to gain a standing
elastic wave in the specimen. The EMAT signal amplitude was determined at
elastic vibration resonance, as well as the resonance frequency enabling elastic wave
propagation velocity to be calculated.

It is obvious from Fig. 8 that the EMAT signal amplitude and elastic wave
propagation velocity decrease almost linearly with the growth of crystal lattice
microdistortions caused by thermal treatment (quenching followed by tempering)
of specimens made of carbon steel U8 (C Š 0:80%; Cr Š 0:23%; Mn Š 0:22%),
low-alloy steel ShKh15 (C Š 0:98%; Cr Š 1:38%; Mn Š 0:32%), high-alloy steel
R6M5 (C Š 0:84%; Cr Š 3:30%; W Š 5:92%; V Š 1:80%; Mo Š 4:83%), and
this is suggestive of the applicability of EMAT parameters for estimating the level
of microstresses.

4 Restoration of strain diagrams

The determination of the uniaxial stress–strain state of metals by magnetic tech-
niques enables one, using different models of the mechanics of solids, to approach
the problem of predicting the behaviour of the mechanical properties of a metal
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Fig. 8 A relation between
the EMAT signal parameters
and crystal lattice
microdistortions for thermally
treated steels

under deformation and estimating its residual life. It is proposed that magnetic
methods of nondestructive testing [4] should be used for monitoring permanent
strains in structural members. A technique has been developed for restoring strain
diagrams by known relationships of standard mechanical properties of steel to
measured magnetic characteristics.

The hardening curve is approximated by the equation

� D �Y CA ��n; (2)

where � and �Y are current working stress and yield stress, A D .�U � �Y /=�
n
sh,

n D �U � �sh=.�U � �Y /, �sh D 2 � ln.1C ı/=
p
3 is shear strain at the end of

uniform tension.
If a correlation between standard mechanical and magnetic characteristics like

Y D a C bX is known, after substituting the values obtained from the correlations
in (2), we arrive at a new deformation curve equation taking into consideration
measured magnetic characteristics, (3). Thus, by the data obtained in [4], after
substituting the correlation expressions �Y � Hc , �U � Hc into (2), we have

� D �Y .Hc/C A.Hc/ ��n.Hc/: (3)

The results are presented in Fig. 9.
The mechanisms of the deformation behaviour of the magnetic characteristics of

low- and medium-carbon steels have been experimentally studied on all the portions
of the stress–strain diagram up to necking under plane stress conditions in elastic-
plastic tensile deformation.

In order to analyse the behaviour of the coercive force in tension, the “Hc

versus amount of strain” curves were superposed on the corresponding stress–strain
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Fig. 9 Experimentally and
analytically obtained tension
diagrams, (3)

Fig. 10 Tensile stress and coercive force as dependent on the amount of strain for carbon steels

diagrams (Fig. 10). Three characteristic portions are obvious in the behaviour of the
coercive force, namely, (1) the region of elastic strain; (2) the yield plateau and/or
drop (sharp yield point); (3) the region of developed plastic strain.

The effect of stresses reaching and exceeding �0:2 leads to a collapse of the
magnetic texture of stresses in the elastic strain region, and the coercive force in the
plastic strain region is mainly affected by an increase in the density of dislocations
and dislocation clusters (Hc 
 N1=2), where N is dislocation density [5]) and the
formation of a crystallographic strain texture.

As the stress �0:2 is approached, the coercive force of all the specimens tested
grows significantly, the most active growth of Hc being observed prior to �0:2,
rather than at �0:2, and this agrees with the results obtained in [6]. In steel St3
the coercive force stops growing as soon as the upper yield stress is reached, Hc

remains constant or slightly decreases, and then, after passing the lower yield stress,
it resumes growing, though less intensively (see Fig. 10a).

The investigation has offered a technique to restore stress–strain diagrams for
homogenous steel products by coercive force, and this is a basis for magnetic
monitoring of the stress–strain state of loaded steel members.
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On the Potential of Constraints in Nonlinear
System Identification

Christoph Hametner and Stefan Jakubek

Abstract Local model networks (LMNs) offer a versatile structure for the
identification of nonlinear static and dynamic systems. In this contribution the
integration of prior knowledge in LMNs using equality constraints is presented.
For that purpose, an equality constrained Generalised Total Least Squares (GTLS)
algorithm for the local model parameter estimation of the LMN is presented. On
the one hand GTLS parameter estimation helps to avoid bias in the estimates
when some or all observations are subject to noise and on the other hand equality
constraints allow to mathematically enforce desired system properties.

1 Introduction

The nonlinear system identification task is to build a model of a process from mea-
sured input and output data. When prior knowledge about the process is available,
grey-box approaches allow to reduce the model complexity using physical (or other)
insight into the nature of the system, [1]. In this context Local Model Networks
(LMNs) are an established concept for a wide field of applications. The architecture
of local model networks represents an excellent approach for the integration of
various knowledge sources since they possess a good interpretability, [2].

In this contribution the integration of prior knowledge in local model networks
using equality constrained Generalised Total Least Squares (GTLS) is presented.
On the one hand implicit (qualitative) knowledge is taken into account which
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determines fundamental dependencies of the input-output behaviour of the process,
e.g. structure selection, main influence variables on the nonlinearity of the process
or dynamic system behaviour. On the other hand quantitative knowledge which
describes explicit dependencies between inputs and outputs is taken into account
in order to improve the quality of the resulting model.

Local model networks interpolate between local models, which can easily be
described using linear regression models. The approximation of nonlinear systems
is achieved by partitioning of those regions of the input space where the nonlinearity
is more complex, into smaller subdomains. The aggregation of such subdomains
then yields a versatile description of the overall system.

The goal of the learning algorithm is to partition available training data into
several subsets and to estimate the corresponding regression models, [3]. The model
identification task can be divided into two subtasks: The partitioning process and the
local parameter estimation, see Fig. 1.

The double arrows in Fig. 1 indicate that there is a strong bilateral interrelation
between the partitioning process and the local model parameter estimation: The
partitioning process is based on the local approximation quality (which inherently
depends on the local parameter estimation) which in turn depends on the proper
partitioning of subdomains.

In this work prior knowledge represented as equality constraints will be divided
into singular and functional constraints:

• Singular constraints: These will typically arise from e.g. steady-state process
measurements. For example when dynamic data of combustion engines are
recorded on test benches there are usually steady-state operating data available,
too. The adherence of dynamic models to these static input-output relations can
be enforced by constraints.

• Functional constraints: These are known fundamental physical properties of the
process to be identified. Examples would be e.g. differentiating behaviour, a static
characteristic in a dynamic model, or a characteristic which must pass through
the origin or must have an extremum.

Fig. 1 Model identification
subtasks and proposed
methods
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2 Architecture and construction of a local model network

Each local model (indexed by subscript i ) of a local model network (LMN) consists
of two parts: The local model parameter vector � i and the validity function˚i. Qx.k//
which defines the region of validity in the partition space. The local estimate for the
output y.k/ is obtained by

Oyi .k/ D xT .k/� i ; (1)

where xT .k/ denotes the regressor vector. The global model output Oy.k/ is obtained
by a weighted aggregation of the local estimations Oyi .k/:

Oy.k/ D
LX
iD1

˚i . Qx.k// Oyi .k/; (2)

where L denotes the number of local models.
The partition space is spanned by the so-called rule premises Qx with dim. Qx/ D p.

One of the main strengths of this approach lies in the fact that the input vector
for the rule premises Qx.k/ and the regressors x.k/ can be chosen differently, [2].
Typically, the elements of the partition space Qx are chosen according to the expected
nonlinear behaviour of the system based on prior system knowledge and experience.
The main challenge in local model network parametrisation is to determine ˚i in a
way that the local estimate (1) sufficiently accurate describes the true process within
the region of validity.

An exemplary model tree is depicted in Fig. 2, where each node corresponds to a
split of the partition space into two parts and the free ends of the branches represent
the actual local models with their validity functions ˚i and the parameter vectors
� i , cf. [4].

During training, in each iteration step the worst local model is replaced by
two new local models which are then appended to the model tree. Thereby, an
axis-oblique partitioning is performed by multi-objective optimisation using an
Expectation-Maximisation (EM) algorithm, [5].

Fig. 2 Hierarchical
discriminant tree
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The goal of the iterative EM algorithm is to classify each data point in a way
as to minimise the probability of missclassification. Usually, the prediction error is
used for the partitioning process, [5]. When some or all input channels are subject to
noise, a more general formulation of the residual is required. Accordingly, a residual
for the GTLS estimator is defined for a proper statistical assessment of the residual
error. This GTLS residual is used to discriminate between unsystematic errors from
measurement noise and systematic errors from truncation.

3 Equality constrained GTLS parameter estimation

In many applications the inputs and outputs of a system are taken from mea-
surements and are thus subject to noise. In this situation conventional parameter
estimation methods suffer from the drawback that the parameter estimates are
biased. Methods that are designed to cope with the case of noisy input and output
channels are generally called “errors-in-variables methods”, [6].

A proper parameter estimation in such cases can be obtained e.g. from Gener-
alized Total Least Squares methods. Generally, GTLS algorithms are methods for
linear parameter estimation, when some or all inputs are subject to noise [7]. The
main advantage is that the GTLS algorithm as a generalisation covers both Least
Squares (LS) and Total Least Squares (TLS) as special cases. For the integration
in a local model network, a weighted GTLS (WGTLS) parameter-estimation
algorithm that allows for individual weighting of data records is considered in this
contribution.

3.1 Weighted parameter estimation by GTLS

Let � 2 IRN�M be a regressor matrix where every row contains all elements of
xT .k/ except the constant offset and let y 2 IRN�1 be the observation vector. For
the reconstructions Oy ; O� a local affine model structure is chosen. For that purpose
an augmented regressor matrix is defined:

W D Œ y j � 
 (3)

For GTLS parameter estimation W is recomposed by separating noisy compo-
nents (indicated by subscript “n”) and noise-free components (subscript “o”):

W D �
W n W o

�
: (4)

The number of noisy and noise-free components is denoted by pn and po,
respectively. In the sequel, W (and its estimates) always refer to the definition given
by (4).
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GTLS algorithms constitute implicit estimators which are based on a low-rank
approximation of the noisy observations.

Using a weighting matrix Qi indexed by i with entries qij only along its main
diagonal a weighted GTLS optimisation of parameters then yields

kQ1=2.W n � OW n/k2F D minŠ subject to Oy 2 Image. O� /: (5)

The solution is obtained by solving the following optimisation problem:

ˇT

2
4

W T
n QW n �W T

n q �W T
n QW o

�qTW n sq qTW o

�W T
o QW n W T

o q W T
o QW o

3
5

„ ƒ‚ …
˝

ˇ D minŠ (6)

subject to

ˇT



Ipn�pn 0pn�poC1
0poC1�pn 0poC1�poC1

�

„ ƒ‚ …
D˚

ˇ D 1 (7)

where ˇ denotes an extended parameter vector.
The optimisation problem (6) and (7) can be solved using a Lagrange-function:

L.ˇ; �/ D ˇT˝ˇ � �.ˇT˚ˇ � 1/ (8)

which results in a generalised eigenvalue problem.

3.2 Equality constraints

Imposing additional equality constraints in the context of GTLS means that the
parameter vector ˇ has to fulfill additional conditions besides the requirements (6)
and (7). Such constraints are introduced in form of additional regressors, termed wc .
An equality constraint can then be expressed by the notion that wc and its image are
identical: Owc.r/ D wc.r/: The index r indicates that there is usually more than one
constraint to be imposed (r D 1 : : : nc). Since GTLS reconstructs only the noisy
components the constraint can be formulated as follows: OwTc;n.r/ D wTc;n.r/, where
wc;n and wc;o are the partitions of wc according to (4).

Using the extended parameter vector ˇ a constraint is expressed as

�
wTc;n.r/ �1 �wTc;o.r/

�
ˇ D 0: (9)
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A combination of all nc constraints thus yields

2
6664

wTc;n.1/ �1 �wTc;o.1/
wTc;n.2/ �1 �wTc;o.2/
:::

:::
:::

wTc;n.nc/ �1 �wTc;o.nc/

3
7775ˇ D 0 (10)

or more compactly

S cˇ D 0: (11)

There are various approaches to solve the constrained parameter estimation
problem outlined in this section, cf. [8, 9]. Exemplarily, the null-space approach
is presented:

A suitable integration of (11) into the original optimisation problem (6) can be
achieved if one ensures that ˇ is parametrised such that (11) is always satisfied. This
requires that ˇ lies in the null-space of S : ˇ 2 N .S c/. Let N S denote a matrix with
its column vectors spanning N .S c/. Then a proper parametrisation of ˇ is

ˇ D N S� (12)

with an arbitrary vector � and dim.�/ � pn C po C 1. Inserting (12) into the
optimisation problem (6) and (7) leads to a generalised eigenvalue problem with
reduced dimension dim.�/:

�
N T

S ˝N S � �N T
S˚N S

�
� D 0: (13)

4 Dynamic MISO example

In this section the identification of a nonlinear dynamic MISO system with three
inputs is presented, Fig. 3. The structure is quite similar to the example in [10],
where the system is used to validate another MISO identification scheme. The input
u1 and the output y are corrupted by measurement noise.

The differentiating behaviour of the transfer function F1.z�1/ is assumed to be
known a priori and will be imposed as a functional constraint in the training of the
local model network. Additionally, a number of steady-state points were recorded
which provide information on the static input-output relation of the system (singular
constraints).

For the excitation APRB-signals were selected,with their amplitudes and
bandwidths being designed such that the whole static and dynamic operating range
of the MISO system can be covered. The input u1 and the output y are corrupted
by white noise. The signal-to-noise ratio is �ny=�y D 0:002 for the output and
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Fig. 3 Structure of the nonlinear MISO model
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Fig. 4 Comparison of the model with and without equality constraints

�nu=�u1 D 0:05 for input u1, respectively. The local model network training results
in 8 local affine models, where the system order was chosen according to the known
system, Fig. 3.

In Fig. 4 the simulation results of the model with no constraint information, the
model with constraints and the actual process output are compared. In particular, u2
and u3 are chosen to be constant at the validation data record to verify the input-
output relation of u1 and y. It is clearly visible that the identification algorithm
without constraints does not reproduce the differentiating behaviour of F1.z�1/
exactly. Furthermore, a certain offset is monitored at the validation data record.

As expected, the differentiating behaviour is met exactly by model with in-
tegrated equality constraints and the offset vanishes due to the integration of
steady-state constraints.
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5 Conclusion

In this work the integration of prior knowledge by means of equality constrained
GTLS parameter optimisation is presented. Prior knowledge of the nature of
the system reduces the complexity of the model and parameter estimation itself.
The GTLS algorithm yields consistent parameter estimates when some or all input
channels are subject to noise and covers both LS and TLS as special cases. Together
with a well tried local model network approach the constrained GTLS algorithm is
applicable to nonlinear system identification tasks.

An equality constrained WGTLS algorithm is derived and allows for the
integration of qualitative or quantitative knowledge about the process. Prior knowl-
edge represented as equality constraints is divided into singular and functional
constraints. The construction of the local models of the LMN is based on an
Expectation-Maximisation algorithm using the GTLS residual.

The proposed concepts are validated by means of an illustrative example. The
results show how equality constraints can be used to guarantee a priori known
structural properties of the process in nonlinear dynamic system identification.
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Vibration Control of Linear Elastic Beam
Structures with Spatial Local Nonlinearities

Rudolf Heuer

Abstract Vibration problems of linear elastic structures with spatially localized
nonlinearities are related to non-classically damped systems with single external
devices. Such systems are characterized by the fact that their nonlinear behavior
is largely restricted to a limited number of single points in the structure. The
paper presents a semi-analytical procedure for analyzing the dynamic steady-state
response of locally nonlinear beams under piezoelectric actuation, where special
emphasis is laid on systems with single nonlinear spring or/and damping devices.
The solution of the underlying boundary value problem is found by means of a
problem-oriented decomposition in frequency domain, which has been adopted
from methods for structures under multiple support excitations. Example problems
are given for elastic beam structures with time-variant imposed piezoelectric
curvature, where single supports are connected to external devices.

1 Introduction

Important elements of any structural control system are the transducers used for
implementation of the control. Sensors and actuators provide the link between the
controller and the mechanical system to be controlled and their design and imple-
mentation is of prime importance. At first, investigation was restricted to discrete
vibration control, see, e.g., the survey on the technology of intelligent structures of
Fuller et al. [1]. More recently, new material systems have made it feasible to carry
out active control of distributed parameters for the sake of an efficient suppression
of vibrations and structure-born sound. Studies in this and related systems have
been made by Rao and Sunar [2] and others. Most frequently, the distributed
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actuators in intelligent or smart type of structures are realized by embedding layers
of piezoelectric materials, compare [3]. Such devices are often constructed in form
of thin panels, plates or shells. Activation renders piezoelectrically induced strains
that are imposed to generate the distributed input of the control system.

Classical Modal Analysis can be applied to linear systems if the corresponding
damping matrix is proportional to both mass and stiffness matrices. Otherwise,
e.g. in case of structures with single external damping devices, an alternative or
approximate solution procedure for determining the dynamic response has to be
chosen, compare Udwadia and Kumar [4]. Vibration problems of linear structures
with spatially localized nonlinearities are related to those non-classically damped
systems. The objective of this paper is to present an approximate procedure, i.e., a
modified force-method, for analyzing the dynamic steady-state response of locally
nonlinear beams under piezoelectric actuation. The solution is derived by means
of a decomposition in frequency domain, which has been adopted from methods
for structures under multiple support excitations. The main advantageous of this
formulation is the fact, that by increasing the degrees of freedom considered for
the structure, the numerical effort for solving the coupled system is extended only
marginally since the nonlinearity stays “isolated”.

2 Constitutive equations of a piezoelastic beam

In a Cartesian coordinate system, xi , i D 1; 2; 3, using Einstein’s convention of sum-
mation about repeated indices and assuming geometrically linearized conditions, the
constitutive relations for a linear thermoelastic, anisotropic and piezoelectric solid
can be formulated as the generalized Hooke’s law,

�ij D c
E; �
ijkl

�
"kl � "�

kl

� I i; j; k; l D 1; 2; 3 (1)

where �ij , "kl are stress and strain components. The fourth-order tensor of elastic
constants, cE; �ijkl , (measured at constant strain and temperature �) shows the follow-
ing conditions of symmetry:

c
E; �
ijkl D c

E; �
j ikl D c

E; �
ijlk D c

E; �
klij : (2)

Due to the inverse piezoelectric effect, eigenstrains of the form

"�
kl D d�mkl

NEm; (3)

are induced, where NEm denotes the components of the electric field vector. The third
order tensor d�

mkl is symmetric with respect to k and l for "�
kl D "�

lk, thus

d�mkl D d�mlk: (4)
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For the present investigation, in which a large electric potential is applied to an
isotropic beam structure, it is assumed that the electric field resulting from variation
in stress and temperature (the so-called direct piezoelectric effect) is insignificant
compared with the applied electric field. In that case the electric field vector is
directed perpendicular to the .x1; x2/-plane, and in case of isotropic structures the
components of the elastic tensor of (2) reduce to Young’s modulus

c
E; �
ijkl D E; (5)

and the in-plane eigenstrains, responsible for the flexural deformation, are

"�
xx D dzx

NEz; x D̂ 1; z D̂ 3: (6)

Finally the stress distribution within the beam’s cross section becomes

�xx.x; zi I t/ D E.zi /
�
"xx.x; zi I t/ � "�

xx.x; zi I t/
�
: (7)

3 A modified force-method in frequency domain

Considering an undamped linear elastic single-span beam with a (nonlinear) device
attached at the point x D l1, see Fig. 1, the corresponding equation of motion reads

B w;xxxx .xI t/C � Rw.xI t/ D �B ��
;xx.xI t/ � F.t/ ı.x � l1/; (8)

whereB and� denote bending stiffness and mass per unit beam length, respectively.
The imposed curvature,

��.xI t/ D 1

Jyy

Z

A

z "�
xxdA; (9)

Fig. 1 Single-span beam
with imposed curvature
��.xI t / and external device
at x D l1
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l
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Fig. 2 Subsystem 1 of the
underlying boundary value
problem
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Fig. 3 Subsystem 2 of the
underlying boundary value
problem
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F2(iν)

is assumed to be separable in the space and time variables. Jyy stands for the
axial moment of inertia of the cross sectional area A. Particularly, for steady-state
excitation, the imposed curvature becomes

��.xI t/ D  .x/ �0 e
i�t : (10)

In the first step of derivation, F.t/ is expressed as a sum of two separate forces,

F.t/ D ŒF1.�/C F2.i �/
 e
i�t ; (11)

where F1 is the force generated due to ��.x; t/ at a support located at x D l1 (sub-
system 1), and F2 arises due to an imposed deflection w2.xD l1; t/DW0.i �/ e

i�t

with no other external forces acting (subsystem 2), see Figs. 2 and 3.
In order to calculate the particular solutionWp.xI v/ associated to the differential

equation

B Wp;xxxx .xI �/� �2�Wp.xI �/ D �B  ;xx .x/ �0; (12)

the total flexural response Wp is partitioned into a frequency independent (qua-
sistatic) part, WS , and into its complementary dynamic portion, WD . Substitut-
ing that decomposition into (12), yields to the following set of two differential
equations:

WS;xxxx D � ;xx �0; (13)

B WD;xxxx ��2�WD D �2�WS : (14)
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Equation (13) describes the static beam problem with imposed curvature distri-
bution. It can be solved using classical methods, e.g. applying Maysel’s formula,
compare Parkus [5]. Its solution directly enters (14), which is solved by means of
the influence function for the beam deflection, QW :

WD.xI �/ D �2
Z

l

QW .x; �I �/ �WS.�/ d�: (15)

The two parts of the dynamic force are evaluated from the following conditions:

Wp.l1I �/� F1.�/ QW .l1; l1I �/ D 0; (16)

F2.i �/ D �cdyn.i �/ W0.i �/; (17)

where the complex value W0.i �/ is yet unknown; cdyn represents the (nonlinear)
dynamic stiffness coefficient at x D l1. Reformulation of (16) and (17) gives

F1.�/ D Wp.l1I �/
QW .l1; l1I �/

D
WS.l1/C �2

R
l

QW .l1; �I �/ �WS.�/ d�

QW .l1; l1I �/
; (18)

F2.�/ D � W0.i �/

QW .l1; l1I �/
: (19)

The approximate solution for the response of the nonlinear system subjected to time
harmonic excitation is obtained by means of equivalent linearization technique,
where the external nonlinear device is consistently replaced by a set of linear
elements, e.g., a generalized Kelvin-Voigt model with effective stiffness ce and
damping parameter re . Thus, in frequency domain, the following constraint yields
the (nonlinear) equation for the unknown amplitudeW0:

F1.�/C F2.�/� .ce C i �re/W0.i �/ D 0: (20)

Finally, the total response in frequency domain can be cast in the form

W.xI i �/ D Wp.xI �/C W0.i �/�Wp.l1; �/

QW .l1; l1I �/
QW .x; l1I �/: (21)

4 Applications

Two example problems of simply supported beams with single devices attached
at xD l1 will demonstrate the efficiency of the introduced formulation. For both
applications it is assumed that the external loading is constantly distributed,
 .x/D 1. Thus the quasistatic part becomes
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WS D WS.x/ D �0

2
x2
�
l

x
� 1

�
: (22)

The complementary dynamic portion is calculated by means of the influence
function for the deflection of a simply supported beam to give,

WD D WD.xI �/ D �0�
2

l

1X
1

sin ˛nx

!2n

h
1 � .�=!n/2

i Œgn1 C gn2
 ; (23)

where the abbreviations gn1 and gn2 stand for

gn1 D l

˛2n
.sin ˛nl � l ˛n cos˛nl/ ; ˛n D n�

l
; (24)

gn2 D 1

˛3n

�
2 .1 � cos˛nl � l ˛nsin ˛nl/C l2˛2n cos˛nl

�
: (25)

The first part of the restoring force at x D l1 becomes

F1 D �0

l21
2

�
l

l1
� 1

�
C �2

l

1P
1

.gn1 C gn2/ sin˛nl1

!2n

h
1 � .�=!n/

2
i

2

�A l

1P
1

.sin ˛nl1/
2

!2n

h
1 � .�=!n/

2
i

; (26)

and the second contribution, F2, is determined from (19),

F2 D �W0

2
4 2

�A l

1X
1

.sin ˛nl1/
2

!2n

h
1 � .�=!n/

2
i
3
5

�1

: (27)

In the first example problem, a linear viscous damping device parameter r at x D l1,
is considered. In that case the equation for determination of the unknown complex
amplitude becomes simply linear, compare (20),

F1.�/C F2.�/ � i �r W0.i �/ D 0; (28)

which can be solved analytically. Finally, the frequency response function (FRF) at
any point of the beam axis follows from (21).

The second application deals with a nonlinear spring element, again attached to
the simply supported beam at x D l1, where the elastic restoring force is given in
symmetric form by a cubic polynomial,

Fc D c W0 .1C "W 2
0 /: (29)
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Fig. 4 Nonlinear FRF at
x D l=2; � D �0l;

" D 0:01; c D EJ�4=l3;

N!2 D 2.cCEJ�4=2l3/=�Al

It is replaced consistently by

Fe D ce W0; (30)

where the equivalent linearized system is found from Galerkin’s procedure:

ce D c

�
1C 3

4
"W 2

0

�
: (31)

In that case, the corresponding equation of the unknown amplitude is of cubic nature
and it has to be solved numerically,

F1 � 3

4
c "W 3

0 �

8̂
<
:̂

2
4 2

�A l

1X
1

.sin ˛nl1/
2

!2n

h
1 � .�=!n/2

i
3
5

�1

C c

9>=
>;
W0 D 0: (32)

The structure of (32) shows, that by increasing the degrees of freedom considered
for the beam, the numerical effort for solving the coupled system is extended only
marginally since the nonlinearity stays “isolated”.

Figure 4, exemplarily, shows the result of the nonlinear FRF at the mid-point
deflection for various load factors �.

5 Conclusion

Piezoelectrically induced vibrations of elastic beams with local nonlinearities can
be formulated by means of a modified force-method in frequency domain. The
interaction force is expressed as a sum of two separate influences: the first develops
due to the imposed piezoelectric curvature at the device’s location, and the second
contribution arises due to an imposed time-harmonic support excitation with no
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other external forces acting on the structure. It turns out, that by increasing the
degrees of freedom considered for the structure, the numerical effort for solving the
coupled system is extended only marginally since the nonlinearity stays “isolated”.

References

1. Fuller, C.R., Elliott, S.J., Nelson, P.A.: Active Control of Vibration. Academic Press, London
(1996)

2. Rao, S.S., Sunar, M.: Piezoelectricity and its use in disturbance sensing and control of flexible
structures: a survey. Appl. Mech. Rev. 47, 113–123 (1994)

3. Tzou, H.S., Gadre, M.: Theoretical analysis of multi-layered thin shell coupled with piezoelec-
tric shell actuators for distributed vibration controls. J. Sound Vibration 132, 433–450 (1989)

4. Udwadia, F.E., Kumar, R.: Iterative methods for non-classically damped dynamic systems.
Earthquake Eng. Struct. Dyn. 23, 137–152 (1994)

5. Parkus, H.: Thermoelasticity. Springer-Verlag, Wien (1974)



Energy Optimal Feedforward Control
of a Cooling System

Anton Hofer and Filip Kitanoski

Abstract In hybrid electrical vehicles the cooling problem becomes more involved
since additional components such as electrical drives, power electronics and batter-
ies have to be cooled appropriately. Simultaneously the energy consumption used
for the cooling task gets increased. Motivated by this fact an energy optimal control
strategy for a cooling system which is forced by an electrically driven pump and
an electrically driven fan is presented. It is shown how the control problem can be
transformed to a mixed integer linear program which allows good approximations
of the global optimal solution.

1 Introduction

The recent development in automotive industry is dominated by two goals –
reduction of fuel consumption and CO2 emissions of the vehicles. Hybrid electrical
vehicles are regarded to gain essential progress in coping with these requirements
especially for the next few years. But the realization of hybrid power train concepts
also introduces some severe problems e.g. the mass of the vehicle increases by the
additional components such as the electrical drive and the energy storage system and
also the cooling system becomes more complex. Usually some electrically actuated
cooling loops have to be implemented in order to provide the required cooling [7].
Furthermore sophisticated cooling management systems have to be developed such
that the energy used for the cooling task is as low as possible. The latter fact is
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the motivation for the contribution presented in this paper. A profound rating of
the performance of a cooling management system from the energetic point of view
requires the knowledge of the minimum energy necessary for a certain cooling task.
For this purpose a method for the energy optimal control of a cooling system will
be developed. In order to achieve the global optimum solution the assumption that
the driving conditions (e.g. a test cycle) are known in advance has to be posed.

2 Mathematical model of the cooling system
and control problem

For the presentation of the proposed control method a simple cooling system
for an electrical drive in a hybrid electrical vehicle is considered (see Fig. 1). It
consists of an electrically driven pump, which forces the coolant mass flow PmW

through the cooling loop. The cooling of the fluid is provided by a heat exchanger,
where the air mass flow PmA can be influenced by an electrically actuated fan.
The mathematical model for the thermal behavior of this system is derived by the
so-called lumped mass approach. For this purpose the following five masses are
introduced: MM denotes the mass of the electrical drive, MW1 is the mass of the
coolant in the pipe from the electrical drive to the heat exchanger, MW2 is the
mass of the coolant from the heat exchanger to the electrical drive, MS denotes
the mass of the mechanical structure of the heat exchanger and MA is the mass
of the air in the heat exchanger. The temperatures of these masses are denoted by
TM ; TW1; TW 2; TS ; TA. The thermal behavior of the system is mainly determined by
the adjustable rotational speeds nP and nF of the pump and the fan respectively and
by the heat rate PQE produced by the operation of the electrical drive. Furthermore
the cooling effect of the heat exchanger is also influenced by the environmental
temperature TE and the velocity of the vehicle v.

In order to simplify the mathematical description of this thermal system the
following assumptions are made: The properties of the coolant fluid such as heat

Fig. 1 Cooling system
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capacity, density, viscosity are constant. The heat transfer between the pipes and the
environment is neglected and only homogenous coolant and air mass flows in the
system are considered. Then the following mathematical model can be derived

cpMMM

dTM
dt

D �˛W1AW1.TM � TW1/C PQE

cpW MW1

dTW1
dt

D ˛W1AW1.TM � TW1/ � cpW .TW1 � TW 2/ PmW

cpW MW 2

dTW 2
dt

D ˛W 2AW 2.TS � TW 2/C cpW .TW1 � TW 2/ PmW

cpSMS

dTS
dt

D �˛W 2AW 2.TS � TW 2/C ˛AAA.TA � TS/

cpAMA

dTA
dt

D �˛AAA.TA � TS/� cpA.TA � TE/ PmA: (1)

The parameters cpM ; cpW ; cpS ; cpA are the heat capacities of the masses and ˛W1,
˛W 2, ˛A denote heat transfer coefficients and AW1;AW 2; AA are the corresponding
contact areas. It is important that the heat transfer coefficients are depending on the
mass flows which is taken into account in a simplified way by the following affine
relations:

˛W1. PmW / D ˛W10 C ˛W11 PmW (2)

˛W 2. PmW / D ˛W 20 C ˛W 21 PmW (3)

˛A. PmA/ D ˛A0 C ˛A1 PmA (4)

Here ˛W10 ; ˛W11 ; ˛W 20 ; ˛W 21 ; ˛A0 ; ˛A1are appropriately chosen constants. Further-
more it is assumed, that the rotational speeds nP ; nF of the pump and the fan are
not adjusted continuously by their electrical drives but are kept piecewise constant
at some given levels. This assumption is realistic since it also reduces the costs for
the realization of the cooling system. Thus neglecting the dynamics of the electrical
drive of the pump the coolant mass flow PmW is also considered to be a piecewise
constant time function taking only mC 1 distinct values ai . It is represented by

PmW .t/ D
mX
iD0

aidi .t/

di .t/ 2 f0; 1g
mX
iD0

di .t/ D 1 for all t . (5)

A somewhat different relation has to be introduced for the air mass flow PmA, since
it also depends on the velocity of the vehicle. It is assumed that the fan operates at
nC 1 different stages which leads to
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PmA.t/ D
nX
iD0

.c0i C c1i v.t// Qdi.t/

Qdi .t/ 2 f0; 1g
nX
iD0

Qdi .t/ D 1 for all t . (6)

The constants ai ; c0i ; c1i have to be determined from the pump and fan
characteristics.

Based on this mathematical description we are ready to formulate the control
problem: Given the initial values TM.0/; TW1.0/; TW 2.0/; TS.0/; TA.0/ and the
time functions of the external inputs PQE.t/; TE.t/; v.t/ for 0 � t � tend e.g.
by measurements from a test cycle, determine the binary valued functions di.t/
i D 0; : : : ; m and Qdi .t/ i D 0; : : : ; n for 0 � t � tend such that the electrical energy
used for the operation of the pump and the fan for 0 � t � tend is minimized and
the constraints

TM.t/ � Tmax (7)

jTW1.t/ � TW 2.t/j � �Tmax (8)

are satisfied for 0 � t � tend with some prescribed bounds Tmax and �Tmax .
The first constraint poses a bound on the temperature of the electrical drive which

must not be violated during the operation of the vehicle. The second constraint limits
the difference of the temperature of the coolant at the inflow and the outflow of
the heat exchanger in order to guarantee a proper operation of the heat exchanger.
Considering the structure of the mathematical model (1–6) we are faced with
an energy optimal feedforward control problem over a fixed time interval for a
multivariable nonlinear timevariant system with input and state constraints and free
terminal state. This control problem can be treated e.g. by the famous maximum
principle of Pontryagin or by the dynamic programming method [8]. However since
the prospect of success seems rather limited in both cases an alternative approach
will be presented in the next section.

3 Transformation of the control problem into a mixed
integer linear program

The proposed strategy to obtain a good approximation of the global optimum
solution of this control problem consists of three steps: First a suitable time
discretization is introduced in order to transform the control problem into a finite
dimensional parameter optimization problem. Then using a well known method
from linear programming the bilinear terms in the discrete time mathematical model
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are equivalently replaced by sets of linear inequalities with some binary variables.
Finally the resulting mixed integer linear program (MILP) is solved by powerful
algorithms [2].

Keeping in mind that the mixed integer linear program should become well
tractable the time discretization should be carried out with a step size as large
as possible. This goal is essentially limited by the fact, that (1) is a stiff system
of differential equations because the thermal inertia of the air is much smaller
than the thermal inertia of the other parts in the cooling system, i.e. cPAMA �
cPMMM; cPWMW1; cPWMW2; cPSMS . In order to circumvent this problem the last
differential equation in (1) is replaced by the algebraic equation

0 D �˛AAA.TA � TS/ � cpA.TA � TE/ PmA. (9)

Now introducing the definitions

x WD Œ TM TW1 TW 2 TS 

T

� WD �
xT TA

�T
(10)

the model can be written as


 Px
0

�
D A0� C b0.t/C

mX
iD1

Ai�di C
nX

jD0

�
b1;j .t/C Bj .t/�

� Qdj (11)

with constant matrices A0;A1; : : : ;Am. The time dependence of the parameters
b0, b1;0; : : : ;b1;n;B0; : : : ;Bn is determined by the known external input functions
PQE.t/; TE.t/; v.t/. Motivated by the fact that the control inputs are chosen as

piecewise constant time functions with fixed values the time discretization is
performed based on the state transition matrix as it is known from linear systems.
With the notation wk WD w.k�t/ for the value of a time function w.t/ at the time
instant k�t the discrete time model can be derived as:



xkC1
0

�
D ˚�k C h0;k C

mX
iD1

.Fi�k C hi;k/ di;k C
nX

jD0

�
Gj;k�k C fj;k

� Qdj;k (12)

A detailed presentation how the matrices ˚;Fi ;Gj;k and the column vectors h0;k ,
hi;k , fj;k have to be calculated from the parameters of (11) is given in [5]. The
validity of the proposed time discretization scheme has been proved by numerous
comparisons of simulations carried out with the continuous time model (1–6) and
the discrete time model (12). The step size�t can be increased as much as the given
time functions PQE.t/; TE.t/; v.t/ are adequately represented by their corresponding
sequences PQE;k; TE;k; vk:

The next step aims at the bilinear terms Fi�kdi;k and Gj;k�k
Qdj;k. Using a well

known procedure [9] the bilinear terms can be equivalently replaced by a set of
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linear inequalities. Based on the realistic assumption that the set X of possible
�k is closed and bounded, upper and lower bounds for the products Fi�k can be
determined

mu;i WD max
�k2X

Fi�k ml;i WD min
�k2X

Fi�k for i D 1; : : : ; m and all k � 0.

In these equations the notation means that the maximum and minimum operator
is applied to each component of the vector Fi�k . Next new vector valued vari-
ables zi;k can be introduced which must satisfy the following linear inequalities1

for i D 0; : : : ; m and all k � 0:

ml;i di;k � zi;k � mu;i di;k (13)

Fi�k � mu;i .1 � di;k/ � zi;k � Fi�k � ml;i .1 � di;k/ (14)

Now the important result can be easily verified that

zi;k D 0 if di;k D 0

and zi;k D Fi�k if di;k D 1

which has the useful consequence that the bilinear terms Fi�kdi;k in (12) can be
replaced by zi;k and the inequalities (13,14). With (time dependent) upper and lower
bounds Qmk

u;j ; Qmk
l;j for the products Gj;k�k the vectors Qzj;k are selected next such that

Qmk
l;j

Qdi;k � Qzj;k � Qmk
u;j

Qdi;k (15)

Gj;k�k � Qmk
u;j .1 � Qdi;k/ � Qzj;k � Gj;k�k � Qmk

l;j .1 � Qdi;k/ (16)

are satisfied for j D 0; : : : ; n and all k � 0. Using the same reasoning as above we
finally get the discrete time model in the simplified form



xkC1
0

�
D ˚�k C h0;k C

mX
iD1

zi;k C
mX
iD1

hi;kdi;k C
nX

jD0
Qzj;k C

nX
jD0

fj;k Qdj;k (17)

augmented with the inequalities (13–16). This model opens the way to formulate
the energy optimal control problem as a mixed integer linear program. Assuming
that the behavior of the system is considered over the interval 0 � k � N of the
time index (i.e. we have tend D N�t) the total energy E used for the operation of
the cooling system can be expressed as

1Here the convention is used that inequalities between vectors should be interpreted component-
wise.
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E D �t

N�1X
kD0

0
@

mX
iD1

pidi;k C
nX

jD1
Qpj Qdj;k

1
A (18)

where the constants pi ; Qpj denote the power of the pump and the fan at the specified
stages. Now the control problem can be stated as mixed integer linear program:
Determine the values of the binary variables di;k i D 0; : : : ; m k D 0; : : : ; N � 1

and Qdj;k j D 0; : : : ; n k D 0; : : : ; N � 1 such that the energy (18) is minimized
subject to the mathematical model (13–17) and the constraints

x1;k � Tmax k D 1; : : : ; N

��Tmax � x2;k � x3;k � �Tmax k D 1; : : : ; N

mX
iD0

di;k D 1

nX
jD0

Qdj;k D 1 k D 0; : : : ; N � 1

The last equality constraints imply that at each time step k the binary variables di;k
i D 0; : : : ; m and Qdj;k j D 0; : : : ; n form so-called special ordered sets of type 1
(SOS1) [1]. The property that exactly one element of the set has to be non-zero can
be exploited for speed-up of the solution process.

4 Example

The efficiency of the proposed method shall be demonstrated by an example, where
the external inputs shown in Fig. 2 are taken from simulations of a section of the
New European Driving Cycle (NEDC). It is assumed that the pump can produce
the mass flows 0; 0:2; 0:5 kg/s at the power levels 0; 80; 150W. Also the fan can be
operated at three power levels 0; 250; 550 W. The step size is chosen as �t D 2 s
and the bounds are selected as Tmax D 50ıC and �Tmax D 10ıC. A summary of
the data used for the model can be found in [6]. The resulting mixed integer linear
program has 900 binary variables, 9; 904 real variables and 32; 404 constraints. It
was solved by the CPLEX/Tomlab solver [3, 4] on a 4Core-32GB Linux system
within approximately 24 h CPU time. It is interesting to note that if the pump and
the fan always operate at their highest level, we have maxTM � 48ıC and a total
amount of energyE D 420 kJ. So we may argue that there is no significant potential
for a reduction of the energy in the present case. The solution of the MILP however
reveals, that the required cooling task can be achieved selecting the pump and fan
stages as it is shown in Fig. 3. In this case the energy consumption gets remarkably
reduced to E D 148:8 kJ.
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Fig. 2 External inputs from test cycle

Fig. 3 Optimum selection of pump and fan stages
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5 Conclusion

The transformation of the energy optimal control problem for a cooling system
into a mixed integer linear program has been presented. This approach offers the
possibility to obtain suitable approximations of the global optimal solution. The
CPU time of 24 h required for the solution of the mixed integer linear program
of the example above might seem unacceptable large. However in many practical
cases the observation can be made, that near optimum solutions can be computed
within one or 2 h but the proof of optimality can require days of CPU time. The
proposed method is useful for the determination of cooling system layouts or for
the development of cooling management systems. Of course a feedback solution
of the energy optimal control problem would be preferable in the latter case.
One possibility to determine such a controller might be obtained by identification
applied to the optimum feedforward solution. This approach is the focus of actual
investigations.
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Vibration Control of a Fluid
in Micro- and Nanotubes

D.A. Indeitsev, A.K. Abramyan, and B.N. Semenov

Abstract In the present paper, we propose new equations describing the fluid
behavior in nanochannels with its molecular structure. We consider the Poiseuille
flow and the flow throw the channel with vibrating walls. The obtained results show
that it is possible to describe the structural transformations in thin layers by using
the continuum mechanics methods. We introduce new degrees of freedom of the
material by introducing the second continuum, which plays the role of the arising
new phase of state. In the models considered here, the properties of the new phase
are determined by the influence of rigid boundaries with a different structure.

1 Introduction

Fluid flows in micro-and nanochannels are of great interest both from the standpoint
of fundamental science and in practical applications [1, 2]. In this connection,
the modeling of such flows is one of the most rapidly developing directions in
hydrodynamics. The topicality of this modeling is also supported by the results
of numerous experiments performed n the last two decades [1–4], which showed
that there are significant distinctions of the fluid behavior predicted by classical
continuum theories. It was found in these experiments that the fluid effective vis-
cosity significantly increases in such volumes compared with its macroscopic value.
Classical hydrodynamics, which does not take into account the fluid molecular
structure, does not adequately describe the fluid flow in nanochannels of width equal
or less that 50 molecular diameters. It is well known that the classical Poiseuille flow
is described by the Navies-Stokes equations, and the velocity profile in this case is
parabolic. Nevertheless, it was noticed long ago that some fluids begin to feel the
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boundaries while flowing in sufficiently narrow gaps, which results in profile alter-
ations. Moreover, numerous studies by Deryagin showed that on the boundary with
a solid, fluids form layers with ordered structure determining the specific properties
of the fluids in these layers [5]. In the present paper, to characterize such flows, we
propose new equations describing the fluid behavior with its molecular structure.

2 Proposed model and main equations

The experimental data obtained in [1–4] permit formulating the main statement of
the problem and constructing an appropriate mechanical model. In the opinion of the
authors of the above-mentioned papers, the following structural changes arise in
the interior of the nanosized layer: the forces of the structure interaction with the
surfaces arranged the molecules of the medium filling the gap so that there appeared
a solid-like ordered structure. This ordering depends not only on the intermolecular
interaction of the medium particles but mainly on the molecule geometry and the
surface of the contacting surfaces, which was conjectured in [2]. This influence of
the surfaces on the molecule ordering led to the hypothesis that the solid like layer
can have certain stiffness. As was noted in [3–5], one of the main effects of the
boundary influence on the lubricant thin layer is the so-called polarization effect.
The existence of such phenomenon is pointed out in [5]. If we rely on this fact in the
description of the structure ordering and disordering phenomenon for fluids between
two surfaces, then the basic equations of momentum and mass balance take the form

G
@2us
@y2

D �s
@2us
@t2

CXsf .us � vf /

�
@2vf
@y2

D �f
@uf
@t

CXfs.vf � us/

@�f
@t

C r � .�f vf / D Xfs ;
@�s
@t

C r � .�s Pus/ D Xsf

9
>>>>>=
>>>>>;

(1)

where G and � are the equivalent shear modulus of the structured medium and the
equivalent viscosity of the “liquid” thus formed, Pus and vf are the velocities of the
solid and fluid particles, �s and �f are the densities of the solid and fluid particles,
Xfs is the rate of appearance (disappearance) of fluid particles at a reference point
of the coordinate system.

We assume that, in a selected control volume of the medium, there is only one
component of the combined medium at each time instant, which means that there
are no direct interaction forces between the components. But, taken into account
that there is an interface between the two media and this interface is variable, it
is necessary to prescribe the interaction conditions on the boundary. The above
equations describe the following scenario of events.

At rest, i.e., in the absence of any external load, the structured liquid is in the
process of ordering as was described in [1]. This phenomenon is inhomogeneous
with respect to the layer thickness, namely, the fluid particles in the central part of
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the layer are significantly less affected by the ordering forces as the particles on
the boundaries with the surfaces. The three-dimensional MD (molecular dynamics)
modeling confirms this.

2.1 Poiseuille flow

The above-proposed model of the fluid behavior was verified in the case of the
Poiseuille flow. In this case, the system of (1) was solved. The following initial and
boundary conditions were used:

�
ˇ̌
tD0 D �0.x; y/; p

ˇ̌
xD0 D p0; p

ˇ̌
xDL D 0; vf

ˇ̌
yD0 D vf

ˇ̌
yDH D 0

where � is the fluid fraction in the elementary volume and .1��/ is the solid fraction
in the elementary volume. In this case, the densities �f and �s can be expressed in
terms of their true values as �F D fF =V D mFVF =

�
V � VF

� D �F0� and �s D
�s0 .1� �/, where V is the elementary volume and m and m are masses of a particle
in each of the media.

To describe the fluid flow we use the two-component model. Namely we
assume that the fluid in the channel is affected by the walls, i.e., has a possibility
to be structured. The medium outside the channel is a usual molecular viscous
fluid. The motion of the latter in the interior of the channel filled with a certain
structured medium is similar to the flow through a “sieve” whose “feed through”
cell dimensions significantly depend on the density of the ordered phase. We assume
that, in the process of the fluid flow, the main resistance force is the reaction of fluid
particle interaction with the structure cells, which is proportional to the difference
of velocities of particles of the interacting components. At rest, without any applied
external loads, the channel is filled with a medium which is ordered under the action
of the channel walls. It is natural to assume that this phenomenon is inhomogeneous
over the layer thickness, namely, the medium particles in the central part of the
layer experience lesser influence of the walls than the particles on the boundary
with the surfaces. In the present paper, we consider some specific cases in which the
influence of the walls is such that, as a rule, the structures near the walls are more
concentrated than those in the middle. The stressed state of the ordered medium
is modeled as the pure shear stress. The so-called molecular liquid is fed into the
channel, and this liquid interacts with the structure. This interaction force mainly
depends on the density of the ordered structure, and hence on the so-called flow
section through which the incoming particles can pass, and hence the force of
the two media interaction is the largest. Thus, this interaction of two media, like the
viscous friction force, depends on the difference of their particle velocities: it is the
larger the higher the velocity of motion of one component relative to the other. In
this case, it is assumed that this dependence is of a linear character. Obviously, as
the incoming particles of the molecular liquid move with an input velocity greater
than a certain value, the liquid has the tendency to pass freely through the immovable
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structured medium with possible separation of particles of the latter. This means that
if the input pressure is sufficiently high, then the liquid medium can “destroy” the
structure where it exists. Otherwise, if the pressure is insufficient, then the velocities
of the applied particles are small, the structure density increases, and the flow rate
of the constantly incoming liquid decreases. If the incoming liquid particles are
sufficiently slow, then the structurization continues until complete sedimentation of
liquid particles, i.e., the channel is “choked up” and the liquid cannot pass through
it anymore. It is important to note that, in the equations of mass balance, there
arise source terms determining the rate of transformation of liquid-like particles
into solid-like particles and conversely. We assume that the sedimentation rate must
be proportional to the particle concentration in the liquid, and the separation rate
must be proportional to the structured medium concentration. Obviously, as the
number of the liquid particles decreases, the number of solid-like particles increases,
and hence the inverse process may occur. Because an ordered structure is formed
for certain pressure and velocities, the flow rate through each cross-section of the
channel decreases in the time. We emphasize that there exists such a regime at
which there is a gradual separation of structured particles in the channel except
for the boundary layers. It is the study of the above phenomena that resulted from
the initial and boundary-value problem posed above. The main effect considered in
this problem is the phenomenon of molecular liquid sedimentation on the structure,
which may result in the so-called “choking” effect. Therefore, the final system of
balance relation takes the form

r �
n
�Ip C �

�rvf C .rvf /T
�o � k0g.�/ vf D �f

@vf
@t

@�

@t
D J; r � .�vf / D 0 (2)

where J is the rate of sedimentation and separation of liquid particles at the
checkpoint of the reference system has the form

J D
(

�k1� ;
ˇ̌
vf
ˇ̌
< v�

k2.1 � �/ ; ˇ̌vf
ˇ̌
> v� ; g.�/ D 1

D0=.1� �/ �D1
(3)

where D0 is the characteristic open area dimension of the structured cell, D1 is
a coefficient of the Taylor expansion of D0.�s/, k0 is the constant obtained from
experimental data, vf is the fluid velocity vector, k1 and k2 are constants obtained
experimentally, and v� is a certain critical velocity. The source term is assumed to
have such a form because of the above-described scenario of events. The interaction
forces between particles have the following form:

Rmsx D ksns

D.ns/
Vm; Rmsx D �Rsmx
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where D.ns/ is the cell characteristic open area dimension, and nm and ns are the
densities of the structure and molecular liquid particles in the elementary volume.
The total number of particles is equal to

Ns D
Z

V

nsdV; Nm D
Z

V

nmdV

The conditions at the initial time moment are chosen as follows: they correspond
to the assumption that the structure is more ordered near the walls and less ordered
near the channel center. As follows from expression (3), the quantity g.�/ depends
on the molecular liquid fraction in the entire volume � and on the values of the
coefficients D0 and D1. As � ! 1, the quantity g ! 0. In this case, the quantity
k0g.�/vr contained in the first equation of the system (2) tends to zero, and the
equation itself tends to the classical form. The solution of the above-posed problem
for different sets of parameters confirms the qualitative applicability of the two-
component model for describing the effect under study. The choking effect was
investigated for different types of initial ordering of the medium, i.e. for different
characters of the wall action and for two types of the source term. Now we consider
the diagrams obtained using the mathematical models. The results given below show
that the wall material structure itself significantly affects the liquid flow. In the first
computer experiment, we consider a channel whose walls affected the incoming
liquid so that the medium was structured mainly near the walls and significantly
less near the center of the channel. Prescribing a certain initial pressure at which the
liquid particles were incoming and the other necessary parameters, we observed a
regime in which the velocity profiles and the concentration of each of the media had
the form shown in Fig. 1. The character of the observed regime is shown in Fig. 1
for HD100 nm and LD200 nm.

Fig. 1 The “chocking” of the channel
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In the second computer experiment, we considered a channel whose walls
affected the incoming liquid so that the medium was structured very strongly near
the input and the walls and significantly less near the center of the channel. The
diagrams for the two above – described experiments clearly illustrate the chocking
regime and show that the input pressure was insufficient in these experiments,
which is testified by the decrease in the flow rate of the incoming media. The
computations showed that by increasing the excess pressure in the channel, one can
obtain the converse effect, namely, the structured media becomes disordered. We
did not calculate how the characteristic open area dimension affects the flow rate.
In the third computer experiment, we considered a channel in which the structured
medium distribution was similar to the preceding distribution but the source term in
the mass balance equation had the form

J D �k1.A� �s/�f H.v
� � vF /C k2�s.B � �f /H.vF � v�/ (4)

The first term describes the sedimentation (ordering) at a rate proportional to the
quantity of the matter in the liquid and bounded by the quantity of the already
ordered medium till the saturation A. The second term describes the converse
transition. The results obtained confirm that there is a blocking effect, which is
illustrated by an increase in solid-like phase concentration and a decrease ib liquid
flow rate for a certain pressure regime. We note that, under the assumption of
strong effect of the walls strongly on the medium in the channel, this model more
clearly illustrates the action of these forces on the process of structurization. This
phenomenon, under the assumption that the medium structurization must decrease
from the walls towards the center of the channel, is most precisely described by
using the source term in the form (4). The third experiment clearly shows that the
particles begin to settle near the already structured medium.

2.2 Vibration influence on the fluid flow in the channel

In this part we consider the possibility of the vibration control of the fluid flow
in the channel. Let us consider the oscillation of the channel walls with the small
amplitude, and the influence of this vibration on the behavior of the fluid which
consist both structured and liquid phases. The influence of the fluid viscosity is
neglected in the following solution of the problem.

The governing equations in this case have the form

�rp D ˛.ns/v jvj C �f Pvf ; 0 � y � h0 C Qh.t/; 0 � x � L

˛.ns/ D �.ns/

D0 �D1ns
I �.ns/ D �0 C �1ns C :::

vf � n
ˇ̌
yDh.t/ D Ph; vf � n

ˇ̌
yD0 D 0
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where �0 is coefficient which depends on the walls roughness. In general case �.ns/
depends on the density of structured particles of the liquid. The influence of the
structured liquid movement will not be taken into consideration in the following
solution of the system. Averaging the equation of the incompressibility over the
channel height leads us to the following relation between the velocity of the fluid
flow and vibration characteristics of the upper channel vibrating wall

vf D Ph.t/x C c.t/; h D h0 C Qh sin!t

Particle of incoming molecular liquid may increase the number of the structured
liquid particles, and on the other hand when the velocity of the flow is higher than
its critical magnitude then the number of the structured particles may decrease. The
equation of particle s balance has the form

dns

dt
D J.ns ; nf /;

dnf

dt
D �J.ns; nf / (5)

The source term in this equation can be taking according (4).
Assume for simplicity that evolution process which described by the (5) is the

slow process. Because of the slow velocity of the evolution process we assume that
x has the constant value during the one period of oscillations. In this case one can
get the following expression for the square of the average value of the flow velocity
over one period

c2.t/ D
"
�p � 2

3
�.ns/

� Ph
h

�2
L3

#
h2

2�.ns/L

If we take the condition that the magnitude of the flow rate over one period must be
equal to zero than we comes to the expression of the critical value of the structured
liquid particle density:

Ons D 3�ph20
3�ph20 C �0L3!2h0=D1

� D0

D1

Notes that the critical value of n which corresponds to the chocking of channel for
the case of fixed walls is equal to n�

s D D0=D1.
The vibration decreases this critical number, and essentially depends on the

vibration frequency of the wall. Note, that this result needs some corrections which
will take into account the influence of vibrations on the process of the particle
exchange between the structured and molecular types of the liquids.
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3 Conclusion

We propose a mathematical model of a fluid flow in a plane nanochannel, which
is caused by the vibration of one of walls and Poiseuille flow. The obtained results
show that it is possible to describe the structural transformation in thin layers by
using the continuum mechanics methods. We introduce new degrees of freedom
of the material by using the second continuum, which plays the role of the arising
new phase of the state. In the models considered above, the properties of the new
phase are determined by the influence of rigid walls with different structure. We also
note that the two-component model can describe quite well such effects as the flow
“chocking” and the “destroyed” layer reconstruction. This is because the source
terms are introduced in the equation of the particle number balance of one or the
other component. Depending on the scenario of the event in the material, it is quite
possible to control and describe its state by using a suitable source term.
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A Model Reduction Technique for High Speed
Flexible Rotors

Hans Irschik, Manfred Nader, Michael Stangl, and Hans-Georg von Garssen

Abstract The present paper deals with a problem-oriented novel model reduction
technique for elastic rotors with a high and/or rapidly changing axial speed.
Numerical results are presented for various run-up simulations with different values
of unbalance mass and internal damping ratio. An important result of this study is
that the time-derivatives of the tilting angles and the flexible coordinates should not
be considered as small when studying resonance and stability phenomena.

1 Introduction to a novel non-linear rotor model

The present contribution exemplarily reviews and extends some of the research,
which has been performed in the last years by our group concerning the modelling
and simulation of the motion and deformation of rotors, with a high and/or rapidly
changing axial angular speed. This research has been undertaken at the Institut für
Technische Mechanik of Johannes Kepler University in Linz, together with the Linz
Center of Mechatronics and Corporate Technology of Siemens in Munich in the
framework of the peer-reviewed Austrian Center of Competence in Mechatronics
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(ACCM). The main goal of this research has been to develop accurate and low order
mathematical models, in order to provide a rational basis for the model based control
of the mechanical behaviour of high speed rotors.

The following reasons for developing novel formulations in the more or less
classical field of rotating bodies are mentioned. Classical rotor dynamics represents
a highly valuable formulation given that the axial rotation speed is not too high,
and the transverse displacements and velocities of the rotor axis are small. This
results in linear equations of motion, see e.g. Krämer [1], Gasch et al. [2]. For
higher axial rotation speeds, or if the axial rotation speed is rapidly changing, or
for higher transverse velocities of the axis, as well as for the case that the rotor as
a whole is mounted on a rapidly moving vehicle, a non-linear coupling between
the axial rotation speed and the small or large rigid body motion of the vehicle,
which carries the bearings of the rotor, is to be taken into account. Even when the
displacements of the bearings are small, the transverse velocities of the axis may be
large. Moreover, an accurate formulation is essential for considering the coupling
between the rigid-body motion and the small elastic deformation of the rotor. This
involves the necessity of considering the complex geometric shape and the material
inhomogeneity of the rotor in an accurate manner. While the above mentioned non-
classical modelling aspects in principle could be taken into account by using modern
multi-body dynamics computer codes, such as ADAMS [3], the equations of motion
would not be at disposal in an analytic form. However, the model based design of
control algorithms for non-linear problems even today requires a sufficiently low
number of equations of motion to be given in analytic form. That is why proper
model reduction techniques are needed. Therefore, we have decided to derive an
own code, which utilizes and extends the floating-frame-of-reference formulation
(FFRF) of multi-body dynamics, and which is applied to the single-body problem
of a rotating elastic body. For the classical FFRF, see the book of Shabana [4].

In our own formulation, we use a co-rotating rigid rotor as reference configura-
tion, which allows introducing linear elastic modes of the non-rotating elastic rotor
as Ritz approximations. The position vector of the origin of a Cartesian coordinate
system attached to the co-rotating rigid rotor and three suitable Bryant angles are
used as rigid-body coordinates, and free elastic modes of the non-rotating rotor are
considered as Ritz approximations for the elastic deformation of the rotor, which
thus is described by an additional set of flexible degrees of freedom. The properties
of the free elastic modes of the non-rotating rotor and their consequences upon the
necessary spatial integrals in the FFRF have been studied in detail by our group,
and the vanishing of certain spatial integrals has been proved analytically. The free
modes themselves and their non-vanishing spatial integrals can be obtained easily
from a Finite Element pre-processing of the elastic rotor body, even for rotors with a
complex shape and a strongly inhomogeneous material distribution. The non-linear
equations of motion of the rotor are obtained afterwards in analytic form by means
of symbolic computation, using the equations of Lagrange, see e.g. Shabana [4].
Particularly, we have used the commercial code Mathematica [5] to perform the
symbolic computations. This formulation leads to a reduced model that remains
valid also when the rigid-body degrees of freedom and their time-derivatives are
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not small. The model consists of a non-linear set of ordinary differential equations,
and is denoted as fully non-linear model in the following. It can be integrated
numerically using a suitable implicit code. In our work, the high-order integration
code HOTINT [6] was utilized. It is noted that the above-mentioned pre-processing,
before the time-integration, leads to a significant improvement of computation time
in comparison to conventional multibody dynamics software. Details about the
derivation of the fully non-linear model can be found in [7], where a successful
comparison of the solutions of our approach with solutions of the commercial
multibody software package ADAMS [3] was presented. An elastic rotor with
unbalance forces, accelerated by a constant driving torque and having linear visco-
elastic bearings, but no internal damping, the bearings being attached to the ground,
was treated in [7]. The effects of different values of unbalance masses with respect
to the resonance behavior of the elastic rotor were also studied in [7], demonstrating
that above a certain critical unbalance mass, the bending resonance region cannot
be surpassed, such that the axial rotation speed no longer can be increased, an effect
which is accompanied by an increased vibration in the elastic degrees-of-freedom.

2 Consistent linearization of the fully non-linear rotor model

In [8], we have extended the formulation of [7] by first introducing modal damping
for the flexible degrees-of-freedom, such that the effects of internal damping can
be studied also, which may lead to an instability, see Gasch et al. [2] for a linear
formulation. Moreover, a consistent linearization in the form of an expansion of the
rigid-body tilting angles into a Maclaurin series has been presented in [8]. This is
explained subsequently in more detail.

The center of mass of the co-rotating rigid rotor is used as the origin of a
co-moving Cartesian frame, the axes of which are chosen as principle axes of
inertia of the co-rotating rigid rotor. In order to describe the rotation of the co-
moving Cartesian frame relative to the space-fixed frame, Bryant angles are used,
see e.g. [9]. These angles are put into the column matrix

� D �
˛ ˇ 


�T
(1)

˛ and ˇ are the so-called tilting angles, while 
 is the rotation about the rotor axis.
First, we rotate with the angle 
 about the rotor axis, then with ˛ and ˇ about the
transverse axes.

The angular velocity N! of the co-rotating body in the co-rotating frame then can
be expressed as
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A˛ and Aˇ denote elementary rotation matrices, well-known from the literature,
see e.g. Shabana [4]. An overbar indicates the description in the co-rotating frame.
Obviously, the tilting angles ˛ and ˇ can be assumed to be small in many
applications.

In order to obtain a further model reduction, a partial linearization of the fully
nonlinear system has been suggested in [8] which results in simplified equations and
a further reduced computation time. As mentioned above, the fully non-linear model
has been written in the form of the equations of Lagrange. The latter can be derived
as a consequence of the fundamental law of dynamics, and their integrated forms,
the relations of balance of momentum and angular momentum, see e.g. Ziegler [10].

The three rotational equations of Lagrange can be transformed such that they
correspond to the relation of balance of angular momentum. Expressed in the co-
moving Cartesian frame, this transformation can be formulated as

f D �
AˇAa

�T � NGT��1
�
d

dt

�
@T

@ P�
�

� @T

@�
� F�

�T
D 0 (3)

The kinetic energy is denoted by T , and F� is the generalized force for the rotational
coordinates.

The partial linearization now is performed for the transformed expression given
in (3), using a series expansion into a Maclaurin series. In order to fix ideas, and
to obtain a connection to the classical formulations of linear rotordynamics, this
procedure is explained for the rotational coordinates only in the following, writing

f � Of .�; P�; R�/ D f j˛0;::: C @f
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(4)

For a rotor that is mounted on the ground, we may set ˛0 D ˇ0 D P̨0 D P̌
0 D

R̨0 D Ř
0 D 0 in (4). Partial linearization of different types can be performed in (4).

The axial rotational quantities 
 , P
 and R
 can not be considered as small in general.
A linearization of the tilting angles ˛ and ˇ only, according to the first line in (4),
yields for the rigid-body rotation portions
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In classical rotordynamic formulations, the tilting angles ˛, ˇ as well as their time
derivatives P̨ , P̌, R̨ , Ř are considered to be small, see e.g. [1] and [2]. Thus, the
term a) in (5) vanishes, if a linearization in P̨ , P̌ is performed, taking into account
also the second line in (4). The same is valid for the term (b) according to a
linearization in R̨ , Ř. In the next section it is demonstrated, however, that for a high
angular rotation speed the terms (a) and (b) in (5) should not be neglected. In our
formulation, we have performed partial linearizations not only with respect to the
rotational coordinates, but also concerning the translational and flexible coordinates.
This model is denoted as linearized model type 2, including terms analogous to the
terms (a) and (b) in (5). Neglecting those terms leads to a further reduced model
denoted as linearized model type 1, which for the rigid rotor corresponds to the
models of classical rotordynamics presented by Krämer [1] and Gasch [2].

3 Numerical examples

In the following, numerical results stemming from the fully nonlinear and the
linearized models type 1 and type 2, respectively, will be compared for various
run-up simulations. Figure 1 shows a finite-element model of the suspended rotor
modeled in ANSYS as well as the physical properties of the rotor and the parameters
of the visco-elastic bearings. A turbine is mounted right-hand, whereas a compressor
wheel is located on the opposite side. The rotor is accelerated from rest by a
constant axial torque of 0.08 Nm, which is realized by four single forces acting
in circumferential points at the outer radius of the turbine. An unbalance mass mu

is added onto a point on the outer radius of the center disc. No additional external
forces are applied to the system. For all computations only the first two linear elastic
modes are used for the Ritz approximation modeling the behavior of the flexible
rotor. It turned out that using only these two elastic modes yields a sufficiently
high accuracy. Internal damping of the free elastic modes is introduced via the
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Fig. 1 Finite-element model of suspended rotor with mass and bearing properties
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Fig. 2 Run-up simulationmu D 1:1 gmm, D D 0

Lehr damping ratio D. In the following simulations different phenomena regarding
resonance and instability are studied for various values of unbalance mass mu and
damping ratio D. Figure 2 shows a run-up simulation where the rotational speed
P
 versus time is plotted in Fig. 2a and the first flexible coordinate qf 1 is depicted
in Fig. 2b. Using a small value of unbalance mass mu D 1:1 gmm and vanishing
modal dampingD D 0 the rotational speed is increasing in a nearly linear way and
the critical speed is passed generating small bending vibrations only, see Fig. 2b.
The linearized models type 1 and type 2 successfully reproduce the behavior of the
nonlinear model. For a higher value of unbalance mass mu D 5:5 gmm and D D 0,
flattening can be observed at the critical speed, see Fig. 3a. The flattening occurs
due to resonance effects in the vicinity of the first bending eigenmode of the rotor.
Type 1 fails and does not show the expected resonance phenomenon and passes the
critical speed. Despite type 2 provides flattening, however the flexible coordinate
does not coincide with the nonlinear result, see Fig. 3b.

In the sequel, a small unbalance mass mu D 1:1 gmm is used. The results in
Fig. 4 yield no noticeable collapse of rotor speed within the critical speed due to a
resonance phenomenon, at 1s. However, the small modal dampingD D 0:005 leads
to an instability at higher rotor speed.
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Despite the linearized models type 1 and type 2 show this instability phenomenon
at higher speed, the solutions are not representing the nonlinear behavior of the rotor
at all, since the elastic coordinates become unbounded. Increasing modal damping
up toD D 0:1 pushes down the stability bound into the vicinity of the critical speed
at resonance, see Fig. 5. Again, the linearized model type 1 totally fails. Type 2
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shows the effect of instability, but the flexible coordinate is not bounded as in the
nonlinear case.

An important result of this study is that the time-derivatives of the tilting angles
and the flexible coordinates must not be considered as small for high-speed rotors
especially for computing resonance and stability phenomena.
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Monitoring of Structural
Deformations/ Vibrations Superposed
upon Finite Pre-deformations

Michael Krommer and Yury Vetyukov

Abstract The signal of a continuously distributed strain-type sensor is proportional
to the weighted integral of the local strains. Choosing the weight functions as a
solution to a particular auxiliary problem of statics, we design a sensor, whose signal
in the geometrically linear setting equals to a desired kinematic entity. In the present
paper we study the design of such sensors in a geometrically nonlinear regime.
In particular, we first discuss the implications of the type of the Lagrangian strain
tensor, which is integrated by the sensor, on the problem of the design of the sensor.
Then, we formulate the method of designing the sensor for the measurement of
a kinematic entity in configurations, which remain in vicinity of a known largely
pre-deformed state. The application of the method to the dynamical behavior of
a straight beam under the action of a large moment is considered as an example
problem.

1 Introduction

The design of a smart structure is a highly multi-disciplinary task, which involves
the modeling of the structure, the interrogation and communication of the structure
with a controller by means of suitable sensing and actuation, the integration of
the smart system in the structure and the implementation of the system. Sensors
and actuators are responsible for the functioning of the communication between
structure and controller. Sensors provide information about the state the structure is
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in; this information has to be interpreted and properly processed by the controller to
provide the actuator with information about what to do. For a discussion of frontiers
in sensors/sensor systems see Glaser et al. [1]. In typical continuous systems a
crucial point is the spatial distribution of sensors to obtain proper information as
well as to perform distributed control of continua [2]. Finding these distributions
for geometrically nonlinear problems is the main topic of the present paper.

In particular, we consider continuously distributed (or simply continuous) strain-
type sensors. Those produce a signal that represents a weighted integral over the
strain a body is suffering, in contrast to discrete strain-type sensors, whose signal is
a sum of local strain values.

In the geometrically linear regime continuous sensors are well studied: e.g. Lee
and Moon [3] introduced the concept of shaping the electrode pattern of a
piezoelectric layer to measure a specific modal amplitude of a vibrating plate;
among the vast amount of literature concerning the application of modal sensors
we mention only [4, 5]. Other types of sensors have been reported in the literature;
e.g. nilpotent [6, 7] or displacement sensors [8].

Although there is a large amount of literature available discussing structural
problems with embedded strain-type sensors and actuators in the geometrically
nonlinear regime [9, 10], little effort has yet been undertaken to study the effect
of geometrical nonlinearities upon the design of strain-type sensors, rather than the
effect on the sensor signal of a pre-designed sensor itself. In the present paper, we
seek, in extension to the linear case, to measure structural entities of a small motion
superposed upon a finite pre-deformation. The present paper provides new aspects
to the previous analysis of the sensor design problem for nonlinear rods [11] and
shells [12].

2 Continuous strain-type sensors

We study the motion of a three-dimensional material body, which undergoes finite
deformation, but without any rigid body degrees of freedom. The volume in the
reference configuration is V0 and the boundary is ˝0. The latter is composed of two
parts ˝0;u with prescribed homogenous kinematical boundary conditions for the
displacements u D 0 and ˝0;t , at which tractions t0 per unit undeformed area are
applied. Body forces b0 per unit undeformed volume are acting. The position vector
in the reference configuration is r and the one in the actual configuration is R.r/

with the deformation gradient tensor F D r0R
T ; dR D F � dr; u D R � r. Here,

r0 is the invariant differential operator with respect to the reference configuration
and r D F�T � r0 is the one with respect to the actual configuration. We consider
a general Lagrangian strain tensor E D f.U/, in which U D .FT � F/

1
2 is the stretch

tensor and the strain measure function f is sufficiently smooth.
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2.1 Sensor design in the vicinity of a given configuration

The sensorsignal of a continuous strain-type sensor of a material body undergoing
finite deformation is defined as

Y D Y ŒE
 D
Z

V0

Ss.r/ � � f.U/dV0: (1)

Here Ss is a so-called shape tensor that defines the continuous distribution of the
strain-type sensor. The situation is graphically shown in the following figure.

Structure
(material
body)

Strain E Sensor Ss

(background
body)

Signal Y

Here, the actual structure is a material body suffering a strain E, which is transferred
to the non-material sensing structure, and which only produces the signal as defined
in (1).

As we have mentioned in the introduction the design problem for finite deforma-
tions is yet to be solved (if even possible!). Hence, we study the simpler problem of
sensing small deformations relative to a given configuration, which is constituted by
a volume V and a boundary˝ D ˝u C˝t . The position vector is Ru D RCu, with
u being the small additional displacement vector relative to the position in the design
configuration. The new sensorsignal level is Yu D Y ŒEu
 in which Eu � E C QE
follows from linearizing the general Lagrangian strain tensor in the vicinity of the
design configuration. We further note, that the relation

QE D @f
@U

� � 2 .U � I C I � U/�1 � � �FT � " � F
�

(2)

holds for general Lagrangian strain tensors. The fourth rank tensor of the derivative
@f
ı
@U is discussed in detail by [13]. In particular, it is positive definite, symmetric

and invertible for any strain measure function [14]. The operation � has a meaning
of the square tensor product, which was introduced by Del Piero in [15] and
represents a combination of the common dyadic product of two second rank tensors
with the subsequent transposition of the resulting fourth rank tensor with respect to
the 2nd and 3rd indices. In (2) the small strain tensor in the vicinity of the design
configuration is defined as " D sym.ru/. A transformed sensorsignal, which is
constituted as the deviation of the total sensorsignal Yu from the sensorsignal Y that
is measured for the body being in the design configuration can be written as

Yu � Y D
Z

V

� s � � " dV; � s D J�1F � NSs � FT ; (3)
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J D det F is the volume change. Here, we have introduced a transformed shape
tensor NSs , which we may interpret as a 2nd Piola-Kirchhoff stress tensor, because of
its transformation in (3). The original shape tensor is computed as:

Ss.r/ D 1

2
NSs � � .U � I C I � U/ � �

�
@f
@U

��1
: (4)

Equation (4) can be easily applied to some common Lagrangian strain tensors. For
the Green-Lagrange strain tensor we have E D f.U/ D 1=2.U2 � I/, such that
@f
ı
@U D 1=2.U � I C I � U/ and Ss.r/ D NSs; hence, the original shape tensor

has the interpretation of a 2nd Piola-Kirchhoff stress tensor, which is work conjugate
to the Green-Lagrange strain tensor. Likewise, using the Hencky strain tensor E D
f.U/ D U � I we have @f

ı
@U D I � I and Ss.r/ D 1=2 NSs � � .U � I C I � U/.

This is the well known relation between the 2nd Piola-Kirchhoff stress tensor and
the Biot stress tensor. In general (4) defines the work conjugate stress tensor for the
Lagrangian strain tensor E D f.U/, if the transformed shape tensor NSs is interpreted
as a 2nd Piola-Kirchhoff stress tensor. This is only an interpretation, because the
shape tensors (either NSs , Ss or � s , if referred to the design configuration) are not real
stress tensors. They only transform themselves between the reference configuration
and the design configuration (which may not even be a configuration, that is actually
occupied by the physical material body) according to rules valid for transformation
of different stress tensors.

It is important to notice, that the deviation of the total sensorsignal Yu from the
sensorsignal Y that is measured for the body being in the design configuration,
is independent from the special choice of the strain tensor E D f.U/. Only the
sensorsignal in the design configuration depends on this latter choice, which is
strictly correlated to the physical strain-type sensing mechanism that the material
exhibits. In order to design sensors for the measurement of interesting structural
(kinematical) entities in the vicinity of a design configuration, three main steps must
be executed:

• The design configuration R.r/ is either chosen or it is determined as a solution
of a geometrically nonlinear problem.

• An auxiliary problem of statics for the design configuration is solved in a linear
setting, producing � s .

• The actual shape tensor for the reference configuration Ss is computed from NSs D
J F�1 � � s � F�T using (4).

These steps were first formulated in [11] for the particular case of the Green-
Lagrange strain tensor. In the following subsection we will be discussing the
second step in detail. The significance of the first step will be discussed in
“Example Problem: Pure Bending of a Cantilever”, whereas a detailed study of the
implications of the third step is left for future research.



Monitoring of Superposed Structural Deformations 139

Fig. 1 Auxiliary quasi-static
problem

n
Ωt : σ(aux)·n = t(aux)

σ(aux)·n = t(aux)

u(aux)

Ω b(aux)

Ωu1 :Ωu2 : u
(aux) = 0

2.2 Auxiliary quasi-static problem

As we have mentioned, an auxiliary problem of statics for the pre-deformed
configuration must be solved in a linear setting to compute the sensing function.
This problem can be related to the original problem by applying the principle of
virtual work to the auxiliary problem of statics for the pre-deformed configuration.
With the volume V and the boundary˝ in the pre-deformed configuration,

�
Z

V

� .aux/ � �ı" dV C
Z

V

b.aux/ � ıu dV C
Z

˝u1C˝t
t.aux/ � ıu d˝ D 0; (5)

holds. Here, ˝t is that part of the boundary, at which tractions are applied in
the original problem, ˝u D ˝u1 C ˝u2 has kinematical boundary conditions in
the original problem; in the auxiliary problem a part ˝u1 of ˝u may as well
have applied tractions (as long as no rigid body degrees of freedom exist in the
auxiliary problem). The remaining part˝u2 has homogenous kinematical boundary
conditions in the auxiliary problem, see Fig. 1. Furthermore, ıu, is any virtual
displacement vector, which must be kinematically admissible, ı" D sym.rıu/
is the resulting kinematically admissible strain tensor and � .aux/ is any statically
admissible stress tensor. The latter satisfies the following problem of equilibrium:

V W r � � .aux/ C b.aux/ D 0;

˝u1 C˝t W � .aux/ � n D t.aux/: (6)

In order to relate this auxiliary problem to our original problem of small
deformations superposed upon a pre-deformed configuration, the small additional
displacement u relative to the position in the pre-deformed state (e.g. due to
vibrations) is considered. Using u instead of ıu in (5), after simple mathematical
transformations [11] we can show that the sensor with � s D � .aux/ in (3)
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measures the work of the external auxiliary forces on the original small additional
deformation:

Yu � Y D
Z

V

b.aux/ � u dV C
Z

˝t

t.aux/ � u d˝: (7)

Designing a sensor for the measurement of a particular kinematical entity can
be performed with the appropriate choice of the loadings t.aux/ and b.aux/ in the
auxiliary problem.

3 Example problem: pure bending of a cantilever

We study the described sensor design methodology for the simple example of a
cantilever with a single moment applied at the tip. For this simple example the
solution for the sensor design problem can be found in a closed form.

A rod of the length l D 1 is clamped at one end and loaded by a momentM at the
other one. A quasistatic solution of the problem is a circular arc with the curvature
�, which is proportional to M ; the rod is bent into a full circle with the curvature
1
ı
2� when the moment reaches a particular value M1. We consider a piecewise

linear time history of the loading:

M.t/ D
	
M1t

ı
t1; t < t1

M1; t � t1:
(8)

The time range t1 was chosen such that the dynamic effects would play a moderate
role in the solution. Deformed configurations of the rod for three moments in
time, obtained either by solving dynamical equations (dynamic) or static equations
(quasistatic) are presented in Fig. 2. The time history of the vertical displacement
of the end point of the rod is plotted in Fig. 3 for the dynamic, quasistatic and
linear quasistatic solutions. The static displacement depends on the moment non-
monotonously, and the sensor signal is proportional to it (as it is proportional to the
curvature). Therefore a universal sensor, which would measure this displacement in
the whole geometrically nonlinear range, cannot be designed.

Fig. 2 Dynamic (solid lines) and quasistatic (dashed lines) configurations at different time instants
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Fig. 3 Vertical coordinate of
the tip in the quasistatic and
dynamic solutions

a b

Fig. 4 Sensor shape functions at three quasistatic configurations (a) and error signals for three
strategies of the sensor design (b)

Applying the strategy, presented in the theoretical part of the paper, we can design
a sensor for small deviations from each quasistatically pre-deformed configuration:

Y D
lZ

0

M .y/
s .s/�.s/ ds: (9)

M
.y/
s .s/ is a distribution of the bending moment in the appropriate problem of statics

of the curved rod under the action of a unit tip force. Distributions of M.y/
s .s/ for

three different pre-deformed configurations are presented in Fig. 4a. We considered
three sensor designs: for the initial (straight) configuration, for the final (circular)
configuration, and adaptive, in which the used distribution of the sensor weight
M

.y/
s .s/ was updated in time according to the present load value. Errors of the

measurement of the vertical position in the simulated dynamic process are compared
in Fig. 4b.
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Electromechanical and Mathematical Models
of Salient-Pole Synchronous Motors

G.A. Leonov and N.V. Kondrat’eva

Abstract Two electromechanical models of salient-pole synchronous motor: a
classical two-pole model and four-pole model are considered in terms of the
coordinates rigidly connected to rotating magnetic field. The four-pole model
describes electromagnetic processes in salient-pole motor more completely than
two-pole model. The four-pole model is considered for different commutations in
excitation system of synchronous motor. The comparison of the models of rotor of
salient-pole synchronous motor allows one to make the following conclusion: for
the four-pole model of rotor the effect of excitation windings on damping moment
is greater than for the two-pole one.

1 Introduction

In 1888 Tesla and Ferraris invented a rotating magnetic field generated by alternate
current in stationary windings of stator of electrical machine. Till now this phe-
nomenon is a base of constructing alternating current machines: the synchronous
and asynchronous ones [2, 8–10, 12, 14, 17, 20].

We shall show that derivation of differential equations describing such electrical
machines can be substantially simplified. For this purpose the rotating system of
coordinates rigidly connected to the rotating magnetic field is introduced. In this
coordinate system a steady operating mode for synchronous machine under constant
loads is a stationary state of the rotor.

The introduction of coordinates rigidly connected to rotating magnetic field
allows obtaining more accurate mathematical models of synchronous machines.
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Fig. 1 Rotor of the
salient-pole synchronous
motor. 1 is excitation
winding, 2 is collector rings,
3 is damping winding,
4 is pole

Fig. 2 Schematic of
two-pole rotor. f is excitation
winding, yq and yd are
damping windings

It is clear that any mathematical model of electrical machine is a certain
idealization. While constructing such a model it is useful to make an intermediate
step and consider the electromechanical model of electrical machine. Substantially,
such an intermediate idealization occurs, explicitly or implicitly, in all works
devoted to mathematical description of synchronous electrical machines.

Synchronous machines obey the inversability principle and, therefore, they can
operate as either generator or motor. The principle of inversability allows one to
conclude that mathematical models of synchronous machines operating in the mode
of electric energy generation preserve the same structure as synchronous electric
motors to be considered below. In what follows we consider synchronous machines
operating as a motor.

The electromechanical models of synchronous motor with salient-pole rotor
(Fig. 1) are studied. We consider two-pole and four-pole electromechanical models,
shown in Figs. 2 and 3, respectively, [2, 8–12, 14, 17, 20, 21].

For the models of Figs. 2 and 3 a further idealization depicted in Figs. 4 and 5, is
used. In Fig. 4 one sees a schematic drawing of two-pole model of rotor, a scheme of
three winds: a wind of excitation winding with the current i.t/ and two orthogonal
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Fig. 3 Schematic of
four-pole rotor. excitation
windings (f ) and damping
windings (yd ; yq/ are shown

Fig. 4 Scheme of three
windings

Fig. 5 Scheme of six
windings. Two orthogonal
pairs of parallel winds of
excitation winding and a pair
of orthogonal damping
windings (a pair with the
currents i1.t / and i2.t /, a pair
with the currents i3.t / and
i4.t /, and a pair with the
currents iq.t / and id .t /) are
shown

winds of damping windings with currents iq.t/ and id .t/, respectively. Figure 3
displays a scheme of four-pole model of rotor with six windings. This scheme
consists of two orthogonal pairs of parallel winds of excitation winding (a pair with
the currents i1.t/ and i3.t/ and a pair with the currents i2.t/ and i4.t/) and a centered
orthogonal pair of damping windings with the currents iq.t/ and id .t/.
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The classical laws of mechanics and electrical engineering make it possible to
proceed to mathematical modelling from the electromechanical models.

Let us notice that the well-known classical model of synchronous motor,
the model of Park–Gorev, is a two-pole model shown in Fig. 2, cf. [9, 16]. In
classical investigations the rotor of synchronous motor without damping windings
experiences weakly damped periodic oscillations in the rotating coordinate system
and one observes a long transition to operating mode mentioned above. Following
the analysis of four-pole model below we obtain that for some commutations the
very disposition of excitation winding on salient-pole rotor generates considerable
damping moment which rapidly suppresses the rotor oscillations. Thus, after a
transient process a process of synchronization occurs: a rotor rotates with the
frequency of magnetic field.

In four-pole model there exist three types of commutations in the system of
excitation of synchronous motor, namely three different ways of connection of
excitation winding to a constant voltage source:

1. The commutation of type I (four excitation currents)
2. The commutation of type II (two excitation currents)
3. The commutation of type III (one excitation current)

All the equations derived here are obtained by means of the general approach. It
implies introducing the system of coordinates rigidly connected to rotating magnetic
field and considering motion of electromechanical model of synchronous motor
in this system of coordinates. This consideration is transparent and simplifies the
derivation of equations under the above assumptions.

2 Two-pole model of rotor

We proceed from the electromechanical models of synchronous motors to their
mathematical description. Let us study an electromechanical model of two-pole
rotor. We consider a scheme of three windings shown in Fig. 4 and begin with study
of the motion of windings in the rotating coordinate system rigidly connected to the
magnetic field vector B. Let us introduce the following parameters of the windings:
L;Lq;Ld are inductivities, R;Rq;Rd are armature resistances, and S; Sq; Sd are
areas of separate winds of excitation winding and damping windings, respectively.
Further n; nq; nd denote the numbers of winds in excitation winding and damping
windings, respectively, and � stands for the angle between the plane of wind of
winding with the current i.t/ and a plane perpendicular to magnetic field vector.

In what follows the mutual induction of windings is neglected. By Ohm’s law and
the law of electromagnetic induction we obtain the following system of equations
for the excitation current i.t/, damping currents iq.t/;id .t/ and the angle � [14]

L
di.t/
dt

CR � i.t/ D nSB � sin �.t/ � P�.t/C e; (1)
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Lq � diq .t/
dt

CRq � iq.t/ D nqSqB � sin �.t/ � P�.t/; (2)

Ld � did .t/
dt CRd � id .t/ D ndSdB � cos �.t/ � P�.t/: (3)

I R� D �B.nSi.t/ sin � C nqSqiq.t/ sin � C ndSd id .t/ cos �/�M: (4)

Neglecting inductivities of damping windings, i.e. assuming LDLq DLd D 0

in (1)–(3), system (1)–(4) can be reduced to third order system by nonsingular
transformation of coordinates. This system is considered in the monographs [14–21]
as equations for synchronous motor for some approximation of the damping
windings. In [14] system (1)–(4) is reduced to a well-known fifth order system of
equations of synchronous motor studied in [7].

Assuming L D Lq D Ld D 0 in (1)–(3) and replacing � by �� we obtain

R� C f .�/ P� C b sin � D 
; (5)

where function f .�/ and parameters b, 
 are given by

f .�/ D
�
.nSB/2

IR
C .nqSqB/

2

IRq

�
sin2 � C .ndSdB/

2

IRd
cos2 �

b D nSBe

IR
; 
 D M

I
: (6)

Note that (5) describes dynamics of synchronous motor in the simplest two-
dimensional idealization [1, 3–6, 13, 15, 19]. In (5) f .�/ P� corresponds to damping
moment, b defines the maximum of static characteristic of synchronous motor and

 corresponds to the external load moment. A particular case of (5) takes the form
[3–6, 13]:

R� C k.1 � d cos 2�/ P� C b sin � D 
: (7)

Equation (7) is known to govern the pendulum motion under constant force if d D 0.
It was regarded first as the simplest model of synchronous machine in [5, 6, 15, 19].

We introduce the following notation:

ke D .nSB/2=IR ; kq D .nqSqB/
2=IRq ; kd D .ndSdB/

2=IRd :

Notice that parameters ke ; kq ; kd show how the excitation winding and damping
windings affect respectively the damping moment. For some relations between
parameters ke ; kq ; kd (5) reduces to (7).

Making use of (1)–(4) we can obtain a third order system of two-pole rotor
without damping windings and (7) in which k D ke ; d D 1, cf. [11, 14, 18]. Thus,
when the damping windings are absent a weak damping moment can be supplied by
the excitation winding.



148 G.A. Leonov and N.V. Kondrat’eva

3 Four-pole model of rotor

Let us consider the electromechanical model of four-pole rotor. We address the
scheme of six windings shown in Fig. 5 for different commutations in the excitation
system. It can be shown that four-pole model of rotor is a generalization of two-pole
model.

As before, we consider motion of windings in the rotating coordinate system
rigidly connected to the magnetic field vector. We keep the previous denotations
for parameters of the exiting windings. The parameters of damping windings are
assumed to be coincident, i.e. Lq D Ld D L0 , Rq D Rd D R0 , Sq D Sd D S0.
Then kq D kq D k0.

We study first the case of the commutation of type I, i.e. the case in which
the excitation currents i1.t/; i2.t/; i3.t/; i4.t/ are different. By Ohm’s law and the
electromagnetic induction we obtain the following system of equations

L
di1.t/

dt
CRi1.t/ D e C nSB sin �.t/ � P�.t/; (8)

L
di2.t/

dt C Ri2.t/ D e C nSB cos �.t/ � P�.t/; (9)

L
di3.t/

dt C Ri3.t/ D e C nSB sin �.t/ � P�.t/; (10)

L
di4.t/

dt C Ri4.t/ D e C nSB cos �.t/ � P�.t/: (11)

L0
diq.t/

dt CR0iq.t/ D n0S0B sin �.t/ � P�.t/; (12)

L0
did .t/

dt CR0id .t/ D n0S0B cos �.t/ � P�.t/: (13)

I R� D �nSBŒ.i1.t/C i3.t// sin � C .i2.t/C i4.t// cos �


�n0S0BŒiq.t/ sin � C id .t/ cos �
 �M: (14)

Here �.t/ is the angle between the planes of winds of the windings with currents
i1.t/; i3.t/ and the plane perpendicular to magnetic field vector; i1.t/; i2.t/ are
excitation currents and iq.t/; id .t/ are damping currents.

Consider further a scheme of six windings (Fig. 5) for the commutation of type
II in two particular cases: in the case of the so-called “series” commutation when
i1.t/ D i2.t/ WD i1.t/; i3.t/ D i4.t/ WD i2.t/ and in the case of the so-called
“parallel” commutation when i1.t/ D i3.t/ WD i1.t/; i2.t/ D i4.t/ WD i2.t/. In
the case of “series” commutation the dynamics of four-pole rotor with damping
windings is governed by the following system of equations

L
di1.t/

dt C Ri1.t/ D e C 2nSB.sin �.t/C cos �.t// � P�.t/; (15)

L
di2.t/

dt C Ri2.t/ D e C 2nSB.sin �.t/C cos �.t// � P�.t/; (16)
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L0
diq.t/

dt CR0iq.t/ D n0S0B sin �.t/ � P�.t/; (17)

L0
did .t/

dt CR0id .t/ D n0S0B cos �.t/ � P�.t/; (18)

I R� D �nSBŒ.sin � C cos �/ .i1.t/C i2.t//
� n0S0BŒiq.t/ sin � C id .t/ cos �
�M:
(19)

In the case of “parallel” commutation the system of equations is as follows

L
di1.t/

dt
C Ri1.t/ D e C 2nSB sin �.t/ � P�.t/; (20)

L
di2.t/

dt
C Ri2.t/ D e C 2nSB cos �.t/ � P�.t/; (21)

L0
diq.t/

dt
CR0iq.t/ D n0S0B sin �.t/ � P�.t/; (22)

L0
did .t/

dt
CR0id .t/ D n0S0B cos �.t/ � P�.t/: (23)

I R� D �2nSBŒi1.t/ sin �Ci2.t/ cos �
�n0S0BŒiq.t/ sin �Cid .t/ cos �
�M: (24)

In systems (15–19) and (20–24) i1.t/; i2.t/ are excitation currents and iq.t/; id .t/
are the damping currents.

If we set i1.t/ D i2.t/ D i3.t/ D i4.t/ D i.t/ in the system (8–14) then in the
case of the commutation of type III (with one excitation current i.t/) we obtain the
following system of equations for four-pole rotor with damping windings

L
di.t/

dt
C Ri.t/ D e C 2nSB.sin �.t/C cos �.t// � P�.t/; (25)

L0
diq.t/

dt
CR0iq.t/ D n0S0B sin �.t/ � P�.t/; (26)

L0
did .t/

dt
CR0id .t/ D n0S0B cos �.t/ � P�.t/: (27)

I R� D �2nSB.sin � C cos �/i.t/ � n0S0BŒiq.t/ sin � C id .t/ cos �
 �M: (28)

Neglecting the inductivities of windings in (8–14), (15–19), (20–24), (25–28) (i.e.
assuming L D L0 D 0) and replacing � by �� � �=4 we obtain (7). For the
case of commutation of type I the coefficients of this equation are now given by the
formulae

f .�/ D 2ke C k0 ; b D 2
p
2 nSBe=IR ; 
 D M=I ; d D 0: (29)

In the case of commutations of types II and III the parameters b, 
 are given by
formulae (29). In the case of “parallel” commutation of type II the parameters k,
d are defined by formulae k D 4ke C k0, d D 0 whereas in the cases of the
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“series” commutation of type II and the commutation of type III they are as follows
k D 4ke C k0, d D ke=4.ke C k0/.

Thus while studying the four-pole model of rotor we arrive at (7) with the
parameters k (the coefficient of damping moment) and b (the maximum of static
characteristic), their values being greater than those for the two-pole model of
rotor. It should be noticed that the damping moment provides a stable operation
of synchronous motor and the maximum of static characteristic defines the value of
the limiting load for synchronous motor, cf. [1, 14, 21].
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Optimization of Dynamic Characteristics
of Electroviscoelastic Systems with External
Electric Circuits

V.P. Matveenko, E.P. Kligman, M.A. Yurlov, and N.A. Yurlova

Abstract The paper presents solutions to the optimization problems considering
the dynamic characteristics (resonance and dissipative properties) of electro-visco-
elastic deformable systems, the behavior of which is described by the equations
of linear elasticity and linear hereditary viscoelasticity. The examined electrovis-
coelastic systems are fitted with piezoelements whose electrodes are connected
to the external RLC-circuits having resistance, capacitance and inductance. For
electroviscoelastic systems as optimising parametres are in addition used: the
properties of materials, location of the piezoelements, the conditions of their
interaction, and the parameters of the external RLC-circuits. Optimization of the
dynamic characteristics of the systems under study is realized in the context of the
mechanical problem on natural vibrations.

1 Introduction

Investigation of the interaction between the fields of different physical nature is
gaining great scientific and practical importance. One of the areas, where these
studies have found wide use, is production and application of new composite
materials known as smart materials.

Smart materials are widely applied for realization of different functional tasks.
For example, structure shape control, detection of damage including the early-
stage defects, control of dynamic processes, micropositioning, geometry control.
There are many different industrial applications of smart composites on the basis
of piezoelectric materials, which are very promising in the field of suppression of
vibration and noise.

V.P. Matveenko (�) � E.P. Kligman � M.A. Yurlov � N.A. Yurlova
Institute of Continuous Media Mechanics of the Ural Branch of RAS, Academician Korolev str.,
1 Perm, 614013, Russia
e-mail: mvp@icmm.ru

H. Irschik et al. (eds.), Advanced Dynamics and Model-Based Control
of Structures and Machines, DOI 10.1007/978-3-7091-0797-3 18,

151

© Springer-Verlag/Wien 2012

mvp@icmm.ru


152 V.P. Matveenko et al.

In the framework of mathematical models, the main challenge in finding the
optimal variants of application of smart composites on the basis of piezomaterials
for suppressing (amplifying) the vibrations of the system is the development of
highly effective methods of numerical analysis, which can be readily used to
estimate of the dissipative properties of the examined structures. A qualitative
estimation of the dissipative properties of the structure is generally based on the
results of investigation of free and forced steady-state vibration.

Both these problems require time-consuming computations. In the case of free
vibrations this analysis is based on the development of solutions to dynamic
problems under different initial conditions, and in the forced vibration problems – on
the development of solutions under different loading conditions for the prescribed
frequency range of the disturbing influences.

As an alternative to the described approaches including those conventionally used
for solving the optimization problems, we suggest a new formulation of the natural
vibration problem, which allows us to estimate the damping properties of the system
irrespective of external force, kinematic and other factors.

2 Mathematical formulation of the natural vibration problem

Let us consider the system as a piecewise homogeneous body of the volume
V D V1 C V2, where the volume V1 consists of homogeneous elastic and
viscoelastic elements and the volume V2 consists of piezoelectric elements. The
piezoelectric elements can be connected through the electroded surface to the
resistance, capacitance, and inductance elements.

The variational equation of motion of a body consisting of the viscous, viscoelas-
tic and piezoelectric elements for an isothermal process can be written as [1–4]:

R
V1

.�ij ı"ij C � Rui ıui /dV C R
V2

.�ij ı"ij �DiıEi C � Rui ıui /dV
� R
˝�

ıuiPi d˝ � R
˝p

qeı�d˝ D 0 ;
(1)

where �ij , "ij are the components of the stress and strain tensors, ui are the
components of the displacement vector, � is the specific density of the material,
Di , Ei are the components of the electric inductance vector and the vector of the
electric field intensity; Pi are the components of the load vector; ˝p is the surface
bounding a piezoelectric element; qe and � are the surface charge density and the
electric potential.

The electric field is considered to be potential, i.e. the condition �;i D �Ei is
fulfilled.

For isothermal processes the elastic parts of the volume V1 are determined by the
Hooke law for isotropic or anisotropic material. The stresses and deformations in
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the viscoelastic parts of the composite body are related by the Boltzmann-Volterra
relations

�ij D C0
ijkl"kl �

tZ

0

Rijkl .t � �/"kl d� (2)

For piezoelectric elements the following physical relations are valid:

�ij D Cijkl"kl � ˇijkEk
Dk D ˇijk"ij C ekiEi (3)

Here C0
ijkl is the tensor of instant elastic constants, ˇijk , ekj are the components of

tensors of the piezoelectric and dielectric coefficients.
The deformations and displacements are related by the linear Cauchy equations.
For the problem of natural vibrations under homogeneous boundary conditions

the solution is written in terms of displacements and stresses:

ui .x; t/ D Nu .x/ e�i!t ; (4)

where ! D !R C i!I is the complex natural vibration frequency. The real part of
the complex natural frequency corresponds to the natural or resonance vibration
frequency and the imaginary part - to the damping rate of the corresponding
vibration mode.

For quasi-static processes described by relations (4) the physical relations (2) can
be replaced by their complex analogue [5]:

�ij �
h
Cijkl �Qc

ijkl.!R/� iQs
ijkl.!R/

i
"kl D

h
C
.r/

ijkl .!R/C iC
.i/

ijkl .!R/
i
"kl

D C �
ijkl .!R/"kl ; (5)

where C �
ijkl is the tensor of complex dynamic moduli,

Qc
ijkl D

1Z

0

Rijkl .�/ cos!R� d�; QS
ijkl D

1Z

0

Rijkl .�/ sin!R� d� :

Taking into account of the homogeneous boundary conditions and solution (4), we
can write the variational equation (1) as

2
4
Z

V

.�ij ı"ij � �!2 Nui ıui / dV �
Z

V2

DiıEi dV

3
5 e�i!t D

Z

˝p

qeı� d˝ (6)
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Let us consider the case when the electroded surface of the piezoelement is
connected to the point of a zero potential by the elementZ, which is a series circuit
composed of the resistance R, capacitance C and inductance L elements

� D Q

C
CRI CL PI D Q

C
CR PQC L RQ ; Q D

Z

˝1

q d˝ (7)

whereQ is the charge on the electrode, I D PQ is the current in the conductor.
Since we examine a quasi-harmonic process, viz. �.t/ D N�e�i!t , the differential

equations (7) can be solved with respect to Q:

Q.t/ D
N�e�i!t

C�1 � !2L � i!R ;

where ! D !R C i!I is the complex natural frequency of vibrations.
In view of equipotentiality of the electroded surface ˝1 and the condition that

the RLC -circuit is an external element, the following condition is satisfied:

ı�

Z

˝1

qe d˝ D � ı� N�0e�i!t

C�1 � !2L � i!R
;

where N�0 is the potential on the electroded surface of the piezoelement˝1.
Finally, in the absence of other external forces equation of motion (6) can be

written in the following form:

Z

V

.�ij ı"ij � �!2 Nui ıui / dV �
Z

V2

Di ıEi dV C ı� N�0
C�1 � !2L � i !R D 0 (8)

Equation (8) is homogeneous and can be considered as a variational eigenvalue
problem.

Nowadays, piezoelectrical elements are applied for constructing active smart-
systems with the view to provide an effective suppression of vibrations and to extend
the dynamic stability range of non-conservative systems. It is common practice to
use for this purpose the electric potential feedbacks or its time derivatives. The
existence of feedback of elements intended for digital processing of signals is the
pro property that favors the construction of effective automatic control systems.
Numerical simulation of active control systems in the framework of the continuum
problem of electroviscoelasticity requires formulation of new types of the boundary
conditions.
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Let us rewrite (1) extending the surface integral.

Z

V

.�ij ı"ij �DiıEi/dV D
Z

V

.Xi � � Rui /ıui dV C
Z

˝0

.ti ıui C ı� qe/d˝

C
Z

˝el

ti ıui d˝ C
X

.k¤i;j /
ı�kQk (9)

Here ˝0 is the non-electroded surface, ˝el D
nP

kD1
˝el
k is the electroded surface,

consisting of n parts, �k and Qk D R
˝el
k

qe d˝ are the potential and the charge on

the k-th electrode. Keeping within the generality of the approach we consider the
case when the charge Qi D ˛�j , (where ˛ is the feedback coefficient) is supplied
to the electrode i . Then, (9) takes the following form:

Z

V

.�ij ı"ij �DiıEi/ dV D
Z

V

.Xi � � Rui /ıui dV

C
Z

˝0

.ti ıui C ı�qe/ d˝ C
Z

˝el

ti ıui d˝

C
X

.k¤i;j /
ı�kQk C ı�i˛�j C ı�jQj (10)

The capabilities of the advanced electronic facilities allow us to “measure” the
electric potential on the electrode leaving its charge practically intact, viz. Qj D 0.

Z

V

.�ij ı"ij �DiıEi/ dV D
Z

V

.Xi � � Rui /ıui dV

C
Z

˝0

.ti ıui C ı�qe/ d˝ C
Z

˝el

ti ıui d˝

C
X

.k¤i;j /
ı�kQk C ı�i˛�j (11)

If the body is free of the external mechanical and electrical loads, the variational
equation (10) becomes homogeneous and can be interpreted as an eigenvalue
problem.

Z

V

.�ij ı"ij �DiıEi/ dV C
Z

V

� Rui ıui dV � ı�i˛�j D 0 (12)
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To sum up it should be noted that the solution of the natural vibration problem
for electroviscoelastic bodies can be used to obtain the required number of complex
natural vibration frequencies.

Here, as optimization parameters we can use the geometry of elastic, viscoelastic
and piezoelectric elements of the composite body, the boundary conditions, charac-
teristics of the external electric circuit, feedback coefficients, etc.

3 Results of calculations

Numerical realization of the variational eigenvalue problem is based on the algo-
rithm, in which the desired solution is represented as a linear combination of the
natural vibration modes of the corresponding elastic body without external circuits
which are found by using the ANSYS package. Let us consider a trapezoidal plate
(Fig. 1), simulating an airplane wing, as one of the possible application of the natural
vibration problem for viscoelastic bodies with the external electric circuits, which
we used to estimate the dissipative properties of the structure.

Computations were made for the following dimensions: l1 D 9; 000 mm, l2 D
15; 000mm, l3 D 3; 000mm, l4 D 5; 700mm, l5 D 4; 050mm. The plate thickness
and the thickness of a piezomaterial layer are equal to 300 mm and 150 mm,
respectively. The plate was made of metal with the mechanical characteristics
E D 2 � 1011 Pa, � D 0:3. For piezomaterial we chose piezoceramic PZT-4 showing
the standard properties [6]. The results of computation were represented in terms of
the vibration characteristics: f D !R=2� is the resonance frequency (HZ),N D !I
is the damping coefficient .c�1/.

Figure 2 shows the results of numerical simulation for the first vibration mode
in the case when the external electric circuit includes only one RLC element

R

L
l3

l

l2

l5
l4

C

Fig. 1 Computational scheme of the trapezoidal plate with built-in piezoelectric element and the
external electric circuit
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Fig. 2 Resonance frequency and damping coefficient as a function of capacitance (a), inductance
(b) and resistance (c)

(the capacity, inductance or resistance element) for different dimensions of the
element used. The results show that the damping coefficient in simple electric
circuits is affected only by passive resistance.

The results of numerical simulation for the first vibration mode are given in
Fig. 3. Computations were made for the circuit consisting of series connected
resistance and inductance elements. Here the damping coefficient is plotted versus
resistance for different values of inductance. It is seen that maximum damping is
provided at L D 6; 340 H.

A comparison of the damping coefficients calculated for a simple R-circuit and
series connected RL-circuit clearly demonstrates that the latter is 15 times more
effective. This can be explained by the fact that capacitance of the piezoelement and
inductance form a resonant circuit, which essentially increases the electric current
flowing though the circuit.

The analysis of the analogous relationships for the second, third and forth modes
confirms their qualitative identity with the first mode.
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Fig. 3 Damping coefficient vs. resistance for a system with external series-connected RL-circuit
at different values of inductance (a) series-connected RL-circuit, Lopt D 6;340 H; (b) parallel
RL-circuit, Lopt D 6;500 H

4 Conclusion

The approach developed in this paper is based on the modal analysis of electrovis-
coelastic systems with external passive and active discrete couplings. The numerical
simulations made with this approach support its validity as a universal and effective
means for determination and optimization of dynamic characteristics of structures
made of smart materials.

A new mechanical problem on natural vibrations of viscoelastic bodies with
the external circuits has been solved by applying the ANSYS software package
which has demonstrated its great potentialities for numerical simulation of objects
of different spatial configuration.
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Control of Surface Waviness

N.F. Morozov and P.E. Tovstik

Abstract The elastic material loses the bulk stability at sufficiently large
compression when the Hadamard condition is not satisfied. An elastic half-space
could lose at compression the surface stability with the buckling waves localized
near a free plane and exponentially decreased away from it. The compressed elastic
plate lying on an elastic foundation also could lose stability. The problems of the
critical loads and buckling modes determination are discussed.

1 Introduction

Problems of stability of boundaries of the elastic domains and interfaces are
important for different applications. In this paper we investigate the stability of an
elastic half-space and a plate on an elastic foundation under compression loads.

It is known that the elastic material loses the bulk stability at sufficiently large
compression when the Hadamard condition is not satisfied [1–3]. The loss of
stability of elastic half-space could be accompanied by the formation of buckling
waves localized near a free plane and exponentially decreased away from it [2–4].
The compressed elastic plate lying on an elastic foundation could lose stability at
compression [5–7]. For these problems the critical compression and the buckling
modes for a transversely isotropic linearly elastic material are established. The
critical compression is to be found from the equations of bifurcation. But the
corresponding buckling modes could not be determined uniquely.

Let us consider a compressed transversely isotropic material in the space
Ox1x2x3.x3 D z/ in which the horizontal planes z D const are the planes of
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isotropy. We assume that the constant initial horizontal deformations @u01=@x1 D
@u02=@x2 D �e are given, and the initial vertical stresses are equal to zero (�033 D 0).
These deformations generate the initial horizontal stresses �011 D �022 D �0 and the
initial vertical deformation @u03=@z D e3 > 0.

It is assumed that the elastic modules could depend only on the vertical co-
ordinate z, and we look for the solution of the bifurcation equations in the form

uk.x1; x2; x3/ D uk.z/ expfi.r1x1 C r2x2/g; k D 1; 2; 3; i D p�1 ; (1)

where uk are the additional displacements at bifurcation and rj are unknown wave
numbers.

The bifurcation equations contain only r D
q
r21 C r22 but r1 and r2 are not

contained in these equations separately. The bifurcation system of the 6th order
may be divided into one equation of the 2nd order and into the system of the 4th
order. Two kinds of buckling modes for volume stability loss are possible. The kind
1 is the rotation mode with the displacements in the plane of isotropy (u1; u2 ¤ 0;

u3 D 0), and the critical compression e.1/ may be found from the equation of the
2nd order. For the kind 2 the displacements in all the directions are not equal to zero
(u1; u2; u3 ¤ 0), and the critical compression e.2/ may be found from the system of
the 4th order. Which of the critical values, e.1/ or e.2/, is smaller (or which of the
buckling modes takes place), depends on the elastic modules of the material. If the
elastic properties of the material are close to the isotropic ones then the kind 1 is
implemented, and, on contrary, if the material is soft in the Oz direction then the
kind 2 takes place. If the material is a homogeneous one (the elastic modules are
constant) then uk.z/ D u0k e

ir3z, and the buckling mode occupies the entire space. In
this case the critical compression does not depend on the wave number r .

For heterogeneous material (the elastic modules depend on z) the buckling mode
is localized near the weakest plane z D z�, and the critical compression depends on
the wave number r.e.k/ D f .r//. If the modules are continuous functions in z then
the function f .r/ decreases and f .r/ ! f1 at r ! 1. f1 is equal to the critical
compression of a homogeneous material with the elastic modules coinciding with
the values of a heterogeneous material at z D z�.

2 Pre-buckling state and its bifurcation

The elastic potential energy density for an orthotropic material is

U D 1

2

3X
i;jD1

Eij "i i "jj C
X
i¤j

Gij "
2
ij ; (2)
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where Cauchy–Green deformations "ij are equal

"ij D 1

2

 
@ui
@xj

C @uj
@xi

C
3X

kD1

@uk
@xi

@uk
@xj

!
; (3)

and ui are the projections of displacements, Eij ; Gij are the elastic modules. For a
transversely isotropic material the following restrictions are valid

E11 D E22 D E12 C 2G12; E13 D E23; G13 D G23: (4)

We study the homogeneous plane pre-buckling state in the non-linear approach
described by the relations

ei D @u0i
@xi

; "0i i D ei C 1

2
e2i ; �0i D

3X
kD1

Eik"
0
kk; i D 1; 2; 3; (5)

where u0i are the pre-buckling displacements, and assume that

e1 D e2 D �e; �03 D 0; "011 D "022 D �e C e2

2
; "0ij D 0; i ¤ j;

�01 D �02 D �0 D
�
E11 C E12 � 2E2

13

E33

�
"011; e3 D

s
1 � 4E13

E33
"011 � 1: (6)

We introduce small perturbations vi of the pre-buckling state by relations

ui D u0i C livi ; li D 1C ei : (7)

Then we get deformations

"ij D "0ij C 1

2

 
l2i
@vi
@xj

C l2j
@vj
@xi

C 1

2

3X
kD1

l2k
@vk
@xi

@vk
@xj

!
(8)

and expand the potential (2) by the powers of vi

U D U0 C U1 C U2 CO.v3i /; U1 D Aik
@vi
@xk

; U2 D Aikjn
@vi
@xk

@vj
@xn

; (9)

where Aik and Aikjn are the constant coefficients (the summation in the repeated
indexes is supposed). The variation of the functional U2 after integration by parts
leads to the equations of equilibrium bifurcation
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Mk.v/ D �
Ekkl

2
k C �0k

� @2vk
@x2k

C
X
i¤k

�
.Gkil

2
k C �0i /

@2vk
@x2i

C .Eki CGki /l
2
i

@2vi
@xk@xi

�
D 0; k D 1; 2; 3: (10)

In the non-linear approach the multipliers lj take the pre-buckling deformations into
account. In the linear approach we put lj D 1 and system (10) coincides with the
system investigated in [2–4] where the pre-buckling strains and stresses are found
in a linear approximation.

We look for solutions of system (10) as a double periodic functions of the
horizontal co-ordinates x1; x2

v1.x1; x2; z/ D v1.z/ cos.r1x1/ sin.r2x2/;

v2.x1; x2; z/ D v2.z/ sin.r1x1/ cos.r2x2/;

w.x1; x2; z/ D w.z/ sin.r1x1/ sin.r2x2/; w D v3: (11)

We introduce the auxiliary unknown functions to simplify system (10) [5].

U D .r1v1 C r2v2/=r; V D .r2v1 � r1v2/=r; r2 D r21 C r22 : (12)

Then system (10) divides into two parts

�
G13l

2V 0�0 � r2
�
G12l

2 C �0
�
V D 0; l1 D l2 D l; . /0 D d. /

d z
I (13)

�
G13l

2U 0�0 � .E11l2 C �0/r2U C .G13l3rw/0 C E13l3rw0 D 0;

� �rE13l2U
�0 �G13l2U 0 C �

E33l
2
3w0�0 � r2

�
G13l

2
3 C �0

�
w D 0: (14)

Equation (13) describes the rotation deformations with displacements in the plane
of isotropy Ox1x2, and system (14) describes deformations with displacements in
three directions. We refer to the corresponding buckling modes as to the modes of
the kind 1 and of the kind 2.

3 Surface stability

We study the stability of a transversely isotropic homogeneous half-space x3 � 0

under compression e. The same equations (13) and (14) may be used. At the free
plane x3 D z D 0 the boundary conditions �k3 D 0 are fulfilled or

@V

@z
D 0; (15)
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l2
@U

@z
C l23�w D 0; E13l

2U C E33l
2
3

@w

@z
D 0: (16)

At z ! �1 the decreasing conditions are fulfilled fV;U;wg ! 0. Equation
(13) does not have any non-zero bounded solutions satisfying condition (15) and
decreasing condition at z ! �1.

We look for solutions of system (14) in the form

U.z/ D U0e
r˛z; w.z/ D w0e

r˛z; Re.˛/ > 0: (17)

Then system (14) gives

�
G13l

2˛2 � E11l
2 � �0�U0 � .E13 CG13/l

2
3˛w0 D 0;

.E13 CG13/l
2˛U0 C �

E33l
2
3˛

2 �G13l
2
3 � �0

�
w0 D 0; (18)

and the boundary conditions (16) may be rewritten in the form

l2˛U0 � l23w0 D 0; E13l
2U0 C E33l

2
3˛w0 D 0: (19)

The parameter ˛ satisfies equation

�
G13˛

2 �E11 � �0l�2� �E33˛2 �G13 � �0l�23
�C .E13 CG13/

2 ˛2 D 0: (20)

If G13l23 C �0 > 0 (20) has two roots ˛1 and ˛2 with Re.˛k/ > 0 and solution of
system (14) satisfying the decreasing conditions at z ! �1 is

w D
X
kD1;2

Cke
r˛kz; U D

X
kD1;2

Ckbke
r˛kz; bk D G13l

2
3 C �0 � E33l

2
3˛

2
k

.E13 CG13/l2˛k
: (21)

The arbitrary constantsCk may be found from boundary conditions (19). As a result
we get the equation for critical stress �0 or for the initial critical compression e.s/

E13l
2b1 C E33l

2
3˛1

l2˛1b1 � l23
D E13l

2b2 C E33l
2
3˛2

l2˛2b2 � l23
: (22)

We can see that (22) does not contain the wave numbers r1; r2 therefore as for the
volume stability loss the buckling mode is indefinite. The critical compressions e.s/

for the surface loss of stability as well as for the volume loss of stability e.1/ and e.2/

(in order to make a comparison) are compared. According to the general variation
principle (in the presence of the additional restrictions the eigenvalues are larger)
the following inequality

e.s/ < min
˚
e.1/; e.2/

�
(23)

is valid.
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4 Stability of a compressed plate on an elastic foundation

On the contrary to the previously discussed problems, for this problem could be
found all the parameters of the buckling modes. An approximate solution would be
constructed.

We study stability of an infinite compressed plate of thickness h lying on the
elastic foundation. For simplicity we assume that as the plate so the foundation are
made of an isotropic material with the Young modulesE; E0 and the Poisson ratios
�; �0 where index 0 is used for the foundation. The homogeneous initial horizontal
compression e of a plate is given.

To describe the plate additional deformations the Kirchhoff–Love approximation
is used. Then the normal deflection w.x1; x2/ of the middle plane satisfies to
equation [4, 6]

D��w � T�w C �033 D 0; �w D @2w

@x21
C @2w

@x22
: (24)

T D h�0 D � Ehe

1 � � ; D D Eh3

12.1� �2/
; (25)

and �033 is the stress between the plate and the foundation.
We look for the solution of (24) in the form

w.x1; x2/ D w0 cos.r1x1/ cos.r2x2/ (26)

with unknown wave numbers r1 and r2. Then it is easy to find the stress �033 in
assumption that between the plate and the foundation there is a full contact, and that
the foundation has an infinite depth [9, 10].

�033 D c33rw0; c33 D E0.1 � �0/
.1C �0/.3 � 4�0/

; r D
q
r21 C r22 : (27)

Then from (24) we find

e D .1 � �/.Dr3 C c33/

Ehr
; ��0 D F1.r/ D Dr3 C c33

hr
: (28)

By minimizing e in r we find critical values e� and r�.

.r�h/3 D 6.1 � �2/.1 � �0/
.1C �0/.3 � 4�0/

E0

E
; �e� D .1 � �/.1 � �0/

.1C �0/.3 � 4�0/
E0

Er�h
: (29)

The typical length of buckling waves L is equal to L D 2�=r and Kirchhoff–Love
hypotheses are acceptable only if h � L or rh � 1. To fulfill this inequality it is
necessary to suppose that the foundation is soft enough (E0 � E). Therefore the
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length of wavesL is found but from the bifurcation equation (24) the buckling mode
depending on the relation between the wave numbers r1 and r2 remains indefinite.
The comparison of approximate relations (30) with exact numerical solution shows
that exactness of the relations (29) grows when the ratio E0=E decreases.

5 Post-critical behavior of a plate on an elastic foundation

To find the relation between r1 and r2 we study approximately the initial post-
critical behavior of a plate. We calculate the elastic energy density using non-linear
expressions for strains in the plate with Kirchhoff–Love hypotheses and linear
expressions for strains in the foundation. The elastic energy density of plate Up
is equal to

Up D E

2L1L2

Z L1

0

dx1

Z L2

0

dx2

Z h=2

�h=2
�
"211 C 2�"11"22 C "222 C 2.1� �/"212

�
d z;

(30)

where "ij D 1

2

�
@ui
@xj

C @uj
@xi

� 2z
@2w

@xi @xj
C @w

@xi

@w

@xj

�
: (31)

We take w.x1; x2/ in form (26) and choose the horizontal displacements ui .x1; x2/
of the plate middle plane so that the energy Up be minimal. Then we get [4]

ui .x1; x2/ D riw20
16

sin 2rixi .1C cos 2rjxj /; i; j D 1; 2; i ¤ j: (32)

The energy density of foundation Uf is equal to

Uf D c33rw20
8

: (33)

The total energy density U D Up C Uf may be written in the form [4]

U D r2hw20
8

.F1.r/C �0/C F2.r1; r2/w
4
0; F2 D Eh.3r41 C 4�r21 r

2
2 C 3r42 /

256.1� �2/
; (34)

where F1.r/ is the same as in (8) and the critical initial compression �� is equal to
�� D �F.r�/. If j�0j < j��j then the energy U is minimal at w0 D 0. If j�0j > j��j
then this energy is minimal at

w20 D .�� � �0/r2�h
16F2

; r1 D r2 D r�p
2
; F2 D .3C 2�/Er4�

64.1� �2/
: (35)

Therefore in this problem the buckling mode is a chessboard-like one (see also [8]).
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6 Conclusion

The surface stability of a compressed transversely isotropic homogeneous half-
space z � 0 with the free plane z D 0 and stability of plate on elastic foundation
are considered. For the surface stability loss only the kind 2 of the buckling mode
which is described by the system of the 4th order is possible. As in the case of

the volume stability the bifurcation equation contains only r D
q
r21 C r22 but the

critical compression e.s/ does not depend on r . The free surface u3 D u3.x1; x2; 0/
after buckling is a double periodic function of x1 and x2. But as the wave length
L D 2�=r so the buckling mode which is described by the relation between r1 and
r2 remains indefinite.

The buckling problem of the infinite compressed plate lying on the soft elastic
foundation has a much more definite solution. In a linear approximation the buckling
mode which is described by the relation between r1 and r2 is still indefinite. In
[4, 7] the post-buckling behavior of the compressed plate on the elastic foundation
is investigated and it is shown that the minimal elastic energy density corresponds to
the case with r1 D r2. In all these problems, especially in the cases without a plate,
the initial critical strains are large enough.
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Nonlinear Finite Element Modelling
of Moving Beam Vibrations Controlled
by Distributed Actuators

K. Nachbagauer, C. Zehetner, and J. Gerstmayr

Abstract In many applications, nonlinear beams undergoing bending, axial and
shear deformation are important structural elements. In the present paper, a shear
deformable beam finite element is presented for such applications. Since displace-
ments and displacement gradients are chosen as the nodal degrees of freedom,
an equivalent displacement and rotation interpolation is retrieved. The definition
of strain energy is based on Reissner’s nonlinear rod theory with special strain
measures for axial strain, shear strain and bending strain. Furthermore, a thickness
deformation is introduced by adding an according term to the virtual work of internal
forces. This underlying formulation is extended for piezo-electric actuation. The
obtained beam finite elements are applied to a two-link robot with two flexible
arms with tip masses. Distributed and concentrated masses cause flexural vibrations,
which are compensated by means of piezo-electric actuators attached to the arms.
A numerical example of a highly flexible robot with piezo-electric actuation and
feedforward control is presented to show the applicability of the finite element.

1 Introduction

For the modeling of large deformation structural problems in two and three
space dimensions, two mainly used theories should be mentioned here: Reissner’s
nonlinear rod theory [9] and the absolute nodal coordinate formulation (ANCF)
by Shabana [10], [11]. The main conceptual difference in the ANCF elements is
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Fig. 1 Position vectors and
slopes of the quadratic planar
shear deformable ANCF
beam element

x

y r (1)
r(3)

t2
(1) t2

(3)

r (2)

t2
(2)

the absence of rotational degrees of freedom, while it can be shown [5] that the
behaviour of the obtained ANCF element is fully equivalent to that of the original
element by Simo and Vu-Quoc [12]. In the present paper, the ANCF and the classical
nonlinear rod theory are unified in order to describe a quadratic shear deformable
beam element, see Fig. 1. The deformation energy is computed according to Simo
and Vu-Quoc [12]. As an application of this quadratic ANCF finite element,
a flexible multibody system is investigated. The main subject is the control of
vibrations using piezo-electric patches as sensors and actuators. The advantage
of the absolute nodal coordinate formulation is the availability of the interpolation of
the displacement field, and the variety of possibilities to model the work of internal
or external forces in a straight forward manner [2]. The contribution of a piezo-
electric actuation by means of patches is given w.r.t. the virtual work of internal
forces, see “Work of Elastic Forces and Piezo-electric Actuation”. In “Numerical
Example: A Highly Flexible Two-link Robot” a two-link robot consisting of two
flexible arms with concentrated tip masses is considered, in which flexible vibrations
are caused by inertial forces. For an alternative modelling and further information
on the control schemes, see [13].

2 Geometric description and definition of the finite element

In the present section, the geometric setup of a shear deformable beam finite element
is defined. The shear deformation is taken into account by means of a directional
vector to model the deformation of the cross section. More precisely, the transverse
gradient vector or slope vector, which points in direction of the cross section, is used.
The position vector of the element nodes represents the position of the beam axis,
while the direction of the transverse gradient models shear deformation, the length
of the slope vector represents thickness deformation. Four different configurations
of the element are considered, as shown in Fig. 2. The transformation from the unit
element (a) to the scaled straight element (b) leads to the scaling factors � D L�0=2

and � D H�0=2. The position vector of the local point .�; �/ in the undeformed
geometry is denoted by r0.�; �/, which corresponds to the position vector r.�; �/
in the deformed geometry, see Fig. 2. The displacement vector u.�; �/ follows the
relation
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a
c

d

b

Fig. 2 (a) Unit element, (b) straight scaled reference element in unit configuration, in which the
shape functions will be defined and which allows the definition of slope vectors, (c) reference
element and (d) deformed element in deformed configuration

r.�; �/ D r0.�; �/C u.�; �/: (1)

In the following, primes stand for the derivative with respect to the local axial
coordinate �, r0 D @r

@�
. The slope vectors of the beam cross section are defined

by the displacement gradients with respect to the transverse coordinate �, which are
denoted by r;� D @r

@�
. The position vector of the axis r is written as r.�/ D r.�; 0/.

The tangent direction of the beam centerline is defined by r0. The vector t2 points
in direction of the deformed beam cross section, while t1 is perpendicular to t2. All
quantities corresponding to the reference configuration are indexed with subscript
zero, e. g. t0 1 in the reference configuration belongs to t1 in deformed configuration.

In the following, a quadratic, three-noded ANCF element is defined, see Fig. 1.
An analogous two-noded linear ANCF element can be found in [5]. In contrast
to standard ANCF elements, in which position and slope vectors are chosen, the
respective displacement-based quantities, i. e. the nodal displacements and change
of slope vectors are used here. Four element coordinates are defined in each node
n, namely the components of the nodal displacement u.n/ and the change of the
slope vector u.n/;� . The displacements u.1/;u.2/ and u.3/ and displacement gradients

u.1/;� ;u
.2/
;� and u.3/;� at the nodal points are chosen as degrees of freedom, leading to

the vector of unknowns

q D Œu.1/ T u.1/ T;� u.2/ T u.2/ T;� u.3/ T u.3/ T;� 
T : (2)

The reference element is described by the generalized coordinate vector q0. The
displacement vector u is interpolated quadratically by six shape functionsSi , chosen
similar to those given in [4]. The shape function matrix is built from the shape
functions in the following way S D ŒS1I S2I S3I S4I S5I S6I
, in which I is the 2	2
identity matrix. The position vector r in (1) can be rewritten as

r D r0 C u D S.q0 C q/: (3)
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3 Work of elastic forces and piezo-electric actuation

The goal of the present section is to formulate the virtual work for the presented
element in “Geometric Description and Definition of the Finite Element”, which
not only shows axial, bending, shear and thickness deformation, but also includes
piezo-electric components to realize the desired actuation.

The original equation for a shear deformable ANCF beam is based on the work
of Omar and Shabana [8]. Herein, the energy of elastic forces follows from the
continuum mechanics approach, using the relation between the nonlinear Green-
Lagrange strain tensor and the second Piola-Kirchhoff stress tensor. In a recent
study, [2], the continuum mechanics based approach is coupled with piezo-electric
strains. The main focus of this paper is a formulation based on Reissner, Simo and
Vu-Quoc, which represents a different derivation for the strain energy in terms of
the axial strain �1, the shear strain �2 and the bending strain K . This formulation is
coupled with piezo-electric components according to [13].

Reissner [9] stated the virtual work of internal forces as

ıW Reissner
int D

Z L=2

�L=2
.MıK CNı�1 CQı�2/d�: (4)

The stress resultants, more precise the normal force N , the shear force Q and the
bending moment M depend on a set of generalized strain measures, �1, �2 and
K . In the present paper, a linear relation between stress resultants and generalized
strains is used. The stress resultants and generalized strains are defined according to
Simo and Vu-Quoc [12] and the different quantities are decoupled, setting

N D EA�1; Q D ksGA�2; M D EIK: (5)

For the above definitions, the axial stiffness EA, the shear stiffness GA with the
shear correction factor ks D .10.1C �//=.12C 11�/ and the bending stiffness EI
are used. Furthermore, E represents Young’s modulus, A is the area of the cross
section, G is the shear modulus and I is the second moment of area of the cross
section. The quantity K denotes the change of angle of the cross section relatively
to the reference length K D .r;� 	 r0

;�/=jr;�j2, while �1 and �2 are defined as �1 D
tT1 r0 � 1; �2 D tT2 r0, in which the vector t2 is introduced as t2 D r;�

jr;�j and t1 is
perpendicular to t2. The combination of (4) and (5) corresponds to the following
weak form

ıW Reissner
int D

Z L=2

�L=2
.EA�1ı�1 C ksGA�2ı�2 C EIKıK/d�: (6)

In order to include piezo-electric actuation in the ANCF beam element, the
virtual work of internal forces has to be extended by the actuation of eigenstrains
representing normal, shear and bending strain in the following way,
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ıW D
Z L=2

�L=2
..EA�1 �Na/ı�1 C .ksGA�2 �Qa/ı�2 C .EIK �Ma/ıK/d�;

(7)

in which Na, Ma and Qa are the actuating force, moment and transverse force,
respectively. For the definition of these quantities, the axial eigenstrain representing
the converse piezo-electric effect of thin piezo-electric layers according to [13] is
used as "0xx D d31Ez, including the piezo-electric coefficient d31 and the electric
fieldEz in thickness direction of an actuating layer, all other eigenstrain components
are zero. Hence, the term Qa vanishes, see also [3]. Due to the anti-symmetric
actuation of the piezo-electric patches, the termNa is neglected for moderately large
deformations. The actuating force and moment are defined as

Na D
Z

A

E"0xxdA and Ma D
Z

A

Ez"0xxdA: (8)

An additional term accounting for the strain energy due to thickness deformation
has to be introduced, see [1]. The additional thickness strain energyW thickness can
be defined, in case of a rectangular cross section and neglecting the influence of
piezo-electric actuation, by

W thickness D 1

2

Z L=2

�L=2
EAE2

��d�; (9)

in which E�� D 1
2
.rT;�r;� � 1/ is the transverse component of the Green-Lagrange

strain tensor. The quantity E�� is independent of the stress resultants �1, �2 and
K defined above. Hence, the total virtual work is the sum of (7) and the variation
of (9).

4 Numerical example: a highly flexible two-link robot

In order to validate the proposed ANCF element and to illustrate the performance,
several static and dynamic examples taken from [1] have been investigated,
see [5]. A convergence study showed the accuracy of the proposed element. The
convergence rate of the nodal displacement follows O.n4/ in the provided examples.

The quadratic ANCF actuating piezo-electric element has been implemented
in the framework of the multibody and finite element research code HOTINT
(see http://tmech.mechatronik.uni-linz.ac.at/staff/gerstmayr/hotint.html) in order to
investigate the following numerical example. The two arms of a two-link robot are
discretized with the help of the presented ANCF finite element in order to compute
the tip displacements and analyze the following test setting.

A highly flexible two-link robot with tip masses is studied, as shown in Fig. 3.
The two arms are modelled as beams with equal length L1 D L2 D 0:5m, cross

http://tmech.mechatronik.uni-linz.ac.at/staff/gerstmayr/hotint.html
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Fig. 3 Piezo-electrically actuated two-link robot

section of height h D 0:01m and width w D 0:02m. The arms are made of a
linear elastic material with Young’s modulus E D 7 � 1010 N/m2, Poisson’s ratio
� D 0:3 and density � D 2700 kg/m3. The tip masses at the end of the arms are
set to m1 D m2 D 1 kg. Assuming that the motion takes place in a horizontal
plane, gravity can be neglected. Additionally, the influence of the patches to the
bending stiffnessEI in (7) is neglected. On each arm three piezo patches are applied
with length lp D 0:1m and with a length of the space between the patches of
ls D 0:05m. For a sketch of the realisation with piezo-electric patches see [13]. The
shear correction factor in (7) is chosen as ks D 0:85. The arms are driven by two
motors providing the joint moments M1 and M2 in the joints. The joint angles '1
and '2 follow exactly a common trajectory for industrial robots, according to [13],
which gives a smooth motion of the robot. The effects of the electrical drives on the
gears are neglected. The mechanical system is assumed as idealized and damping-
free. In the present paper, a shape control based on discrete patches is applied to the
idealized two-link robot. The numerical example shows the performance of using
only a discrete instead of a continuous distribution of piezo-electric actuation. In
the following investigation, the motion with and without control by means of piezo-
electric actuation is compared. The tip displacement in y-direction is taken as a
measure for the comparison, see Fig. 4. The desired final vertical tip displacement is
0:5m, however without control an oscillation of about 40mm remains. Considering
the open loop shape control in the system, the oscillations show an amplitude of
approximately 0:7mm.

5 Conclusion

In the present paper, a quadratic ANCF shear deformable beam element for
describing a nonlinear large deformation beam with bending, axial and shear
deformation property is presented. The deformation energy according to Simo and
Vu-Quoc [12] is coupled with piezo-electric strains, and enhanced by an additional
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Fig. 4 Comparison of the vertical tip position of the robot without and with open loop control

term accounting for thickness deformation. A numerical model for an idealized
flexible two-link robot is set up and combined with an open loop control algorithm,
which allows the suppression of the vibrations of the robot arms.

Acknowledgements K. Nachbagauer acknowledges support from the Austrian Science Funds
FWF via the project I337-N18, C. Zehetner and J. Gerstmayr from the K2-Comet Austrian Center
of Competence in Mechatronics ACCM.
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Model Based Control of Heating Ventilating
and Air-Conditioning Components

Jakob Rehrl and Martin Horn

Abstract Model based control strategies are not well established in the heating
ventilating and air conditioning industry yet. However, these techniques offer
considerable advantages over traditional approaches based on expert knowledge
and therefore may overcome deficiencies of existing control concepts. This paper
outlines a model based control policy for an industrial test plant. The method uses
describing functions to avoid undesired limit cycles. The proposed technique proves
to be a systematic tool to improve the performance of heating ventilating and air
conditioning systems.

1 Introduction

The main objectives of heating ventilating and air conditioning (HVAC) systems are
temperature and humidity control. In [4] the problem of limit cycles in temperature
control systems is analyzed. For an air conditioning system of an office room, the
describing function method is used to eliminate periodic oscillations of the room air
temperature. Simulations reveal that the proposed approach is suitable for improving
an existing PI-controller. In this article an industrial HVAC pilot plant is introduced
in order to verify these simulation results in practice.

The paper is organized as follows: In “Test Plant” a mathematical descrip-
tion of the test plant and of its components is outlined. “Describing Function
Method” is dedicated to the describing function method, “Conclusion” concludes
the manuscript.
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Fig. 1 Test plant

2 Test plant

In the following subsections, a functional description as well as a mathematical
model of the pilot plant shown in Fig. 1 are given. The pilot plant was erected by the
company Fischer&Co.1 It serves for research purposes exclusively and offers the
opportunities of

• Heating / cooling
• Humidifying / dehumidifying

air which can be transported to a factory building and/or to a test room.

1http://www.fischer-co.at.
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2.1 Description of the test plant

A photo and a schematic representation of the test plant are shown in Fig. 1. Solely
standard industrial HVAC components are integrated into the plant in order to
provide realistic testing conditions. A CPU from the company Bernecker&Rainer2

is used as a programmable control unit.
The major components are labeled in Fig. 1. The air passes the plant from right

to the left. Via air dampers, the mixing ratio of outer air and air from the test room
(�150m3) or the factory building (�5000m3) can be adjusted. A fan is installed
to transport the air. The heating and cooling coils are installed to increase and to
decrease the air temperature. The air humidity can be adjusted with the help of a
steam humidifier. The air dampers on the left hand side of the test plant are used
to select whether the test room or the factory building is supplied with conditioned
air. In the present application, the room air temperature #a (see Fig. 1) is controlled
using the heating coil (see “Describing Function Method”).

In order to preserve transparency, only the utilized components, i.e. heating coil
and room, will be explained in detail.

The used heating coil is a finned tube type heat exchanger. A fluid with a higher
temperature than the air passing the heating coil increases the air temperature.
With the help of a hydraulic circuit, the fluid temperature of the heating coil and
consequently the heating power can be adjusted.

In the following experiments, the test room is supplied with conditioned air. The
temperature #a of the air leaving the test room is the controlled variable.

2.2 Model of the test plant

In this section mathematical models of the HVAC components required for the ap-
plication of the describing function method and for controller design are presented.

2.2.1 Heating coil

The mathematical model of the heating coil is obtained from mass and energy
balances. The control input to the model is the water inlet temperature i #w. Further
inputs which are assumed to be constant are the air inlet temperature i #a, the
air mass flow Pma and the water mass flow Pmw. The model outputs are the outlet
temperatures of air o#a and water o#w. The tubes of the heating coil are divided
into segments, see Fig. 2. In (1–5), temperatures are denoted by # , massflows by Pm.
The subscripts w, a, i , o and t denote “water”, “air”, “inlet”, “outlet” and “tube”
respectively. For one segment, the following set of first order differential equations

2http://www.br-automation.com.
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Fig. 2 One segment of the tubes of the heating coil

can be derived [4]:

d#st
dt

D k1
�
0:5.#sw2 C #sw1/� #st

�C k2.
i#sa � #st / (1)

d#sw1
dt

D k3
�
i #sw � 0:5.#sw1 C #sw2/

�C k4.#
s
t � #sw1/ (2)

d#sw2
dt

D k3.#
s
w1 � #sw2/C k4.#

s
t � #sw2/ (3)

The outputs can be computed via the algebraic relations:

o#sw D 1:5 #sw2 � 0:5 #sw1 (4)

o#sa D e�� i#sa C .1 � e��/#st (5)

Details concerning the parameters k1 to k4 and � can be found in [5]. The model
of the heating coil is found by interconnecting the segments. In the present case ten
segments were used to model the heating coil.

The relation between mixing ratio of the fluids and the valve gear position was
obtained via measurements.

2.2.2 Room

Due to a large number of influencing factors, rooms are extremely difficult to
model. Therefore the room is represented by a first order element with dead time
as suggested in [3]:

o#ra.s/
i#ra.s/

�
�
K

1

1C s T r

�
� e�s T rd (6)

Note that o#ra and i #ra denote room air inlet and outlet temperature respectively.
The gain K , the time constant T r and the dead time T rd were identified from
measured data.
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3 Describing function method

The basic idea of the describing function method is simple, see e.g. [2]. Though it
is a powerful technique to predict oscillations in nonlinear feedback loops. Figure 3
shows the structure of the nonlinear temperature control loop, whereR.j!/ denotes
the frequency response of the controller to be designed. N.A;!/ is the describing
function which is composed of valve gear, valve, hydraulic circuit, heating coil and
room. As usual, A and ! denote the amplitude and the frequency of a potential limit
cycle

�h � A � sin!t; (7)

where �h is the deviation of the valve gear position h from its (constant) operating
point. As indicated in Fig. 3, it is the key issue to find intersection points of the
describing surface and the controller frequency response. In case of at least one
intersection point, limit cycles are likely to occur, otherwise no limit cycle is
expected. Figure 4 shows the describing surface for the pilot plant operated in the
vicinity of an operating point of #a D 17:5ıC and a valve gear position h of 50%.
The algorithm to computeN.A;!/ is outlined in [4].

3.1 Controller design

The starting point is a predefined standard PI-controllerR1.s/ with fixed controller
parameters. The practical application of this controller in the pilot plant yields
unacceptable behaviour. Instead of a desired steady state temperature of 17:5ıC,
the room air temperature #a shows an undesired oscillation with an amplitude
of approximately 1:5ıC, see Fig. 5. This poor performance is confirmed by the
describing function method, i.e. the frequency response R1.j!/ intersects the
describing surface, see Fig. 4.

Based on the linear algebraic method [1] which is applied to a linearized plant
model P.s/, an alternative controller R2.s/ is computed. Specifications for the
closed loop system are expressed in terms of maximum peak and rise time

R(jω)

R(jω)

R(jω)

N(A,ω)

N(A,ω) = −1

ω

−1/N(A,ω)

Im
harmonic balance:

· Re

Fig. 3 Harmonic balance
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Fig. 4 Describing surface

Mp D 1:05 tr D 150 s (8)

of the step response. This yields a desired closed loop transfer function

T .s/ D 0:00025

s2 C 0:02071 s C 0:00025
(9)

and finally the sought controller transfer function3

R2.s/ D 1:3881.s2 C 0:01559sC 6:519 � 10�5/.s2 C 0:1466s C 0:008878/

s.s C 0:1047/.s2 C 0:03189sC 0:002053/
:

(10)

3In order to achieve the desired tracking performance, a prefilter V .s/ is also included. However,
it has no impact on the limit cycle analysis and is therefore omitted.
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Fig. 5 Experimental result using controller R1.s/
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Fig. 6 Experimental result using controller R2.s/

Note that the design procedure is an iterative process. If the frequency response
R2.j!/ intersects �1=N.A; !/, the design has to be repeated with more conser-
vative specifications. The frequency response of the final controller R2.s/ has no
intersection point with the describing surface (see Fig. 4), consequently it is unlikely
that limit cycles will occur. Experimental results shown in Fig. 6 confirm the absence
of limit cycles and reveal very satisfactory overall performance of the feedback loop.
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4 Conclusion

In this article, the implementation of a previously published design procedure on a
real world HVAC system is outlined. The approach which is based on the describing
function method and the linear algebraic method proves to be well suited for HVAC
applications facing the problem of limit cycles.

Acknowledgements This project is partially funded by the Austrian Research Promotion Agency
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Microsensors Based on Mechanically Vibrating
Structures

Erwin K. Reichel and Bernhard Jakoby

Abstract The frequency response of electromechanical resonators is sensitive to
the material properties of a surrounding medium and therefore can be used as
sensors for viscoelastic properties and density. A good theoretical understanding
of the fluid-structure interaction is necessary for a proper interpretation of the
measurements and to guide sensor design and optimization. We present the sensor
principle and focus on resonators using electrodynamic transduction and can be
fabricated by technologies that allow mass production. Exemplarily, two sensor
geometries are discussed. In one case, the top and bottom of the sample volume are
actuated. In the other case, a metallic resonator element is immersed in the sample
liquid, realizing a dominant shear-wave interaction.

1 Introduction

Sensors based on mechanical resonators are spreading into more and more fields
of applications and hence increase in diversity. It is not easy to date back the first
of its kind but one of first widespread application in high-tech industry was the
quartz crystal microbalance (QCM) used to weigh thin films with unprecedented
accuracy [1]. Later it was found that their (the thickness shear mode – TSM – type,
to be more specific) operation in liquid media allows for an elegant way to measure
the viscosity of Newtonian liquids [2], and even the high-frequency behavior of
viscoelastic layers [3–5]. Functionalized surfaces have led to a variety of sensors

E.K. Reichel (�)
Centre for Surface Chemistry and Catalysis (COK), KU Leuven, 3001 Leuven, Belgium
e-mail: er@ieee.org

B. Jakoby
Institute for Microelectronics and Microsensors, JKU Linz, Austria
e-mail: bernhard.jakoby@jku.at

H. Irschik et al. (eds.), Advanced Dynamics and Model-Based Control
of Structures and Machines, DOI 10.1007/978-3-7091-0797-3 22,

183

© Springer-Verlag/Wien 2012

er@ieee.org
bernhard.jakoby@jku.at


184 E.K. Reichel and B. Jakoby

for chemical sorption [6], cell growth [7], and other biochemical applications. The
detailed analysis of operation modes and interaction mechanisms is still an active
field of research [8, 9]. Another principle based on the piezoelectric effect are
surface–guided shear wave transducers operating at very high frequencies (above
100 MHz) [10].

Whereas density is a static property depending on the mass and number of
particles per volume, viscosity depends on intermolecular processes at various time–
scales and intermolecular forces and structure at wide-ranged length scales. Not
surprisingly, this fact and emergence of new materials, e.g. polymeric and micellular
solutions, manifold dispersions, has led to the establishment of rheology as a distinct
subject of science.

With resonator methods, the medium is probed for its linear viscoelastic response
in a limited frequency range. The deformation is wave-like, so the density con-
tributes to the sensor response. An ideal viscosity sensor mimics the operation of a
laboratory rheometer while retaining its online capabilities. Besides TSM quartz and
surface-guided shear waves, vibrating wires, torsional resonators, or tuning forks
are employed to derive viscosity from the resonant frequency response – usually the
damping or the resonance frequency shift compared to the unloaded case or both are
evaluated.

A device that becomes very popular for microsensors, but originated from atomic
force microscopy (AFM) is the micromachined cantilever. Regularly, special tips or
functional coatings provide the mechanism for sensing in gaseous or liquid media.
The latter requires a model to incorporate the fluid-structure interaction and concise
signal processing to obtain reliable sensor readings [11]. More sophisticated mi-
cromachined resonators are employed in MEMS gyroscopes, integrated frequency
standards, filtering, and sensors for density [12] and viscosity [13].

Here we focus on miniaturized systems with online capability for measuring
rheological properties (viscosity at elevated frequencies) and density of liquids.
Electrodynamic actuation (Lorentz forces) is used to achieve significant vibration
amplitudes while refraining from delicate (piezoelectric) materials. The devices are
designed to have integrated readout mechanisms such as inductive or piezoresistive
vibration measurement.

2 Viscoelastic material behavior

Rheological constitutive models of materials are described by the deformation re-
sponse caused by applied forces or the reciprocal. Transitions in the microstructure
regularly lead to behavior which is neither captured by the linear elastic (Hookean)
body nor the simple Newtonian liquid. Even though the topic is widespread and a
large variety of methods to measure specific properties have been developed, we
will concentrate on a domain known as linear viscoelasticity. It can be viewed as
the combination of the two basic material models mentioned before. Studying the
viscoelastic response can reveal a surprisingly large amount of information about
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constitutive processes at the microscale [14], and consequently is an established
method in polymer science and processing, as well as the characterization of
suspensions and emulsions.

To outline the underlying basic models, the idealized shear experiment is
considered, where two plates are slid over another with the material to be studied in
between. The process is assumed to be stationary, so that a linear deformation profile
is established. Additionally, inertial and boundary effects are neglected. In the case
that the material between the plates is an elastic solid, the force is proportional to
the displacement of the upper plate, hence the constitutive equation is Hooke’s law,

� D G0
; (1)

where � is the shear stress, G0 the elastic modulus, and 
 the shear deformation.
As soon as the force vanishes, the plate slides back to its initial position, therefore
G0 is also called storage modulus. Now consider that the gap is filled with a liquid.
Newton proposed that the force is now proportional to the displacement speed, or
the stress is proportional to the shear deformation rate,

� D � P
; (2)

where � is the viscosity, and P
 is the time derivative of the deformation. When the
force is switched off, the plate will stop moving and remain in its position. The
power required to maintain the movement has been dissipated.

As we consider linear phenomena only, the introduction of complex notation to
describe harmonic oscillation is near at hand. Accordingly, Eqn. 2 is written as

� D j!�
; (3)

where ! is the angular frequency of oscillation (omitted is the common factor of
ej!t and taking the real part).

Now there are two ways of combining these basic constitutive models, in analogy
to serial and parallel connection of electrical components. One can add the force
models to obtain what is known as the Kelvin-Voigt body,

� D .G C j!�/
; (4)

or add the deformation,


 D
�
1

G
C 1

j!�

�
� or � D 1

1=G C 1=.j!�/

 (5)

to obtain Maxwell’s fluid model. The distinction between solid and liquid can be
made in the terminal region, where ! tends to zero. The Maxwell fluid reduces to
the Newtonian behavior, whereas the Kelvin-Voigt body reduces to the Hookean
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model. Both of the introduced viscoelastic models are seldom encountered for
real materials, but multiple elements are used to describe the response in a wide
frequency range [15].

In a frequency sweep oscillatory measurement, the quantity derived from the
measurement of force amplitude and phase (with respect to the deformation) is the
complex modulus G� D G0 C jG00, where G0 is called storage modulus, and G00
loss modulus. Another way is to quantify the complex viscosity �� D �0 C j�00.

There exists a certain amount of freedom in the model parameters, so that with
Tr D �=G, the complex viscosity of a Maxwell fluid is sometimes written as

�� D �0

1C j!Tr
; (6)

with zero-shear viscosity �0 and relaxation time constant Tr. This description
accounts for the phenomenon of stress relaxation by a diffusive process. If the
deformation process is faster than the relaxation process, the material behaves more
like a solid. In the case of slow deformation, the medium is liquid-like. The material
appears to have a kind of memory with a certain decay time.

In the ideal case, the viscoelastic response over several orders of magnitude in
frequency is measured. Conventional rheometers span a range from about 0.01–
100 Hz, limited by the eigenfrequency of the measurement system and wave
phenomena in the gap.

Effects that are not captured by the linear viscoelastic model are frequently en-
countered. Dependence of the material parameters on the amplitude of deformation
or deformation rate would cause higher harmonics in the measured response. What
can be measured with modern rheometers are stresses perpendicular to the direction
of shear. These normal stresses are second order effects, so they are observed at
the double frequency. Time dependence is regularly observed when the material
undergoes permanent structural changes.

3 Sensors

State-of-the-art sensors for rheological properties rely on the resonance principle. A
mechanical structure with at least one defined resonance mode is brought in contact
with the medium under test. The reaction forces cause changes in the mechanical
frequency response, which is transformed into an electrical signal. In most cases,
a good signal-to-noise ratio (SNR) can be achieved only in the vicinity of the
resonance frequency of the employed eigenmode. This is the major difference to
that used in conventional, force-transduction methods, as utilized in rotational or
oscillatory rheometers.

Compared to the unloaded case, the resonance bandwidth is increased and
the peak is shifted to lower frequencies by an amount depending on the density
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and viscoelastic properties at the respective frequency. The accurate modeling of
the fluid-structure interaction is a rather complex task because the deformation
field surrounding the resonator element is wave-like, and hence dependent on the
properties to be measured. Therefore, the relation between measured parameters
and fluid properties is merely empirical and often limited to the measurement of
Newtonian liquids.

In the following, a few selected sensor principles investigated by the authors
and coworkers are presented. The aim of the ongoing research is to achieve better
theoretical understanding, establish novel sensor principles, and use state-of-the-art
fabrication techniques to increase the range of application for online measurement
of rheological properties. A focus is set to technologies that allow mass production,
e.g. lithography, polymer processing techniques or silicon micromachining at wafer
scale.

In Fig. 1 an overview of the investigated concepts is shown. Concerning the fluid-
structure interaction, the important design parameters are the operating (resonance)
frequency, the ratio of in-plane to out-of-plane moving surfaces in contact with the
liquid, and the vibration amplitude. The penetration depth of the velocity field, the
achievable quality factors and SNR, and the applicability to complex structured
liquids follow from these design parameters.

(a) micromachined (b) millimeter–sized

Fig. 1 Overview of the investigated resonators for viscosity and density analysis
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3.1 Resonator modeling

The sensors considered here exhibit small vibration amplitudes, so that the constitu-
tive (material) relation is assumed to be linear. This also implies that convective
motion is negligible [16]. The resonator has a mechanism to generate a force
from an electrical signal and some kind of transduction mechanism to generate
an electrical signal proportional to the deformation. While piezoelectric resonators
generate stress from electrical voltage and charge from deformation, the Lorentz-
force resonators presented here generate stress from electrical currents in a constant
magnetic field and an induction voltage proportional to the displacement velocity.
In either case, the resonance frequency and damping is dominantly defined by the
mechanical properties of the transducer and the surrounding medium. Spurious
electrical coupling often affects the actually measured signal and needs to be
separated properly.

The aim of the resonator modeling is to derive a description of the coupled system
in the form of the frequency response of the input/output relation as a function of the
known sensor characteristics and the fluid parameters to be measured. This relation
then is inverted for the interpretation of the sensor readout.

The stress tensor T is written as a function of the strain tensor S,

T D c W S C � W @
@t

S D
�
c C j!�

�
W S; (7)

where time-harmonic complex notation has been used in the latter form, and c is the
6 	 6 stiffness matrix and � the viscosity matrix. In the general, viscoelastic case,

both c and � are frequency dependent and related to each other by Kramer–Kronig

properties [15]. In liquids and soft solids, incompressibility is a valid assumption
in the moderate frequency range considered here [17]. Only isotropic materials
are considered here. In this case only the components which relate the shear
deformation to the shear stress denoted as c44 D c55 D c66 and �44 D �55 D �66
enter the governing equations.

Although the resonator is a distributed system, the sensor response is described
as a function of a few parameters only, which requires a reduction in the modeling
order. Resonators are commonly modeled by a decomposition in eigenmodes. The
displacement field, i.e. the solution of the equation of motion, is written as a series,

u.r; t/ �
NX
iD1

qi .t/Ui .r/; (8)

where qi .t/ are the reduced or generalized coordinates. Ui .r/ are the non-trivial
solutions (free modes of oscillation at angular frequency !) of the mechanical
system, inserting the time-harmonic steady state solution u.r; t/ D U.r/ej!t ,

r �
h
c W rsUi .r/

i
C �!2i Ui .r/ D 0: (9)
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The calculation domain is restricted by appropriate boundary conditions. Each
of these eigenmodes corresponds to an eigenfrequency !i (also referred to as the
undamped resonance frequency as we did not consider � in the evaluation). The

advantage of this approach is that only the eigenmodes with significant contribution
to the observed frequency range, often only one up to a fewN , have to be considered
to obtain a reasonable approximation.

Except for basic cases it is not possible to find an analytic expression for
the eigenmodes, but approximation techniques are available, e.g. Ritz ansatz or
finite element analysis (FEA) [18]. The latter is very effective even for complex
geometries, but numerically expensive in liquid or viscoelastic materials at elevated
frequencies. The reason is that rapidly decaying shear waves demand a very fine
resolution of discretization near the surface. A much more efficient way for the
modeling of the fluid-interaction is to solve for the eigenmodes in the unloaded case
and describe the resonator loading in terms of the resulting surface velocity. This
concept comes close to boundary elements methods [17].

As long as the wavelength of compressional (acoustic) waves in the medium is
sufficiently large compared to the structure itself, the fluid can be assumed to be
incompressible [17]. In that case, the displacment fluid velocity field is solved by a
Laplace equation (potential flow in an ideal fluid), where the boundary conditions
match the normal velocity component. For a convex shape of the sensor element,
the oscillation will excite decaying shear waves at the boundary. Using the plane
wave solution of decaying waves in viscoelastic liquids as an approximation for the
displacement fields in the vicinity of the surface, the power dissipated in the liquid
can be obtained by integrating the real part of the complex acoustic Poynting vector
[20] over the surface of the vibrating body [16].

Alternatively, the additionally stored (kinetic or elastic) energy as well as the
dissipated power is derived from the velocity field in the liquid [19]. Knowing
these energy terms, the quality factor (Q-factor) is obtained by inserting into the
definition [21]

Q D !0 	 stored energy

average power loss
: (10)

The challenge of the sensor design is to impose a deformation field for which
the inversion of this dependence can be carried out efficiently and with the required
accuracy. For quartz shear mode resonators, the approximation of a plane shear
wave has been applied regularly, and the error made by this simplification can
be estimated [8]. For resonators at sufficiently low oscillation frequency, most
fluids behave incompressible. In that case, analytical expressions for cantilever-like
structures can be found [22].

In the following, two sensor principles are presented exemplarily where the
modeling of the sensor response was carried out. A fully numerical modeling,
e.g., by using FEA is often not viable because the wave-like deformation profile
in the liquid would require a discretization which is beyond the ability of standard
simulation tools.
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(a) schematic of the sensor cell (b) eigenmode of the membranes

Fig. 2 Double membrane cell

3.2 Examples of integrated sensors

A sensor fabricated by low-cost polymer technology is shown in Fig. 2 and
described in detail in [19]. The liquid is injected with needles in the sample
volume between the two actuated membranes. Conductive copper paths are used for
excitation of the anti-symmetric membrane mode shown in Fig. 2b, and reciprocally
to measure the vibration amplitude and phase by the motion-induced voltage. The
frequency response in the vicinity of the resonance frequency corresponding to the
respective eigenmode is measured by a frequency sweep of a sinusoidal signal. The
induced voltage is in the range of microvolts, but can be measured with adequate
SNR using a lock-in amplifier setup.

The deformation field between the two membranes depends on the velocity at
the boundaries and the material properties, i.e., density and viscoelastic properties.
It is assumed that the membrane mode shape is not altered by the fluid-structure
interaction, so the energy dissipation and additional kinetic energy in the fluid
can be calculated. Compressibility at the investigated frequency can be neglected.
The solution of the velocity field can be split up in a potential function (Laplace
equation) with the normal velocity as boundary condition, and decaying shear waves
representing the rotational velocity component [19].

The second sensor element which is considered as an example consists of a
0.1 mm thick gold-coated Nickel-brass plate suspended on four spring structures,
structured using lithography and wet-etching as shown in Fig. 3a, see [23]. A
sinusoidal current is applied to two of the electrodes to excite the vibration by
Lorentz-forces in combination with the perpendicularly oriented magnetic field.
Reciprocally, an electric field is generated in the moving conductor. This motion-
induced voltage is read out in a second electric loop via the remaining two
electrodes.
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(a) metallic resonator element (b) modeling and measurements

Fig. 3 Metallic resonator sensor

The mechanical and electrical behavior of the device are modeled with FEA
using COMSOL multiphysics, including an approximation of the fluid-structure
interaction. The latter assumes that the in-plane oscillation of the sensor surface
in contact with the liquid moving generates a plane shear wave penetrating into the
liquid. We assume that the solution valid for an infinitely extended plane can be
used to calculate the resistance force per area. This assumption is justified when
the penetration depth of the shear wave (below 32 �m for the fluids used here) is
small compared to the plate dimensions, so that boundary effects can be neglected.
The actual sensor response shown in Fig. 3b shows a slightly deviating behavior.
This result together with more detailed numerical analysis leads to the conclusion
that boundary effects still are significant. To obtain a sensor calibration function, the
relation between the measured resonance frequency and quality factor to viscosity
and density of the test liquids was modified empirically [23].

4 Conclusions

Electromechanical resonators are used for sensing of viscoelastic material proper-
ties. The resonance frequency and Q-factor are sensitive to the viscoelastic shear
modulus and the mass density of the surrounding fluid. The amount of dissipated
energy is dependent on the penetration depth of the acoustic interaction, which
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is determined by the density as well as the elastic behavior of the medium. The
modeling of the sensor response is a relatively complex task because different
physical domains are involved and finite elements quickly become numerically
expensive. FEA is used to calculate mode shape function for the corresponding
resonance frequencies. Approximate methods are used to calculate the fluid struc-
ture interaction in order to derive a quantitative description of the sensor response.
Exemplarily, two sensor geometries were discussed. In one case, the top and bottom
of the sample volume are actuated. In the other case, a metallic resonator element is
immersed in the sample liquid.
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Flatness Based Control of Linear and Nonlinear
Systems

Kurt Schlacher, Markus Schöberl, and Martin Staudecker

Abstract The property of flatness has become quite popular especially for the class
of lumped parameter systems since its introduction about 20 years ago. Challenging
design problems like planning of optimal trajectories, stabilization of equilibria or
trajectories by state feedback are significantly easier to solve for flat systems than for
non flat ones. E.g. two point boundary problems, which appear in trajectory planning
or in optimal system design, simplify, and the stabilization problem, formulated in
flat coordinates, can be solved by linear methods. This contribution presents a short
introduction into flatness and related control loop design problems for the class of
nonlinear lumped parameter systems and applies the presented theory to the design
of time optimal trajectories for a single mast stacker crane.

1 Introduction

Since the introduction of flatness for lumped parameter systems into control about
20 years ago, this approach has become quite popular especially for the class of
lumped parameter systems. The responsible fact is that certain in general chall-
enging design problems like planning of optimal trajectories, stabilization of
equilibria or trajectories by state feedback are significantly simpler for flat systems
than for non flat ones. Therefore, it is the aim of this contribution to present a short
introduction into these control loop design problems, where we touch algebraic and
differential geometric methods. But, we will not treat the problem to test a non
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linear system with respect to flatness. The interested reader finds a comprehensive
exposure of the theory for lumped parameter systems e.g. in [1], please see also the
citations therein, the book [3] presents necessary and sufficient conditions for non
linear lumped parameter systems to be flat, but these conditions are not applicable
in a straightforward manner, a constructive approach for affine derivative systems
based on Pfaffian systems can be found in [5]. It is also worth mentioning that
flatness can be extended to distributed parameter systems, see e.g. [4].

According to the remarks from above this contribution is organized as follows.
In “Motivation and some examples” we give a motivation for the introduction of
flatness, where we start with potentials, well known from classical field theories.
How the controller design problem can be significantly simplified for flat systems,
is shown in “Control loop design”. The design of time optimal trajectories for a
single mast stacker crane is presented in “Time optimal trajectories for a single
mast stacker crane”.

2 Motivation and some examples

Flatness has some similarities with an old idea in physics, the theory of potentials.
Let us consider the problem to characterize all force fields with the property

Z




Xn

iD1 Fidx
i D 0;

where 
 denotes a arbitrary closed path in Rn. Let us assume the condition

dP D
Xn

iD1 @iP dxi D
Xn

iD1 Fidx
i ; (1)

or equivalently
Z




dP D 0;

is met, then we have to check first, whether a solution of (1) exists. A necessary
condition follows obviously from

d
Xn

iD1 Fidx
i D ddP D 0; (2)

and the Lemma of Poincaré tells us, when it is also sufficient, e.g. see [2]. If the
problem is solvable, then a solution follows easily from

P .
1/� P .
0/ D
Z




Xn

iD1 Fidx
i ; (3)
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where 
 is any path that joins the points 
1; 
0 2 Rn and 
0 is a chosen point of
reference. Let us summarize our observations, we have a problem like (1), a test for
its solvability (2) and a formula (3) to derive a solution.

Differential geometry has been used to solve the problem to construct a potential
for a force field. But there exists also an algebraic approach. Let the variable si be a
shortcut for @i and s for s1; : : : ; sn, then

F D M .s/P; MT D �
s1; : : : ; sn

�
; F T D �

F1; : : : ; Fn
�
;

with M .s/ 2 Rn�1 Œs
 is the counterpart to (1). The analogous problem to (2) is to
construct a matrix N .s/ 2 R1�n Œs
, such that NM D 0 is met. This problem can
be solved easily, but note, that it must be solved in the ring R Œs
 of polynomials
with n unknowns si and real coefficients. It is straightforward to see that one finds
n .n � 1/ =2 independent non trivial solutions.

Now let us turn to control problems and consider the simple system

Px D ax C bu : (4)

Let y, y1 denote a variable together with its first time derivative, or equivalently the
assignment y D f .t/ implies y1 D @tf .t/. The system (4) is called flat, if we are
able to construct a map, for linear and time invariant systems the choice



x

u

�
D T



y

y1

�
; T D



t11 t12
t21 t22

�
2 R2�2 (5)

is sufficient, such that (4) is identically fulfilled. From

t11y1 C t12y2 D a .t11y C t12y1/C b .t21y C t22y1/

one derives easily the solution

T D


b 0

�a 1
�

provided b ¤ 0 is met. In the case b D 0 the system is not flat. Also this problem
can be solved by algebraic methods. To demonstrate this we rewrite (4) as

�
.s � a/ �b �



x

u

�
D 0;

where s denotes the time derivation. Now, we look for an explicit representation for
the solution of this equation, or equivalently, we try to solve the equation



.s � a/ �b
a21 a22

�

„ ƒ‚ …
M



x

u

�
D


0

p

�
;
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for a choice of a21; a22 2 R Œs
. From

det .M/ D .s � a/ a22 C ba21 D c 2 R � f0g

one derives the solution



x

u

�
D



0 b

�1=b .s � a/
� 


0

p

�

for the choice c D 1, which implies a21 D 1=b, a22 D 0. Provided b ¤ 0 is met,
we can characterize all system variables again by p and its first time derivative.

The property of flatness allows us also to simplify the controller design. We
rewrite (4) in the coordinates y, y1 and get the simple integrator

Py D y1 : (6)

This observation leads to the notion of state feedback equivalence of two systems,
here the systems (4) and (6) are connected by the invertible map (5), where the inputs
are involved. Obviously, trajectory planning for (6) is a trivial task, and any choice
y D yd .t/ is admissible, whenever yd .t/ is a differentiable function. With help of
(5) one derives the data for (4). It is also straightforward to stabilize this trajectory.
Therefore, we introduce the error e D y�yd .t/ and require that PeC˛e D 0, ˛ > 0
is met. A simple calculation shows that the feedback y1 D @tyd .t/�˛ .y � yd .t//

for (6) or equivalently u D � .a=b/ xC@tyd .t/�˛ .x=b � yd .t// for (4) stabilizes
the planned trajectory. These design approaches will be more deepened in the
following sections.

3 Control loop design

Let us consider a system of the type

Px D f .x; u/ (7)

with n-dimensional state x and 1-dimensional input u, which is state feedback
equivalent to a chain of n integrators. Respectively, there exists a one to one map ',

x D 'x .y; y1; : : : ; yn�1/
u D 'u .y; y1; : : : ; yn/

(8)

with coordinate y for the flat output and yk , k D 1; : : : ; n for the k-times time
derivatives such that (7) takes the simple form
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Py D y1
:::

Pyn�1 D yn

(9)

rewritten in the coordinates y; y1; : : : ; yn. Obviously, trajectory planning for (9) is
a much easier task than for (7). E.g. let us design a trajectory which joins the initial
point x0 with a terminal point xT . This is an under determined two point boundary
problem, which is hard to solve in general. But exploiting the structure of (9), we
choose a polynomial

yd .t/ D
X2n�1

iD0 ai t
i ;

which meets the interpolation conditions @it yd .t/ D yi .t/ with x .t/ D
'x .y .t/ ; : : : ; yn�1 .t//, t 2 f0; T g and we are done. To stabilize this trajectory we
introduce the error e D y � yd .t/ together with its derivatives ei , i D 1; : : : ; n � 1
and design a control law for (9) such that

Pe D e1
:::

Pen�1 D
n�1X
iD0

�˛i ei

is met with a Hurwitz polynomial
Pn

iD0 ˛i si , ˛n D 1.Then one derives the control
law for (7) with help of (8).

Let us discuss a more challenging problem now. Like above we construct a
trajectory, which joins x0 with xT , but additionally we minimize T under the
constraint ju .t/j � umax. We solve the problem in two steps. Let us suppose, we are
able to solve the optimization problem

minyd " .T /
j'u .y .t/ ; : : : ; yn .t//j � umax"; t 2 Œ0; T 

x .t/ D 'x .y .t/ ; : : : ; yn�1 .t// ; t 2 f0; T g

(10)

for an on Œ0; T 
 n-times differentiable function yd . Since the terminal time T is
considered as a given parameter, we derive the monotonically decreasing function
" .T /, if we vary T . In the second step, we solve the equation " .T / D 1. To make
the first step numerically manageable, we parameterize the function yd by a family
of suitable functions, e.g. polynomials, to derive a relation of the type

yd .t/ D yd .t; p/ ; p 2 Rk

where the k parameters pi determine yd . Roughly speaking, we convert the infinite
dimensional optimization problem to a finite one. Of course solutions of the latter



200 K. Schlacher et al.

x4
mk

w(X1,t)
x3
mh

x2 F2

mw

x1

X1

F1X3
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Fig. 1 Single mast stacker crane with coordinates for the model

one are only suboptimal solutions of the first one. But one can show, that the
difference between sub- and optimal solution can be made arbitrary small. The
following section presents an example with B-splines.

4 Time optimal trajectories for a single mast stacker crane

Let us consider the single mast stacker crane of a high bay warehouse, which is
presented in Fig. 1. The control objective for this flexible mechanical structure
is to guide the lifting unit from a given starting position to a desired terminal
position, where the movement takes place in the

�
X1;X3

�
-plane and both points

are equilibria. This transfer should be as fast as possible, but several constraints
must be met because of security and protection of the structure, see [6] also for
more details about the following. To derive a mathematical model simple enough
for the controller design but sufficiently accurate to cover phenomena like spill over,
we make the following assumptions. The tip mass, the lifting and driving unit are
modeled as point masses with massmk;mh;mw. The flexible structure of length l is
modeled according to Euler-Bernoulli hypothesis, we assume uniform mass density
�, cross section surface A, as well as flexural rigidity EI . The rotational inertia is
neglected and the geometric relations are linearized. The center of gravity of mh

moves along the beam center line. The control inputs are the forces F1, F2, which
act on the driving and lifting unit, respectively.

We use the coordinates x1; x2; x3; x4;w as shown in Fig. 1, and denote the
time derivative coordinates by Pxi ; Rxi , i D 1; : : : ; 4, Pw; Rw and the spatial ones
by wx;wxx;wxxx;wxxxx in a standard manner. The derivation of the equations of
motion uses the Lagrangian formalism with the kinetic energy
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2Ekin D �
mw. Px1/2 Cmk. Px4/2 Cmh.. Px3/2 C . Px2/2/�C

Z l

0

Pw2 ��; X1
�
�AdX1;

the potential and stored elastic energy

Epot D mhgx
2 C 1

2

Z l

0

EIw2xx
��; X1

�
dX1:

The contribution of the external forces is taken into account by the term

Eext D x1F1 C x2F2 :

Hence, the Lagrangian reads as QL D Ekin �Epot C Eext ,

QL D NL.x; Px/C
Z l

0

l
�
w
��; X1

�
; Pw ��; X1

��
dX1 :

To include the restrictions �1 D x3 � w.�; x2/; �2 D x4 � w.�; l/ D 0 , we apply
the Lagrange multiplier techniques and derive the total Lagrangian L,

L D QLC �1�
1 C �2�

2

with multipliers �1; �2. Finally, we end up with the partial differential equation

�A Rw C EIwxxxx D 0;

the ordinary differential equations

mw Rx1 C EIwxxx.�; 0/ D F1

mh Rx2 Cmhg Cmh Rx3wx.�; x2/ D F2

EI.wxxx.�; x2�/� wxxx.�; x2C// D mh Rx3

EIwxxx.�; l/ D mk Rx4;

and the relations

w.�; 0/ D x1; wx.�; 0/ D 0; EI.wxx.�; x2�/� wxx.�; x2C// D 0; EIwxx.�; l/ D 0:

Here the right and left-hand limit of x2 are denoted by x2C and x2�.
We use the simple Ritz ansatz

w.X1/ D x1 C ˚1.X
1/ Nq1



202 K. Schlacher et al.

A

BC

D

Fig. 2 Some optimal trajectories

˚.X1/ D 6
�
X1=l

�2 � 3
�
X1=l

�3 C 1

2

�
X1=l

�4

with the new coordinate Nq1 for the displacement w. Although the shear force
conditions at X1 D x2, X1 D l are not met, one can show that this simplification
is admissible for the feed forward design. The simplified equations of motion
follows as

M.q/ Rq C C.q; Pq/ Pq C g D Gu

with q D �
x1; Nq1; x2�T and u D ŒF1; F2


T . In [6] it is shown that this simplified
model is flat, and we choose the finite dimensional parametrization

y1f .t; p/ D
Xn1

i1D1 B
1
i1
.t/p

i1
1 ; y2f .t; p/ D

Xn2

i2D1 B
2
i2
.t/p

i2
2

for the flat outputs .y1f ; y
2
f / by B-splines with parameters p D �

p11; : : : ; p
1
n1
;

p21; : : : ; p
2
n2

�
, see [6] and the references therein, where Bi

j .t/, i D 1; 2 denotes
the B-spline basis Function of the j -th knot with order mi , such that yif .t/
is mi -times differentiable. Any trajectory of our system must meet constraints
Fi;max; Pximax; Rximax; «ximax, i D 1; 2 concerning the inputs, the velocities, the accel-
erations and jerks. Additionally, we have to constrain the bending moment jMbj �
Mb;max at the clamping area, where the highest bending stress occurs. Now, we are
able to formulate the optimization problem
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minp " .T /ˇ̌ Pxi .t; p/ˇ̌ � Pximax";
ˇ̌ Rxi .t; p/ˇ̌ � Rximax";

ˇ̌ Rxi .t; p/ˇ̌ � Rximax";

jFi .t; p/j � Fi;max"; jMb.; p/j � Mmax";

i D 1; 2, t 2 Œ0; T 
, which is the discretized counterpart to (10). A further
simplification is to check the inequalities on grid t 2 g D .0; t1; : : : ; T / only.

Some time optimal trajectories are presented in Fig. 2. They were calculated by
a CCC program, which uses a SQP solver of the NAG library, see [6] and the
references therein. Further data are dimp D 109; dimg D 2001. It takes less than
0:5 s to determine a time optimal trajectory on a standard desktop computer. Finally,
it is worth mentioning that the design of the feedback part of the controller uses the
non simplified set of equations. Therefore, problems like spill over, etc. are avoided,
see also [6].
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Wave Radiation from a Stick-Slip-Like Source
Motion (SH-Wave)

Kazumi Watanabe

Abstract A simple mathematical model for the stick-slip motion is introduced and
the dynamic response of an elastic solid to a moving SH-source with the stick-slip
motion is discussed. Its exact response is obtained in the form of an infinite sum
of time-harmonic response. Each component in the summation has a parametric-
like frequency, i.e. a combination of two frequencies, stick-slip motion and time-
harmonic source magnitude. The Doppler frequency shift is extracted from each
component response. Due to the presence of two velocity parameters, the mean
velocity and the frequency of the stick-slip motion, the Doppler effects take place
even if the source magnitude is constant, not time-harmonic. The response is shown
in graphical forms and it is found that the lowest frequency component has the
dominant contribution to the total response.

1 Introduction

Dynamic response to a moving load or source is one of attractive research fields due
to its wide application in engineering and seismology. The work for a moving load
on/in an elastic solid dates back to that of Cole and Huth [1]. Since then, many works
have been carried out and its source motion has also been extended to non-uniform
motion, such as back & fourth, acceleration and deceleration.

Further, if we consider the slip on a non-flat zigzag face, a stick-slip motion is
expected as the wave source. Elastodynamic problem concerning the source with
stick-slip motion is very scarcely. Since the dynamic response to the stick-slip
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source is more realistic and useful, more attention should be directed to the
elastodynamic problem of the moving source with stick-slip motion. This is the
first motivation for the present work.

It has been well-known that a running time-harmonic source [2] or slip [3]
produces the Doppler effects in the response, since two velocity parameters,
frequency and moving velocity, exist in the problem setting. If we consider a source
with the stick-slip motion, two velocity parameters also exist. They are the mean
velocity and the frequency of the stick-slip motion and the Doppler effects are
expected in the response. Thus, it is interesting to find how the stick-slip motion
produces the Doppler effects. This is the second motivation of the work.

2 Modeling for stick-slip motion

A typical velocity variation for the stick-slip motion is shown in Fig. 1a [4]. It has
a finite velocity gradient at the starting point of the slip, but does zero gradient
at the end of the slip. In the sticking state, the velocity vanishes. After a short
sticking, the slip and stick repeat the same velocity variation. It will be not easy to
represent the actual velocity variation with simple mathematical formulas. However,
we recall the simple trigonometric function,

v.t/ D V f1 � cos!2tg ; (1)

and its variation is very close to that of the actual stick-slip motion shown in Fig. 1b.
This function cannot represent the initial velocity gradient of the slip, but does the
zero gradient at the end of the slip. Further, this formula can represent the frequency
of stick-slip motion with !2 and the mean velocity with V . Thus, the simple formula
(1) for the stick-slip motion is adopted here as the first step for the modeling.

Fig. 1 Actual and model
velocities of the stick-slip
motion Simplified model

v (t)

v (t)

a

b

time

time

T

)} ;{ 2 21 cos( 0 2 / )v (t) = V t t T (=

V

slip

stick

Actual velocity variation
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The location of load/source is obtained by the integration,

L.t/ D
Z

v.t/dt D V

!2
f!2t � sin!2tg ; (2)

where L.0/ at t D 0 is a reference position. When a body force is moving on
the x-axis in an infinite elastic solid and shows the stick-slip motion, the location
of the force is expressed by the Diracs delta function ı.x � L.t// where L.t/ is
defined by (2). Further, we assume that the magnitude of the body force is time-
harmonic with frequency!1. Then, the body force directed to the j -axis is given by
the formula,

Bj exp.Ci!1t/ı
�
x � V

!2
f!2t � sin!2tg

�
ı.y/ ; j D x; y; z: (3)

This is our mathematical model for the stick-slip motion of the body force.

3 Response to a moving source with stick-slip motion

Let us consider an anti-plane deformation of an infinite elastic solid. We assume that
a moving body force on the x-axis shows the stick-slip motion and is time-harmonic.
Then the body force is expressed by (3) and SH-wave, anti-plane displacement uz,
is governed by a particular solution of the non-homogeneous wave equation,

@2uz

@x2
C @2uz

@y2
D 1

c2s

@2uz

@t2

�Q
c2s

exp.Ci!1t/ı
�
x � V

!2
f!2t � sin!2tg

�
ı.y/: (4)

In order to obtain its particular solution, we apply triple Fourier transform with
respect to all variables (x; y; t) defined by

Qf .�/ D
C1Z

�1
f .x/ exp.Ci�x/dx , f .x/ D 1

2�

C1Z

�1
Qf .�/ exp.�i�x/d�

Nf .�/ D
C1Z

�1
f .y/ exp.Ci�y/dy , f .y/ D 1

2�

C1Z

�1
Nf .�/ exp.�i�x/d�

f �.�/ D
C1Z

�1
f .t/ exp.Ci�t/dt , f .t/ D 1

2�

C1Z

�1
f �.�/ exp.�i�t/d� (5)



208 K. Watanabe

and then make the use of the formula for the Bessel function [5],

Jn.z/ D 1

2�

2�Z

0

exp.Cin� � iz sin �/d�; (6)

the transformed displacement is given by the sum of definite integrals,

NQu�
z D Q=c2s

�2 C �2 C .�=cs/2

	
C1X
nD�1

ı.�C !1 C V � � n!2/

2�Z

0

expfCin' � i.�V=!2/ sin 'gd': (7)

Our next task is to perform the inversion of the triple Fourier transform. The triple
Fourier inversion is carried out successively. The first Fourier inversion with respect
to variable �, is performed by applying the formula [6],

1

2�

C1Z

�1

1

x2 C a2
exp.�ibx/dx D 1

2a
exp.�ajbj/; (8)

and it yields to

Qu�
z D Q=c2s

2q
exp.�qjyj/

	
C1X
nD�1

ı.�C !1 C V � � n!2/

2�Z

0

expfCin' � i.�V=!2/ sin 'gd'; (9)

where

q D
p
�2 � .�=cs/2 ; Re.q/ > 0: (10)

The second inversion integral with respect to � is also easily carried out with aids
of the integral formula for the Delta function,

bZ

a

f .�/ı.� � c/d� D
	
f .c/ I a < c < b

0 I c < a or b < c :
(11)
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Then, we have

Quz D Q

4�c2s

C1X
nD�1

expf�i.n!2 � !1/tg
2�Z

0

exp.Cin'/d'

	
exp

"
�jyj

r
�2 �

n
n!2�!1�V �

cs

o2 C i�
n
V t � V

!2
/ sin'

o#

r
�2 �

n
n!2�!1�V �

cs

o2 : (12)

The formal form of the last Fourier inversion with respect to � is given by

uz D Q

4�c2s

C1X
nD�1

exp f�i.n!2 � !1/tg
2�Z

0

exp.Cin'/d'

	 1

2�

C1Z

�1

exp

"
�jyj

r
�2 �

n
n!2�!1�V �

cs

o2 C i�fV t � V
!2

sin' � xg
#

r
�2 �

n
n!2�!1�V �

cs

o2 d�:

(13)

In order to discuss the wave nature, the inner integral with respect to the variable �
must be evaluated. Introducing the simple variable change, � ! 	,

& D � C .M=m2/.n!2 � !1/=cs ; m D
p
1 �M2 (14)

whereM (D V=cs) is Mach number, and applying the integration formula [2],

exp.Ci!t/ 1
2�

C1Z

�1

1p
&2 � .!=c/2

exp
n
�y
p
&2 � .!=c/2 � i&x

o
d&

D exp.Ci!t/

8̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
:

� i
2
H
.2/
0

�
!
c

p
x2 C y2

�
I ! > 0

C i

2
H
.1/
0

� j!j
c

p
x2 C y2

�
I ! < 0

� 1

2�
log

�
x2 C y2

� I ! D 0;

(15)
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whereH.1=2/
0 .:/ is the zero-th order Hankel function of the 1st or 2nd kind. Thus, the

inner integral in (13) is evaluated and the final form is given by

uz D Q

8�c2s

C1X
nD�1

exp
n
�i n!2 � !1

m2
.t �Mx=cs/

o

	
2�Z

0

expfCin' C i.M=m/2.n� !1=!2/ sin 'gd'

	

8
ˆ̂̂̂
ˆ̂̂
<
ˆ̂̂̂
ˆ̂̂:

C i

m
H
.1/
0

�
n!2 � !1

csm2

q
fx � V t C .V=!2/ sin 'g2 C .my/2

�
I n!2 � !1>0

� i

m
H
.2/
0

�
!1 � n!2
csm2

q
fx � V t C .V=!2/ sin'g2 C .my/2

�
I n!2 � !1<0

� 1

�m
log

�
fx � V t C .V=!2/ sin 'g2 C .my/2

�
I n!2 � !1 D 0:

(16)

4 Doppler effects

In (16), the variable x �V t implies the simple coordinate shift along the x-axis and
the term with n!2 � !1 D 0 shows the static deformation, no wave nature. Then,
the term with non-vanishing condition n!2 � !1 ¤ 0 is useful for our discussion
on the Doppler effects, but has somewhat complicated form. In order to discuss the
Doppler effects, an asymptotic form for this dynamic part of the response is derived.

Assuming that the observing point is sufficiently apart from the moving source,
the Hankel functions are approximated as

H
.1/
0

�
n!2�!1
csm2

pfx � V t C .V=!2/ sin'g2 C .my/2
�

H
.2/
0

�
!1�n!2
csm2

pfx � V t C .V=!2/ sin'g2 C .my/2
�

9
>=
>;

�
s

2csm2

�r jn!2 � !1j exp

�
Ci n!2 � !1

csm2
r

�
; (17)

where r D p
.x � V t/2 C .my/2. Then, the asymptotic form of the dynamic

response is given by

uz 
 iQ

8�mc2s

C1X
nD�1
n!2�!1¤0

exp

"
�i n!2 � !1

m2
ft �M.x=cs/� r=csg

#
sgn.n!2 � !1/
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s

2csm2

�r jn!2 � !1j

2�Z

0

expfCin' C i.M=m/2.n � !1=!2/ sin 'gd': (18)

In the above equation, the integration term is a simple coefficient and does
not represent any wave nature. The phase function, underlined exponent of the
exponential function,

�.t/ D n!2 � !1

m2

n
t �Mx=cs �

p
.x � V t/2 C .my/2=cs

o
; (19)

represents the wave nature. Since the time variable t is included in the square root,
we define the “instantaneous” frequency !.t/ as

!.t/ D @�.t/

@t
D n!2 � !1

1 �M2

(
1CM

x � V tp
.x � V t/2 C .my/2

)
: (20)

The instantaneous frequency dependents on the location of the observing point,
x � V t and y. If an observer is on the line of the source trajectory, the frequencies
before and after the source are given by

!.t/ D
(

n!2�!1
1�M I x � V t > 0; y D 0
n!2�!1
1CM I x � V t < 0; y D 0

I n D 0;˙1;˙2; ::: (21)

This is the typical Doppler frequency shift from its reference frequency n!2 � !1.
This reference frequency is a parametric-like combination of two frequencies,
frequency of the time-harmonic source magnitude and that of the stick-slip motion.
Since the summation is over all indices n, we have an infinite sequence of the
reference frequencies even if the source magnitude is constant (!1 D 0). This states
that the stick-slip motion of the source produces the Doppler effects and its reference
frequency is the parametric-like frequency combination, n!2 � !1, not the source
frequency !1 itself. It is very interesting that the Doppler effects take place even
if the source magnitude is constant, !1 D 0. This is a characteristic feature of the
stick-slip motion.

Figure 2 shows a dynamic response in the case of constant source magnitude.
Thin light curves in the figure show the sum of two components with the summation
indices ˙n, and the thick curve does the total response where the summation is
carried our from n D �10 to n D C10. Since the observing point is on the y-axis,
the response before the source shows higher frequency, but that after the source
does lower frequency. The response changes its frequency at time t D 0. This clear
frequency discrepancy in the response is the typical Doppler effects.
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Fig. 2 A typical time response and its components at (x D 0, !2y=.2�V / D 1)
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Fig. 3 Time responses at (x D 0, !2y=.2�V / D 1) for three cases of Mach number

Figure 3 shows the dynamic response for three Mach numbers. The response
before the source shows more complicated wave form for the larger Mach number,
but that after the source does smoother wave form.

5 Conclusion

Introducing a simple mathematical model for the stick-slip motion, SH-wave radi-
ation from a point source with stick-slip motion is discussed. The stick-slip motion
of the source produces the Doppler frequency shifts even if the source magnitude
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is constant, not time harmonic. There exists an infinite sequence of the reference
frequency for the Doppler effects. The reference frequency is a parametric-like
combination of two frequencies, stick-slip motion and source magnitude.
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Derivation of the Instability Potential of Plates
by Rigid Body and Equilibrium Considerations

Y.B. Yang, S.R. Kuo, J.L. Peng, and M.H. Shih

Abstract A new method is proposed for deriving the instability potential of initially
stressed plates based on the rigid body and equilibrium considerations using the
updated Lagrangian formulation. Starting from the rigid body rule, the virtual
instability potential was derived for a thin plate under real rigid displacements.
Next, utilizing the equilibrium equations for the boundary forces at the C1 and C2
states, another virtual instability potential was derived for the plate under virtual
rigid displacements. Comparing the two potentials yields the one in total form for
the plate. The present approach requires only simple integrations and analogical
comparison of related virtual works, thereby avoiding the physically unclear,
complicated derivations involved in previous procedures. The present theory was
demonstrated to be more reliable for the postbuckling analysis of structures.

1 Introduction

In an incremental nonlinear analysis of solid structures, three typical configurations
are considered, i.e., the initial configuration C0, last configuration C1, and current
configurationC2. Assuming that the behavior of a structure, including deformations
and loadings, from C0 to C1 is known, one is interested in its behavior during the

Y.B. Yang (�) � J.L. Peng
Department of Construction Engineering, National Yunlin University of Science and Technology,
Douliu, Yunlin 64002, Taiwan
e-mail: ybyang@ntu.edu.tw

S.R. Kuo
Department of Harbor and River Engineering, National Taiwan Ocean University,
Keelung 20224, Taiwan

M.H. Shih
Department of Civil Engineering, National Chi-Nan University, Puli, Nantou 545, Taiwan

H. Irschik et al. (eds.), Advanced Dynamics and Model-Based Control
of Structures and Machines, DOI 10.1007/978-3-7091-0797-3 25,

215

© Springer-Verlag/Wien 2012

ybyang@ntu.edu.tw


216 Y.B. Yang et al.

incremental step fromC1 to C2 under a load increment [1]. In this paper, the updated
Lagrangian (UL) formulation is adopted to derive the incremental nonlinear theory
for plate structures, by which C1 is selected as the configuration of reference.

One advantage with the virtual work methods for deriving the stability theory of
a solid element is that the procedure can be carried out in a systematic and routine
manner. Namely, by substituting the strain-displacement relations, stress–strain
relations, and force-stress relations for the element into the virtual work equation,
the governing differential equations, along with the natural and geometric boundary
conditions, can be derived by utilizing the arbitrary nature of variations. However,
for the plate element of concern here, the above procedure is not foolproof. There
are several issues that must be adequately addressed before a successful result can
be obtained. First, when dealing with the virtual work related to the six nonlinear
virtual strains, there always appear some terms with unclear physical meanings, as
a result of the adoption of different hypotheses for plane sections after deformation.
The other issue is concerned with the derivation of equivalent shear forces on
the boundaries of the plate at C2, which may differ for different hypotheses of
plate sections. It is realized that only when the boundary shear forces are correctly
specified at C2 can Kirchhoff’s forces be accurately computed for the plate element,
and that the latter is essential to derivation of the virtual works done by surface
tractions on the plate at C2 [2]. A frequently encountered situation is that even if
a nonlinear plate theory was deliberately derived, there is no guarantee that the
theory can pass the rigid body rule [1, 3], a fundamental property to be obeyed
by all initially stressed elements.

The objective of this paper is to present a new, simple method, based on the
fundamental principles of rigid body rule and force equilibrium, for deriving the
virtual instability potential of a thin plate, under the conditions of either given real
or virtual rigid displacements. By an analogical comparison of the two sets of virtual
instability potential derived, the total instability potential can be derived for the
plate. Due to the lack of similar approaches existing in the literature, no effort will
be made herein to review related previous works.

2 Method of formulation

By the UL formulation, the virtual work equation for the plate can be written with
reference to C1 as follows [1]:

Z

1V

Cklij ekl ıeij dV C
Z

1V

�ij ı�ij dV D
I

1S

2ti ıui dS �
I

1S

1ti ıui dS (1)

or

ıUE C ıUG D ıW2 � ıW1 (2)
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where ıUE D virtual linear strain energy, ıUG D virtual instability potential of the
plate, ıW2 D virtual work done by the surface tractions 2ti acting at C2, and ıW1 D
virtual work done by the surface tractions 1ti acting at C1. Other symbols in (1)
are defined as follows: ı D variation; Cklij D material coefficients, ekl D linear
strain components, �ij D Cauchy stresses; �ij D nonlinear strain components; ui D
displacement increments; 1V D volume; and 1S D surface area of the element.
Specifically, the virtual linear strain energy ıUE is a function of the displacement
increments Qu and virtual displacements ı Qu of the plate element, namely,

ıUE D ˘E.Qu; ı Qu/; Qu D uxex C uyey C uzez (3)

Since the internal forces existing at C1 are known, we can express the virtual
instability potential ıUG and external virtual work ıW1 at C1 as follows:

ıUG D ˘G.Qu; ı Qu/ (4)

ıW1 D ˘1.ı Qu/ (5)

Meanwhile, since the external force increments at C2 are related to the displacement
increments Qu, we can express the external virtual work ıW2 at C2 as a function of
the displacement increments Qu and virtual displacements ı Qu, i.e.,

ıW2 D ˘2.Qu; ı Qu/ (6)

In this paper, we shall use the incremental virtual work equation in (2), together
with the fundamental principles of rigid body rule and equilibrium conditions, to
derive the virtual instability potential ˘G.Qur ; ı Qu/ of the plate for given real rigid
displacements and the one ˘G.Qu; ı Qur / for given virtual rigid displacements. Then,
by analogically comparing the two expressions derived for the plate under the same
actions, we can derive the total virtual instability potential ˘G.Qu; ı Qu/ of the plate
that satisfies both the rigid body rule and force equilibrium conditions.

In the following, we shall illustrate how the following three terms can be
derived: the virtual instability potential ˘G.Qur ; ı Qu/ of the plate for given real rigid
displacements, the one ˘G.Qu; ı Qur / for given virtual rigid displacements, and the
total instability potential˘G.Qu; ı Qu/. Due to restriction of paper length, all the static
and kinematic descriptions of the plate (Fig. 1) in the pre-buckling and bucking
stages will be omitted.

3 Derivation of ˘G . Qu; ı Qur/ based on rigid body rule

The principle of objectivity implies that using different references to describe the
behavior of a solid under the same actions, the same result should be obtained. The
rigid body rule proposed by Yang and Chiou [3] for nonlinear finite elements can
be regarded as an example of objectivity, which means that when a finite element
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Fig. 1 Thin plate at C1
and coordinates
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equilibrated by a set of forces at C1 is subjected to a rigid rotation, the forces
acting on the element at C2 should rotate following the rigid rotation, while their
magnitudes remain unchanged.

The purpose of this section is to derive from the rigid body rule the external
virtual work ıWr.ur ; ıu/ done by the boundary tractions and the corresponding
virtual instability potential ı QUG D ˘G.Qur ; ı Qu/ for a plate under given real rigid
displacements. The procedure is as follows. First, we can write down the virtual
work ıW1 done by the boundary forces at C1. For a plate undergoing a rigid
displacement, we can also write out the virtual work ı NW2 done by the surface
tractions after the rigid body rotation at C2. Subtracting ıW1 from ı NW2 yields
the virtual work increment ıWr done by the boundary forces during the rigid
displacement from C1 to C2.

For an incremental step containing only rigid displacement, the linear virtual
strain energy vanishes, i.e., ı NUE D 0. Under this condition, we can obtain from (2)
the following relation for the virtual instability potential ı NUG and the virtual work
increment ıWr done by the boundary forces as

ı NUG D ˘G.Qur ; ı Qu/ D ıWr

D �
Z
. 1Nz�yr � 1Ny�zr /ıu ıs

C �
Z
. 1Nx�zr � 1Nz�xr/ıv ıs

C �
Z
. 1Ny�xr � 1Nx�yr /ıw ıs (7)

The preceding equation is exactly the condition for the virtual instability potential
of the plate to satisfy during a rigid displacement.

The virtual instability potential ˘G.Qur ; ı Qu/ in (7) is a boundary integral for all
the forces acting on the boundary of the plate, which can be transformed by Green’s
theorem into an area integral in terms of the stress resultants and generalized strains
existing over the plate. The virtual work terms in (7) are done by the in-plane
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actions 1Nx , 1Ny and boundary actions 1Nz (including the equivalent shears). For
the present purposes, we shall divide the virtual work in (7) into two parts related to
the in-plane and out-of-plane actions as

ı NUG D �
ı NUG

�
I

C �
ı NUG

�
O

(8)

where after some lengthy operations, the two virtual work terms on the right side
can be derived as follows:
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4 Derivation of ˘G . Qu; ı Qur/ based on force equilibrium

Equilibrium is a property that must be obeyed by a solid element at any step of an
incremental nonlinear analysis. With the UL formulation, the linear virtual strain
energy ıUE is independent of the nodal forces at C1, but the virtual instability
potential ıUG is a function of the initial nodal forces at C1. Specifically, the virtual
instability potential ıUG should be equal to the virtual work done by the force
increments in connection with the displacement increments during the incremental
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step from C1 to C2. The following is the procedure for deriving ı QUG D ˘G.Qu; ı Qur /
given the virtual rigid displacements.

First, six force equilibrium equations can be written for the plate each at C1 and
C2. For a virtual displacement field consisting of three virtual rigid displacements
ı�xr , ı�yr , ı�zr and three virtual rotations ı�xr , ı�yr , ı�zr , one can write down
the virtual works ı QW1 and ı QW2 done by the boundary forces at C1 and C2. By taking
into account the equilibrium conditions at C1, one finds that the virtual work of
the plate ı QW1 at C1 vanishes, i.e., ı QW1 D 0. Similarly, by taking into account the
equilibrium conditions at C2, one can derive the virtual work ı QW2. For given virtual
rigid displacements, the linear virtual strain energy reduces to zero, i.e., ı QUE D
˘E.Qu; ı Qur / D 0. From (2), one finds that the virtual instability potential ı QUG D
˘G.Qu; ı Qur / can be related to the virtual work increment ıWb done by the boundary
forces of the plate as

˘G.Qu; ı Qur / D ı QUG D ıWb D ı QW2 � ı QW1

D ı�xr�
Z
.w 1Ny � v 1Nz C��

z nx
1Mn/ ds

C ı�yr�
Z
.�w 1Nx C u 1Nz C��

z ny
1Mn/ ds

C ı�zr�
Z
.v 1Nx � u 1Ny ��n 1Mn/ ds (11)

The preceding equation has been expressed as boundary integrals, which can be
transformed by Green’s theorem into area integrals and divided into two parts related
to the in-plane and out-of-plane actions as follows:

ı QUG D �
ı QUG

�
I
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�
O

(12)

where, after lengthy operations, the two terms on the right side can be written as
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5 Total virtual instability potential ˘G . Qu; ı Qu/ D ıUG . Qu; ı Qu/

In previous sections, one has derived the virtual instability potential˘G.Qur ; ı Qu/ for
given real rigid displacements Qur and another potential˘G.Qu; ı Qur / for given virtual
rigid displacements ı Qur . These two potentials can be regarded as the special cases
of the full potential˘G.Qu; ı Qu/ of the plate with the following relations:

˘G.Qu; ı Qu/juDur D ˘G.Qur ; ı Qu/ (15)

˘G.Qu; ı Qu/jıuDıur D ˘G.Qu; ı Qur / (16)

The preceding two equations imply that the total virtual instability potential
˘G.Qu; ı Qu/ satisfies both the rigid body rule and force equilibrium requirements. The
other message is that by an analogical comparison of the integral terms containing
the same actions in ˘G.Qur ; ı Qu/ and ˘G.Qu; ı Qur /, one can find the corresponding
terms for the total potential ˘G.u; ıu/ that satisfies the rigid body rule and force
equilibrium requirements.
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After a term-by-term analogical comparison of the terms in ˘G.Qur ; ı Qu/ and
˘G.Qu; ı Qur / containing the same actions, one can obtain the corresponding total form
for the virtual instability potential˘G.u; ıu/ of the plate, which for convenience can
be expressed separately in terms of the in-plane and out-of-plane actions as follows:
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The two underlined terms in (17) are included to ensure satisfaction of the
tensor property, which have nothing to do with the rigid body or force equilibrium
considerations. The last two integrals on the right side of (18) are the two terms
that are new compared with the existing theories for plates. Because of the presence
of these two terms, the virtual instability potential derived, as represented by (17)
and (18), is featured by the fact that it is rigid body-qualified and conforms to all
equilibrium conditions.

6 Applications of the present theory

The virtual instability potential of the plate derived herein plus the conventional
virtual strain energy, can be used to deal with the rigid body rotational behavior
of the plates in the postbuckling range. By the UL-based finite element procedure,
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Fig. 2 Cylindrical shell: (a) geometry, (b) loading, (c) mesh test, (d) comparison

a linear stiffness matrix Œke
 can be derived from the virtual strain energy, and a
geometric stiffness matrix Œkg
 from the virtual instability potential for the plate.
The two matrices can be used in combination with a reliable path-tracing scheme,
e. g., the generalized displacement control method proposed by Yang and Shieh [4],
to solve the postbuckling response of plate structures.

Figure 2 shows a cylindrical shell fixed at one end and subjected to horizontal
shears at the free end, with the following material properties: elastic modulus
ED 3:10275 kN/mm2, thickness t D 5 mm, and Poisson’s ratio �D 0:3. Figure 2c
shows the convergence characteristics of analysis upon mesh refinement using
the present theory. As indicated in Fig. 2d, using the conventional approach, i.e.,
neglecting the two last terms in (18), does not yield a convergent solution upon
mesh refinement. This is mainly due to the fact that the conventional approach fails
to cope with rigid rotations in the postbuckling range.

7 Conclusions

A new approach is presented for deriving the virtual instability potential of plates
based on the fundamental principles of rigid body rule and force equilibrium using
the updated Lagrangian formulation. Compared with the conventional procedures
for formulating the plate theory, no assumption on plane sections was needed in the
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present study. The present theory is superior to the conventional ones in that it can
adequately cope with the rigid rotations of shells in the postbuckling range.
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A Novel Base Isolation System for Asymmetric
Buildings in Seismic Active Zones: Damping
Supplied by Tuned Liquid Column-Gas
Dampers

Franz Ziegler and Basit Khalid

Abstract The vulnerability of civil engineering structures with fundamental
frequency, say roughly above 1 Hz, (or buildings with less than 10 stories), when
exposed to the strong motion phase of an earthquake is considerably reduced by
means of base isolation. The low pass filter for isolating horizontal vibrations is
redesigned where the classical elastomeric bearings are substituted by a number of
prestressed helical steel springs with pivoted columns along vertical axes carrying
part of the dead weight and guiding the horizontal motion. The base isolated
building in its fundamental modes is considered to be rigid. Low cost Tuned Liquid
Column Gas Dampers, in optimal arrangement in the plan of the basement of the
building, supply the effective damping of the remaining horizontal vibrations. The
action of the passive damping device is commonly considered to be sufficient. Since
the gas spring effect counter acts changes in fluid mass, the absorber can be used as
a water reservoir. However, early peaks in the response may require active control
for their proper reduction. Consequently, such a hybrid absorber is discussed with
gas injection from a standby high-pressure vessel, making it independent from any
public energy transmission line.

1 Introduction

It is the horizontal component of the strong motion phase of an earthquake that
shakes and possibly endangers regular buildings. To reduce the vulnerability of
buildings with fundamental frequency higher than about 1 Hz (or buildings with
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less than 10 stories), base isolation is best suited. Currently, a low pass filter is
put between the building and its foundation mainly in the form of a shear spring
consisting of rubber sheets reinforced by placing them between steel plates. The
resulting fundamental mode should have a frequency below about 0.5 Hz. In that
case the required damping of the resulting nearly rigid body mode of the base
isolated building is supplied by the plastic deformation of a lead core placed in
the center of the isolation element. This element has a rather large ratio of the
vertical to the horizontal stiffness; the latter in a rough approximation is given
in terms of the rubber shear modulus by k1h D GA=ns1, where A and s1 are
respectively, the cross-sectional area and the thickness of the n-times repeated
rubber sheets. There are lifetime problems encountered, mainly caused by the
increase of temperature due to plastic deformation of the lead core within the
first occurrence of the earthquake or during the aftershocks. Consequently and
avoiding any such lifetime problems, in this paper we describe a novel base isolation
element consisting of an axially prestressed helical steel spring with maximized
axial to horizontal (shear) stiffness combined with a pinned-pinned column (upright
pendulum) carrying some portion of the dead weight, [Khalid B. Control of seismically forced

vibrations of asymmetric buildings by means of a novel base isolation system. TU-Wien, www.tuwien.ac.at, Dissertation

2010]. Damping of the resulting fundamental modes after base isolation is supplied by
the separate optimal arrangements of low cost Tuned Liquid Column Gas Dampers
(TLCGD) in the building’s basement. Such a system of base isolation has hardly any
maintenance costs and has a lifetime comparable to that of the building. Early peaks
in the response records are hardly affected by passive damping and their reduction
requires active control. By means of controlled gas injection from a standby high-
pressure vessel with subsequent removal the TLCGD becomes a hybrid absorber,
an ATLCGD as outlined in this paper. The state-of-the-art of optimizing the two
parameters, frequency and damping, of passively acting absorbers in the form of
Tuned Mechanical Dampers (TMD) is based on Den Hartog [1], whereas that of
active structural control up to 1990 is available in [2].

2 Equation of motion of the base isolated building

Due to the low pass filter placed between the building and its foundation, the
horizontal deformations caused by the horizontal component of an earthquake
are concentrated in the isolation elements and the resulting (three) low frequency
fundamental modes can be considered as the rigid body motions of the building.
The vertical motion of the building is a combination of the vertical component
of the seismic forcing (no soil-structure interaction is considered) with a guided
component from the horizontal motion. Consequently, for setting up the equations
of horizontal motion by means of conservation of momentum and of angular
momentum about the vertical axis, we need to know the total massMS , the moment
of inertia Ix DMSr

2
S and the location of the center of mass CM in the plan of the

building. Hence, three equations result in matrix form, the mass matrix is diagonal,
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rotation about x-axis uT D rS� , a single point seismic excitation by ground
acceleration ag.t/ with angle of incidence ˛ against y-axis is understood,

MRx C Kx D �Mageg C F ; xT D �
vM wM uT

�
; eTg D �

cos˛ sin ˛ 0
�
: (1)

The generalized control force vector F supplies the action of the TLCGDs. Sub-
structure synthesis of (26.1) with TMDs of the spring-mass-dashpot type would be
exact, however that with equivalent TLCGDs becomes approximate since the (small
amount) of dead fluid mass changes slightly the location of the center of mass,
the mass matrix and thus the main system considered in (26.1). Extremely light
structural damping of the low pass filter (not considered in (26.1)) will be added to
the modally projected equations, Since we can assume isotropic horizontal stiffness
of each of the base isolation elements, k1h, and some equal spacing along the
perimeter of the carrying walls of the building, the symmetric 3	 3 stiffness matrix
K of the base isolation is easily set up, e.g. by the direct stiffness matrix method.
Considering a number N of such base isolation elements, the resulting horizontal
stiffness is apparent in the two diagonal stiffness elements, k11 D k22 D Nk1h.
Thus, the required period renders a first condition to be met in the design of the base
isolation by choosing the resulting stiffness,

T D 2�
p
MS=Nk1h � 2s: (2)

Considering the simple rectangular plan a 	 b of an asymmetric building with
an intermediate carrying wall and a symmetric distribution of the isotropic base
elements, such that their number is N D 2Na C 3Nb, the third diagonal component
and the off-diagonal elements in the stiffness matrix become, Fig. 1,

k33 D Nk1h

r2S
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2.1 Modal analysis of the base isolated building

Solving the linear eigen-value problem of (26.1), e.g., by calling the tool eig in
Matlab, renders the set of three orthonormalized modal vectors and the associated
natural frequencies, say around 0.5 Hz. The placement of the modally tuned
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Fig. 1 (a) Plan of an asymmetric building. Spring force of a base isolation element at position i .
Sub-optimal placements of the three TLCGDs (two alternatives) relative to Cvj . (b) Symmetric
TLCGD. Framed piping system, sealed: one-sided gas-volume (equilibrium) Va D AHHa

TLCGDs becomes optimal with normal distance to the modal centers of velocity
maximum: centers far outside of the building plan indicate dominating translational
motion in that mode, whereas dominating modal rotational vibrations render a
modal center within the building plan. For small displacements, 3	1 modal vectors
�j determine the modal centers of velocity Cvj ,

yvj D yM � rS�j2=�j3 ; zvj D zM C rS�j1=�j3 ; �j 3 ¤ 0; (4)
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Ziegler [3], p. 13, see Fig. 1a. For the base isolated illustrative example, Fig. 1, with
total mass MS � 245; 000kg and rS D 4:65m, the natural modes are given by

2
4
f1 D 0:494

f2 D 0:500

f3 D 0:818

3
5H z ; ˚ D 10�3

2
4

�1:211 1:617 0:143

1:606 1:220 �0:190
0:238 �2:15 	 10�15 2:011

3
5 : (5)

The modal centers of velocity are located as indicated in Fig. 1a.

3 Design of the novel base isolation element

In Fig. 2 the base isolation element is sketched: with respect to the proper selection
of the helical steel spring, we note the design equations for its vertical (pre-stress)
and horizontal (shear) stiffness, and their ratio to be maximized within proper design
limits, nt is the number of turns,

k1� D Ed
.d=2D/3

2.1C �/nt
; k1h D Ed

.d=2D/3

nt Œ1C .4=3/.2C �/.l=D/2

;

��h D k1�

k1h
D 1C .4=3/.2C �/.l=D/2

2.1C �/
) max: (6)

When considering the static stability of the pivoted upright pendulum supported
by the horizontal stiffness of the helical spring, Fig. 2a, only a fraction of the dead
weight of the building (well below of the critical buckling load k1hl , [3], p. 519), is
carried by the column and thus axial prestressing k1�l.l0= l � 1/ > 0 of the spring
is required. For a numberN of base isolation elements, the condition follows,

MSg=Nk1hl D �C ��h.l0= l � 1/ ; � < 1 ) � D 0:49; in [7]: (7)

Thus, (26.2) and (26.7) determine horizontal stiffness and the required number N
with length l referred to the isolation gap between building and foundation selected.

4 Effective modal damping by the TLCGD

Hochrainer has invented the gas spring effect for easy frequency tuning of the
TLCGD, Fig. 1b, see [4]. The equation of the relative fluid flow in the TLCGD,
when installed in the basement of the building and with the trace oriented in a
general direction, angle 
 , is derived by integrating along the instant relative stream
line to render a generalized non-stationary Bernoulli equation, [3], page 497 and in
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Fig. 2 (a) Novel base
isolation element consisting
of an axially prestressed
helical steel spring and a
pinned–pinned column in
spherical bearings. (b)
Schematic plan of a
four-spring-pendulum unit
with four-safety steel
columns (˚60) with axial
clearance, maximum tilting
angle j'j < 15ı

a

b
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connection with the effective damping of multi-purpose, asymmetric buildings, [5];
u1 D u2 D u.t/ is the fluid stroke. For TLCGD numbered j ,

Ruj C 2	Aj!Aj Puj C !2Aj uj

D ��j
	 �

ag cos˛ C RvM � RuT .zAj � zM /=rS
�

cos 
j
C �
ag sin ˛ C RwM C RuT .yAj � yM /=rS

�
sin 
j




�D B C 2H cosˇ

Leff
; Leff D AH

AB
BC2H ; all dimensions with number j:

(8)

Considering the absorber damping sufficiently high, parametric excitation by both,
the vertical component of base excitation and the rotation about the vertical x-axis
becomes negligible and (26.8) results. The viscous damping in (26.8) represents the
equivalently linearized, experimentally observed mean turbulent damping ıL jPuj Pu:
Hence, 	AD.4=3�/ıL max juj. The linearized (26.8) enters the modal tuning process
that, by analogy, can be based on the Den Hartog optimization of the equivalent
TMD; see again [4] for details. Thus 	A is inserted with its optimal value. The
absorber frequency in (26.8) takes on an optimal value (result of tuning) and
should be set equal to the natural frequency of small vibrations of a mathematical
pendulum, to render the most convenient design formula, defining the required
equilibrium gas pressure, np0 D �gh0, 1 � n � 1:4, in relation to the gas
volume Va D AHHa required by the condition for linearized gas compression,
max juj � Ha=3, number j understood, for a severe limit of fA see [6],

fA D
s

g=�2

4.Leff =2/

�
sinˇ C h0

Ha

�
D
s
g=�2

4L0
) h0

Ha

D Leff

2L0
� sinˇ: (9)

4.1 Control forces for TLCGD acting in the basement of the base
isolated rigid building, j understood

Considering the absolute horizontal acceleration of the center of mass Cf of the
displaced fluid column, conservation of both, momentum and angular momentum
renders, the generalized control force components are listed in their linearized form
to enter the approximate substructure synthesis with (26.1), [5],

Fy D mf

�
ag cos˛ C RvM � RuT .zA � zM /=rS

�C N�mf Ru cos 
 ; N� D �Leff =L1;

Fz D mf

�
ag sin ˛ C RwM C RuT .yA � yM/=rS

�C N�mf Ru sin 
 ; mf D �AHL1;

Mx D mf N�3 RuTH2=rS � Fy.zA � zM/C Fz.yA � yM/;

N�3 D fŒ1C.AB=3AH/.B=2H/
 .B=2H/C Œ1C.2H=3B/ cosˇ
 cosˇg .B=L1/:
(10)
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4.2 Modal tuning

Equation (26.1) is modally expanded, x D P3
jD1 qj .t/�j , however, the modal

coupling present in the generalized control forces (26.10) is neglected for the sake
of modal tuning of the selected TLCGD by means of Den Hartogs optimization
formulas. Considering this modal coupling in fine-tuning using optimizing tools in
the state space can subsequently make a correction. The approximating result with
(26.8) substituted for the isolated j -th mode is a 2 D.O.F. coupled system Œ qj uj 
T ,
the extremely light damping in the base isolation is commonly assumed constant,
	Sj D 	S � 0:05. The transformation of the optimal equivalent TMD parameters
[1], is deduced by comparing two sets of equations, [4] and [6], a star refers to the
TMD,

ıjopt D fAj;opt

fSj
D ı�

joptr
1C �j

h
1 � � N�.V �

j =Vj /
2

i ; 	Aj D 	�
Aj : (11)

The dead fluid mass is apparent in the denominator in (26.11).

4.3 Fine tuning of the coupled set of TLCGDs in the state space

Full modal expansion of (26.1) and (26.10), (26.8) substituted, yields six coupled,
still approximate modal equations. In the state space domain, the 12	 1 state hyper
vector for time harmonic excitation becomes,

z0.˛; !/ D Œi!I � .A C BR/
�1 Egega0 ; z0j D �
q0j u0j i!q0j i!u0j

�T
: (12)

The optimal parameters, contained in R, are calculated by minimizing a per-
formance index, e.g., considering the minimum of the area under the frequency
response function of the main system, - e.g., by Matlab tool fminsearch, see [4, 5].

4.4 Selected simulation results

Considering the base isolated single storey asymmetric building of Fig. 1a, forced
by the El Centro seismogram, scaled to 0:32 g, convincingly approve the separated
action of the low pass filter and of the three fine tuned TLCGDs, Fig. 3.
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Fig. 3 Total horizontal acceleration of CM and the resultant atr . El Centro, ˛cr D 125ı
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5 Active control rendering a hybrid ATLCGD

Early acceleration peaks in the response of the base isolated building are hardly
affected by passive (effective) damping, Fig. 3. Adding a standby high pressure gas
vessel to Fig. 1b, providing a few, bang-bang controlled gas pressure shots (the
amount of gas must be controlled removed) � Npa D �� Npa;maxsign.S�1ETa PzS/,
renders the ATLCGD hybrid and reduces such early peaks, [4],[2].

6 Conclusion

Simulations approve the novel base isolation with effective damping by TLCGDs.
Steel springs in shear provide the horizontal stiffness with long lifetime. The pivoted
column contacts self-lubricating spherical bearings to avoid corrosion.

7 Note added in proof

The novel base isolation system is complemented by separately acting ”sliding
elements” that provide limited static friction, however, without continuous energy
dissipation in abrasive dry friction. For design details see Khalid [7].
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